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Preface

The global trend towards more flexible and dynamic business process integration
and automation has led to a convergence of interests between service-oriented
computing, semantic technology, and intelligent multiagent systems. In particu-
lar the areas of service-oriented computing and semantic technology offer much
interest to the multiagent system community, including similarities in system ar-
chitectures and provision processes, powerful tools, and the focus on issues such
as quality of service, security, and reliability. Similarly, techniques developed in
the multiagent systems and semantic technology promise to have a strong impact
on the fast-growing service-oriented computing technology.

Service-oriented computing has emerged as an established paradigm for dis-
tributed computing and e-business processing. It utilizes services as fundamen-
tal building blocks to enable the development of agile networks of collaborating
business applications distributed within and across organizational boundaries.
Services are self-contained, platform-independent software components that can
be described, published, discovered, orchestrated, and deployed for the purpose
of developing distributed applications across large heterogeneous networks such
as the Internet.

Multiagent systems are also aimed at the development of distributed ap-
plications, however, from a different but complementary perspective. Service-
oriented paradigms are mainly focused on syntactical and declarative definitions
of software components, their interfaces, communication channels, and capa-
bilities with the aim of creating interoperable and reliable infrastructures. In
contrast, multiagent systems center on the development of reasoning and plan-
ning capabilities of autonomous problem solvers that apply behavioral concepts
such as interaction, collaboration, or negotiation in order to create flexible and
fault-tolerant distributed systems for dynamic and uncertain environments.

Semantic technology offers a semantic foundation for interactions among
agents and services, forming the basis upon which machine-understandable ser-
vice descriptions can be obtained, and, as a result, autonomic coordination
among agents is made possible. On the other hand, ontology-related technolo-
gies, ontology matching, learning, and automatic generation, etc., not only gain
in potential power when used by agents, but also are meaningful only when
adopted in real applications in areas such as service-oriented computing.

This volume consists of the proceedings of the Service-Oriented Computing:
Agents, Semantics, and Engineering (SOCASE 2008) workshop held at the In-
ternational Joint Conferences on Autonomous Agents and Multiagent Systems
(AAMAS 2008). The papers in this volume cover a range of topics at the inter-
section of service-oriented computing, semantic technology, and intelligent multi-
agent systems, such as: service description and discovery; planning, composition
and negotiation; semantic processes and service agents; and applications.
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Roberto Confalonieri, Sergio Álvarez-Napagao, Sofia Panagiotidi,
Javier Vázquez-Salceda, and Steven Willmott

Universitat Politècnica de Catalunya
Dept. Llenguatges i Sistemes Informàtics
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Abstract. This paper presents a middleware to help designers in the
implementation of contract-aware agent-based services. The middleware
provides several components, including a contract manager, a communi-
cation manager and a workflow manager, which combine to allow agents
to manage contracts and the actions associated with them. The mid-
dleware is built as part of a Web service implementation of the IST-
CONTRACT framework. An electronic commerce example is used to
illustrate how the components of the middleware facilitates the manage-
ment and execution of agreements in a contract at run-time.

1 Introduction

One of today’s major trends in electronic business technologies is the increasing
adoption of Service Oriented Architectures (SOA) in general and Web services
in particular as a means to provide increased automation, interoperability and
flexibility in deployed systems. Recently work has seen the emergence of (con-
tractual) agreements as part of the specification of the expected behaviour in a
distributed business process. In particular, recent initiatives have focused on the
specification of choreography patterns (such as ebXML [1]) and sets of service-
level agreements (SLAs) [2], which define a set of computer-observable para-
meters, also called metrics [3] to be evaluated. While both of these approaches
show promise, the former approach lacks flexibility - relying on rigid pre-defined
patterns and the latter limits the expressiveness of (contractual) agreements to
limited conditions over the values of a small set of parameters.

In the approach take in the IST-CONTRACT project, we propose a move to
a more flexible contracting mechanism for Service Oriented Systems based on
the following three main elements:

– The introduction of intentional semantics within the communication be-
tween services (based on the use of performatives such as request, inform, or
commit). This is important as it re-enforces the link of actual and intended
behaviour.

R. Kowalczyk et al. (Eds.): SOCASE 2008, LNCS 5006, pp. 1–14, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



2 R. Confalonieri et al.

– The creation of a contracting language able not only to express a set of
intended behaviours on which parties agree but also to define the way that
contracts and contract-related events are negotiated and communicated.

– The creation of higher-level behavioural control mechanisms, centered not
on the tracking of a limited set of metric values but on the monitoring of
higher-level objects such as commitments, obligations and violations which
can be extracted from the communication semantics.

The combination of these three elements makes it possible to monitor the be-
haviour of a set of actors by keeping track of the fulfillment of the agreements
between them.

This paper provides a description of a set of middleware components required
for the creation of such contract-aware agent-oriented services. Section 2 provides
a short description of the contract framework, and the contracting language.
Section 3 then describes the agent-based contract environment on which the
middleware is based, and our proposal of the middleware architecture support-
ing contract-aware agent-based services. Section 4 shows how the middleware
components work during execution. Section 5 covers related work. Finally Sec-
tion 6 presents conclusions and provides directions for future work. Throughout
the paper we will use a contract between a buyer and an on-line music store to
exemplify how the approach works. The middleware in question is implemented
in early prototype form and is currently being extended in the context of the
European Commission 6th Framework project CONTRACT.1

2 IST-Contract Framework

The aim of the IST-CONTRACT project is to develop a framework and its
infrastructure which make possible to model, build, verify and monitor distrib-
uted electronic business systems on the basis of dynamically-generated, cross-
organisational contracts. Such contracts are explicit descriptions of the expected
behaviours of individual services and the system as a whole.

The following sections summarise the elements the middleware is based on:
the contract theoretical framework, and the contracting language.

2.1 Theoretical Framework

The IST-CONTRACT theoretical framework [4] defines a framework for the
conceptualisation of contracts, of the agents dealing with these contracts and an
infrastructure for supporting the management of contract-related processes.

The main concepts of the framework are contracts and agents. A contract doc-
ument formally captures a mutual agreement between two or more agents. A con-
tract describes a set of intended behaviours by means of deontic clauses (oblig-
ations, permissions, prohibitions) and the agents responsible for those clauses.
The agents assigned to contract clauses are the parties of that contract, the con-
tract parties. Contract parties are classified as either business contract parties or
1 http://www.ist-contract.org
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administrative contract parties [4]. Business contract parties are essentially the
parties involved in contract-related, application specific interactions. Adminis-
trative contract parties are agent facilitation roles such as observer, manager,
notary, and contract storer. In short, observer, manager, and notary roles sup-
port the monitoring of contract execution and certification of contract creation
and evolution (notaries are used when the contract parties are not fully trusted).
The contract storer keeps knowledge about contracts and provides interfaces for
accessing a contract repository.

The framework is defined in a way that it can be instantiated in various
technology settings. Section 3.1 briefly describes the contracting environment
that has been implemented for agent-oriented Web services.

2.2 Contracting Language

The contracting language defined in [6] describes the way contracts are struc-
tured, communicated and managed. Not only does this define the format for
expressing contracts but it also provides the way to make statements about such
contracts, the way to structure messages and the use of protocols.

The framework is structured into 6 layers of communication (Figure 1). The
Domain Ontology Layer contains the domain ontology, providing ontological
definitions of terms, predicates and actions. The Contract Layer defines the
contract document structure2, which includes deontic statements about the par-
ties’ obligations, permissions and prohibitions in terms of predicates and actions
defined in the previous layer. The Message Content Layer defines message con-
tent, allowing agents to express statements about contracts (e.g. a contract being
active/inactive), and actions related to contracts (e.g. accept, sign, cancel a con-
tract). The Message Layer allows agents to express their attitudes towards the
content of the message by means of performatives (e.g. an agent proposes to sign
contract C1, or an agent requests cancellation of a contract C2). The Interaction
Protocol Layer, pre-defines contract handling protocols as acceptable sequences
of messages to achieve a given goal (e.g. a protocol for agreeing on contract
termination). Finally the Context Layer describes the interaction context where
contracting parties will carry out the obligations, permissions and prohibitions.

Due to space restrictions, in this paper we will express the deontic expressions
in the example using a human-readable notation. The full description of the
contracting language including the XML structure for contract documents can
be found in [6].

3 A Middleware for Contract-Aware Agents

The contract framework and contracting language described in the previous
section outline the conceptualisation of contracts, the agents operating with
these contracts, how contracts are specified and the way agents communicate at
2 The full XML schema defining the structure of our contracts is accessible at
http://www.ist-contract.org/schemas/ISTContract.xsd
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Fig. 1. The contracting language layers [17]

knowledge level about them. In practice, the framework and the agents can be
instantiated in a contracting deployment when delivering real business applica-
tions. This leads to two main issues: the creation of the contracting environment
the agents operate in, and the creation of the agent middleware service architec-
ture, a set of components easing the creation of contract-aware agent-oriented
services. In the following sections we cover both aspects, focusing especially on
the internal components of the middleware.

3.1 Contracting Environment

The contracting environment is an instantiation of the theoretical framework
[4] which defines business contract parties as agent-oriented Web services [7],
involved in contract-related processes. Each agent may enact one or more roles
(e.g. a business contract party or both an observer and manager for example),
including administratives roles as agreed by the parties to a contract. Figure 3
shows an example of two business contract parties, a musicBuyer and a music-
Seller. Administrative contract parties’ roles are all enacted by extra agents: a
Notary (enacting the notary role), and a Conflict Manager, enacting both the
observer and the manager roles in the framework. The figure also shows how the
contracting environment provides additional support systems such as a Con-
tract Repository, an Ontology Store which ease the development of distributed
contract-based applications. Additional supporting systems such as directory
service (acting as agents yellow page) and context service (providing interaction
context rules) can be added to the environment as well.
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In the following we present our proposal of the intended agent service archi-
tecture for building contract-aware agent-based services.

3.2 Agent Middleware Service Architecture

Our proposal for the internal architecture of the agent service middleware is
shown in Figure 2. Different public interfaces allow contract-aware agents to
communicate with each other and with other components of the contracting
environment. Public interfaces are of three types:

– agent-to-agent: is a Web service interface which allows agents to communi-
cate at the knowledge level according to the contracting language and pro-
tocols defined in [6]. FIPA-ACL performatives are exchanged as Web service
messages using SOAP.

– agent-to-system: is a Web service interface used for communication between
the agent and supporting systems such as the Ontology Store and the Con-
tract Repository.

– agent-to-user: is a Web interface through which the contract-aware agent
interacts with system users (human interface) and with the real world. The
former facilitates interactivity with the user, the latter interoperability with
third party systems (such as Merchant provider for the on-line payment).

Architecturally, a contract-aware agent is split into several modules which pro-
vide specific functionalities and knowledge. The modules communicate through
Java APIs.

The decision maker contains the core intelligence and main reasoning cycle
of the agent. Although the implementation of the decision maker is left to the
designer, a decision maker template is provided, which implements a practical
reasoning engine.3 This would allow to program the agent with contract-related
behaviours, which model the deliberation and the achievement about contract
clauses. To implement contract-related behaviours, the decision maker is assisted
by the contract manager, the communication manager and workflow manager.
These modules not only handle the low level details of messages, contract agree-
ments and workflows but also keep an up-to-date model of the status of all these
aspects which can be easily queried by the decision maker. This separation of
concerns eases the implementation from the designer perspective, as the reason-
ing cycle inside the decision maker focuses on strategic decision-making.

The contract manager contains the contract knowledge and the business
logic of the contracts in terms of predicates and actions (which are formally
defined in the Ontology Store). The contract manager is aware of the contract
deontic clauses that apply to the given agent, their status (active, inactive, vio-
lated), and the overall status of the contract. The contract manager also keeps
track of pending obligations and signals the decision maker module about next
obligations to be achieved, risks of violating a clause or the fulfillment of the
contract.

3 The reasoning is directed toward actions based on beliefs, desires, and intentions [5].
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The workflow manager contains the operational knowledge required to ex-
ecute and monitor the contract workflow, i.e. the order in which the actions as-
sociated to the deontic clauses of the contract have to be carried on. Operational
knowledge is expressed in terms of action’s inputs, outputs, and pre- and post-
conditions. Pre- and post-conditions straightforwardly map to activating and
terminating conditions of contract deontic clauses. In this way, a workflow exe-
cution results in the execution of a sequence of actions which eventually satisfy
contract obligations. Fulfilled sequences are signalled to the contract manager,
which marks active obligations as fulfilled and forwards the status change to the
decision maker module, which can deliberate then on the next step to do.

The communication manager handles all issues related to agent-to-agent
communication. One of its functionalities is to act as a local Directory Facili-
tator for the business agent, being aware of the network topology, i.e. it knows
which are the active agents in the system and how to contact them. Secondly
it knows which interaction protocols to choose for contract-related behaviours.
E.g., during the process of setting a new contract, the communication manager
is queried by the decision maker about the protocol to use to achieve a commu-
nication goal (setting the contract). The communication manager is assisted by
two modules: the dialogue and message managers.

The dialogue manager implements a library of interaction protocols, storing
the sets of acceptable sequences of messages which fulfill the goal state of a
protocol for each of them. The dialogue manager is implemented as a finite state
machine, in order to keep track of the current state of the dialogue and ensures
that interactions are consistent with respect to the dialogue structure.

The message manager processes the content of messages received from and
sent to other agents. Regarding the incoming messages, it is responsible for the
semantic interpretation of their content, translating it into an RDF representa-
tion that can be queried as a knowledge base by the decision maker through the
communication manager (e.g. the Decision Manager can be asked if any agent
has sent a notification about a payment being done). For outgoing messages,
the message manager is responsible for the conversion of the agent’s internal
representation into the common, understandable format, used by all the agents.
Translation rules can be defined according to ontological relations.

3.3 Supporting Systems

At least two supporting system components are needed by contract-aware agents:
a contract repository and an ontology store. The Contract Repository provides
persistent storage of contract templates and contract instances avoiding the loss
of information about contracts between sessions. The Ontology Store is a reposi-
tory for storing and retrieving domain and contractual knowledge, which provide
ontological definition of terms, predicates and actions which are referred to in
the terms of the contracting language. These components can be deployed ei-
ther only in the contracting environment or inside each contract-aware agent
extending the core set of components previously described.
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4 Example of Contract Management and Execution

In this section we describe how business and administrative contract parties
are used in the design of a simple contract-based application, an on-line music
store. We further illustrate how the internal modules we propose can be used.
The scenario is depicted in Figure 3. Business agents, such as the musicBuyer
and musicSeller, are the signatory parties of the buyMusicContract and are in-
volved in contractual interactions. The Notary and the Conflict Manager are
administrative contract parties which respectively support the establishment
and monitoring of the buyMusicContract. The Notary is a certification entity
which supervises the contract creation between musicBuyer and musicSeller.
The Conflict Manager takes the roles of manager and observer and monitors
contractual interactions and is responsible to detect and solve any conflicts that
can arise between the musicBuyer and musicSeller during contract execution.
The Contract Repository and Ontology Store respectively provide contract stor-
age functionalities and ontological definition to the other agents. Finally, the
Banking Service is a third party service involved in the musicBuyer payment
workflow. It also notifies the musicSeller about the outcome of the payment.

According to the contracting language defined in [6], a contract document
specifies signatory parties and the deontic clauses parties are subject to. In this
scenario, the musicBuyer and musicSeller agents represent the signatory parties.
For this example, the buyMusicContract includes six clauses:

dc1. if available(DownloadService) −→
PERMITTEDmusicBuyer(buyDownloadRights(CD.Id))

dc2. if done(buyDownloadRights(CD.Id)) −→ OBLIGEDmusicBuyer(pay(CD.Price))
BEFORE 1 Hour

dc3. if violated(dc2) −→ PERMITTEDmusicSeller(abort(buyMusicContract))
dc4. if done(pay(CD.Price)) and (available(DownloadService) −→

OBLIGEDmusicSeller(giveDownloadRights(CD.Id,musicBuyer)) BEFORE 1 Hours
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Fig. 3. The contracting environment in the buyMusic scenario

dc5. if done(giveDownloadRights(CD.Id,musicBuyer)) −→
PERMITTEDmusicBuyer(download(CD.Id) BEFORE 1 Hour)

dc6. if violated(dc5) −→ OBLIGEDmusicSeller(payDelivery(Delivery.fee) and (deliv-
erCD(CD.Id) BEFORE 7 Days))

Clauses are expressed through a variation of the representation defined in
[18], which is based on a dyadic deontic logic including conditional and temporal
aspects. Clauses are associated with a well-defined lifecycle. When a contract is
agreed, clauses are inactive; they move into an active state when their associated
activating conditions hold. Then, they may change to a fulfilled state when their
associated actions are executed or to a violation state when their associated
actions fail. Clause state changes are perceived through the message manager
interpretation process of agents’ messages. These percepts are forwarded to the
contract manager (through the communication and decision maker modules),
who changes the state of the clauses accordingly.

The run-time management of contract-bounded interactions goes as follows.
A new instance of the buyMusicContract is created from a contract template
whenever the musicBuyer starts the process of buying music on the online music-
Store, managed by the musicSeller. At this stage, the Communication Manager,
the Dialog Manager (and Message Manager) are involved in the contract estab-
lishment process. The Communication Manager provides the musicBuyer with
details such as the IP address and port number for contacting the musicSeller
and the protocol to be adopted (or the opposite, depending on which one of the
two is the initiator). A Simple Contract Create Protocol can be used (see [6]
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for protocol’s details) to negotiate and instantiate a new contract and the Dia-
logue Manager makes sure that the protocol is followed correctly.

Once the buyMusicContract has been settled, the Decision Maker module ex-
tracts the deontic clauses, the agent is responsible for. This knowledge about
the status of the contract and its clauses, is kept by the Contract Manager.
Agents are now ready to execute the signed contract. It is important to clar-
ify here that clauses of a contract implicitly define a (partial) ordering in the
sequence of the actions to be performed when executing the contract, i.e. the
workflow (of the process described in the contract). The derived workflow of
the buyMusicContract is shown in Figure 4.

pay

buyDowloadRights

abortnot done(pay)

giveDownloadRights

done(pay)

download

deliverCD

payDelivery

terminate

not available(DownloadService)

checkPayment

Fig. 4. The workflow derived from the buyMusicContract clauses. During the download
an exception may occur which triggers the activation of violation clause dc5 and the
dotted path of the workflow is followed.

The first action to be executed is the buyDownloadRights. According to clause
dc1, download rights can be bought if the service is available. The Communica-
tion Manager converts the musicBuyer ’s intention to buy in a communication
goal in terms of a request protocol (Figure 5(a)). The translation of the mu-
sicBuyer action representation into a understandable representation for the mu-
sicSeller is done by the Message Manager. In this case, the buyDownloadRights
action is translated in a request(sellDownloadRights(CD.Id)) message. The re-
quest protocol is started by the Dialogue Manager. When an agree messages is
received, the Workflow Manager will be responsible of carrying on the agreed
action. The reception of an inform-done message will trigger the fulfillment of
clause dc1 and the activation of clause dc2 as its activating condition holds. The
musicBuyer and musicSeller interactions for the buy action and their clause
states are shown in Figure 5(a).
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INFORM-DONE

musicBuyer musicSeller

Banking service

pay workflow pay 
notif

ic
atio

n

INFORM(done(pay(CD.Price))

INFORM(paymentReceived(CD.Price))

musicBuyer musicSeller

musicBuyer musicSeller

dc1
dc2
dc5

dc3
dc4
dc6

f
a

in.

in.
in.
in.

musicBuyer musicSeller

dc1
dc2
dc5

dc3
dc4
dc6

f
f

in.

in.
a
in.

a = active, in. = inactive. f = fulfilled

a = active, in. = inactive. f = fulfilled

REQUEST(sellDownloadRights(CD.Id))

(a)

(b)

AGREE

musicBuyer musicSeller
INFORM(abort(buyMusicContract))

musicBuyer musicSeller

dc1
dc2
dc5

dc3
dc4
dc6

d
v
d

a
d
d

a = active, in. = inactive. f = fulfilled,
v=violated, d=deleted

(c)

Fig. 5. The musicBuyer and musicSeller interactions and internal states regarding
the contract clauses for the buyDownloadRights action (a), pay action (b) and the pay
clause violation (c) respectively

Next, the buyer is obliged to pay for the download. To accomplish that, the
musicBuyer interacts with a banking service according to a pre-defined payment
workflow. Once finished, he acknowledges the musicSeller by an inform message
(again, Communication Manager, Message Manager and Dialogue Manager are
involved here). When the musicBuyer receives the payment confirmation from
the banking service as well, it informs the musicSeller that the payment was
successfully concluded, which will update the clauses’ states (Figure 5(b)). It
may however happen that buyer or seller have not matching perceptions about
the payment. In this case, the conflict is detected and solved by the Conflict
Manager. The Conflict Manager enforces the activation of violation clause dc3,
and ensures subsequent clauses become invalid and previously fulfilled clauses
are deleted. The seller then is permitted to abort the contract (Figure 5(c)).

When the payment succeeds, the musicSeller clause dc4 becomes active and
so does the obligation to give the rights for the download. When dc4 is fulfilled,
dc5 becomes active and the buyer is allowed to download the CD. In the case
the download service becomes unavailable because of overloading of the server
during the time period clause dc5 is still active, an exception is raised and the
seller is responsible to deliver the CD before 7 days and to pay the delivery
fees. Whenever all contract clauses are fulfilled, the agents can start a Contract
Termination Protocol (see [6] for protocol’s details). When the protocol ends,
the contract can be considered successfully terminated.
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5 Related Work

Contracts and Service Level Agreements are emerging as an important area in
Service oriented systems. As a result there are quite a number of initiatives
underway. One of the best known is Cremona [8] – a SLA middleware func-
tion complementing the basic Web Services stack. Cremona helps providers to
read, fill in and manage agreement templates, implement the agreement pro-
tocol, check availability of service capacity and monitor agreement states at
runtime. Cremona’s communication component handles various message types
and message sequencing to form interaction protocols through the agent knowl-
edge bases. Though, the framework seems not be competent on decision making
based on the content of an agreement, job scheduling and resource management.
Also the monitoring components in Cremona do not provide support for agree-
ment breaking. Finally, workflow handling, which is essential when dealing with
complex interactions between services, is not supported.

The Web Service Level Agreement (WSLA) [3] is a framework targeted at
defining and monitoring SLAs for Web Services [9]. The general structure of an
SLA in WSLA includes the involved parties, the SLA parameters, the metrics
and algorithms to compute those parameters, the service level objectives (SLOs)
and the actions to be taken if a violation has been detected. The WSLA Frame-
work implementation is based on the IBM Web Services Toolkit and licensed
as commercial software. Its main functionalities are the definition, negotiation,
deployment, monitoring, and enforcement of SLAs.

However, WSLA does not fully support multiple consumer/provider contracts,
as these are signed by only two parties. Concerning partner responsibilities,
it should be noted that defining them exclusively in terms of parameters and
metrics is quite limiting, and there is no support for the definition of actions to
be fulfilled. Finally, another very important issue is the lack of a generic, flexible
and automatically executable mechanism for corrective management actions.

In the case of WS-Agreement [10], the general structure of agreements consists
of the description of the context in which the agreement is established, the service
itself and the guarantee terms. The WS-Agreement specification is less focused
on the description of the related activities that should be choreographed but on
the definition of the commitments and penalties.4 WS-Agreement is quite often
used with the conversation definition language WSCL [11]. The WSCL/WS-
Agreement over IBM’s ETTK is the reference (but partial) implementation of
these specifications. It is built on top of Cremona and extends it by using WS-
Agreement templates, richer message types, and XML-based interaction proto-
cols. However, a WS-Agreement-based framework has quite some limitations: it
does not include the specification of third parties working in the management
of contracts, and no metrics are defined in order to support flexible monitoring
implementations over the Web service choreographies.

4 WS-Agreement is the only specification of those under study that includes the ex-
plicit declaration of penalties, but they consist only of sets of actions.
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PANDA [12] is a project developing technology for the negotiation, mon-
itoring and evaluation of contracts in supply-chains of producers in modular
distributed Enterprise Resource Planning (ERP) systems. The infrastructure
combines centralized Web service-based components (catalogue of partner pro-
files, SLA templates storage, etc.) with distributed peer-to-peer components im-
plemented using JADE multi-agent platform. PANDA is an attempt to connect,
at a high level, Service Level Agreements and Multi-Agent Systems, focusing on
semi-automated negotiation and offline monitoring of contracts, and including
interesting features such as matchmaking, negotiation, and Virtual Organisation
(VO) evaluation. The main issues concerning PANDA for its use in a generic con-
tracting architecture are that its main focus is in the domain of ERP-solutions,
and that it is still under development.

Recently many event-driven (ECAs) Web standards have occurred, with par-
ticular emphasis on reactive RuleML languages and their SLAs-tailored variant,
namely RBSLA (Rule-based Service Level Agreements) [13]. Though, RBSLA
does not explicitly adopt the Web service-technology. Standard generic rule and
inference engines such as Mandarax [14], based on RuleML [15] and Prova [16]
have been developed to execute and manage contracts designed in RBSLA. Prova
in specific supports complex reaction rule-based workflows, rule-based complex
event processing, distributed inference services, rule interchange, rule-based de-
cision logic and dynamic access to external data sources, web-based services and
Java APIs. Nevertheless, both frameworks have an object oriented aspect, con-
centrate on the support of inference and reasoning engines, do not provide direct
support for contracting procedures between agents and operate on a declarative
rather than deontic level.

Each of these existing pieces of work provide a different perspective on con-
tracts and Web services, however tackle the problem from a particular perspec-
tive such as language (RBSLA), negotiation (Cremona) or specification of the
contract content (WSLA). The aim of the work presented here is to provide an
implementation which matches a formal model of an overall contracting process
and environment in a more general way [4].

6 Conclusions and Future Work

In this paper we have presented a middleware architecture to support contract-
aware agent-based services development. The middleware consists of several
components, including a contract manager, a communication manager and a
workflow manager, which together help the main reasoning cycle of the agent
(the decision maker module) to cope with the low-level management of such
aspects.

The proposed middleware is built on top of a contracting environment [7]
which is a Web service implementation of the IST-CONTRACT framework [4].
The result is that designers can build agent-oriented Web services which can
1) create contracts, 2) handle all contract-related communication, 3) manage
the active responsibilities during the contract execution and 4) solve disputes
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if third, administrative parties are included in the system. As internal compo-
nents communicate through Java APIs, designers can decide to plug-in their own
developed modules (such as a workflow manager).

We have shown through the description of a simple scenario how the in-
ternal components of the middleware can be used. Compared with other SLA
technologies, designers modeling effort slightly increases, by having to describe
the agreements not in terms of metrics but on higher level abstractions (such
as obligations, permissions, prohibitions, violations) and providing sound action
descriptions and ontologies. But the increase of expressiveness achieved compen-
sates the increase of modeling effort, extending the use of electronic contracting
to more complex, dynamic settlements. Moreover the formal specification of con-
tracts through deontic clauses (grounded with clear defined semantics) and the
specification of actions in terms of pre- and post-condition, allow the develop-
ment and use of off-line and runtime verification techniques of desired properties
of the system through, e.g. model-checking techniques [19] (work which is actu-
ally being carried on in the context of the IST-CONTRACT project).

The middleware is now being tested in three case scenarios in the context
of the CONTRACT project. Current version uses a simple reasoning cycle in
the Decision Maker module implemented in 2APL. One of the next steps is
to try to adapt other intelligent agents technologies, such as Drools or JADEx.
Another planned improvement is to implement a subscribing mechanism between
modules that permits, e.g. that the Contract Manager receives updates directly
from the Communication Manager whenever things in the interaction are related
to actions or predicates that can change the state of a clause.

Future plans include the addition of a wider variety of protocols and formats
(including where possible compatibility with frameworks such as WS-Agreement)
and deployment on robust platforms and open source Web service containers.
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Abstract. The increasing volume of eGovernment-related services is de-
manding new approaches for service integration and interoperability in
this domain. Semantic Web technologies and applications can leverage
the potential of eGovernment service integration and discovery, facing the
problems of semantic heterogeneity of eGovernment information sources
and the different levels of interoperability. In line with this, eGovernment
services will be semantically described in the foreseeable future. In an
environment with semantically-annotated services, software agents are
essential as the entities responsible for exploiting the semantic content
in order to automate some tasks thus improving the user experience.

In this paper, we first present SEMMAS, an ontology-based Multi-
Agent framework for seamlessly integrating Intelligent Agents and Se-
mantic Web Services. The proposed framework is independent from both
the application and the domain. Our approach is backed with a proof-of-
concept implementation where the breakthrough of integrating disparate
eGovernment services has been tested.

1 Introduction

Agent Technology has been broadly studied over the last 30 years and is currently
being revisited due to its relation to the Semantic Web (SW) and the potential
benefits that can be reached from their integration. An Intelligent Agent (IA)
can be defined as a computer system situated in some environment and capable
of autonomous action in this environment in order to meet its design objectives
[21]. An IA is characterized by a set of basic properties including reactivity, pro-
activeness, and social ability. Before the emergence of the SW, agents had to face
the problems derived from the lack of structure in the information published on
the Web. The SW [1] involves the addition of machine-readable, semantic an-
notations to Web resources by using ontologies [17] as the backbone technology.
Hence, in the so called Web 3.0, agents will be able to automatically process and
exploit the machine-readable, semantic contents of the Web and new powerful
opportunities will open up for both application developers and users.

R. Kowalczyk et al. (Eds.): SOCASE 2008, LNCS 5006, pp. 15–30, 2008.
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On the other hand, Web Service Technology have arisen as the best solu-
tion for remote execution of functionality. This is partly due to properties such
as operating system and programming language-independence, interoperability,
ubiquity and the possibility to develop loosely-coupled systems. Web Services
(WSs) aim to transform the Web from a mere repository of information into a
distributed source of functionality. However, as the Web grows in both size and
diversity, there is an increased need to automate aspects of WSs such as discov-
ery, execution, selection, composition and interoperation [3]. Semantic Web Ser-
vice (SWS) technology, that is, the semantic annotation of services capabilities,
is the proposed solution. The W3C is currently examining various approaches
with the purpose of reaching a standard for this technology including OWL-S1,
WSMO2, SWSF3, WSDL-S4, and SAWSDL5.

Both IA and SWS technologies are able to reach remarkable achievements and
in some cases have overlapping functionalities. However, independently of the un-
doubted benefits of these technologies, they suffer from different problems that
limit their functionality when applied separately and prevent them from being im-
planted at a massive scale in industry [12,13]. Thus, though the Intelligent Agents
and Web Services paradigms are often viewed as similar and competing, several re-
search studies have demonstrated that the cooperative interaction between them
can lead to the development of new more powerful applications [4,5,16]. In this pa-
per, we present SEMMAS, a domain-independent framework that succesfully in-
tegrates SWSs and IAs. SEMMAS is based on a loosely-coupled infrastructure and
makes use of ontologies to facilitate agents and services interoperation. With this
approach, applications can benefit from the autonomy, pro-activeness, dynamism
and goal-oriented behaviour IAs provide, and the high degree of interoperability
across platforms WS technology advocate.

At the same time, a huge effort in eGovernment development is taking place
nowadays. The provision of eGovernment solutions involves a tendency in all
public services-related processes, by putting the citizen in the centre of the pro-
cess. In line with this, several research studies (e.g. [6,7,9]) have identified eGov-
ernment as an appropriate test-bed for effectively evaluating technologies such
as SWSs in real-world settings. Following that trend, the SEMMAS framework
has been applied to a use case scenario in eGovernment.

The rest of this paper is organized as follows. In Section 2, various tools and
research studies concerning the integration of IAs and SWSs are analyzed and the
current trend in the eGovernment domain briefly described. The ontology-based
framework for joining together agents and services is formulated in Section 3.
In Section 4, the proposed framework is applied to an eGovernment use case.
Finally, conclusions and future work are put forward in Section 5.

1 Web Ontology Language for Services, http://www.w3.org/Submission/OWL-S/
2 Web Service Modeling Ontology, http://www.w3.org/Submission/WSMO/
3 Semantic Web Services Framework, http://www.w3.org/Submission/SWSF/
4 Web Service Semantics, http://www.w3.org/Submission/WSDL-S/
5 Semantic Annotations for WSDL, W3C Recommendation from August 28th, 2007;
http://www.w3.org/TR/sawsdl/

http://www.w3.org/Submission/OWL-S/
http://www.w3.org/Submission/WSMO/
http://www.w3.org/Submission/SWSF/
http://www.w3.org/Submission/WSDL-S/
http://www.w3.org/TR/sawsdl/
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2 Related Work

2.1 Multi-agent Systems and Semantic Web Services

The problem of how the ontology languages of the SW could lead to more pow-
erful agent-based approaches to using services offered on the Web was first de-
scribed by Hendler [10]. In his work, the author presented the foundations of
what is now called SWS. He proposed a method for describing the way the in-
vocation of services should be done by agents by means of an ontology language
such as DAML+OIL. Once the invocation characteristics of a service are se-
mantically described, agents would be able to determine the specific information
needed for invoking the service.

More recently, there have been various research projects that have investigated
methods to support the cooperative interaction between SWS and IA. Blacoe and
Portabella [2] point out that, in order to integrate what they called ‘agent-based
services’ and ‘web-based services’, three main solutions emerge. WS can provide
the most basic level functionality while agents can supply higher-level functions
by using, combining and choreographing WS, so achieving added-value functions.
Alternatively, communication in WS and agents may become equivalent, so that
there is no distinction between them (‘agents in web service wrappers’). Finally,
both concepts can remain separate creating a heterogeneous service space and
interoperating through gateways and translation processes.

The Semantic Web FRED project (SWF) combines agent technology and on-
tologies in order to develop a system for automated cooperation [16]. In this
system, software agents (called ‘Freds’) perform tasks on behalf of their own-
ers and interact among them if they have to. In order to resolve a task, agents
make use of computational resources that allows automated resolution of tasks,
referred to as ‘services’. The authors distinguish three types of services: plans
(i.e. Java programs), processes (i.e. complex and nested services), and external
WS (through their WSDL interface). A major problem of the SWF is that is
tightly bound to WSMO. In fact, the SWF is supposed to be a “WSMO Imple-
mentation” unlike the framework presented here, which includes mechanisms to
support all the current SWS approaches. Besides, with our approach it is even
possible to dynamically incorporate support for new solutions to the semantic
annotation of services.

The GODO (Goal Oriented DiscOvery) system [4] can be described as an
agent located between the users and the WSMX environment. When users wish
to send goals to WSMX, they have to write them down in WSML, a formal
language that can be hard to understand for non-expert users. GODO is able to
transform user requests in natural language into WSMX goal in WSML. With
this purpose, it incorporates a language analyzer that determines the ontology-
relevant elements contained in each sentence, thus producing a lightweight on-
tology. GODO uses then the ontology to generate the goals to be executed and
sends them to WSMX. GODO’s main problem is that it interacts with an exe-
cution environment and not with SWS as such. Therefore, not all the benefits
of using agent systems are exploited.
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The “Agents and Web Services Interoperability Working Group (AWSI WG)”
aims to create a middleware able to handle the fundamental differences between
Agent Technology and Web Services [5]. Aligned with this approach is the Agen-
tWeb Gateway middleware [15], which facilitates the required integration with-
out changing existing specifications and implementations of both technologies.
This solution complies with the third category within Blacoe and Portabella’s
classification. However, in our opinion it is not conceptually appropriate that WS
and IA work at the same (abstraction) level, not to mention the inconveniency
of ignoring the fundamental differences between the WS and IA paradigms.

2.2 ICTs in eGovernment

We can find several definitions of eGovernment from relevant sources [18,19]. Nev-
ertheless, all of them are mainly referred to the provision of advanced services in
the domain of Public Administrations (PAs) for a better service from the point
of view of the citizen taking advantage of ICTs. In order to develop solutions in
the domain, entities and organizations from all over the world are devoting a large
amount of resources to this area. There are two main reasons for this phenomenon.
On the one hand, citizens are demanding a more efficient and friendly administra-
tion and, on the other hand, Governments worldwide are creating laws to empower
this sort of technologies at all levels. Spain is a clear expample of this new trend.
The Spanish parliament recently approved a law6 to guarantee the access to ser-
vices provided by public administrations under the support of ICTs.

Among national initiatives, those supported in an official manner by countries,
we can mention SAGA7 in Germany, ADEA8 in France, e-GIF9 in the United
Kingdom, or FEAF10 in USA. The analysis of these projects [8] may lead to
establish some conclusions about them. At first glance, it is clear the lack of real
indications, a solid framework, a data model or even software infrastructure to
address the problem of providing solutions in a eGovernment environment. Most
of the presented proposals just provide some general bases or recommendations
for the development of software products under some generalist ideas.

Besides those national projects, we can outline some projects founded by
different entities, mainly the European Union, to fulfill solutions in this area:

OntoGov: this project addresses the problem of services in eGovernment under
a semantic point of view and it is aimed to provide an ontology to model the
problem in a maintainable way11.

Terregov: this project’s main goal is to provide an interoperable layer that
allows citizens to access eHealth services in a transparent manner by means
of web services12.

6 http://www.boe.es/boe/dias/2007/06/23/pdfs/A27150-27166.pdf
7 http://www.kbst.bund.de/saga
8 http://www.adae.gouv.fr/adele/
9 http://www.govtalk.gov.uk/

10 http://government.popkin.com/frameworks/feaf.htm
11 http://www.ontogov.com/
12 http://www.terregov.eupm.net/my spip/index.php

http://www.boe.es/boe/dias/2007/06/23/pdfs/A27150-27166.pdf
http://www.kbst.bund.de/saga
http://www.adae.gouv.fr/adele/
http://www.govtalk.gov.uk/
http://government.popkin.com/frameworks/feaf.htm
http://www.ontogov.com/
http://www.terregov.eupm.net/my_spip/index.php
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EPRI: this project is aimed to increase the role of Information Society Technol-
ogy among the administration, mainly at EU, national and regional levels13.

The SemanticGov project: this one is aimed at developing a software infras-
tructure to provide support for PAs by means of semantic. Currently, it is
an ongoing project14.

EUPubli: it is a project related to the provision of a pan-European layer for
intermediation.

eGovernment Good Practice Framework: the goal of this project is to rec-
ollect documentation about good practices and to make them well known.

DIP: this project is concerned with the technological background of data, infor-
mation, and process integration through SWSs15. The results of this project
have been tested in a eGovernment use case scenario [6].

Also, international organisms involved in the technological development are
playing a role in this area:

DGRC. The Digital Government Research Center was founded in 1999 by the
NSF (National Science Foundation), and its area of interest is the investiga-
tion of ICTs applied to eGovernment services. In this center, several projects
have been carried out and the information to citizen is provided by means
of the newsletter dgOnline.

OMG. The Object Management Group, besides all the realized projects and
initiatives, launched a specific working group, namely E-Gov DSIG. Cur-
rently, this working group is at an initial stage.

OASIS. The Organisation for the Advancement of Structured Information Stan-
dards has also its own committee devoted to the study of the applicability of
its own technologies to eGovernment.

CEN. The European Committee for Standardization launched its own group of
interest in the area in February 2005. In addition to this, it has undertaken
some interesting work by means of some CWAs (CEN Workshop Agree-
ments): CWA 1859 “Guidance on the Use of Metadata in E-Government”,
CWA 1860 “Dublin Core E-Government application Profiles” and CWA
13988 “Guidance information for the use of Dublin Core in Europe”.

3 The SEMMAS Framework

The approaches developed so far with the aim of integrating IAs and SWSs suf-
fer from shortcomings mainly due to their inability to overcome the problems
associated to each of the technologies under question and completely benefit
from the advantages of their combination. The framework presented here stems
from a basic underlying hypothesis: IAs and WSs must lie on two different lay-
ers of abstraction due to the conceptual differences between these technologies

13 http://www.epri.org/
14 http://www.semantic-gov.org
15 http://dip.semanticweb.org/

http://www.epri.org/
http://www.semantic-gov.org
http://dip.semanticweb.org/
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from their very conception. Certainly, the main idea behind Agent Technology
was not for IAs to be able to provide services, but to become autonomous en-
tities that incorporate intelligence, being capable of exhibiting pro-active, goal-
oriented behaviour, and interacting (either competitively or cooperatively) with
other entities in order to satisfy their design objectives. In contrast, WSs were
conceived with the purpose of providing globally accessible software components
that expose particular functionalities. It is essentially the same idea as with
roles in any job: depending on your background and profile you will be better
prepared for one kind of task or another. Similarly, why using IAs to carry out
(repetitive, non-knowledge intensive) tasks that can be performed by WSs, if
IAs are more appropriate for exploiting the functionality provided by those WSs
and improving the user experience.

Next the foundations of the referred framework are presented and the main
elements of the architecture enumerated.

Application Layer

E-BUSINESS E-GOVERNMENT E-SCIENCE ...SUPPLY CHAIN 
INTEGRATION

Invocation MonitoringDiscovery Composition Selection

Intelligent Agents Layer

OWL-S WSMO SWSF WSDL-S SAWSDL

Web Services

Semantic Web Services Layer

A
B

C

D E

F

G

Business Logic Layer

Fig. 1. Multi-layered infrastructure

3.1 Fundamentals

Ontologies are the paramount technology of the approach introduced in this pa-
per as they act as the ‘glue’ that binds together the remainder components of
the framework. In this work, an ontology is seen as “a formal and explicit specifi-
cation of a shared conceptualisation” [17]. Firstly, ontologies function as domain
vocabularies so that Web Services and agents share the same interpretation of
the terms contained in the messages that they exchange. Secondly, ontologies
are useful to semantically describe Web Services capabilities and processes. This
semantic description can then be automatically processed by software entities, so
that Web Service discovery, composition, selection, execution and monitoring can
be done without human intervention. Finally, from the agents’ perspective, each
agent’s local domain-related knowledge may be extracted from, or built upon,
the application domain ontology. Moreover, inter-agent communication may be
carried out by means of a common vocabulary based on an agreed ontology.
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The framework presented here is based on a multi-tier architecture that is
composed of four different layers (see Fig. 1). The lower layer, namely, the Busi-
ness Logic Layer provides for the most specific operations. It comprises the
internal business processes within companies. It usually consists of legacy sys-
tems. Upon this layer, WSs are deployed that show off some parts of the internal
business process and make that functionality publicly available. These services
along with the semantic description of their capabilities lie on the second layer,
namely the Semantic Web Services Layer. Adding semantic annotations to WS
capabilities can help software entities to (semi-)automatically interact with them
in a dynamic way. In particular, new services can emerge and others may change
their functionality or even disappear at run-time, but the system would keep on
working and the changes would be reflected on the application instantly. These
sophisticated software entities (i.e. IAs) that interact with, and take advantage
of, basic services are located in the Intelligent Agents Layer. IAs make use of the
semantic annotation of services capabilities to automatically discover, compose,
invoke and monitor WSs. They are also able to dynamically exhibit and propa-
gate the changing functionality provided in lower layers. Finally, the Application
Layer is responsible for organising (i.e. orchestrating and coordinating) agents to
actually perform useful activities for users. In this way, depending on the agents
available in the system and the way they inter-operate, different user-tailored
applications can be obtained.

3.2 Architecture

The SEMMAS (SEMantic web service and Multi-Agent System) framework com-
prises two of the layers identified above, the Intelligent Agents and the Semantic
Web Services layers. As a result, the framework becomes independent of both
the application domain and the actual applications to be developed. In order to
create an application, programmers only have to set the appropriate domain on-
tologies and decide on which agents to instantiate and which services to access.
Thus, the framework can be considered as a reference architecture for several sce-
narios and complex environments such as e-commerce, e-science or e-government.

Multi-Agent System. The architecture that constitutes SEMMAS is com-
posed of three main components (see Fig. 2): a set of IAs that constitute a
MAS, four ontology repositories, and three different interfaces for interacting
with the external actors that have been identified (i.e., service providers, service
requesters and software developers).

In the platform proposed to run the system, three main groups of agents
are distinguished: agents that act on behalf of service owners (‘Provider Agent’
and ‘Service Agent’), agents that act on behalf of service consumers (‘Customer
Agent’, ‘Discovery Agent’, and ‘Selection Agent’), and agents that perform man-
agement tasks (‘Framework Agent’ and ‘Broker Agent’). Those acting on behalf
of service owners manage the access to services and ensure that the contracts are
fulfilled. On the other side, the agents that act on behalf of service consumers
have to locate services, agree on contracts, and receive and present results. Man-
agement agents have a double function: to balance the system workload, and to
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Process
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Fig. 2. The SEMMAS Architecture

help in solving the interoperability mismatches. The behaviour an agent shows
at run-time depends on the goal it pursues at that time. For this purpose, the
’role’ concept was introduced. Roles are encapsulations of dynamic behaviour
and properties that can be played by agents. The use of roles presents a number
of benefits that can be summarized as follows [22]: (1) roles are dynamic and
flexible; (2) roles are responsibility-driven; (3) roles are context-sensitive. We
distinguish between roles dealing with service-related issues from those related
to the framework management. The service-related roles are as follows:

1. Broker role: it represents the functionality needed for solving all kind of
interoperability problems (data, process and functional mediation).

2. Composer role: it allows the achievement of a goal by means of several com-
posed services.

3. Invoker role: it invokes a Web Service once the operation to be executed and
the parameters are known.

4. Matchmaker role: it finds the services whose semantic descriptions match
the goal that was sent by the user.

5. Monitor role: it ensures that the contracts established for the execution of
the services by both service owners and service consumers are fulfilled.

6. Ontology Manager role: it includes functionality associated with the access
and processing of ontologies.

7. Selector role: it provides the functionality necessary for the selection of a
service from a list of services according to a set of preferences.

The platform management roles are described next:

1. Negotiator role: it enacts the actual negotiation process between the parties
establishing the basis for the system execution.
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2. Platform manager role: it incorporates functions to control and balance the
system workload.

3. Provider Representative role: it interacts with service providers. At a high
level of abstraction, it must be able to enforce the conditions present in the
company’s business strategy.

4. Service Representative role: it acts on behalf of services, participating in
negotiations and improving the offered services when possible.

5. Consumer Representative role: it interacts with service consumers by, firstly,
determining their wishes and, then, returning the expected results.

6. Global Monitor role: it monitors the events in the application, detects pos-
sible problems, and defines the actions to take in case of error.

At run-time each agent decides on what roles to play depending on the goal
it pursues. Nevertheless, some of the roles are mandatory for some agents, as
they characterize the type of agent the agents belong to. Thus, for example, the
framework agents should take over both the ’Global Monitor’ and the ’Platform
Manager’ roles. Both factors, the actual implementation of these roles and the
agent election of the roles to take, eventually determine the agent behaviour.

Ontology Repositories. In order for IAs to successfully carry out their as-
signed tasks, they must have access to various data repositories containing the
knowledge that is necessary to fulfil the assignment. These repositories can be
either local or external to the system. Knowledge in the framework is represented
by means of ontologies. Four kinds of ontologies have been identified:

Application and domain ontology: the application ontology contains the
knowledge entities (i.e. concepts, attributes, relationships, and axioms) that
model the application in which the framework is to be employed. On the
other hand, the domain ontology represents a conceptualization of the spe-
cific domain the framework is going to be applied in. This ontology sup-
ports the communication among the components in the framework without
misinterpretations.

Agent local knowledge ontology: it contains, for each agent, the knowledge
about the environment it possesses. This ontology generally includes knowl-
edge about the assigned tasks, as well as the mechanisms and resources
available to achieve those tasks. Thus, for example, the Broker Agent’s lo-
cal knowledge ontology may contain the mapping rules it has to apply to
resolve the interoperability mismatches that might occur during the system
execution.

Negotiation ontology: it comprises both negotiation protocols and negotia-
tion strategies that constitute the negotiation mechanisms agents must use
to coordinate their interactions. With this ontology, agents can choose the
best mechanism to use for coordinating their actions, which highly depends
on the problem under question and the application domain.

Semantic Web Services ontologies: in this repository (that can be com-
prised of various ontologies distributed all over the Internet) the ontolo-
gies that contain the semantic description of Web Services are stored. The
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framework does not impose any restriction in terms of the kind of SWS spec-
ification (i.e., OWL-S, WSMO, SWSF, WSDL-S or SAWSDL) to be used.

User Interfaces. At last, three different interfaces have been included within
the framework architecture. They aim at enabling the interaction with the ac-
tors that are external with respect to the framework: service consumers, service
providers, and software developers. Software developers can, by means of their
interface, customize the application by setting up the specific ontologies to be
used. They also have to instantiate and configure the core agents necessary for
the proper functioning of the system (customer, provider and service agents will
be launched as needed at run-time). Once the application has been properly set
up, both service consumers and service providers can register in the system and
use it as a meeting point. Through their interface, service providers can modify
the list of services they provide and set the conditions under which a service
they provide must be executed. Service consumers, on the other hand, can, by
means of their interface, query the system and trigger the execution of one or
several Web Services in order to fulfil a particular goal.

4 SEMMAS in eGovernment

Based on the above presented framework, a MAS was developed. For the design
of this complex MAS the INGENIAS methodology [14] was applied. One of the
main reasons for choosing INGENIAS was that, while most of the other method-
ologies do not have any reference implementation for developing the models and
diagrams proposed by the methodology, INGENIAS comes along with a toolkit,
the INGENIAS Development Kit (IDK)16. It provides the means to create most
of the diagrams and models required by the methodology making it more conve-
nient for the modeller to design the system. Besides, it incorporates a function
to automatically generate JADE files from the developed diagrams. JADE (Java
Agent Development Framework)17 is the agent platform that has been used for
implementing the system. JADE is the most widely used agent platform for
research projects worldwide and it seems to be at a quite mature stage of devel-
opment already (JADE version 3.4 has been used for the implementation of the
framework).

Apart from JADE, various tools and libraries has been used to develop the
framework. The latest Web programming techniques based on JavaServer Pages
(JSP) and Servlets have been applied for the user interface. In order to com-
municate the Web interface with the MAS, the JadeGateway18 was employed.
Exploiting the semantic content of ontologies has been possible through the use
of the Jena API19. KAText[20], a natural language processing tool, has been
utilised to support the interaction of non-expert users with the system. Finally,
16 http://sourceforge.net/projects/ingenias/
17 http://jade.tilab.com/
18 http://jade.tilab.com/doc/tutorials/JadeGateway.pdf
19 http://jena.sourceforge.net/

http://sourceforge.net/projects/ingenias/
http://jade.tilab.com/
http://jade.tilab.com/doc/tutorials/JadeGateway.pdf
http://jena.sourceforge.net/
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Fig. 3. eGovernment scenario

similarly to other research studies (e.g. [11]), we have followed a planning ap-
proach for service composition. In particular, we have made use of a library that
implements a STRIPS-like planner20.

4.1 Methodology

As it was stated before, SEMMAS is an application- and domain-independent
framework that can be useful in various environments. In order for software
developers to adapt the framework to a particular application domain they must
carry out four main tasks:

1. Design the domain ontology: the scenario proposed in the next section re-
quires a eGovernment-domain ontology that represents the knowledge
concerning PAs and agencies and how they deal with changes in certain
conditions. For this, we have made use of the “Change of circumstances”
ontology21, which was developed in the scope of an European project. OWL
(Web Ontology Language) is the ontology language used in this work.

2. Develop the Web Services that provide the most basic functionality: two
basic services (‘ALO’ and ‘ALD’) have been implemented that represent the
PAs involved in the proposed scenario (see Fig. 3). Apache Axis2 was chosen
as the WS implementation framework.

3. Semantically annotate the Web Services capabilities: the two above-
mentioned services were semantically annotated by making use of the OWL-
S approach. For this, the “OWL-S Editor” Protègè plugin22 was employed.

4. Implement the roles and instantiate the necessary agents: ad-hoc techniques
for service discovery, selection, composition and invocation were developed.
Service discovery is carried out by means of SPARQL queries. Utility theory
methods are applied for selection while planning algorithms are employed
for service composition23 .

20 http://www.dcs.shef.ac.uk/∼pdg/com1080/java/strips/
21 http://dip.semanticweb.org/documents/D9-5.doc
22 http://owlseditor.semwebcentral.org/
23 For more details concerning the proof-of-concept implementation visit

http://www.semmas.com

http://www.dcs.shef.ac.uk/~pdg/com1080/java/strips/
http://dip.semanticweb.org/documents/D9-5.doc
http://owlseditor.semwebcentral.org/
http://www.semmas.com
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4.2 Use Case Scenario

Once the domain ontology had been defined, the services developed and appro-
priately annotated, and the core agents properly instantiated, the framework
can be applied in an eGovernment environment. To test the suitability of the
framework in this domain, an experiment was carried out. The experiment con-
sist of a citizen willing to change his/her regular address and the PAs involved
in the problem (see Fig. 3). The sequence of steps SEMMAS takes to achieve
that goal is described as follows:

Query analysis (see Fig. 4). At first, the system processes and interprets
the user request by translating it into an internal goal-ontology model (see
Fig. 5). For this, the ‘Customer Agent’ uses KAText, which is able to trans-
form a natural-language sentence into a lightweight ontology. Users can also
input their wishes by directly setting up an ontology model with their goal.

Service discovery. Once the user goal is formally represented, the ‘Customer
Agent’ sends it to the ‘Discovery Agent’. This agent queries the accessible
SWS repositories for services that meet the user’s requirements.

Service composition. Given that none of the available services is able to
achieve the goal by itself, the composition phase of the ‘Discovery Agent’

 

Fig. 4. Customer interface - Main menu

Address 2

Address 1

“Change of circumstances 
Ontology”

Fig. 5. User goal
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starts. During this phase, the agent, by means of the planner, descomposes
the goal into simpler subgoals and starts the discovery cycle again for each
new subgoal. In the proposed scenario, the subgoals are “Unsubscribe old
residence” and “Subscribe new residence”.

Service selection. Once at least a service has been discovered for each subgoal
(‘ALO’ for unsubscribing and ‘ALD’ for subscribing), the ‘Selection Agent’
carries out the selection stage. For this, it assigns an utility value to each
candidate based on the comparison between the user’s preferences and the
terms the providers propose for the execution of their services during the
negotiation process that takes place at this stage.

 

Fig. 6. Customer interface - Found services

Service invocation. In this example, only one candidate (the composition of
‘ALO’ and ‘ALD’) is present (see Fig. 6). Therefore, the system, after re-
questing authorization from the user, sequentially executes the selected ser-
vices, collects the results (‘Service Agent’), and retuns them to the user
(‘Customer Agent’) (see Fig. 7).

 

Fig. 7. Customer interface - Result

5 Conclusions

In this paper, we first introduce both Intelligent Agents and Semantic Web Ser-
vices technologies and point out the potential benefits that can be reached from
their combination. Then, we analyze the plausibility of integrating Web Services
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and Multi-Agent Systems into a combined architecture and the advantages de-
rived from it through a comprehensive list of approaches. Based on the benefits
envisioned of such integration and the drawbacks of the current solutions, we
present SEMMAS, a new framework for Intelligent Agents and Semantic Web
Services integration. This framework aims to exploit the striking potential of
the technologies under question while overcoming their deficiencies. As opposed
to other Semantic Web Services execution environments (e.g. IRS-III, WSMX),
SEMMAS makes use of agent technology in such a way users are better repre-
sented within the system (e.g. their specific preferences are taken into account
and personalization techniques can be applied). Besides, agents are delegated
knowledge-intensive, high-level tasks for which they are more appropriate. The
major advantage of SEMMAS over other integrating approaches (e.g. [4,16,15])
is that it clearly defines each technology’s role. Thus, with this approach, ap-
plications can benefit from the autonomy, pro-activeness, dynamism and goal-
oriented behaviour agents provide, and the high degree of interoperability across
platforms Web Services advocate.

Based on the above described framework, a prototype of a Semantic Web
Services execution environment has been implemented. This tool comprises a
Multi-Agent System that complies with the requirements imposed by the frame-
work, and a Web application that constitutes the user interfaces. The proof-
of-concept implementation has been applied to an eGovernment-based use case
scenario. This simple example permits to show how the system faces the most ba-
sic service-related issues such as discovery, composition and invocation. Through
this example, the advantages of using Agent Technology for, for example, carry-
ing out negotiation processes and engaging users in the execution process are also
revealed. However, it does not fully exposes the capacities of the framework. It is
worth mentioning that it is not the purpose of this work to devise innovative so-
lutions for Semantic Web Services-related tasks (i.e. matchmaking, composition,
mediation, and so on) but to provide an infrastructure capable of maximizing
the outcome of the Intelligent Agents and Web Services combination.

As further work, while the eGovernment domain will be further examined,
we plan to evaluate the framework in terms of its performance and usability on
other application domains such as Bioinformatics and eCommerce. In particular,
we aim at finding domains with different properties and challenges so that the
fully potential of the framework can be analyzed. In addition, security concerns
have not yet been addressed, and will be part of future upgrades. Finally, we are
working on the integration of Grid services within the framework.
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Abstract. Brokers provide important discovery and synchronization
mechanisms among autonomous agents. Their mediation and coordi-
nation properties make brokers natural candidate components for the
semantic services environment where each service is described, discov-
ered and accessed semantically. However, brokers with rich functionality
of discovery and mediation are not part of the current semantic ser-
vices environment. This paper discusses the design considerations of a
broker agent in the semantic services environment. In this context, the
required services of this broker agent are analyzed, a multi-agent system
infrastructure including such a broker agent for the semantic services
environment is proposed and an interaction protocol, based on FIPA
specifications, for brokerage in this environment is given.

1 Introduction

Semantic web services are described and accessed using ontologies. Usage of these
ontologies requires a service environment which provides discovery and execution
capabilities. Such environments have been extensively studied in the literature
based on OWL-S1 and WSMO2. It has been accepted that brokers are critical
and useful architectural entities for such semantic service environments[13,2,11].

Brokers provide coordination and mediation mechanisms when there is a need
to facilitate the interaction between two or more parties. For example, if two
parties want to communicate, but they do not share a common language, brokers
may provide translation services. Furthermore, they may provide anonymization
for one or both of the parties, by mediating the transaction. Brokers are also
one of the main discovery and synchronization mechanisms among autonomous
agents [9,3,14]. Because of their mediation and coordination properties as well as
wide applicability, brokers are a natural candidate component for the semantic
services environment.

In this paper, design considerations of a broker agent in the semantic services
environment which is based on the Semantic Web Services Initiative3 Architec-
ture (SWSA) abstract architecture are discussed. Main focus of our design is to

1 Semantic Markup for Web Services, http://www.daml.org/services/owl-s/
2 Web Service Modelling Ontology, http://www.wsmo.org/
3 Semantic Web Services Initiative (SWSI), http://www.swsi.org/

R. Kowalczyk et al. (Eds.): SOCASE 2008, LNCS 5006, pp. 31–44, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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provide a flexible and reusable broker architecture conforms to this abstract ar-
chitecture. SWSA defines three consecutive phases for service usage: discovery,
engagement and enactment. Each phase includes different activities to satisfy
internal requirements of that phase. The critical point here is that each activity
can be implemented in a different way based on the application requirements.
For example, service selection activity of the discovery phase can be executed
in various ways such as reputation based service selection or semantic similar-
ity based. In this context, our broker agent provides such a flexible architecture
in which different implementations of activities can be plugged-in to the system
easily. Also an enhanced interaction protocol between the broker agent and other
agents based on FIPA specifications is defined within the paper.

The rest of the paper is structured as follows: in Section 2 a background
presenting the foundation of our work is given. Section 3 represents an MAS
infrastructure for semantic service brokerage. The broker agent is introduced in
Section 4, and Section 5 gives the brokering protocol which is used in this infras-
tructure. Section 6 gives an illustrative example and finally Section 7 concludes
the paper and discusses the future work.

2 Background

There are some standardization efforts for semantic web services that allow web
services to be able to work in the semantic web environment. The most attractive
ones are OWL-S and WSMO. OWL-S is an ontology system for describing web
services. It consists of a profile ontology to advertise the capabilities of a service,
a process ontology to describe the functionality and composition of a service and
a grounding ontology to give details of how to access a service. OWL-S is the first
effort for the semantic web services concept but it’s not a complete system and
meaning of its some elements is not clearly defined. On the other hand, WSMO
meta-model describes four top level elements: ontologies, goals, web services and
mediators. WSMO is said to be more complete framework but it’s not based on
W3C standards such as OWL and SWRL4. Also it does not make use of OWL
ontologies and it looks like a workflow system in a distributed and heterogeneous
service environment.

Meanwhile the Semantic Web Services Initiative Architecture Committee5 has
created a set of architectural and protocol abstractions that serve as a foundation
for semantic web service technologies [1]. The proposed SWSA framework builds
on the W3C Web Services Architecture working group recommendation6 and
attempts to address all requirements of semantic service agents: dynamic service
discovery, service engagement, service process enactment and management, com-
munity support services, and quality of service (QoS). This architecture is based
on Multi-Agent System (MAS) infrastructure because the specified requirements
4 Semantic Web Rule Language, http://www.w3.org/Submission/SWRL/
5 SWSI Architecture Committee, http://www.daml.org/services/swsa/
6 W3C Web Services Architecture Working Group, Web Services Architecture Rec-

ommendation, 11 February 2004, http://www.w3.org/TR/ws-arch/
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can be accomplished with asynchronous interactions based on predefined proto-
cols and using goal oriented software agents.

The SWSA framework describes the overall process of discovering and inter-
acting with a semantic web service in three consecutive phases. The first phase,
called candidate service discovery, is searching for available services that can
(potentially) accomplish some set of a client agent’s internal goals or objectives.
The second phase, called service engagement, includes the process of interpreting
candidate web service enactment constraints and then negotiating with prospec-
tive services until reaching an agreement. The following phase is the service
enactment which completes mutually agreed upon objectives of client and ser-
vice by following the service’s published protocols. The client provides required
inputs for the service to be executed and knows what to do whether service suc-
ceeds or not. The SWSA framework also determines the actors of each phase,
functional requirements of each phase and the required architectural elements to
accomplish these requirements in terms of abstract protocols.

There are some broker applications for semantic service environments such as
IRS-III framework[2] and a broker for OWL-S web services[11]. IRS-III describes
a framework which is based on SESA architecture[13]. In SESA, the middleware
layer called as Semantic Execution Environmet is the core of the architecture
which defines the conceptual functionality that is imposed on the architecture.
Each such functionality could be realized by a number of so called middleware
services. IRS-III is a reference implementation of SESA that takes a semantic
broker based approach to create applications from semantic web services by me-
diating between a service requester and one or more service providers. Paolucci
et. al.[11] provides a broker architecture and an implementation based on OWL-
S. This architecture defines required functionalities and dependent protocols to
manage OWL-S based service usage process.

Unlike the aforementioned studies, we took SWSA as a base architecture
because it covers all aspects (including negotiation, agreement, trust etc.) of se-
mantic service environment in a conceptual level. When the functionalities of
the semantic service enviroment are described in a comprehensive manner as
in the SWSA, agent based approaches are the only way to implement such an
environment as defined in SWSA. Our broker is developed as an agent that sup-
ports SWSA phases and has a pluggable infrastructure to implement activities
of those phases.

3 An MAS Infrastructure for Semantic Service Brokerage

In order to make brokerage real in the semantic services environment, we intro-
duce an MAS infrastructure (based on our previous works [6,7]) which fulfills
fundamental requirements of the conceptual model of SWSA. To realize this
infrastructure in a reasonable way, we have some assumptions explained below:

– There are platform ontologies that represent the application domain(s) of
the platform. These ontologies are designed by platform’s administrator and,
stored and managed by platform’s ontology agent.
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– The possible services that are allowed to be provided within the platform are
represented as goal templates. So service provider agents obey these templates
for service provision and service requester agents use them to express their
service needs. These goal templates are described similar to semantic service
descriptions (inputs, outputs, preconditions and effects) by platform’s admin-
istrator and stored in broker agent. A similar approach is used in [12].

All agents in this infrastructure have the following general capabilities:

– They can utilize semantic web technologies to represent and manipulate
knowledge.

– They publish semantic descriptions of their service capabilities and execution
details to enable prospective consumers can interpret when selecting and
invoking these services.

– They represent their service descriptions as instances of predefined goal tem-
plates (goal instance) of the platform.

– They define their service requests by using goal templates. These requests
must be relevant to platform’s goal templates.

– There are predefined generic plans for each phase of SWSA. Each agent can
use these plans using the planner introduced in [5,7].

The infrastructure presents an IEEE FIPA7 compliant MAS which includes the
following main components: Broker Agent, Service Provider Agent, Service Re-
quester Agent and Ontology Agent. Communication between these agents takes
place according to the well known Agent Communication Language (ACL)8.

Broker Agent (BA) is the directory facilitator of the proposed MAS. It per-
forms both discovery and mediation between requester agents and provider
agents of semantically described services in the platform. In detail, BA stores the
advertised service capabilities (goal instances) of the provider agents in its Ser-
vice Repository. It can perform semantic service matching between a requested
goal (defined as a goal template) and advertised services in order to determine
semantically most appropriate services for a request. To do this, BA employs
a Semantic Service Matcher that retrieves goal instances for a given goal tem-
plate using a semantic similarity metric[10]. On the other hand, BA also stores
predefined goal templates of the platform in a repository called Goal Template
Repository (GTR). Services advertised by the platform agents must conform to
these templates. Also these templates are used by agents in order to express
their service needs.

Service Provider Agent (SPA) plays role of a service provider. SPAs are wrap-
per agents which realize inclusion of external web services into the platform
depending on the SWSA phases. External web services could be either pure web
services (WSDL) or semantic web services (OWL-S, WSMO etc.). While invok-
ing the external services, SPA manages required conversions on service inputs
7 Institution of Electrics and Electronics Engineers (IEEE) Foundation for Intelligent

Physical Agents, http://www.fipa.org/
8 FIPA Agent Communication Language Specifications,

http://www.fipa.org/repository/aclspecs.html
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and outputs in two directions using goal instance of requests. Details of SPA’s
internal architecture is out of scope of this paper.

Service Requester Agent (SRA) is a service client agent that needs services
of other agents to achieve its objectives. When SRA needs a service, it first
defines its request by creating a goal instance of a platform’s goal template, the
semantic similarity level and the required inputs for this template. Finally it
delegates selection and execution of appropriate service(s) to BA.

Ontology Agent (OA) includes an Ontology Repository in which ontologies
used in the platform and mappings between them are stored. OA provides con-
tolled access and query on these ontologies and translation services for other
members of the platform.

Fig. 1. Overall scenario of semantic service brokerage on the proposed MAS
infrastructure

Figure 1 shows the overall scenario of semantic service brokerage on this MAS
infrastructure. SRA starts the process by sending a service brokerage request to
Broker Agent (step 1). Then Broker Agent searches for available SPAs that can
(potentially) accomplish some set of a SRA’s internal goals (step 2). After that,
Broker Agent tries to make service engagement with these discovered agents
(step 3). The following that the broker does the service enactment (steps 4, 5)
which completes mutually agreed upon objectives of SRA and SPAs. Finally the
broker collects the results and returns a response to SRA (step 6).

4 Broker Agent

4.1 Requirements

As described in Section 3, a broker agent in the semantic services environment is
expected to perform both discovery and mediation between requester agents and
provider agents of those services. So it must perform the following basic tasks:



36 Ö. Gümüs, Ö. Gürcan, and O. Dikenelli

– Registration of the capability advertisements of service providers.
– Interpretation of requesters’ service requests (goals) that must be fulfilled

by a service provider and saving the input parameters for later use while
executing the engaged service.

– Discovering the candidate services and selecting the best one(s) based on the
requester’s service request.

– The engagement with the selected service provider(s).
– Invocation of the engaged service(s) on behalf of the requester and interacting

with the service provider(s) as necessary.
– Returning the service execution results to the requester.

On the other hand, the accomplishment of the aforementioned tasks requires
some additional tasks and mediation capabilities. So the broker agent may per-
form the following additional tasks:

– Negotiating with prospective service providers until reaching an agreement
in the service engagement phase (Negotiations can include service price, the
quality and timeliness of service, security and privacy, and so on).

– Monitoring the service execution for QoS metrics.

Furthermore, the broker agent must have the following mediation capabilities:

– Process mediation:
• Provision of additional information that the provider expects but the

requester did not provide initially. This information could be an extra
input parameter or an attribute of an input parameter which is more
specific than the initially provided one by the requester.

• Elimination of extra information (input) that the requester is provided
but the provider does not expect to perform the service.

• Elimination of extra information (output) that is resulted from the exe-
cution of the service but the requester does not expect.

– Functional mediation: Dynamic service composition using advertised services
when no single service meets the requester’s need or goal.

Also brokers are expected to perform translation between the information pro-
duced and/or consumed by requesters and providers if they use different ontolo-
gies (data mediation). But, since this mediation is managed by the SPAs and
all advertised services will conform to platform’s goal templates in the proposed
platform, the broker agent does not make data mediation.

4.2 Internal Architecture

The architecture of the developed broker agent is built on the top of
SEAGENT[4]’s agent architecture and is composed of two layers: agency and
broker (Figure 2). Agency layer includes the core agent modules. SEAGENT’s
core agent architecture is composed of three main modules: Messaging Service
(MS), Goal Manager (GM) and Planner. MS manages the communication of
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Fig. 2. Simplified Broker Agent Architecture

the agent, extract goals from requests and gives them to GM. GM manages the
internal goals of the agents and is responsible for finding the best plan to achive
a goal using the internal Goal Repository. Planner is at the hearth of the agent
and controls the behaviours of the agent using plans in the Plan Library with
respect to the goals.

Broker layer, on the other hand, includes brokerage related components. These
components are brokering plans, generic modules (which are used by brokering
plans), Goal Template Repository and Service Repository. The generic modules
provide a pluggable architecture in which they can be changed according to ap-
plication domain and the strategies used. Shortly these modules are Semantic
Service Matcher (SSM), Service Selector (SS), Negotiation Manager (NM), Mon-
itoring Manager (MM). Broker agent mainly has two goals which are named as
service brokerage and service registration. Service brokerage goal includes three
sub-goals for each phase of SWSA. These sub-goals are defined as seperate plans
executed by the Planner (Figure 2). The details of these plans are given in [7].
Discovery Plan controls the discovery phase using SSM for capability matching
and SS for service selection. Engagement Plan is used to control the engagement
phase. It uses NM to cope with the difficulties of negotiation. Enactment Plan
enacts the engaged services and monitors their process of execution using MM.

4.3 Brokering Process

When requesting the execution of a specified service through brokerage, SRAs
interact with BA through the SWSA-based Brokering interaction protocol (ex-
plained in Section 5). According to this protocol, when BA receives a service ex-
ecution request, it can either agree or refuse to perform the action. BA performs
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this decision process through a semantic service discovery. BA will only agree to
perform a specific execution if it is possible according to currently available SPAs.
For example, if necessary SPAs are not found or in the case of lack of input pa-
rameters, then BA refuses to perform it. Also, BA can refuse to perform brokerage
requests if its load of work is high. The SWSA-based Brokering IP states that af-
ter a successful brokerage, BA should return the corresponding results or just a
notification if no results are produced through an inform message.

The general approach for the execution of semantic services consists of the
following sequence of steps: (1) discovering candidate SPAs using a semantic
service matching engine, (2) selecting the best one(s) using the info provided by
SRA, (3) provisioning additional information that SPAs expect, (4) eleminating
extra information that SRA provided, (5) engaging with candidate SPAs until
reaching an agreement by following the engagement protocol supplied by SRA,
(6) enacting the service of engaged SPA(s) by following the enactment protocol
supplied by SRA, (7) collecting the results, eleminating extra information, and
finally, (8) sending them to SRA who requested the execution.

5 SWSA-Based Brokering Interaction Protocol

As discussed above, generally speaking, a broker is an agent that offers a set
of communication facilitation services to other agents using some knowledge

Fig. 3. FIPA Brokering Interaction Protocol
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Fig. 4. SWSA-based Brokering Interaction Protocol for the semantic services
environment

about the requirements and capabilities of those agents. FIPA has an interaction
protocol (IP) to support brokerage interactions in mediated systems and multi-
agent systems9. The representation of the FIPA Brokering Interaction Protocol
is given in Figure 3. This protocol is a macro IP since the proxy communicative
act10 for brokerage embeds a communicative act as its argument and so the IP
for the embedded communicative act is also embedded in this IP. This embedded
IP (sub-protocol) guided some parts of the remainder of the interaction.

9 FIPA Brokering Interaction Protocol Specification, www.fipa.org/specs/fipa00033/
10 FIPA Communicative Act Library Specification, www.fipa.org/specs/fipa00037/
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Although the FIPA Brokering IP is a well defined macro IP for brokerage,
it is not quite suitable for agents in a semantic services environment. In such
an environment, agents need to engage with the providers of the service(s) that
they will request. In a brokerage, the Broker should do this engagement for the
Initiator. So the proxy message that the Initiator sends, should also contain a
sub-protocol for engagement and criteria for engagement.

Thus we defined a SWSA-based Brokering IP for the semantic services envi-
ronment by extending the FIPA Brokering IP (Figure 4). In our IP, the proxy
message contains the following: a referential expression denoting the services of
the target agents to which the broker should forward the communicative act,
the communicative act for the engagement process (such as FIPA Query-Reply,
FIPA Request or negotiate-commitment protocols [1]), the communicative act
for enactment to forward and a set of proxy conditions containing engagement
and enactment conditions such as maximum number of agents to engage with
and QoS parameters. Once the Broker has agreed to be a proxy, it discovers
the candidate (target) agents using the semantic service description from the
proxy message and the proxy-condition parameter. If such agents can be found,
say k agents, the Broker selects m of them (m<=k) using the selection creteria
provided by SRA, and begins m engagement interactions using the engagement-
sub-protocol. At the end of these interactions, the Broker engages with zero
or more target agents, say n. If there are engaged provider agents, the Bro-
ker begins one or more enactment interactions using the enactment-sub-protocol.
When the enactment-sub-protocol completes, the Broker forwards the final reply-
message (after making required eleminations) to the SRA and the brokering IP
terminates.

6 Case Study

In order to demonstrate the precision for the proposed broker agent, this section
discusses it for an example case in the tourism domain (which is a very popular
case study domain in semantic web services area).

6.1 Scenario

Suppose we have a MAS platform for the tourism domain. Within this platform
there are mainly three kinds of agents: traveller agents, tourism agents, and a
broker agent. Traveller agents behaves on behalf of their users to help them for
planning their travels. Tourism agents provides tourism related services to the
platform agents such as finding best destinations for activities (surfing, skiing
etc.), finding best accommodations to reside etc. Broker agent is responsible for
the mediation between traveller agents and tourism agents within the platform.

For example, Özgür wants to surf in a specific place during his holiday. The
places where people can surf are described according to the types of waves on
the sea. Waves are classified according to their intensities such as shape and
speed11. Wave tube shape is defined by its length to width ratio (Figure 5).
11 http://en.wikipedia.org/wiki/Surfing
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When width exceeds length, the tube is described as square (ratio is <1:1).
When wave tube has a ratio of 1-2:1, the tube is described as round. Otherwise
the tube is described as almond (ratio is >2:1). Wave tube speed is defined by
angle of peel line. If peel line is 30° then the tube is described as fast, if it is 45°
it is defined as medium and if it is 60° the tube is defined as slow. In Table 1,
sample destinations for surfing according to wave intensities are shown.

Fig. 5. The geometry of tube shape can be represented as a ratio between length and
width

Özgür wants to travel a surfing destination where wave tube shape is almond
and wave tube speed is medium. So, he directs his agent to find best available
places. It is expected for this agent to find Jeffreys Bay and Bells Beach as
destinations (see Table 1).

Table 1. Wave Intensity Table

Fast Medium Slow

Square The Cobra Teahupoo Shark Island

Round Speedies, Gnaraloo Banzai Pipeline

Almond Lagundri Bay, Superbank Jeffreys Bay, Bells Beach Angourie Point

6.2 Implementation

The Broker Agent was implemented by using the SEAGENT agent platform
[4] which is a goal-oriented and semantic web enabled MAS framework. Within
the developed Broker Agent, semantic services are described using OWL-S and
thus, for capability matching, OWLS-MX tool [8] is used. For sample semantic
services, the service retrieval test collection OWLS-TC2.212 (which is developed
for OWLS-MX tool) is used. This test collection is preferred because it pro-
vides a large number of services from several domains, test queries and relevant
ontologies (1007 OWL-S 1.113 services from seven domains -including travel
12 http://projects.semwebcentral.org/frs/download.php/373/owls-tc2 2 rev 1.zip
13 http://www.daml.org/services/owl-s/1.1/overview/
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domain- and 29 test queries). We have chosen 4 of 107 service profiles in travel
domain from OWLS-TC2.2 to resemble the services in the example. surfing
destination service description is used as the goal template of the SRA. Services
provided by SPAs are surfing beach, surfing destination, surfing nationalpark
and activity nationalpark. Table 2 shows providers, names, inputs and outputs of
these provided services. And Table 3 shows the semantic similarity levels (match
degree - explained in [8]) of them with respect to the surfing destination goal
template.

Table 2. Semantic Services

SPA Service Name Inputs Outputs

spa1 surfing beach #Surfing #Beach

spa2 surfing destination #Surfing #Destination

spa3 surfing nationalpark #Surfing #NationalPark

spa4 activity nationalpark #Activity #NationalPark

The mechanism is as follows. Each SPA are registered to broker agent (BA)
with their services. Then a traveller agent (SRA) that aims to know about the
destination for windsurfing prepares a service brokerage request (proxy mes-
sage in Figure 6, messages are shown in well known FIPA ACL String Repre-
sentation14). This message contains the goal template of the requested service
(goal-template), a semantic similarity degree (match-degree), protocols for en-
gagement and enactment phases (protocols) and selection criteria for these phases
(selection-criteria). traveller agent send this message to broker agent using the
proposed SWSA-based Brokering IP.

Table 3. Semantic similarity levels

Service Name Match Degree

surfing beach Plug-in

surfing destination Exact

surfing nationalpark Subsumes

activity nationalpark Fail

broker agent discovers suitable services using surfing destination goal tem-
plate with the help of OWLS-MX tool. At the end of this discovery, broker agent
understands that spa1, spa2 and spa3 are suitable candidate SPAs. Then bro-
ker agent starts an engagement process with these 3 SPAs and reaches agree-
ments with spa2 and spa3. After that broker agent chooses the SPA (spa2 ) that
provides the semantically most appropriate service and starts an enactment pro-
cess with it. Finally it collects the results from spa2 and forwards an inform
14 FIPA ACL Message Representation in String Specification,

http://www.fipa.org/specs/fipa00070/
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Proxy Message Inform Message

( proxy
: sender ( agent− i d e n t i f i e r

: name t r a v e l l e r a gen t@ fo o . com)
: r e c e i v e r ( s e t ( agent− i d e n t i f i e r

: name broker agent@foo . com) )
: language s c l
: p ro toc o l swsa−based−broker ing
: onto logy t r a v e l
: content
”( proxy−content

( s e rv i c e−c r i t e r i a
: goal−template

#s u r f i n g d e s t i n a t i o n
: match−degree subsumes )

( p ro to c o l s
: engagement f ipa−r e que s t
: enactment f ipa−r e que s t )

( proxy−cond i t i on s
( s e l e c t i o n −c r i t e r i a

: engagement f i r s t −th r e e
: enactment best−one ) )

( input−parameters
: name #Sur f i ng
: va lue #SurfingMediumAlmond) )

”)

( inform
: sender ( agent− i d e n t i f i e r

: name broker agent@foo . com)
: r e c e i v e r ( s e t ( agent− i d e n t i f i e r

: name t r a v e l l e r a g en t@fo o . com
: language s c l
: p ro toc o l swsa−based−broker ing
: onto logy t r a v e l
: content
”( r e s u l t ( s e t

( r e su l t −de s c r i p t i o n
: s e r v i c e s ( s e t

( s e rv i c e−de s c r i p t i o n
: name #su r f i ng−d e s t i n a t i o n )
: match−degree exact )

: outputs ( s e t
( output

: name #Dest i na t i on
: va lue #Je f f reysBay )

( output
: name #Dest i na t i on
: va lue #Bel lsBeach ) ) ) ”)

Fig. 6. Proxy Message and Inform Message

message (inform message in Figure 6) that contains the details of the service
executed (:services) and the results of this service (:outputs) -which are destina-
tions for windsurfing (Jeffreys Bay and Bells Beach)- to traveller agent.

7 Conclusion and Future Work

In this paper we have shown how design of a broker agent in the semantic services
environment could be. In particular, we have introduced an MAS infrastructure
involving such a broker agent. Then we put forward the requirements of this bro-
ker agent. Furthermore we have shown that FIPA brokering interaction protocol
is not sufficient for a SWSA based semantic service environment and thus we
have extended this interaction protocol for brokerage within the environment.

As a future work we first will enhance the evaluation of the broker agent
using the introduced protocol within the proposed MAS infrastructure. This
enhanced evaluation will be based on the case study given in this paper. After this
evaluation, we will study to extend the brokering interaction protocol in respect
to provision of additional input data that the provider expects and monitoring of
the enactment sub-protocol as a next step. And also dynamic service composition
using the advertised services when no single service meets the requester’s needs
will be studied.
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Abstract. Ontology population has emerged as an increasingly important 
problem in semantic web services. In this paper, we propose a method using 
named entity recognition that extracts keywords from Web pages in order to 
populate a product ontology. The semantic classification determines meanings 
of terms and phrases by heuristic rules after the morphological analysis. In 
addition, our method classifies vocabularies into different semantic tags. Firstly, 
it records several lists of semantic tags to a history database. Then, we define 
some rules from the lists to extract a product name. Finally, the rules build and 
refine the product ontology semi-automatically. According to an evaluation, 
proposed method achieved 87.1% precision and 87.4% recall. Thus, it can 
suggest some instances, and it decreases cost of updating the ontology. 

1   Introduction 

In Service-Oriented Computing, semantics-based applications are being actively 
developed [1-6]. Elgedawy et al. introduced several new concepts as a semantic-based 
service composition for web services [1]. Also, Ubiquitous Service Finder (USF), in 
which user can invoke the services semantically [2]. In these cases, the ontology is 
used as a matching technique for the semantic web services. The ontology is a basic 
knowledge and would be important in Service-Oriented Computing to bind the user’s 
situation and the services. However, each application needs to construct an initial 
ontology. Further, the application continues to update the ontology. So, knowledge 
and skill concerning the ontology are required. 

On the other hand, almost everyone is able to create Web content easily by means 
of Content Management Systems (CMS) including Weblog, Wiki, and Social 
Networking Services (SNS). Consumers actively engage in “word of mouth” 
communication about products and services. This is called Consumer-Generated 
Media (CGM). CMS generates formalized data, RSS and HTML. We have developed 
a reputation extraction system from Weblogs, Ubiquitous Metadata Scouter (UMS) 
[6]. It gathers lots of Weblogs from the Web and analyzes the reputation of a product 
by referring to a product ontology. The product ontology is constructed of classes, 
instances, and relations between them: is-a, instance-of, etc. There are lots of product 
descriptions, which keep increasing every day. Therefore, it is necessary to collect the 
product description from the web periodically. However, it is difficult to construct the 
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product ontology manually, because the collected product information includes lots of 
noisy vocabularies. For example, a spec description and an explanation of a product 
are noisy vocabularies. These vocabularies include a product metadata, however, can 
not use such as a product name. In this way, the noisy vocabularies such as the spec 
description and the explanation of the product are deleted from the product 
description, and then we can get a product name. 

Semantic tagging is a text analysis technique, which puts a label to a vocabulary in 
a text. Firstly, the vocabularies are parsed by the morphological analysis. Next, a part 
of speech is categorized with the semantic tags, which are defined in advance. For 
example, a person name includes an athlete and a singer. Also a location includes a 
country name and a region name. As a corpus to gather the product names, we use 
large product information by Electric Commerce Site API. It is categorized with the 
product type and good corpus than general text includes lots of noisy description. 
Firstly, we record pattern knowledge from this corpus to a database. Next, we 
consider get a paraphrase and an abbreviation. 

We propose a way of generating a product ontology automatically from Web 
pages. Named entity recognition combines morphological analysis with semantic 
classification [7, 8], extracts a name of a person, a place, date, etc. The semantic 
classification extracts the meanings of terms and phrases by the heuristic rules. In 
addition, our method classifies vocabularies into different semantic tags as they are 
collected. It records several lists of semantic tags as a history to the database. Firstly, 
our method parses large product information, and records a pattern of the semantic 
tagging. The pattern includes a list of the semantic tags, the number of the semantic 
tags which constructed an instance, and a frequency score of the semantic tags. We 
name the list of the semantic tags “array”. Then, referring to the database, it classifies 
new vocabularies. The pattern applies to similar product information including new 
description. The product information is a corpus which includes lots of candidates for 
an instance in a concept. The semantic tagging uses the pattern of the array, and puts 
some semantic tags to the vocabularies in the corpus. Then it determinates availability 
for an instance. Available instance is recorded to the database as a new pattern. 

Thus, our proposed Named entity recognition method acquires instances efficiently 
in a lightweight ontology. The aim of automatic construction technology for the 
ontology is to decrease generation cost of the large-scale ontology. 

This paper is organized as follows. Section 2 describes related works. Next, 
Section 3 considers our Named entity recognition method. In section 4, an evaluation 
is reported based on an experiment on the proposed technique. Finally, in section 5, a 
summary is presented and future problems are identified. 

2   Ubiquitous Metadata Scouter 

Our reputation extraction system, Ubiquitous Metadata Scouter, is a semantic-based 
information retrieval of a product reputation from Weblogs. Firstly, it retrieves blog 
entries commenting on a specified product. Then, it extracts reputation expression and 
similar products from the retrieved blog entries. Next, it summarizes the reputation 
information on the target product. The main feature of the system is the semantic 
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Fig. 1. Architecture of reputation extraction system 

analysis of sentences in the retrieved blog entries using ontology, which is the 
description of concepts and their relationships. The ontology enables the following 
three features: P/N (positive/negative) determination of the product reputation, 
associated product extraction, and blog sorting and filtering by reputation relevance. 
Figure 1 shows the architecture of UMS. P/N determination is one of the text 
summarization techniques. It involves retrieving triples <subject, property, value> 
such as <car, speed, fast> for a target subject by checking modification relation 
through morphological analysis and syntactic parsing. Associated product extraction 
finds other products that are similar to a certain product. Finally, blog sorting and 
filtering extracts only useful articles. For example, articles to have lots of track backs, 
obvious positive opinions or strong negative opinions are selected. Then, the sales 
blog assumed that user’s concern is relatively low in general are removed. 

We have developed three databases, product metadata, product ontology, and 
evaluation expression ontology. The product metadata contains product descriptions; 
product names, manufacturers, specifications, prices. It contains more than one 
million products, each of which is described in a form of RDF. Second, product 
ontology contains more than 400 thousand products including DVDs, books, and 
electronics appliances. It is composed of an is-a relation representing mappings of 
individual products with product categories. Third, evaluation expression ontology 
contains sensitive expressions necessary for reputation analysis of blog sentences. 
Both ontologies are described in a form of OWL. 

3   Pattern-Based Semantic Tagging 

3.1   Ontology 

Figure 2 described an ontology that we have constructed for a product. The product 
ontology has a class hierarchy classified by product genres and huge instances shown 



48 M. Inaba et al.  

with individual product names. For example, classes (concepts) are defined as the 
genres, DVD, Movie, Music, and Animation etc. Then Movie concept has some 
product names, Movie A, Movie B, and Movie X etc. These product names are 
defined as the instances of the Movie concept. 

 

Fig. 2. Product ontology 

Ontology population improves an instance of a target concept. It extracts a 
vocabulary from a corpus, and categorizes the vocabulary as an instance of the target 
concept. 

3.2   Proposed Method 

Figure 3 shows the proposed method which is composed of preprocessing, 
Morphological analysis, semantic tagging, and instance generator modules. A corpus 
consisted of aggregate of character string of a target concept. The corpus includes lots 
of candidates for getting an instance. Firstly, the preprocessing inputs the corpus 
which has relevant vocabularies of the target concept. Then, it normalizes the corpus. 
Secondly, Morphological analysis parses the corpus and extracts a part of speech, a 
verb, a noun, and an adjective etc. Thirdly, the semantic tagging refers a database for 
array of semantic tags, and gives the semantic tags to the vocabularies. Finally, the 
instance generator outputs a product name as an instance of the target concept by the 
heuristic rules. The rules are defined by a property of the semantic tag. 

3.3   Examples 

We illustrate some examples of our semantic tagging for ontology generation. Figure 1 
described an ontology that we have constructed for a product. The product ontology 
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Fig. 3. Proposed Method 

has a class hierarchy classified by product genres and huge instances shown with 
individual product names. The product name is expressed a proper noun on some 
rules [24, 25]. The product name can be used as a keyword for Web retrieval. 

It is necessary to resolve the following two points in order to extract the product 
information from a Web page. 

Firstly, we need to decide a target page. If the Web page is not decided, the Web 
retrieval is often used. However, a keyword is necessary to look for a pertinent page 
by the Web retrieval. Then, pertinent part is detected on the Web page. The keyword 
is used as a clue to look for the vocabulary that should be extracted from a huge text. 
The selection of an appropriate keyword is one of problems in the vocabulary 
extraction. We propose a new method for using a proper noun as a keyword for Web 
retrieval. 

 New product names are extracted from Web pages and the product ontology is 
constructed. Our proposed method uses arrays of semantic tags that is used to extract 
the proper noun from the product name. 

A product has an identifiable name. For example, a name of apparel is constructed 
of several words: <Product, Size, Color>, <Manufacturer, Size, Product>, and 
<Manufacturer, Color, Product, Size>, etc. Similarly, a name of grocery is shown 
<Product, Weight, Pack>, <Manufacturer, Product, Flavor, Weight, Pack>, and so on. 
Then, the arrays make lists that are classified into the product genres. 

An example of the arrays of semantic tags is shown in Table 1. In this case, the 
history data of the arrays contains three classes: A, B, and C. Then, an array is  
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Table 1. Array of semantic tags 

Length Array of semantic tags Score (%) 
1 <A> 

<B> 
<C> 

50.0 
30.0 
20.0 

2 <AB> 
<AC> 
<BA> 
<AA> 
<BC> 
<BB> 
<CA> 
<CB> 
<CC> 

35.0 
20.0 
15.0 
10.0 
8.0 
6.0 
5.0 
0.8 
0.2 

3 <ABC> 
<ABB> 
<BAC> 
<CAC> 

70.0 
20.0 
8.0 
2.0 

composed of some semantic tags. In each array, it has the score that is calculated by 
the frequency of the semantic array. For instance, <ABC> is scored 70.0%. When an 
input word is the same array of three in length as the existing array of semantic tags, 
the score of the array of three in length is calculated and updated. 

Pattern-based Semantic Tagging is shown in Figure 4. “Toshiba dynabook SS 
RX1" is separated into four vocabularies, “Toshiba", “dynabook", “SS", and “RX1". 
Then, these vocabularies are given semantic tags. The extracted vocabulary means 
"Manufacuturer", "Brand", "Series", and "Model". When the semantic tags are 
completed, a new array of semantic tags A of <Manufacturer, Brand, Series, Model> 
can be taken as an array of the Laptop PC. The new word is acquired from the array 
of semantic tags by repeating this process. For instance, “Toshiba dynabook Qosmio 
F40" is analyzed into “Toshiba”, “dynabook”, “Qosmio”, and “F40". “Toshiba” and 
“dynabook” become existing data. On the other hand, “Qosmio" and “F40" are 
determined to unknown words. However, the array of semantic tags is matched. The 
input word is the same array of four in length as the existing array A. Referring to the 
history data of the array of semantic tags, <Manufacturer, Brand, *, *> matches a rule, 
<Manufacturer, Brand, Series, Model>. Therefore, “Qosmio” is extracted as a new 
word of "Series" and “F40” is known as a word of “Model”. 

Even if it is the same product classification, the array with a different length of the 
array and rules might be obtained. “Toshiba dynabook F40" are already known, it can 
be determined new array B that differs its length as shown in Figure 5. By repeating 
this work, information already-known increases.  Thus, the accuracy of automatic 
processing improves. 
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Fig. 4. Pattern-based Semantic Tagging 

 

Fig. 5. New array extraction 

4   Experiment 

4.1   Experiment Overview 

We evaluated the proposed method by using a DVD ontology in past seven years, 
including movies, music, cartoons, dramas and so on. We made correct answer data 
manually in 2 stages. 



52 M. Inaba et al.  

Firstly, DVD descriptions are collected from Electronic Commerce sites by hand. 
It is not an automatic collection. Data includes DVD data only. Secondly, the DVD 
title is made from the collected DVD descriptions. It corresponds a keyword for the 
Web retrieval. 

We apply the proposed method to the collected DVD descriptions. Then, the 
semantic tags are given to the vocabularies in the collected DVD descriptions. The 
meanings of terms and phrases are extracted by the morphological analysis and the 
heuristic rules. In this experiment, we defined four semantic tags: Format, People, 
Volume, and Edition. “DVD” is included in “Format” class. “Actors/Actresses” and 
“Directors” are included in “People” class. Further, “Volume” class has “Vol. 1”, 
“Season 1” and “first season”. Also, “Edition” class has “special edition” and 
“Collector's Edition”, etc. For each semantic tag, it has a rule to be extracted from the 
DVD descriptions by the arrays of semantic tags. The DVD title is generated from the 
DVD descriptions without these tags: “Format”, “People”, “Volume”, and “Edition”. 

4.2   Experiment Results 

The evaluation measure is how closer computed scores are to the correct answers. The 
proposed method was evaluated based on two criteria: precision and recall. Precision 
(1) denotes the ratio of correctly extracted terms over all extracted terms (all method). 
Recall (2) is defined as the number of correct answer divided by the total number of 
extracted terms from the corpus (all manual). 

method
all

correct
ecision =Pr  (1) 

manual
all

correct
call =Re  (2) 

Table 2 shows a comparison of proposed method with the correct answers. 
According to the table, the proposed method achieved 87.1% precision and 87.4% 
recall. Thus, it decreases cost of updating the ontology.  

Table 2. Precision and Recall 

 Precision (%) Recall (%) 
Proposed Method 87.1 87.4 

Table 3 shows matching rate of four rules. Edition rule is a highest rate in these 
rules for the DVD descriptions. Edition rule and Volume rule share over 80%. 
Therefore, we expect that Edition rule and Volume rule are effective to reduce 
amount of unnecessary word from the DVD title. 
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Table 3. Score of matching rules 

Rule Rate (%) 
Edition 51.8 
Volume 30.9 
People 10.1 
Format 7.2 

5   Related Works 

There are three techniques of the ontology generation: 
 

1. Support environments such as manual construction 
Protégé [9] is a popular ontology editor. It implements a rich set of knowledge-
modeling structures and actions that support creation, visualization, and manipulation 
of various formats. OntoGen [10] is a semi-automatic ontology editor focusing on 
editing of a topic ontology. It integrates a text-mining technique and a machine 
learning into an efficient user interface lowering threshold for users who are not 
professional ontology engineers. During the ontology construction process, OntoGen 
suggests concepts and relations between the concepts. However, it does not suggest 
instances. 
 

2. Semantic integration 
This method shares data across disparate sources such as WordNet [11], Cyc [12], and 
EDR [13]. WordNet is a semantic vocabulary for the English language. It records the 
various semantic relations between these vocabularies, and Cyc is an ontology  
database of common sense knowledge. EDR is an electronic dictionary that 
catalogues the lexical knowledge of Japanese and English. It has unified thesaurus-
like concept classifications with corpus databases. The concept classification 
dictionary is a sub-dictionary of the concept dictionary, which describes the similarity 
relation among concepts listed in the word dictionary. The semantic integration solves 
matching ontologies or schemas, detecting duplicate triples, reconciling inconsistent 
data values, modeling complex relations between concepts in different sources, and 
reasoning with semantic mappings [14]. 
 

3. Extraction from Web pages 
This method constructs an ontology from web pages [15-17]. Tijerino et al. [16] use 
HTML tables. Further, Cohen et al. [17] propose a flexible learning system that uses 
not only tables but also lists in HTML. However, these methods require wrapper for 
each new pages. 
 
Automation is indispensable for the construction of the large-scale ontology. The 
vocabulary that can be expanded depends on the amount and the quality of the 
resources. This is because a lot of new words are included in a new resource. 
Therefore, technique 3 is suitable for extracting new words. 
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There are two ways of vocabulary extraction from Web pages: 

1. Vocabulary extraction from plain text 
The vocabularies are extracted from a plain text. Then, some tags are deleted from the 
Web pages and morphological analysis is applied. Hearst [18] and Cimiano et al. [19] 
propose a vocabulary extraction combined with Web retrieval. Cimiano et al. present 
a method, C-PANKOW (Context-driven Pattern-based ANnotation through 
Knowledge On the Web), which has an advantage of no training required. Pasca et al. 
[20] propose a method in which two or more keywords are combined and the degree 
of similarity of the vocabulary determined. 
 
2. Vocabulary extraction from structured data 
This method extracts the meaning of the vocabulary from the document and the 
structure. If a target page is decided, we can use STALKER web wrapper [21]. In 
case of the target Web pages is not decided, its HTML document structure is analyzed 
by means of bootstrapping and the vocabulary is extracted. This method is proposed 
by Brin [22] and Agichtein et al. [23]. Brin proposes a method which called DIPRE. It 
exploits a pair between sets of patterns and relations to grow the target relation 
starting from a small database. For example, it extracts a relation of the pairs like 
<author, title> from HTML document. In other hand, Agichtein et al. propose 
Snowball system which extracts relations from large collections. However, these 
methods require training for each new scenario. 

6   Conclusion 

We have proposed a new method that generates a product ontology. It is attractive for 
acquiring a huge amount of fresh data by using Web resources. However, it is difficult 
to measure the accuracy of the acquired vocabulary automatically. The extraction 
accuracy can be improved by studying the measurement. For the aim of realizing the 
automatic ontology population, we introduced an approach to the vocabulary 
acquisition in which existing ontology is used. In our future research on the automatic 
ontology population, we intend to employ the Named entity recognition method. 
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Abstract. This position paper addresses the question of integrating GRID and
MAS (Multi-Agent Systems) models by means of a service oriented approach.
Service Oriented Computing (SOC) tries to address many challenges in the world
of computing with services. The concept of service is clearly at the intersec-
tion of GRID and MAS and their integration allows to address one of these key
challenges: the implementation of dynamically generated services based on con-
versations. In our approach, services are exchanged (i.e., provided and used) by
agents through GRID mechanisms and infrastructure. Integration goes beyond
the simple interoperation of applications and standards, it has to be intrinsic to
the underpinning model. We introduce here an (quite unique) integration model
for GRID and MAS. This model is formalized and represented by a graphical
description language called Agent-Grid Integration Language (AGIL). This in-
tegration is based on two main ideas: (i) the representation of agent capabilities
as Grid services in service containers; (ii) the assimilation of the service instan-
tiation mechanism (from GRID) with the creation of a new conversation context
(from MAS). The integrated model may be seen as a formalization of agent in-
teraction for service exchange.

1 Introduction

The GRID and MAS communities believe in the potential of GRID and MAS to en-
hance each other because these models have developed significant complementarities
[1]. One of the crucial explorations concerns the substitution by an agent-oriented ker-
nel of the current object-oriented kernel of services available in Service Oriented Archi-
tectures (SOAs), including GRID. The Service Oriented Computing (SOC) community
agrees that such a change will really leverage SOC scenarios by providing new types
of services [2]. This key concept of service is clearly at the intersection of the GRID
and MAS domains and thus may motivate an integration.1 GRID is said to be the first

1 [1] foresees services as the core ’unifying concept’ that underlies GRID and MAS (also his-
torically suggested by [3] and [4]).

R. Kowalczyk et al. (Eds.): SOCASE 2008, LNCS 5006, pp. 56–68, 2008.
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distributed architecture (and infrastructure) really developed in a service-oriented per-
spective: Grid services are compliant Web services, based on the dynamic allocation of
virtualized resources to an instantiated service [5]. Actually, GRID acquired major im-
portance in SOA by augmenting the basic notion of Web Service with two significant
features: service state and service lifetime management. Whereas Web services have
instances that are stateless and persistent, Grid service instances can be either stateful
or stateless, and can be either transient or persistent.2 On the other hand, agents are
said to be autonomous, intelligent and interactive entities who may use and provide
services (in the sense of particular problem-solving capabilities). Actually, agents have
many interesting characteristics for service exchange: they are reactive, efficient, adap-
tive, they know about themselves, they have a memory and a persistent state, they are
able to have conversation, work collaboratively, negotiate, learn and reason to evolve,
deal with semantics associated to concepts by processing ontologies, etc. MAS and
SOC communities recently turned to one another considering the important abilities of
agents for providing and using dynamic composed services, semantic services, busi-
ness processes, etc. (see [7] for a recent overview of SOC challenges). Web services are
often criticized because they are no more than Remote Procedure Calls (RPC) which
have no user adaptation, no memory, no lifetime management, no conversation handling
capabilities (simple request/answer interaction). They are passive, they lack semantics
and they do not take into account the autonomy of components. The SOC community
has realized that the notion of service has to surpass HyperText Transfer Protocol, cur-
rent SOA standards (Web Service Definition Language (WSDL), Simple Object Access
Protocol (SOAP), Universal Description Discovery and Integration (UDDI)), RPCs and
eXtensible Markup Language (XML) to be enriched by results from other research
domains such as information systems, concurrent systems, knowledge engineering, in-
teraction and, especially, GRID and MAS.

To provide a service means to identify and offer a solution (among many possible
ones) to the problem of another. The next generation of services will consist of dynam-
ically generated services, i.e., services constructed on the fly by the service provider
according to the conversation it has with the service user. In Dynamic Service Gener-
ation (DSG), term suggested by [8,9], the user (human or artificial) is not assumed to
know exactly what the provider (also human or artificial) can offer him. He finds out
and constructs step by step what he wants based on the service provider’s reactions. The
central idea of DSG is that a service may be based on a conversation. Actually, DSG
highlights the idea of processing something new instead of merely delivering something
that already exists. In everyday life, when somebody needs new clothes, buying ready-
to-wear clothes is analogous to asking for a product, whereas having clothes made by
a tailor is analogous to requiring a service to be generated. Singh and Huhns [7] talk
about service engagement, instead of simple method invocation. In [8,9] we present the
STROBE model as an agent representation and communication model designed and
constructed in order to develop dynamically generated services. The shift from the cur-
rently limited perspective in service exchange scenarios to DSG is the topic addressed
by this paper. It introduces a service based GRID-MAS integrated model to help to

2 Grid service specifications are described both by Open Grid Service Architecture (OGSA) [5]
and Web Service Resource Framework (WSRF) [6].
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go towards this DSG vision by providing a common integration to help the commu-
nity designing service architectures that benefits from both MAS and GRID interesting
service features. In order to summarize our thoughts at the intersection of the three
domains (GRID, MAS and SOC), we identify two key ideas:

– GRID and MAS have each developed a service oriented behaviour, therefore the
concept of service may represent a common integration;

– New needs in service exchange scenarios are clearly highlighted and may be met
by integrating GRID and MAS complementarities.

In [9,10], we introduce the Agent-Grid Integration Language (AGIL) as a GRID-
MAS integrated systems description language which rigorously formalizes both key
GRID and MAS concepts, their relations and the rules of their integration with graphical
representations and a set-theory formalization. AGIL is both an integration model and
a description language (i.e., a sort of UML for GRID-MAS integrated systems). In this
position paper we present quickly the main ideas and principles of AGIL integration
model.

2 Brief State of the Art

2.1 Brief GRID Overview

The GRID aims to enable flexible, secure, coordinated resource sharing and coordi-
nated problem solving in dynamic, multi-institutional virtual organization. Actually, it
was originally designed to be an environment with a large number of networked com-
puter systems where computing (Grid computing) and storage (data Grid) resources
could be shared as needed and on demand. GRID provides the protocols, services and
software development kits needed to enable flexible, controlled resource sharing on a
large scale. This sharing is, necessarily, highly controlled, with resource providers and
users defining clearly and carefully just what is shared, who is allowed to share, and the
conditions under which sharing occurs. A GRID system is naturally highly dynamic
and should be able to adapt at runtime to changes in system state as resource availabil-
ity may fluctuate. Grid users are members of virtual organizations/communities. A vir-
tual organization (VO) is a dynamic collection of individuals, institutions and resources
sharing common goals, bundled together in order to share resources and services.

GRID technologies have evolved from ad hoc solutions, and de facto standards based
on the Globus Toolkit, to Open Grid Services Architecture (OGSA) [5] which adopts
Web service standards and extends services to all kind of resources (not only comput-
ing and storage). Foster et al. call service: a (potentially transient) stateful service in-
stance supporting reliable and secure invocation (when required), lifetime management,
notification, policy management, credential management, and virtualization. OGSA in-
troduces two major aspects in SOA by distinguishing service factory from service in-
stance. In other words, services are instantiated with their own dedicated resources and
for a certain amount of time. These characteristics enable (i) service state manage-
ment: Grid services can be either stateful or stateless; (ii) service lifetime management:
Grid services can be either transient or persistent. More recently, the Web Service Re-
source Framework (WSRF) [6] defines uniform mechanisms for defining, inspecting,
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and managing stateful resources in Web/Grid services. WSRF models Grid service as
an association, called a WS-Resource, between two entities: a stateless Web service,
which does not have state, and stateful resources which do have state. A stateful service
has an internal state that persists over multiple interactions.

2.2 Integration Related Work

Some work has already been proposed for using agents to enhance Web services or
integrating MAS & SOC. For a detailed comparison between these two concepts see,
for example, [11]. [12] points out some drawbacks of Web services which significantly
distinguish them from agents. According to us, different kind of approaches may be
distinguished in agent-Web service integration:

Distinct view of agents and Web services. Agents are able both to describe their ser-
vices as Web services and to search/use Web services by using mappings between
MAS standards and SOA standards [11,13,14,15]. This approach is often based on
a gateway or wrapper which transforms one standard into another. As the main ap-
proach in agent standardization is the one of Foundation for Intelligent Physical
Agents (FIPA), this work only considers FIPA agents and resolves relationships
between SOA and FIPA standards. A particularly difficult factor in this approach
is communication. The challenge consists of bridging the gap between semanti-
cally reach asynchronous based agent communications and semantically poor syn-
chronous based Web service communications.

Uniform view of agents and Web services. Agents and Web services are the same en-
tities. All services are Web services and they are all provided by agents (i.e., the
underpinning program application is an agent-based system) [16,17].

MAS to support SOC/SOA mechanisms. This approach is not directly interested in
agent service-Web service interaction but rather in the use of MAS to enhance
SOAs. For example, [18] discusses the use of agents for Web services selection
according to the quality of matching criteria and ratings.

MAS-based Business Process Management. Workflow or service orchestration is an-
alogous to interaction protocol in agent communication. Both terms describe a com-
mon interaction structure that specifies a set of intermediate states in the communi-
cation process as well as the transitions between these states. The applicability of
MAS to workflow enactment has been noted by [19]. More specifically, [14] makes
a strict comparison between workflow (with Business Process Execution Language
for Web Services) and interaction protocol (as FIPA has defined them). Conversa-
tion or service choreography is also analogous to agent conversation. Conversations
are long-lived high-level interactions which need a peer-to-peer, proactive, dynamic
and loosely coupled mode of interaction. Using agent conversations to enhance ser-
vice exchange is an active research topic [20,21,22].

There is an increasing amount of research activity in GRID and MAS convergence
taking place.3 The use of agents for GRID was very early suggested by [3]. The authors

3 See, for example, ’Agent-Based Cluster and Grid Computing’ workshops, ’Smart Grid Tech-
nologies’ AAMAS workshops, the Multi-Agent and Grid System journal.
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specifically detail how agents can provide a useful abstraction at the Computational
Grid layer and enhance resource and service discovery, negotiation, registries, etc. MAS
has also been established in 2001 as a key element of the Semantic Grid [4]. And more
recently, why GRID and MAS need each other has been established by [1]. The authors
emphasizes the overlap in problems that GRID and MAS address but without sharing re-
search progress in either area: an integrated Grid/agent approach will only be achieved
via a more fine-grain intertwining of the two technologies. Using MAS principles to im-
prove core GRID performances (e.g., directory services, scheduling, brokering services,
task allocation, dynamic resource allocation and load balancing) is a very active topic
in the MAS community, for example: (i) MAS-based GRID for resource management
[23,24,25,26]; (ii) MAS-based GRID for VO management [27].

However, none of this work proposes a real integration of MAS and GRID. Rather,
they focus on how MAS and AI techniques may enhance core GRID functionalities. Our
vision of a GRID-MAS integration is not a simple interoperation of the technologies.
It goes beyond a simple use of one technology to enhance the other. We aim to adopt
a common approach for the integration to be able to benefit from the most relevant
aspects of both GRID and MAS. This common approach is centred on the concept of
service.

3 Agent-Grid Integration Language

3.1 AGIL’s Concepts

This section defines progressively each AGIL’s concepts coming from both GRID and
MAS and integrated together in a common and relevant manner. Notice that key GRID
concepts presented in this section have been established according to the OGSA or
WSRF specifications. Similarly, key MAS concepts have been established by different
approaches in the MAS literature [22,28] but especially the STROBE model [8,9]. As
we are focussing on concepts, we adopt the most convenient terminology from these
sets of specifications. AGIL’s integration model is graphically presented in Figure 2
and explained in the following paragraphs:

In SOC, a service is an interface of a functionality (or capability) compliant with
SOA standards. Figure 1 presents services we aim to formalize and their associated
symbols. Stateless services are quite restrictive: they are synchronous (i.e., messages
can not be buffered and do block the sender or receiver), point-to-point (i.e., used by
only one user) and interact via simple one-shot interaction (i.e., request/answer). A
stateless service does not establish a conversation. Instead, it returns a result from an
invocation, much like a function. Stateful services required additional consideration:
they are instantiated with a given set of resources. They can be persistent or transient
(instantiated for a given period of time, this period may change dynamically). Transient
services are instantiated by a service factory whereas persistent services are created by
out-of-band mechanisms such as the initialization of a new service container. Stateful
services may be multipoint (i.e., used by several users) and may interact by simple one-
shot interaction or long-lived conversation. Stateful services may be synchronous or
asynchronous.
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Fig. 1. Representation of key service concepts

GRID is a resource-sharing system. Grid resources are contributed by hosts. A host
is either a single host (i.e., a direct association between a computing resource and a
storage resource ) or a coupled host (i.e., an aggregation of different single hosts and/or
coupled hots). The sharing of these resources is implemented by the virtualization and
reification4 of these resources in a service container. A (Grid) service is an interface
of a functionality (or capability) compliant with SOA standards. An service instance
is included in a hosting environment in order to exist and to evolve with their own
private contexts (i.e., set of resources). This is the role of the service container which is
the reification of a portion of the virtualized resource available in a secure and reliable
manner. A service container contains several types of services. A service may instantiate
another service in the same or different service container. Each service is identified by a
handle. Since a container is a particular kind of service, it is created either through the
use of a service factory or by the direct core GRID functionality. A service container
is allocated to (and created for) one and only one group of agents, called a Virtual
Organization (VO). Each agent may be a member of several VOs. The relation between
a VO and a service container is embodied by an authorization service which formalizes
the VO-dedicated policies of service by members. The authorization service may be
viewed as a MxS matrix, where M corresponds to the number of members of the VO, S
to the number of currently active services, and the matrix nodes are deontic rules. These
rules permit the accurate specification of the right levels for a member on a service (e.g.,
permissions, interdictions, restrictions etc.).5 In order to participate in GRID, hosts and
agents must hold a X509 certificate signed by a special authority.

An agent possesses both intelligent and functional abilities. These are represented
respectively by the agent brain and body. The brain is composed of a set of rules
and algorithms (e.g., machine learning) that give to the agent learning and reasoning
skills. It also contains the agent knowledge, objectives, and mental states (e.g., Belief-
Desire-Intention). The body is composed of a set of capabilities which correspond to
the agent’s capacity or ability to do something, i.e., to perform some task. These ca-
pabilities may be interfaced as Grid services in the service container that belongs to a
VO an agent is a member of. In the agent’s body, these capabilities may be executed
in a particular conversation context called a cognitive environment. A cognitive envi-
ronment contains several capacities. An agent may have several cognitive environments

4 Resource virtualization and reification is done at the core GRID level (middleware). The rest
of GRID core level mechanisms (e.g., container, authorization, etc.) are themselves described
by a single unit: the Grid service.

5 Such authorization service may be for instance, a Community Authorization Service (CAS) or
Virtual Organization Membership Service (VOMS).
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Fig. 2. AGIL integration model and graphical representation

which correspond to the different conversation contexts and languages it develops by
interaction with other agents. Service exchange interaction are defined when an agent
uses the service another agent provides.

In MAS, when an agent has a conversation, it dedicates a part of its state to this
conversation. It is called the conversation context [8,22]. For example, during service
exchanges, the service provider maintain a set of explicit interaction contexts, corre-
sponding to each of its users. Conversations and their states are represented in the
STROBE model by cognitive environments. We can explore further the concept of
cognitive environments,6 which is a relatively new, but very important, concept re-
lated to the STROBE agent and communication model [8,9,29,30]. In the STROBE
model agents are able to interpret communication messages in a given conversation
context that includes an interpreter, dedicated to the current conversation. We show how
communication enables dynamic changes in these dedicated contexts and how these

6 The term environment is used here in its programming-language meaning, that is to say, a
structure that binds variables and values. It does not mean the world surrounding an agent.
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interpreters can dynamically adapt their way of interpreting messages (meta-level learn-
ing by communication). Each time an agent receives a message, it selects the unique
corresponding cognitive environment dedicated to the message sender in order to inter-
pret the message. When an agent receives a message for the first time, it instantiates a
new dedicated conversation context for this agent by creating a new one or sharing an
already existing one. This instantiation mechanism is similar than the one existing in
Grid services.

Having dedicated contexts and thus dedicated capabilities, is demonstrated a good
means to go towards DSG. In other agent architectures, a cognitive environment may
simply be viewed as a conversation context. The same concept of putting the commu-
nication contexts at the centre of the agent architecture in which it interprets messages
appears also in [22], which assumes that each agent in service exchanges may separately
maintain its own internal context of the conversation state.

3.2 Integration of GRID and MAS Concepts

The integration of key GRID and MAS concepts concerns five major aspects:
1. The term agent is used to uniformly denote Artificial Agent, Human Agent and

Grid user. They are active entities involved in service exchanges. They are considered
autonomous, intelligent and interactive. In particular, by viewing Grid users as agents,
we may consider them as a potential artificial entities.

2. The term VO unifies the concept of VO in GRID and the concept of group in MAS.
This is a dynamic social group (virtual or not). It is the context of service exchanges.

3. The two concepts of service and capability are linked together with a new one-to-
one relation between them called the interface relation (represented by a dotted line in
Figure 2). A Grid service is seen as the interface of a capability published in a service
container and with allocated resources. An agent has a set of capabilities it may trans-
form into Grid services available in the different VOs it is a member of. The process
of ’transforming’ or ’publishing’ a capability into a service is called the servicization
process.7 When a capability is servicized, it means:

– the interfacing of this capability with SOA standards i.e., mainly WSDL/SOAP;
– the addition (possibly by using an add-service service) of this service to the VO’s

service container by assigning it a handle and by allocating it private resources;
– the requesting of the VO’s authorization service to add an entry for this service (the

agent has to decide the users’ right levels);
– the publishing of the service description in the VO’s registry, if it exists;
– the notification to the VO’s members of the VO that a new service is available;
– etc., according to VO or service container local rules.

When an agent servicizes one of its capability into a service available for a VO it
uses a set of services of this VO. Each of the previous step of the servicization process
is achieved using a specific VO local service (e.g., interfacing, adding, notifications ser-
vices). This servicization process is not discrete but continuous. Service and capability

7 We can say that as GRID virtualizes resources and reifies them in a service container, an agent
virtualizes capabilities and reifies them in a service container.
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keep aligned in time one another. For example, if the capability of the agent changes,
then the service changes at the same time. With this viewpoint, an agent can provide
different VOs with different services. Notice also that a service is agent-specific, that
means that only one agent executes (i.e., provides) the service in a container. However,
it does not prevent another agent of the VO from providing the same type of service.
What is important in this servicization process is that it abstracts on the kind of agent
involved. Both AAs and HAs transform their capabilities in the VO’s service container
modulo different (graphical) interfaces. For example, an AA may servicize its capabil-
ity to compute square roots (i.e., a function that receives an integer as a parameter and
returns a float as result), and a HA may servicize its pattern-recognition capability (i.e.,
a function that receives an image as a parameter and returns a concept as result). Notice
that the service and the capability lifetimes are not necessarily the same. Even if a ser-
vice is transient in a service container the corresponding capability maybe persistent in
the agent’s body.

Remark – Grid resources are available for services (i.e., servicized capabilities) ex-
ecution. The agent itself is still executed autonomously with its own resources and
process (e.g., on an agent platform such as JADE).

4. The key GRID idea of service instantiation is integrated with the MAS idea of
creating a dedicated conversation context. The processes are the same but viewed dif-
ferently. The new conversation context contains the new capability and the service
provider applies the servicization process on it in order to make available the new ser-
vice instance for the service user(s). The association between the conversation context
(stateful) and the including capability (stateless) is view as a WS-Resource.8 Integrating
these two instantiation mechanisms make capabilities to benefit from standardization,
interoperation and allocated resources from GRID, and Grid services to benefit from a
dedicated context of execution and local conversation representation from MAS.

5. Agent-agent interactions include all other kinds of interactions (Grid user-Grid
service, Grid service-Grid service, agent-agent, etc.). These interactions are realized
by means of asynchronous message passing between agents. There is two kind of
interactions:

Direct agent-agent interaction. Messages are exchanged directly from agent to agent.
These are interactions in a general sense, i.e., any interaction, standardized or ad
hoc, protocol guided or not, semantically described or not, long-lived or one-shot,
etc. These interactions may occur within a VO, but also outside it;

Through-service agent-agent interaction. They occur during service exchange. Mes-
sages are exchanged from agent to agent through a service. These are interactions
that an agent may have with another agent, without directly communicating with the
other agent but instead via the service interface this second agent offers in the VO’s
service container. These ’through-service interactions’ occur only within a VO.

What is important in this integrated model is to consider how a service may be
adapted by a service provider agent for a service user agent, in order to implement
DSG. We identify four ways:

8 In order to map exactly the STROBE mechanisms to OGSA and WSRF mechanisms, we
should say that a new cognitive environment may be viewed as a new WS-Resource, i.e., a
dedicated association between capabilities and stateful resources.
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1. The service provider agent adapts the dedicated service according to its interactions
with service user agent;

2. The service provider agent may offer another service to change or adapt the original
service (meta-level);

3. The service provider agent may use dynamic intelligent reflection rules to change
the service it is currently providing;

4. Direct agent-agent interactions may occur between the service user agent and the
service provider agent and within these interactions (1) and (3) may occur in a pure
ad hoc form (not via service).

3.3 Discussions and Benefits for GRID, MAS and SOC

Some AGIL advantages may be summarized:

• There is no real standard in the MAS community to describe agents’ capabilities
between different agents or MAS. The integration will help MAS developers in
presenting and interfacing agents’ capabilities, and therefore augment MAS inter-
operation and standardization.

• This integrated model does not restrict MAS or GRID in any way. In particular, it
does not prevent direct agent-agent interactions and thus, for example, it does not
prevent agents to perform tasks to one another in a purely ad hoc manner. This is
important if we want the integration to be followed by numbers of MAS approaches
and models; these models can keep their internal formalisms for their internal
operations.

• In this integration, VO management benefits from both GRID and MAS organi-
zational structure formalisms, e.g., Agent-Group-Role [28], CAS service, X509
certificate, etc.

• Service exchanges in this integrated model benefit from the important agent com-
munications abilities, e.g., dealing with semantics, ability to hold a conversation,
etc. The challenge in MAS of modelling conversation not by a fixed structure
(interaction protocol) but by a dynamic dialogue becomes the same that dynam-
ically composing and choreographing services in business processes as suggested
by DSG.

• This integrated model subsumes a significant number of the MAS-based GRID
approaches cited in section 2.2. Indeed, thanks to the reflexivity of GRID, which
defines some GRID core functionalities as (meta-)Grid services (e.g., service con-
tainer, auhtorization service), we may consider these core GRID services as exe-
cuted also by agents. This establishes an important part of the MAS-based GRID
approaches which use MAS techniques to enhance core GRID functionalities.

4 Conclusion

Identifying key factors to demonstrate the convergence of MAS and GRID models is
not an easy task. We point out that the current state of GRID and MAS research activ-
ities is sufficiently mature to enable justifying the exploration of the path towards an
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integration of the two domains. At the core of this integration is the concept of service.
The bottom-up vision of service in GRID combined with the top-down vision of ser-
vice in MAS bring forth a richer concept of service, integrating both GRID and MAS
properties. We put this enhanced concept of service into the perspective of Dynamic
Service Generation (DSG).

In our integrated model, we consider agents exchanging services through VOs they
are members of: both the service user and the service provider are considered to be
agents. They may decide to make available one of their capabilities in a certain VO but
not in another. The VO’s service container is then used as a service publication/retrieval
platform (the semantics may also be situated there). A service is executed by an agent
with resources allocated by the service container. We sum-up here AGIL’s two main
underlying ideas:

– The representation of agent capabilities as Grid services in service containers, i.e.,
viewing Grid service as an ’allocated interface’ of an agent capability by substitut-
ing the object-oriented kernel of Web/Grid services with and agent oriented one;

– The assimilation of the service instantiation mechanism – fundamental in GRID as
it allows Grid services to be stateful and dynamic – with the dedicated cognitive
environment instantiation mechanism – fundamental in STROBE as it allows one
agent to dedicate to another one a conversation context.

In [31] we propose Agora, an architecture model that uses GRID to deploy collabo-
rative ubiquituous spaces for collective intelligence. AGIL integration model is demon-
strated as a key element for such an infrastructure. AGIL model is feasible considering
today’s state of SOC, MAS and GRID technologies. Integrating these aspects accord-
ing to the guidelines given in this paper seems to us a good way to capitalize past,
present and future work in order to simplify the scenarios and use fruitfully the power
of distributed services, exchanged among communities of humans and artificial agents.

References

1. Foster, I., Jennings, N.R., Kesselman, C.: Brain meets brawn: why Grid and agents need
each other. In: 3rd International Joint Conference on Autonomous Agents and Multiagent
Systems, AAMAS 2004, New York, NY, USA, July 2004, vol. 1, pp. 8–15 (2004)

2. Huhns, M.N., Singh, M.P., Burstein, M., Decker, K., Durfee, E., Finin, T., Gasser, L., Gora-
dia, H., Jennings, N.R., Lakkaraju, K., Nakashima, H., Parunak, V., Rosenschein, J.S., Ruvin-
sky, A., Sukthankar, G., Swarup, S., Sycara, K., Tambe, M., Wagner, T., Zavala, L.: Research
directions for service-oriented multiagent systems. Internet Computing 9(6), 65–70 (2005)

3. Rana, O.F., Moreau, L.: Issues in building agent based computational Grids. In: 3rd Work-
shop of the UK Special Interest Group on Multi-Agent Systems, UKMAS 2000, Oxford,
UK, pp. 1–11 (December 2000)

4. Roure, D.D., Jennings, N.R., Shadbolt, N.: Research agenda for the Semantic Grid: a fu-
ture e-science infrastructure. Technical report, University of Southampton, UK (June 2001);
Report commissioned for EPSRC/DTI Core e-Science Programme

5. Foster, I., Kesselman, C., Nick, J., Tuecke, S.: The physiology of the Grid: an Open Grid Ser-
vices Architecture for distributed systems integration. In: Open Grid Service Infrastructure
WG, Global Grid Forum, The Globus Alliance (June 2002)



Service-Based Integration of Grid and Multi-Agent Systems Models 67

6. Foster, I., Frey, J., Graham, S., Tuecke, S., Czajkowski, K., Ferguson, D.F., Leymann, F.,
Nally, M., Sedukhin, I., Snelling, D., Storey, T., Vambenepe, W., Weerawarana, S.: Modeling
stateful resources with Web services. Whitepaper Ver. 1.1, The Globus Alliance (May 2004)

7. Singh, M.P., Huhns, M.N.: Service-Oriented Computing, Semantics, Processes, Agents. John
Wiley & Sons, Chichester (2005)

8. Jonquet, C., Cerri, S.: The STROBE model: Dynamic Service Generation on the Grid. Ap-
plied Artificial Intelligence, Special issue on Learning Grid Services 19(9-10), 967–1013
(2005)

9. Jonquet, C.: Dynamic Service Generation: Agent interactions for service exchange on the
Grid. PhD thesis, University Montpellier 2, Montpellier, France (November 2006)

10. Jonquet, C., Dugenie, P., Cerri, S.A.: Agent-Grid Integration Language. Multiagent and Grid
Systems (2008); Accepted for publication - In press expected Number 1 vol. 4 (2008)

11. Moreau, L.: Agents for the Grid: a comparison with Web services (part 1: the transport layer).
In: Bal, H.E., Lohr, K.P., Reinefeld, A. (eds.) 2nd IEEE/ACM International Symposium on
Cluster Computing and the Grid, CCGRID 2002, pp. 220–228. IEEE Computer Society,
Berlin (2002)

12. Huhns, M.N.: Agents as Web services. Internet Computing 6(4), 93–95 (2002)
13. Lyell, M., Rosen, L., Casagni-Simkins, M., Norris, D.: On software agents and Web services:

usage and design concepts and issues. In: 1st International Workshop on Web Services and
Agent Based Engineering, WSABE 2003, Melbourne, Australia (July 2003)

14. Buhler, P.A., Vidal, J.M.: Integrating agent services into BPEL4WS defined workflows. In:
4th International Workshop on Web-Oriented Software Technologies, IWWOST 2004, Mu-
nich, Germany (July 2004)

15. Greenwood, D., Calisti, M.: Engineering Web service - agent integration. In: IEEE Systems,
Cybernetics and Man Conference, SMC 2004, The Hague, Netherlands, vol. 2, pp. 1918–
1925. IEEE Computer Society, Los Alamitos (2004)

16. Ishikawa, F., Yoshioka, N., Tahara, Y.: Toward synthesis of Web services and mobile agents.
In: 2nd International Workshop on Web Services and Agent Based Engineering, WSABE
2004, New York, NY, USA, pp. 48–55 (July 2004)

17. Peters, J.: Integration of mobile agents and Web services. In: 1st European Young Re-
searchers Workshop on Service-Oriented Computing, YR-SOC 2005, Leicester, UK, Soft-
ware Technology Research Laboratory, April 2005, pp. 53–58, De Montfort University
(2005)

18. Maximilien, E.M., Singh, M.P.: Agent-based architecture for autonomic Web service selec-
tion. In: 1st International Workshop on Web Services and Agent Based Engineering, WSABE
2003, Sydney, Australia (July 2003)

19. Singh, M.P., Huhns, M.N.: Multiagent systems for workflow. Intelligent Systems in Account-
ing, Finance and Management 8(2), 105–117 (1999)
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Abstract. Contemplating the enormous success of the Web and the re-
luctance in taking up the web service technology, the idea of a service
engine enabled service-oriented architecture seems to be more and more
plausible than the traditional registry based one. Automatically cluster-
ing WSDL files on the Web into functional similar homogenous service
groups can be seen as a bootstrapping step for creating a service search
engine and at the same time reduce the search space for service discov-
ery. This paper devises techniques to automatically gather, discover, and
integrate features related to a set of WSDL files, and cluster them into
naturally occurring groups.

1 Introduction

Web services are distributed autonomous software components that are self-
describing and designed by different vendors to provide certain business func-
tionalities to other applications through an Internet connection [1]. They are
conceived to leverage existing business process creation from tightly coupled
component-based models, to loosely coupled Service-Oriented Architectures
(SOA). Business processes can therefore benefit from the services offered by
other organisations, and are no longer limited to within the enterprise’s bound-
ary. Note that in the definition, Web services are designed to be used by other
software programs automatically. However, software programs do not have any
cognitive power to understand a programming interface like human program-
mers do. Despite more than half a decade’s effort, automatically discovering web
services is still considered as difficult as looking for a needle in the haystack [2].
It is widely accepted that the current SOA assumes the interactions between
three types of players, namely, the service providers advertise their services with
service registries and service consumers query the registries for providers that
have matching services. Such registry-based SOA inevitably requires a semi-
centralised structure, where registries become the bottleneck for scalability and
robustness. In other words, if the registry (or the federation of registries) fails to
perform, the service consumers and the service providers are left unconnected.
Moreover, the registering of services is a static and labourious process which
demands the programmer’s understanding of categorisation in a domain. This is
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against the open and dynamic nature of the Web. Just like the current document-
centric Web where documents can be added or deleted with no central control,
any Web service should be free to join and leave the service-oriented Web any-
time. The registry-based SOA is fundamentally ill-fated because such a system
assumes all service providers to register their new services and deregister unavail-
able services. In fact, some major providers have even decided to advertise their
services through their human-readable web sites, rather than service-registries.
For example, Google’s and Amazon’s Web services all have dedicated Web pages
for human readers.

This paper proposed a mechanism for clustering Web Services to bootstrap a
service search engine. This paper takes advantage of a document search engine
(e.g. Google) that maybe unconsciously crawling web service description files
(e.g. WSDL files), and using these files as seeds to start expanding the discovery
of possible features in an attempt to cluster the web services into function-
ally similar groups. Because of the similar functionalities, we term such service
clusters as homogeneous service communities. If the crawling and the clustering
process are in continuous operation like a typical search engine does, the ap-
proach has the potential of enabling self-organisation of the Web as proposed
in [3]. The proposed web service clustering approach assumes no registries, and
can automatically reduce the search space of web services effectively. Therefore,
it can be seen as a predecessor for Web Service Discovery. This paper gathers
real service description files from the Web instead of working on hypothetical
examples. The resulting clusters not only provide a useful glimpse on what ser-
vices are out there, but also an insight into the types of technologies which have
proliferated in this area. Theoretically, the paper introduced the use of text min-
ing techniques to effectively separate content words from function words, and a
spreading activation inspired algorithm for cluster selection. The paper is organ-
ised as follows, Section 2 discusses the proposed approach in relation to Web
Service Discovery and Document Clustering. Section 3 introduces the overall ar-
chitecture of the system and the detailed process of feature mining. Section 3.2
integrates the collected features using a web service cluster discovering algo-
rithm. Section 4 demonstrated the effectiveness of the approach using existing
service description files available on the Web. Section 5 conclude the paper with
an outlook to future work.

2 Related Works

Web service discovery is broadly defined as “the act of locating a machine-
processable description of a web service that may have been unknown and that
meets certain functional criteria” [4]. As pointed out by [2], web service discovery
mechanisms originated from the agent match-making paradigm by employing a
middle or broker agent, then evolve to the various ways of querying through a
standard UDDI registry or a cloud of federated UDDI registries. The discov-
ery mechanisms also differ according to the way the web services are described.
Two dominant languages are co-existing in the industry and the academia for
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describing web services. WSDL is popular and adopted by the industry due to
its simplicity, while OWL-S (formerly DAML-S) and WSMO are well accepted
by researchers as they offer much structured and detailed semantic mark-ups.
Hereafter, by Web Services we mean the services described in WSDL and Se-
mantic Web Services are for those described using either OWL-S or WSMO.
The clear separation is necessary as the techniques required by these two types
of languages can be quite different. According to [2] and [5], the discovery of
web services in UDDI registries typically follows an Information Retrieval ap-
proach, whereas high-level match-making techniques [6] are utilised for semantic
web services due to the more structured annotation of service profiles. However,
semantic web services are still only available at the academic level for testing
out a practical methodology like the one proposed in this paper. Instead, we
opt for the more readily available format, namely, WSDL. The simplest infor-
mation retrieval approach used to query a UDDI registry is the keyword-based
query matched against the textual description in the UDDI catalogue and in
the tModel. To address the limitation of keyword-based queries, other more so-
phisticated information retrieval approaches are available, such as representing
service descriptions as document vectors [7] and then applying Latent Semantic
Indexing [8] to reduce the vector space to more significant semantic concepts
that characterise the web services.

The clustering of web service files is different from the traditional web service
discovery problem because there are no queries to match against. However, the
idea of representing a web service using document vectors is still relevant. As we
will discuss in Section 3, gathering the features for a WSDL file is not as simple
as collecting description documents when assuming no central UDDI registries.
Another closely related area is the conventional document or web page cluster-
ing. They both involve the discovery of naturally-occurring groups of related
documents (be it web pages or WSDL files). However, web service files do not
usually contain sufficiently large number of words for use as index terms or fea-
tures. Moreover, the small number of words present in the web service files are
erratic and unreliable. Hence, conventional, detailed linguistic analysis, and sta-
tistical techniques using local corpora cannot be applied directly for web service
files clustering. The use of link analysis between WSDL files to discover related
web services has also been studied. In our experiments, we employed Google
API’s search options for discovering web page referral or citation. However, it
is discovered that most of the WSDL files do not have related web pages that
provide hyperlinks to them. For the few that have hyperlinks referring to them,
such WSDL files are typically educational examples for teaching how to program
in a service-oriented paradigm. This observation is concurred by [9].

In short, the individual existing techniques borrowed from related research
areas such as information retrieval are inadequate for the purpose of discovering
functionally-related web service clusters. While there is a small number of exist-
ing approaches dedicated to the discovery of web services as mentioned above,
most of them remain hypothetical in nature, and have yet to be implemented
and tested with real-world datasets. On that basis, we propose an integrated
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feature mining and clustering approach dedicated to web service clustering,
which is an important predecessor to web service discovery. In the following
three sections, we will discuss the proposed approach in detail, and then present
some experiments using real-world WSDL files.

3 Features Mining for Web Service Files

In this paper, we propose a system that can automatically cluster a group of
WSDL files obtained by querying a search engine (e.g. Google) based on the
type of file (in this case, files with a .wsdl extension). Figure 1 illustrate the
process of mining four types of features of a WSDL file, namely, the content, the
context, the service host and the service name. In this system, each web service
is physically represented by its corresponding WSDL file si. Collectively, the set
of WSDL files to be considered for web service cluster discovery is represented as
S. For each si, there are four types of features, namely, 1) the content of the Web
service is characterised by the application-specific terms located in the WSDL
file, 2) the context of the Web service is represented by the application-specific
terms appearing in all index web pages of publicly accessible parent directories of
the current directory containing the WSDL file, 3) the service host is the second-
and top-level portion of the domain name (i.e. a segment of the authority part
of the URI) of the host containing the WSDL file, and 4) the service name is
the name of the WSDL file. As one may note, the above four features are by no
means the best or the only ones available for describing a web service. However,
they are the most accessible and feasible ones to use to conduct this research.

Fig. 1. Architecture of features mining. The cascaded word analyser consists of five
subsequent modules for processing tokens extracted from WSDL or HTML files to
extract application-specific terms as features.
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These four features are collected, measured and then integrated using a web
service clustering algorithm presented in Section 3.2.

3.1 Cascaded Word Analysis

Service Content and Context Extraction. To obtain the web service con-
tent, the WSDL files are first tokenised by splitting their content based on white
spaces to produce a set of tokens C. The tokens a ∈ C are essentially incomplete
segments of XML elements, and can appear in various forms such as incomplete
tags <xsd:schema. A set of heuristic rules implemented as regular expressions
are utilised to remove non-word tokens. For example, tokens which exhibit signs
of being part of an XML tag are removed. This process essentially reduces the
set C to contain only valid words. As for the second type of features (i.e. web
service context), content of web pages “surrounding” the WSDL file is utilised
as context for describing the corresponding web service. We first identify the
path segment in the hierarchical part of the URI of the WSDL file, and then
recursively crawl the directories along the path. This function is depicted as the
extractPathSegment module in Figure 1. For example, attempts are made to
request for the index web pages from the directories /portal/boulder/ and
/portal/ which are part of the URI http://wsrp.bea.com/portal/boulder/
weather.wsdl. All accessible index web pages are extracted and their content
will undergo similar treatment as the content of the WSDL file described earlier,
namely, tokenisation and removal of non-word tokens to create a second set of
words X . This first step of converting XML and HTML contents into tokens, and
removing non-word tokens is depicted as the tokeniseText and removeNonWord
modules in Figure 1. In the second step, the morphological variants of the words
in C and X are conflated through stemming and pattern matching. This step
appears as the conflateWord module in Figure 1. Words are first reduced to
their word stem. Then, we apply regular expressions to identify all word stems
which are part (i.e. substring) of a longer stem. Hypothetically, we refer to such
group of word stems as word variant cluster. Each cluster is represented by the
shortest unstemmed word of a corresponding cluster member. The different vari-
ants of words are conflated into word variant clusters. The number of variants
in each cluster or the cluster size is also an important piece of information that
we will utilise later. Words which occur more often, including their different
morphological variants, can be considered as more important features. As such,
associated with each element a (i.e. normalised word appearing as shortest un-
stemmed word) in the new conflated sets C and X is the count of the different
variants of that same word, ca.

Content Words Recognition on the Web. After the initial sets C and X
of the WSDL files have been obtained, the normalised words in these sets are
analysed for their content-bearing property as shown in the module remove-
FunctionWord in Figure 1. This is step, content words are separated from Func-
tion Words using Poisson distribution. Content words are typically nouns, verbs
or adjectives, and are often contrasted with function words which have little or
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no contribution to the meaning of texts. One of the properties of content words
is that they tend to “clump” or to re-occur whenever they have appeared once
[10]. On the other hand, the occurrence of function words tend to be independent
of one another. Very often, such contrasting property can be captured through
the inability of the Poisson distribution to model word occurrences in documents
[11]. In other words, unlike content words, function words tend to be Poisson
distributed. Following this, one way to decide if a token a is a content word or a
function word is by assessing the degree of overestimation of the observed doc-
ument frequency of the word a, denoted by na using Poisson distribution. The
ratio of the estimated, n̂a, to the observed frequency, na, of word a is defined as:

Λa =
n̂a

na
(1)

A high value of Λa implies an overestimation which can be used as an indicator
of token a being a possible content word. In our case, any word a with Λa larger
than the threshold ΛT is considered as content word where

ΛT =

{
E[Λ] if (E[Λ] > 1)
1 otherwise

(2)

and E[Λ] is the average of the observed document frequency of all tokens con-
sidered. Using Equation 2, we can identify and remove non-content words from
the two sets C and X . As a result, only content words which are important in
describing the associated WSDL files remain in C and X .

Application-Specific Terms Recognition through Clustering. Words
such as proxy, runtime, button and valign are inevitably present in many
WSDL or HTML files, and very often qualify as content words during the anal-
ysis of content-bearing property in the previous step. To obtain application-
specific terms that potentially describe the functionalities of the web service,
here we employ a 2-pass clustering algorithm known as the Tree-Traversing Ant
(TTA) [12] to identify application-specific terms. This step is depicted as the last
module removeComputingTerm in Figure 1. For the purpose of computation, we
consider the structure produced by TTA as a directed acyclic graph, G. The im-
mediate results of the TTA require human interpretation for analysing the word
clusters. To facilitate the automatic selection of the desired clusters, which are
groups of application-specific terms, we propose a cluster selection algorithm to
complement the functioning of TTA. This cluster selection algorithm is based on
the iterative propagation of penalty weights, ρ across the graph, and is inspired
by the use of spreading activation algorithm in extending ontologies [13]. Our
selection algorithm requires an oracle of sort, O, which is a predefined set of
general computing terms. There are three types of vertices in the graph, namely,
sinks vertices, interior vertices and a source vertex. We begin assigning weights
to the sink vertices, and subsequently, to the remaining interior vertices which
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are the predecessors of the sink vertices. Given that Vu is the set of successor
vertices of u, each vertex u is assigned a weight 0 ≤ ρu ≤ 1,

ρu =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1 if(hu = 0 ∧ u ∈ O)
0 if(hu = 0 ∧ u /∈ O)
|K|−1 ∑

v∈Vu
ρv if(hu = 1)

e−χτu
∑

v∈Vu
ρv if(hu > 1)

(3)

where |K| is the number of sink vertices in G, hu is the length of the longest
path from vertex u to a sink (i.e. height of vertex u), χ is a decay constant,
and τu is a measure of departure of vertex u from the origins of the weights (i.e.
sink vertices). Lower values of χ result in slower decay. τu is only defined for
interior vertices u with height hu > 1 where τu = log10

(
l

l−hu+1

)
. l is the length

of the longest directed path in G (i.e. length of G). As vertex u moves further
away from the sink vertices, which are the origins of the weights, its height hu

increases and hence, its τu increases too.

3.2 Features Integration for Web Service Clustering

To discover related web services, we perform clustering using the four types
of features discussed in Section 3. Similar to content words clustering during
features mining, we utilise the tree-traversing ant algorithm [12] for clustering
the web services. However, instead of using the word-based featureless similarity
measurements with NGD and n◦W , we introduce a new semantic relatedness
measure based on the combination of the four types of features produced using
our techniques described in Section 3. As pointed out before, this combination of
features is necessary and critical since we do not have sufficient number of web
service files for counting document frequency, and the content of the web service
files is inadequate for obtaining word frequency required by vector space or prob-
abilistic relevance models. Such issues are well recognised by some exploratory
study of the WSDL files on the Web [9].

We propose a grand relatedness measure between two web services si and sj ,
0 ≤ Φ(si, sj) ≤ 1 as:

Φ(si, sj) = 0.4S(Ci, Cj) + 0.3S(Xi, Xj)
+ 0.2sim(shosti, shostj) + 0.1sim(snamei, snamej) (4)

The coefficients attached to each similarity function reflect our subjective assign-
ment of significance of the associated features. More refined methods for com-
bining the four features and assigning significance coefficients are possible but
such discussion is beyond the scope of this paper. Both S(Ci, Cj) and S(Xi, Xj)
are the average group similarities calculated using the formula below:

S(Ai, Aj) =

∑
a∈Ai

∑
b∈Aj

sim(a, b)

|Ai||Aj |
(5)
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where sim(a, b) is the featureless similarity computed based on the co-occcurence
of words on the Web using the Normalised Google Distance (NGD) [14]. sim(a, b)
is obtained through [12]:

sim(a, b) = 1 − NGD(a, b)θ (6)

where θ = (0, 1] is traditionally a constant for scaling the distance NGD. How-
ever, for the sole purpose of computing S in Equation 5, we modify θ to become
a variable θab by incorporating the word variant count c associated with each
conflated content word in the set C or X . The more times a word occur, either
as itself or as variants in a file, the more significant that word is for describing
that file. High word variant count should result in low θab in order to produce
high similarity:

θab = 0.5
(

za + zb

zmax

)
(7)

where za = (ca + q)−1H−1 and q is a constant for adjusting the magnitude
of za. Considering the fact that zmax is always achieved with the lowest word
variant count c = 1, the value of zmax does not depend on word variant count

Table 1. The manually categorised dataset obtained from the Web for our experi-
ments. There are four categories manually identified from the 22 WSDL files, namely,
“scripture”, “retail”, “weather” and “bioinformatics”. These categories are used to as-
sess the result of web service cluster discovery using the approach described in this
paper. Some of the URIs and service names have been truncated with “...” due to
space constraints.
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but instead, a function of q and H . Note that the computation of za is based on
the discrete probability distribution known as the Zipf-Mandelbrot model [15].
In our evaluations, q is set to 10 to obtain a more linearly distributed za. H is
the harmonic mean defined as:

H =
cmax∑
v=1

(v + q)−1 (8)

where cmax is the highest word variant count in the corresponding set of feature
(i.e. either C or X) across all services in set S.

4 Experiments and Results

Since there are no gold standards or readily available datasets for clustering web
service files, we have resorted to manually selecting files from the top 420 query
results returned by a Google search filetype:wsdl. Many returned results are
erroneous, some are normal HTML files but happen to use .wsdl as the file
extension. Since automatic processing does not guarantee a reliable set of test
data, we manually constructed a small test set of 22 WSDL files as summarised
in Table 1. To demonstrate the performance of the various aspects of features
mining discussed in Section 3, we will use the outputs related to the WSDL file
at the following URI http://studentmasjid.com/Quran/QuranService.wsdl
for discussion. This service offers access to the verses and content of Islamic
scriptures. The service name for this WSDL file is QuranService while its host
is studentmasjid.com.

Table 2 shows a snippet of the results from the recognition of content words
performed on the sets of all words in X using the Web. As we have pointed out

Table 2. A segment of the output during content-word recognition performed on the
word tokens in the web service context set X for the service QuranService. The average
overestimation Λ, or E[Λ] is 0.99935. Based on our Equation 1, the threshold ΛT

is 1. Rows with darker shades are considered as content words since their Λ values
exceed ΛT .
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Fig. 2. The result of content word clustering on the web service context set X from
the service QuranService using the tree-traversing ant algorithm based on featureless
similarities. Visually, one can easily identify the naturally occurring content word clus-
ters. The two biggest clusters, represented by their centroids 7 and 8, are content words
describing “general computing” and “Islamic studies”.

before, there is no way of obtaining accurate single-occurrence pagecount of any
word, nk=1 required for computing the overestimation in the single-parameter
Poisson, Λ. Instead, we first query search engines for multiple-occurrence page-
count of that word, nk>1, and take the difference between n and nk>1 as nk=1.
Some actual results obtained from the Google search engine for n, nk>1, and nk=1
for various words are shown in the second, third and fourth column from the left
in Table 2, respectively. We utilise the wild-card search operator “*” provided
by Google search engine for obtaining nk>1. The fifth (i.e. 1 ≥ nk=1/n ≥ 0) and
seventh (i.e. f̂ /n ≥ 1) columns are checkpoints to ensure that the indirectly-
obtained single-occurrence document frequency nk=1, and the estimated word
frequency f̂ fall within reasonable range. The words in rows with darker shades
in Table 2 are considered as content-bearing based on their overestimation Λ
using the single-parameter Poisson model. The content words recognised using
this method are relatively accurate. However, the actual evaluation of accuracy
is beyond the scope of this paper. Figure 2 shows the results of clustering the
content words in set X of service QuranService to identify naturally-occurring
groups of words based on their genres using TTA. The two biggest clusters,
represented by their centroids 7 and 8, are content words describing “general
computing” and “Islamic studies”, respectively. More generally, we can see that
terms which are closely related to “general computing” are mainly successors
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Table 3. Cluster selection with |K| = 29. For visual inspection, we begin from the
source vertex 1 which has the highest h1 = 6. In both cases χ = 0.1 and χ = 0.2, its
penalty weights ρ1 are below E[ρ], and hence, this vertex is retained. However, the next
interior vertex 27 and all of its successors will be removed if χ = 0.1, and otherwise if
χ = 0.2. All remaining vertices can be interpreted in this way.

of the vertex 27. Table 3 shows part of the results during content word cluster
selection to identify application-specific terms. For this purpose, we rely only on
a small oracle containing the words O = {runtime, webservice,
developer, module, data}. Using χ = 0.1, the penalty weight of vertex 27 is
ρ27 = 0.1246. Since ρ27 > E[ρ], vertex 27 is removed and the deletion is prop-
agated to all successors. As a result, the final feature set X (i.e. web service
context) is {tafseer, sunnah, recitation, ramadhan, quran, prophet,
masjid, hadith, islamic}. Finally, Figure 3 shows the web service clustering dur-
ing our initial experiments using 22 actual WSDL files obtained from the Web.
These files are manually categorised beforehand into four categories, namely,
“scriptures”, “retail”, “weather” and “bioinformatics” for inspection. Next, clus-
tering is performed on the 22 web services using the TTA algorithm with our
new semantic relatedness measurement defined in Equation 4 based on the four
types of features. The clustering process produces a directed acyclic graph with
a single source vertex 1. For readability, dotted lines were drawn to highlight
the naturally-occurring groups of web services discovered using TTA as shown
in Figure 3. Each web service, appearing as a sink vertex is labeled using its
shost/sname information. From the figure, we can observe that all the 22 web
services are correctly assigned to their naturally-occurring groups except for
nig.ac.jp/Ensembl. These groups are considered as web service clusters. The
most common ancestor, appearing as an interior vertex between the web ser-
vice files related to weather information is vertex 9. Similarly, the most com-
mon ancestors for services related to religious scriptures, bioinformatics, and
retails are vertices 4, 5 and 3 respectively. These most common ancestors are
regarded as the centroids of the corresponding web service clusters. In addition,
there is an interesting trend within each of the clusters which is worth men-
tioning. From Figure 3, one is able to notice the further internal groupings of
web services within each larger category, and such groupings are motivated by
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Fig. 3. The resulting web service clusters after clustering is performed using TTA
based on the four types of features on the 22 web service files. The clustering produces
a directed acyclic graph with a single source vertex 1. For readability, dotted shapes
were drawn to highlight the naturally-occurring groups of web services which emerged
during clustering. The web services are labeled in the format shost/sname.

the composition of the grand relatedness measure Φ. For example, in the bioin-
formatics service main cluster, the web services are further partitioned based on
their hosts. The services which are successors to vertices 10 and 12 belong to the
host dkfz-heidelberg.de and dtu.dk, respectively. In the weather service main
cluster, the successors to vertex 11 are services belonging to governmental hosts
govtalk.gov.ukand weather.gov. Such trend is obviously motivated by the con-
tribution of the similarity between service hosts during the computation of Φ.

All in all, we have demonstrated the feasibility of discovering functionally-
related web services through the mining of the four types of features, and clus-
tering of web services using these features. Such approach is not only a good
starting point for the development of practical service search engines, but is
also capable of assisting in the design of fault-tolerant systems. The web service
clusters discovered using our approach provide systems with access to redun-
dant services in the case of a failure. Moreover, referring back to the previous
paragraph, options for service redundancy do not only exist at the functional
level, but also at the physical host level. In this regard, the service consumers
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can simply opt for functionally-similar services regardless of hosts, or can be
selective in terms of the providers.

5 Conclusion and Future Work

Clustering web services into functional similar groups can greatly reduce the
search space of a service discovery task. Therefore, it can be seen as a prede-
cessor of web service discovery or an important functionality provided by future
service engines. However, very few research has looked into this area. This pa-
per proposed mining different types of features of a web service and use these
features for web service clustering. To realise the proposed techniques, difficult
issues such as differentiating content words from function words, and obtaining
word frequencies from the Web are resolved. A spreading activation based auto-
matic cluster selection algorithm is also implemented. The contributions of this
paper extend beyond the web service community where service discovery and
redundancy are important issues. The proposed approach and the output which
follows are potentially useful to the text mining research community for discover-
ing emergent semantics. Experiments and results have confirmed the feasibility
and effectiveness of this automatic service clustering approach. More work is
planed to evaluate this approach using more service files and potentially more
feature types. The refinement of the process of features mining, especially the
various modules in the cascaded word analyser, may be necessary with larger
dataset. The current measurement of the grand relatedness was derived in an
ad-hoc manner, and reformulation or refinement may be necessary in search of
mathematical justifications.
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Abstract. Service oriented systems need to be maintained to keep the requested 
level of service. This is challenge in large grid- and saas based networks that are 
managed by numerous entities. This paper is about supporting multi agent sys-
tems that operate in the network and support its management by learning actual 
structures from life observed logging data. We focus on a collaborative gram-
mar induction mechanism in which agents share local models in order to  
retrieve a model of the structure of the total service network. We studied the 
performance of groups of agents while varying the size and degree of commu-
nication. We motivate the application of the mechanism in the domain of ser-
vice oriented system and show the results of experiments using a distributed 
agent-based monitoring system. We promote further research in the overlapping 
scientific disciplines of multi agent systems and machine learning in the appli-
cation domain of service oriented systems. 

1   Introduction 

Service networks are networks of computer systems that are used to deliver end-user 
applications in a dynamic and personalized way. They are highly scalable, heterogene-
ous, and operate in agile, demand-driven environments. Service networks are interesting 
from business as well as technical perspectives; we have the business of cooperative 
industrial organizations providing federated services towards consumers, and we have 
the technical ICT infrastructures that provide, support and enable these business services 
in a dynamic and personalized way. These infrastructures consist of hardware and soft-
ware, are based on service oriented architectures and often consist of web-services that 
work together in various end-user applications.  

Services networks need to be maintained to keep the requested level of service. 
This is a particular challenge in the case of distributed networks in which the nodes 
are maintained by separate entities, such as in a grid based network1. Large service 
networks can be complex in terms of dimensions, interactions or level of heterogene-
ity. We study the operational management of such networks, and focus on mainte-
nance support by means of autonomous software agents [12]. While operating in the 

                                                           
1 http://www.nessi-europe.com 
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service network itself, the task of these agents is to provide information about the 
status of that network and the services that are provided by it. In order to deal with the 
complexity of the network, the agents are designed to be adaptive, and share informa-
tion with each other. A constraint often encountered in service networks is that its 
components only have access to local parts of the network, which is often combined 
with communication constraints due to security reasons or limited physical band-
width. We believe that the dynamic and heterogeneous aspects of the environment in 
which the agents operate force them to collaborate in their learning and information 
provisioning tasks. In this way, the agents form a network themselves, providing a 
robust and redundant way of information provisioning and management support. 
Figure 1 shows the situation in which an agent network analyses the status of a ser-
vice network and support the responsible network managers in their task.   

 

Fig. 1. Service network management support 

In previous work [9] we talked about Collaborative Information Services in multi 
domain networks. In this paper we focus on the collaborative learning mechanism of 
these agents. We look at the application scenario in which the agents support network 
managers and system administrators to obtain the actual status and structure of a 
complex service network. The agents look at different sets of provenance2 data and try 
to induce a grammars and structures in it. This is done by means of DFA learning,  
as explained in the next section where we propose a distributed DFA modeling  
approach. 

The field of grammar induction is a well known area that has been studied from 
many perspectives during the last decades [6]. In a grammar induction process, a 
learning algorithm is used to obtain a grammar that should explain the structure of a 
given set of data. This grammar represents a model of the dataset. The aim is to learn  
 

                                                           
2 Wikipedia: Provenance is the origin or source from which something comes, and the history 

of subsequent owners. Provenance information of some data the documentation of the process 
that led to the data [3]. It can be generated from the static information available in original 
workflow specification together with the runtime details obtained by tracing the execution of 
the workflow. 
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from sample data (usually a list of words) an unknown grammar which explains this 
data. The model is also used to verify whether unknown samples follow the rules of 
the grammar. 

A Deterministic Finite Automaton (DFA) is a common algorithm used to classify 
structures (languages) and represent grammars in the form of graphs 0.  A DFA can 
be seen as a model which captures the underlying rules of a system, from observations 
of its behavior or appearance. These observations are often represented by strings that 
are labeled “accepted” or “rejected”. Every string in the dataset is represented as a 
path in the graph. Figure 2 shows an example of a DFA-tree for the strings abcd and 
abcbcd. By merging or clustering data using heuristics the algorithm learns to repre-
sent the data in a more structured way.  

Since creating some DFA that is consistent with training data is trivial, it is usual to 
add two further constraints, that the DFA should generalize to unseen test data and 
that the challenge is to find the smallest DFA that is consistent with the training set. 
For the latter, we use MDL (minimum description length) as a criterion. 

 

Fig. 2. Example of a unfolded DFA (left) and a folded (learned) DFA (right) 

In our experiments, we use DFA as a common grammar induction method for 
learning individual as well as collaborative (global) models. We take samples of 
provenance datasets and define a set agents that learn local topology structures. The 
agents observe data and communicate the induced structures with each other. The 
goal is that each agent learns a model of the dataset as a whole.  

The rest of the paper is organized as follows: Section 2 discusses our agent model 
and the strategies used for communication and learning. In section 3 we show the 
results of our first experiments. Section Fout! Verwijzingsbron niet gevonden con-
tains discussion and ideas for future work, and section 5 ends with the conclusions. 

2   Introduction 

Our agents are designed to learn grammar in a collaborative way. We used groups of 
agents of different sizes, in which each agent analyzes a part of a given dataset. They 
observe a part of the dataset, learning a grammar from it and communicate the results 
with the other agents. This is done by means of two separated models per agent and a 
series of chosen strategies, which will be  explained below. 

Each agent keeps two models of the dataset; the first model, called the individual 
model reflects the structure of the observed dataset; the second model, called the col-
laborative model or global model, reflects the structure of the dataset as a whole. Both  
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models are in the form of a DFA. By means of these two models per agent, we intend 
to have a clear separation between its local information and its shared information. 
Taking into account the constraints of the application domain, we cannot always 
communicate the original samples of the individual datasets. Therefore we have cho-
sen to communicate the models and generate new samples from them at the moment 
of their arrival at the receiving agent. Figure 3 shows a schematic picture of a set of 
agents and their models. The arrows indicate the flow of information.  

 

Fig. 3. N agents analyzing (workflow) data.  Each agent observes data from its own local envi-
ronment. The vertical lines denote the constraint that the agents do not (always) have access to 
the datasets of each other. 

We designed our collaborative learning mechanism to work with four types of 
strategies: an individual learning strategy, a collaborative learning strategy, a  dis-
patch strategy and an acceptance strategy.  

The individual learning strategy reflects the way that an agents learns its individual 
model. In our case this is grammar induction using DFA learning. The collaborative 
learning strategy describes the way the collaborative model is maintained. In our 
experiments we combine generated samples from the individual model and incoming 
models from other agents and use them to build a DFA tree.  

The communication process of the agents is characterized by a dispatch strategy 
and an acceptance strategy. Agents share their collaborative model with each other in 
the form of messages, called DFA-hypotheses. The dispatch strategy defines to whom, 
and when this communication takes place as well as the information content, the what, 
or simply the hypothesis content. When receiving these hypotheses, an agent uses its 
acceptance strategy to judge whether it should accept the incoming hypotheses and 
how they are merged with their own collaborative model.  

While observing the local data sets, the agents update both, their individual model 
as well as their collaborative model. First, after taking a number of samples, the indi-
vidual model is trained. Then data for the collaborative model is assembled from both, 
the individual model as well as models from other agents. The updated collaborative 
model is then shared again with the other agents.  



 Collaborative Learning Agents Supporting Service Network Management 87 

 

Fig. 4. An agent’s internal models and strategies 

Sharing takes place by communicating the model, and merging it at its arrival with 
the existing model. In our experiments we simply merge by building a new model 
from a number of generated samples from both, the previous model and the incoming 
one. The goal is that each agent has a good model of the total dataset.  

Note that each agent has its own collaborative model, but mechanism allows these 
models to be slightly different (like in Plato’s theory of Forms). It is common to share 
information between agents using blackboards [1][17]. In our mechanism the agents 
create and share their own collaborative model which can be regarded as an implicit, 
redundant, distributed blackboard. 

3   Experiments 

We used small datasets containing strings that represent. workflow execution orders 
of web-services situated in two isolated environments of a service network. An exam-
ple of such a situation is shown in figure 5. 

 

Fig. 5. Webservices and workflow orders in two isolated environments 
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Fig. 6. A DFA model obtained from both agents 

We looked at the models of the two agents, one observing data from environment 
A, the other observing data from environment B. An example of a learned DFA 
model is shown in figure 6. 

We compared the collaborative models with models obtained by a single agent ob-
serving the data from both environments. Except from extra end-states, they were 
found to be similar. 

In order to study our collaborative learning approach in detail, we carried out a se-
ries of experiments in which agents are allowed to take randomly a number of sam-
ples from a shared dataset. The agents learn individual DFA structures and share their 
collaborative models in order to model the total dataset.  

 

Fig. 7. Multiple agents observing a shared dataset 

We studied the performance of the group while varying the number of agents (n), 
number of learning steps (t), the number of samples taken per learning step (m) and 
the number of samples generated from a particular model during a merge process (s). 
In each experiment we took the same web-service scenario and used a dataset of 20 
different samples.  

The structure of an experiment is given below. 
 

Experiment (n,t,m,s): 
 n agents, for each agent: 
  Start with new individual model and collaborative model 
  Repeat for t learning steps 
   take m samples from the training set 
   add unique samples to the individual model 
   learn DFA from individual model samples 
   generate m samples from the individual DFA 
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   add generated samples, if unique, to the collaborative model 
   generate s samples from each incoming hypothesis 
   add generated samples, if unique, to the collaborative model 
   learn DFA from collaborative model 
   send DFA as hypothesis to other agents 
  until t learning steps 
 take whole trainingset 
 verify DFA of collaborative model of each agent, determine mean score 
 sum mean scores and take mean and std. 
End experiment 

 
We developed an agent framework3 allowing us to control the experiments and study 
the behavior of the agent network for different values of n,m,t, and s.  

The collaborative model of each agent is stored in a result-database allowing us to 
validate and verify the performance of the agents. The collaborative model of each 
agent is used to classify the samples of the whole dataset. The mean number of sam-
ples classified as valid to the grammar, is defined as the score per agent. The mean 
score of a set of agents indicates the score of the particular experiment.  

For a single agent, varying the value of m, the results are shown in fig 8. The figure 
indicates that for this particular dataset, the number of samples to learn a complete 
model for a single agent is roughly the number of samples in the dataset, which is 20.  

The variance in the score strongly depends on the structure of the individual sam-
ples: during a particular experiment, samples are taken randomly and generic samples 
might give a valid classification result for other samples as well.   

 

Fig. 8. Score-graph for n=1, t=1, s=0, m=1..20, the fitted logistic curve has a=1, b=0.28 

The growth of the score behaves exponentially with the increase of m and saturizes 
to the value of 1. The steepness of this growth reflects the learning performance of the 
agent network for this particular dataset. We fitted the score as a function of m to a 
logistic curve4, where the values 1 and 2 are used to scale the offset, parameter a is 

                                                           
3 Existing frameworks, such as e.g. Jade, are under investigation of using instead. 
4 The logistic function has applications in areas of population statistics and biology. An exam-

ple can be found in Rasch-modeling theory [11] where the probability of responses is mod-
eled  using as person and item parameters. In our model, in similar ways, the score of the 
agent is a mean of individual scores which in their turn are based on accepting individual 
samples. 
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taken to be 1, and parameter b fitted as an indicator of the steepness of the learning 
behavior. 
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For a network of two and four of agents, we varied m, s and t. Figure 9 shows the 
results of two agents (n=2). The fitted value of b increases with the number of sam-
ples during a merge (s) and the number of learning steps (t). This means that the score 
climbs faster to 1 or, in other words, the agents learn from each other’s examples. 

 

Fig. 9. Score graph of 2 agents 

Figure 10 shows the same, but then for a network of 4 agents. 

 

Fig. 10. Score graph of 4 agents 

4   Discussion and Future Work 

The area of distributed learning recognizes that in many cases agents cannot simply 
solve problems individually and need to combine their models. Shen and Lesser [10] 
have studied Distributed Bayesian Networks, where agents generate local solutions 
based on their own data and then transmit these high level solutions to other agents.  
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Network management using agents is being studied in the fields of grid computing 
and provenance management. Forestiero [4] studies ant-based resource management 
and discovery where agents copy and move resource metadata among grid hosts. Feng 
[3] describes a decentralized provenance recording and collection mechanism in 
which mobile agents collect information about jobs in workflow executions.  

In our research we focus less on the actual distribution of provenance data. Instead 
of proper metadata management, we study the learning behavior of a set of communi-
cating agents having collaborative models.  

Since DFAs are common and fundamental in the area of unsupervised learning, we 
used this algorithm in our learning tasks. We do not try to improve DFA algorithms 
themselves, but focus on the collaborative learning behavior of the agents. Since the 
agents take into account hypotheses from other agents whilst they are learning them-
selves, our mechanism can be regarded as a ‘distributed on-line learning mechanism’.  

In our design and implementation of the prototype we took in account that the 
strategies, which are currently rather simple and straightforward, can be replaced by 
other, more sophisticated ones. We intend to improve the communication strategy 
including decision and dissemination algorithms in which receiving agents can ac-
tively ask for information as well.  

We want to improve the mechanism of merging incoming hypothesis-DFAs with 
the model of a receiving agent using genetic algorithms; rather than searching for the 
best hypotheses to be taken into account for merging models, mutation and recombi-
nation of the best currently known may lead to evolutionary learning behaviors. An 
agent that receives hypotheses can learn to choose optimal (listening) actions to 
achieve its goal. As a feedback, an agent might provide a reward or penalty in reac-
tion to an incoming and accepted hypothesis. This could be done by comparing the 
fitness of the collaborative model before and after the included hypothesis. On the 
level of meta-learning, we think of using a kind of feedback to the individual learning 
process; the learning process of the agent itself might be affected by incoming hy-
potheses from other agents.   

Last but not least, for the work described in this paper, we used simple example 
data. Since our motivations for this research are based on expected needs and con-
straints in the application domain of service networks, we plan to apply our methods 
in this area dealing with real workflow execution data.  

5   Conclusions 

In this paper we talked the application domain of service oriented systems and dy-
namic infrastructures, in which these agents can support the operational and technical 
maintenance. We focused on the provision of workflow topology information ob-
tained from provenance datasets , explained the architectural model of our agents as 
well as our approach of distributed DFA learning. 

We have presented an approach for distributed grammar induction using collabora-
tive agents. We showed the results of experiments in which a agents learned individ-
ual DFA models from local datasets and shared these models in order to obtain a DFA 
model that represents the total dataset.  
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We showed the results of our experiments where different groups of agents learned 
structures from a shared dataset, while sharing their intermediate results with each 
other. We analyzed the learning behavior of the agent network, and showed the rela-
tionship of its steepness with the number of agents and level of communication.  

We suggested a number of improvements and promoted further research in com-
bined fields of machine learning, multi agent systems and service oriented systems.  
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Abstract. The use of Autonomous agents in conjunction with semantic web 
technologies such as Extensible Markup Language (XML), Resource Descrip-
tion Framework (RDF), Web Services and Ontologies will enhance the effec-
tiveness of NATO Network Enabled Capabilities (NNEC) operations. These 
semantic web components are the enablers for realizing the benefits that agents 
can bring towards achieving interoperability at the semantic level. This paper 
presents the Semantic Interoperability Collaborative Multi-Agent Architecture 
(SI-CoMAr), which is proposed in conjunction with Semantic web compo-
nents, to address the issue of enabling semantic interoperability in dynamic  
environments such as those supported by the NNEC concept of operations. 

Keywords: Semantic Interoperability, NATO Network Enabled Capabilities 
(NNEC), Agent Technology, Ontology, Command and Control (C²). 

1   Introduction 

The marriage of agent technology and semantic web concepts with respect to facili-
tating semantic interoperability in the NATO Network Enabled Capabilities (NNEC) 
concept of network-centric warfare, and in Command and Control (C²) operations in 
particular, is promising. The emergence of Semantic Web technologies and specifica-
tions, and standards, that have been developed to provide a formal description of 
concepts, terms and relationships for specific knowledge domains, are the optimal 
enablers for Autonomous Agents to understand, acquire and integrate information 
more efficiently and intelligently. Semantic web components such as Ontologies and 
Web Services are key to realizing the benefits that autonomous agents can bring to-
wards achieving interoperability at the semantic level in a net-centric environment. 

In dynamically changing environments, there is a requirement for proactive com-
ponents which can perceive and adapt to the situation at hand. Cognitive autonomous 
agents that proactively act on behalf of users, to collect, analyze and fuse data, dis-
cover services, monitor data assets, and facilitate information and knowledge man-
agement can be instrumental in providing relevant information, which enables the 
achievement of a greater degree of situational awareness for the entire network. 
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The emergence of proactive, agent-based, adaptive software greatly improves 
situational awareness at the operational level of war by facilitating decision support 
for both planning and execution in an NNEC environment. Autonomous Intelligent 
agents are a solution for proactively handling many tasks. Agents that continuously 
monitor the events in the operational environment can assist in providing information 
for operational users such as analysts and planners to conduct threat analysis, terrain 
analysis, asset scheduling and tracking, route planning, logistical planning, Search 
and Rescue operations, force protection planning, and coordination with NATO, Na-
tional and Civilian forces. 

This paper will present a multi-agent architecture for supporting semantic interop-
erability in net-centric environments, which can be used for development of software 
agents that utilize ontologies and web services to support human-computer collabora-
tion, in the area of decision support for C² operations conducted in the NNEC  
environment. 

The remainder of this paper is organized as follows: Section 2 gives an overview 
of the Semantic Interoperability (SI) Project, Section 3 presents the description of the 
Semantic Interoperability Collaborative Multi-Agent Architecture (SI-CoMAr), de-
veloped as part of the SI project. Section 4 introduces several use cases for use of  
SI-CoMAr in conjunction with semantic web technologies, in support of Decision 
Support, and Maritime Situational Awareness, operations in an NNEC environment. 
Section 5 summarizes the conclusions and Section 6 describes future work. 

2   Semantic Interoperability Project 

The Semantic Interoperability Project is a research effort begun in 2005. The initial 
task was to design and build a concept demonstrator of the Semantic Interoperability 
Mediation Services (SIMS). SIMS is focused on the conversion, aggregation, and 
routing of information and consists of a set of modules that stand alone as services; 
SI Search, Inference Service (IS), Knowledge Store (KS), NATO Metadata Registry 
and Repository (NMRR), and Service Discovery Service (SDS). All these services 
have been designed with standard specifications in mind and with a Service Oriented 
Architecture (SOA) approach, providing both SOAP and ReST-based interfaces [1]. 

The SI Search communicates with third party applications by supporting ReST, 
SOAP and SPARQL queries. 

The Inference Service (IS) provides support for discovering, retrieving and rea-
soning with the different service provider vocabularies. It includes the reasoning 
module (Pellet Reasoner), and query translation functionality. IS provides a SOAP-
based web service interface with a well defined WSDL. 

The Knowledge Store (KS) maintains the information collected by the SI Search 
for a consumer query. The IS makes use of the KS to reason about the information 
and extend it with implicit knowledge derived from a set of rules (ontologies). 

The NATO Metadata Registry and Repository (NMRR) project aims to capture all 
the necessary information and perform the groundwork required for procurement of a 
NATO Metadata Registry. Through registration in the NMRR, a wide range of speci-
fications and services available in the NNEC environment will be visible and  
accessible. 
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The Service Discovery Service (SDS) provides a dynamic and automatic mecha-
nism to detect and keep an up-to-date repository of available services. This repository 
will change in near real-time as service availability changes. Any consumer service 
that wants to know which services are available at any given time, will use the SDS 
interface to retrieve the endpoints of such services. The SI Search makes use of this 
functionality acting on behalf of the SI Search consumer. 

The Semantic Interoperability Collaborative Multi-agent architecture (SI-CoMAr) 
has been developed as part of the SI project and will be used to realize an agent com-
ponent which can utilize, the NMRR and SDS to discover web services, the semantic 
search, KS, IS, ontologies, and the RDF data stores which have been developed by 
the SI project. 

3   Semantic Interoperability Collaborative Multi-Agent 
Architecture (SI-CoMAr) 

This section describes the Semantic Interoperability Collaborative Multi-agent archi-
tecture (SI-CoMAr), which is proposed to be used in conjunction with Web Services 
technology and other Semantic Web components to facilitate Interoperability at the 
Semantic level in support of C² operations in NNEC environments. 

 

Fig. 1. SI-CoMAr Conceptual Architecture View 
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The SI-CoMAr also supports the concept of developing a society of Cognitive, 
Autonomous software entities, communicating, acting, learning and making pro-
active decisions to support a human-computer partnership. 

In Figure 1, the SI-CoMAr conceptual architecture view shows that agents exist in 
a Multi-agent system (MAS) component which resides in an NNEC environment and 
has an interface to the SIMS component, services via the NMRR, users, data sources, 
and sensors. 

The components in the SI-CoMAr architecture are described as follows: 

Agent Management Model (AMM): This component is designed in accordance with 
the FIPA specification on Agent Management, which supports the concept of an 
Agent Platform (AP) or world in which the agents reside. An interesting point rela-
tive to NNEC environments is that agents can live in a world that is distributed over 
many host computers. Within the MAS, the agents are managed by the Agent Man-
agement Model, which handles agent creation and deletion and migration of agents 
between platforms. The AMM contains the Role Organization Model, which contains 
the Agent IDentifier (AID) and Description obtained at agent creation. 

Domain Object Model (DOM): The DOM is the knowledge representation or de-
scription of the environment in which the agents are situated. The model consists of 
Ontologies, which represent the set of concepts, relationships, and objects and their 
attributes and the relationships, which exist in the environment. The ontologies are 
used by the agents to understand the environment in which they exist. Currently, the 
SIMS Domain Ontology by itself is not a monolithic structure but a set of small on-
tologies that, combined, provide the overall Domain Ontology vocabulary. Each on-
tology file corresponds to a specific domain system, (i.e., Imagery Management and 
Reporting Tool (IMART), Networked Interoperable Real-time Information Services 
(NIRIS) etc..), describing the system information model vocabulary [2]. Thus, addi-
tional domain ontologies can be added to the agents’ world view. The Domain Secu-
rity Model is dependent on the DOM and contains the access permissions for data 
sources and services available in the environment. 

Domain Security Model (DSM): This component contains the security policies and 
access rights associated with the domain. It is configured based on the domain ontol-
ogy and contains the relationships between agent roles within the domain and the 
information access rules associated with those roles. The AID uniquely represents an 
agent in the environment and is tied to the agent role, which makes it possible to con-
trol the level of access to information or services listed in the Directory Facilitator 
(DF) component of the AP. 

Role Organization Model (ROM): This component of the AMM describes the types 
of Agents, (monitoring, analysis, service discovery, etc..), that exist in the Environ-
ment. A role is comprised of functional responsibilities and characteristics (attrib-
utes), which are contained in the agent Functional Model. The agent role dictates 
what type of functionality and services it provides. The services are advertised in a 
global directory which is managed in the agent environment, in accordance with the 
FIPA specification, which specifies the use of the optional DF component of the AP 
for the provision of ‘yellow pages’ services to other agents. 
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Perception Object Model (POM): This component defines the agent’s beliefs, de-
sires and intentions, which are used in the dynamic reasoning process. The Agent 
Functional Model defines the methods an agent will use to perform its tasks, which 
are selected in accordance with the agent’s perception. Thus, the ROM in conjunc-
tion with the POM and the Agent Functional Model (AFM) define who the agent is 
in the Environment, what his beliefs or perceptions are, and the functions he uses to 
perform the tasks necessary to achieve his goals. 

Agent Functional Model (AFM): Methods used to carry out Plans, contained in the 
POM, are located in the AFM. Based on Role, the AFM model contains the methods 
that agents use to carry out intentions. Plan methods can be combined into a sequence 
of actions the agent performs to execute the Plan. Other methods include those used 
to achieve tasks such as managing access to services, managing ontologies and ser-
vices, monitoring information sources, and gathering information from heterogene-
ous sources. 

Collaborative Interaction Model (CIM): Agents communicate with each other via 
messages formatted using an Agent Communication Language (ACL). The Collabo-
rative Interaction Model (CIM) is designed in accordance with the FIPA Agent 
Communication language (ACL) specification and uses an implementation of the 
FIPA Agent Message Transport Service (MTS), which is defined in the FIPA Agent 
MTS Specification [3]. The CIM handles the coordination of messages exchanged. 
Agents discover and collaborate with other agents in the MAS based on the tasks to 
be performed. The part of the CIM which directs collaboration between agents, util-
izes a yellow pages and agent management service to locate agents. It also references 
a set of ontologies that support message content in the messages exchanged during 
communication between agents in the environment. 

4   SI-CoMAr Application To NNEC 

The emergence of proactive, agent-based, adaptive software greatly improves situ-
ational awareness at the operational level of war by facilitating decision support for 
both planning and execution in an NNEC environment. Autonomous Intelligent 
agents are a solution for proactively handling many tasks. Agents can discover web 
services registered in the NMRR to assist in providing information for operational 
users such as analysts and planners to conduct threat analysis, terrain analysis, asset 
scheduling and tracking, route planning, logistical planning, Search and Rescue op-
erations, and coordination with NATO, National and Civilian forces. 

A networked environment promotes and facilitates the acquisition, sharing, and 
application of knowledge from various heterogeneous databases. Intelligent agents 
offer the potential for large volumes of data to be collected, intelligently integrated 
via use of ontologies and rule sets, and displayed without overloading users with too 
much irrelevant information. Consequently, traversal, retrieval and intelligent proc-
essing of data in the environment, leads to information at a higher level of aggrega-
tion. The result is more efficient situational awareness in command centers all over 
the battle space [4]. 
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Given these facts, the next two sections explore a few domain specific use cases 
which describe how agents can be used effectively with semantic web components, 
to facilitate situational awareness in support of military decision-makers in the areas 
of C² and Maritime operations. 

4.1   Command and Control: Decision Support 

The emergence of intelligent, agent-based, adaptive software in conjunction with 
semantic web technologies, greatly improves military capabilities at the operational 
level by providing mechanisms to assist in decision support for both planning and 
execution. Agents can also assist decision makers in threat assessment and intelligent 
information integration in support of providing better situational awareness. 

Decision-makers are required to assess and solve a variety of problems as quickly 
as possible, at times sometimes, without adequate resources. The incorporation of 
agent technology into C² applications offers great benefit in the form of human-
computer collaboration; established to assist decision-makers in carrying out their 
mission related activities. If agents are to effectively assist human decision-makers in 
accomplishing their C² mission related activities, they must possess enough auton-
omy so that they can behave in a pro-active manner in order to be of maximum bene-
fit in a human computer partnership [5]. While this is true, the abilities of human 
decision makers in the areas of conceptualization, abstraction and creativity [6] far 
surpass their agent counterparts, whose strengths lie in computational speed, parallel-
ism, accuracy, and data assimilation and management. 

Continuous sensing of the battlespace; a fundamental reordering of information 
configuration and distribution; and, integrated reasoning are needed to support opera-
tional decision makers. Use of adaptive intelligent agents could be employed to ana-
lyze and reason about information stored in semantically encoded formats such as 
RDF and Web Ontology Language (OWL), and monitor the battlespace in support of 
threat assessment. So why use agents for this? In dynamically changing environ-
ments where situations change there is a requirement to be able to recognize and 
adapt to the requirements of the new situation. Some examples are given in the fol-
lowing section. 

C² Use Cases 
Consider the following use cases in which SI-CoMAr Analysis, Service Discovery, 
Monitoring and Information Management agents could be deployed: 

Analyze and Correlate Intelligence Information: Given the availability of data 
sources, Analysis agents could correlate information much faster than a human being, 
because they do not get tired or require sleep. Agents can assist in learning trends, 
creating profiles based on historical patterns, and using prior knowledge attained to 
analyze and correlate various sources of intelligence information. For example, while 
deciding what is of interest must ultimately be done by a human analyst, Analysis 
agents could filter events with interesting characteristics among the many events 
which might appear in a dataset. Agents also have the potential to assist humans, in 
reasoning about complex networks of relationships. 

Perform Service Discovery: Service Discovery agents act on behalf of NNEC users, 
to locate services in the NMRR, which satisfy the user’s requirements. For example, 



 A Multi-Agent Architecture for NATO Network Enabled Capabilities 99 

users in the Crisis Planning Domain need to have all the information on the weather 
in a certain location in order to plan a Search and Rescue operation. Perhaps, this 
particular rescue operation involves the use of a helicopter and a small ship, thus 
weather services providing information on both tides and wind velocity would need 
to be discovered by the agent. The list of available services providing this informa-
tion could be further narrowed down based on what the agent has learned in the past 
about the services. For example, if the agent has learned that Service X has not per-
formed as advertized, or Service Y always provides outdated information, then these 
services would not be selected by the agent in the future. 

Monitor Suspicious Track Activity: Monitoring agents are responsible for watching 
specified data assets, sensors, and information sources in the NNEC environment, 
they monitor and generate alerts when Air or Maritime Contacts of Interest (COI) 
come within a specified radius of a protected port or renegade aircrafts fly off course 
into protected airspace. 

Monitor Networked Interoperable Real-time Information Services (NIRIS) Inter-
face: The Networked Interoperable Real-time Information Services (NIRIS) system 
displays real time maritime, ground, air tactical and theatre missile defense data re-
ceived from control reporting centers. NIRIS allows a single common air picture, 
gathered from various radars linked to control and reporting centers (CRCs), NATO 
Airborne Early Warning (NAEW) aircraft and other tracks received at command and 
control entities anywhere in Allied Command Operations (ACO). There are three 
cases that the monitoring agents will consider. (1) Agents monitor the NIRIS Tactical 
Data Link (TDL) streams located at the CAOC, to detect if they go down. If the link 
goes down, Information Management agents will modify all NIRIS Network Port 
Manager (NPM) configuration files. (2) Agents monitor NIRIS to determine if a new 
radar has been deployed or an existing radar has been relocated. In either case the 
Information Management agents will modify the Site Configuration files at all loca-
tions where NIRIS is deployed. (3) Monitoring agents detect that NIRIS is down and 
recognize that, because access to a certain data asset has been lost, certain web ser-
vices listed in the NMRR are no longer available for consumption. The agents notify 
the SDS and the appropriate adjustments are made to the NMRR. 

Monitor Call For Fire (CFF) messages: Agents check CFF messages and issue 
alerts when the rules of engagement are violated and enemy or friendly units were 
directly or indirectly targeted. 

4.2   Maritime Situational Awareness 

NATO’s Maritime Situational Awareness (MSA) capability can be described as the 
effective understanding of anything associated with the global maritime environment 
that could impact the security, safety, economy or environment of the Alliance. 

The Maritime environment includes all areas and things relating to the oceans, seas, 
bays, estuaries, waterways, coastal regions, and their corresponding airspace [7]. 

MSA involves the collection, fusion and dissemination of enormous quantities of 
data drawn from government agencies, military, and commercial entities. MSA con-
sists of two key components, information and intelligence. Observing the maritime 
situation involves collecting, fusing and monitoring open source information. The 
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large number of vessels and the high amount of information associated with them 
makes this task extremely challenging. 

MSA Use Cases 
There are a variety of use cases that Agents could satisfy in the area of MSA, the 
primary two are discussed as follows: 

Information Discovery and Integration: This process involves the extraction of not 
only information from government and military agencies, but a vast amount of open 
source data from web sites such as the Paris MOU, Lloyd’s Register Fairplay, 
Lloyd’s SeaSearcher, classification societies, and AISLive. Information such as, reg-
istration data for vessels, port information, electronic ship certificates, detention lists 
and more, is all used by MSA operational users. It must be intelligently integrated in 
such a way so as to provide knowledge for the operational users. Table 1 provides  
 

Table 1. MSA Commercial Data Sources 

Data Source Description 

AISLive Automatic Identification System (AIS) is a shipboard 
broadcast system that acts like a transponder, operating 
in the Very High Frequency (VHF) maritime band. In-
formation including the ship's identity, type, position, 
course, speed, navigational status and other safety related 
information, is broadcast. 

Classification societies Organizations that establish and apply technical stan-
dards in relation to the design, construction and survey of 
marine related facilities including ships and offshore 
structures. Information is available as open source on the 
internet. 

Lloyd's Register Fairplay A commercially available data source that provides 
reference information on vessels and shipping 
companies. This company issues the International 
Maritime Organization (IMO) number on behalf of the 
IMO. It has details of over 8,300 ports and terminals, 
casualty data, fixtures, vessel detentions, photographs, an 
electronic news archive going back over ten years and 
real-time vessel movements. 

Lloyd's Marine Intelligence 
Unit 

Provides merchant vessel information such as, arrival, 
bound for and departure details from over 4,000 ports, 
characteristics for each vessel including tonnages, di-
mensions, capacities and full engine details, 10-year 
casualty history for every vessel including serious and 
non-serious incidents, and 10-year detention history for 
each vessel including details of past inspections and 
indication as to whether the inspection led to formal 
detention. 

Paris MOU open source infor-
mation 

The Paris Memorandum of Understanding (MOU) con-
sists of 27 participating maritime Administrations and 
covers the waters of the European coastal States and the 
North Atlantic basin from North America to Europe. The 
open source information contains information on banned 
ships and current and past detention lists. 
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some insight into the type of information available. For further details concerning 
MSA commercial data sources, please see the original document from which the in-
formation was obtained [8]. 

Agents could provide intelligent information integration and monitoring of the 
AIS based maritime picture and flag vessels that show any signs of suspicious behav-
ior for closer investigation. The objective in using agent technology is to proactively 
maximize synergy of contributions from maritime intelligence and information agen-
cies to produce an accurate Common Operational Picture (COP) situation in order to 
detect and take action on illegal activity. 

Threat Assessment: Merchant shipping information is monitored on the NATO un-
classified network by the Commercial Shipping Cell at Northwood and the Data Op-
erations Gathering (DOG) team in Naples. They monitor the merchant shipping 
(AIS-based) picture and available communications media to trigger and guide spe-
cific data gathering, data verification, assessment and alerting activities in relation to 
merchant shipping, where alerts can be configured for vessels worthy of further in-
vestigation or action. These indicators may be derived from unclassified data, such 
as, vessels deviating from declared routes, vessels exhibiting some types of suspi-
cious behavior such as operating below certain speed thresholds, or at anchor outside 
normal anchorage areas, contradictory or unknown vessel identity, or a record of 
safety-related detentions which might indicate operators or owners are susceptible to 
criminal behavior. 

Agents could assist operational users during the Threat Assessment process, by 
monitoring and collecting available vessel information from various sources. Analy-
sis agents can integrate large sets of collected data, reason about, and alert the opera-
tor of any inconsistencies and anomalies detected. Information such as prior record of 
illegal activities and detentions, AIS data, and AIS-based vessel data from commer-
cial sources including Lloyd’s Fairplay, can be retrieved by collection agents via the 
SI Search, and fused in order to determine potential threats. 

5   Conclusions 

This technical note has introduced the Semantic Interoperability Collaborative Multi-
agent architecture (SI-CoMAr), which is proposed to be used in conjunction with 
Web Services technology and other Semantic Web components, developed as part of 
the SI Project, to facilitate Interoperability at the Semantic level in support of C² op-
erations in NNEC environments. SI-CoMAr supports the concept of developing a 
society of Cognitive, Autonomous software entities, communicating, acting, learning 
and making pro-active decisions to satisfy user specified requests. 

This paper has explained the benefits of using agent technology in conjunction 
with semantic web technologies, such as web services, RDF stores, and ontologies in 
support of software applications which support C² and Intelligence operations in net 
centric environments. 

Specific use cases in which SI-CoMAr can be combined with web services and 
ontologies to benefit operational users in the areas of Threat Assessment, Decision 
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Support, and Maritime Situational Awareness were presented. Clearly, agents are 
better utilized to proactively perform certain tasks in dynamic environments, such as 
discovering information and services, monitoring data assets, and performing timely, 
fusion and integration of information. While this is true, it is equally as clear that 
there must be a human-computer partnership in which the Human remains in  
the loop. 

6   Future Work 

We are currently working on implementing a prototype which will use the JADE 
framework to realize the SI-CoMAr in support of human computer collaboration in 
the area of Threat Assessment, Decision Support and MSA. The IS, KS, ontologies, 
RDF data stores, NMRR, SDS, and other semantic web based components created as 
part of the SI Project will be incorporated into this effort. 

The JADE framework provides a Web Services Integration Gateway (WSIG) 
which enables interoperation between JADE agents and Web services. Use of the 
WISIG and extension of it, using the Java API for XML Registries (JAXR) which 
provides a uniform and standard Java API for accessing different kinds of XML Reg-
istries, is under investigation. 

The use of the JADEX reasoning engine, which implements the BDI model and 
can be used with the JADE framework, is under investigation. 
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Abstract. The ability to deal with incompatibilities of service requesters and
providers is a critical factor for achieving interoperability in dynamic open envi-
ronments. We propose a Process Mediation Agent (PMA) as a solution to the pro-
cess mediation problem in situations when the requester does not want to reveal
its process model completely for privacy reasons. The PMA automatically re-
solves encountered incompatibilities by generating mappings between processes
of the requester and the provider and applies them for the runtime translations.
In the PMA algorithms we combine the AI planing and semantic reasoning with
recovery techniques and the discovery of appropriate external data mediators.

1 Introduction

The research in the Web Services field focuses on the goal of enabling and facilitating
smooth interoperability of heterogeneous distributed software components. Devising
WS standards such as SOAP, WSDL, BPEL4WS together with additional semantic
layers such as WSDL-S [1], OWL-S [2] and WSMO [3] presents one step towards this
goal. Additionally, a lot of effort is being invested in automated techniques for service
discovery and composition [4]. However, this is not enough for achieving the goal, at
least for two reasons.

First, service providers and requesters do not typically share the same data models,
interaction protocols and oftentimes even not the basic standards for WS specification.
As a result, we have to deal with incompatibilities on different levels among service
providers and requesters [5]. Second, due to the dynamic nature of the Internet and
rapid, unpredictable changes of business needs, also the existing web services change
very often. The ability to adapt to changing environments is therefore crucial.

For these reasons, in open environments it is very unlikely that a dynamically dis-
covered service provider will be able to interoperate directly with a service requester
even if we assume that both partners share the same domain ontologies. Various types
of middle agents [6] present a possible solution for bridging the gap between service
requesters and providers with fixed incompatible interaction protocols (process models)
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and possibly incompatible data models. We believe, that software agents technology —
employing techniques such as reasoning and planning combined with approaches like
dynamic discovery and recovery from failure — is the best choice available today that
can offer an alternative to dealing with problems of incompatibilities and adaptivity
manually.

In this paper we focus on the process models mediation problem of service requesters
and providers operating in open dynamic environments where both the requester and the
provider interact according to specified process models that are fixed and that might be
incompatible. In open environments service providers are motivated to publish their
process model in order to maximize the usage rate and thus the profit. On the contrary,
clients typically concern about the privacy aspects and therefore do not wish to fully
reveal their process models. In our view, such an asymmetric setting is more realistic
in open environments than a symmetric scenario which would be relevant in closed or
semi-closed environments of corporate networks [5].

The solution we propose consists of developing a process mediation middle agent
(PMA) which automatically resolves the incompatibilities by generating appropriate
mappings between processes of the requester and the provider and applies them for
the runtime translations. The PMA uses external services (external data mediators) to
deal with data incompatibilities and missing pieces of data together with planning tech-
niques to find the appropriate mappings by combing available external data mediators.
Since the PMA operates in dynamic open environments, it needs to interact with an
appropriate discovery service. In our case, the PMA uses an external OWL-S Match-
maker service [7] to take care of the discovery of data mediators. Finally, the PMA
integrates comprehensive recovery mechanisms based on compensation, backtracking
and recovery operations such as replace, retry and replacyByEquivalent [8].

The main contributions of the paper are the following. We describe the problem of
the asymmetric process mediation in open environments that we believe is becoming
important especially if we consider the increasing importance of mobile and pervasive
computing (Section 2). Next, we introduce a possible solution in the form of the PMA
agent (Section 3) that combines the AI planing and semantic reasoning (Section 4) with
the discovery of appropriate external data mediators (Section 5) and suitable recovery
techniques (Section 6).

2 Mediation Problem

When requesters and providers use fixed, incompatible communication protocols in-
teroperability can be achieved by applying a process mediation agent which resolves
all incompatibilities, generates appropriate mappings between different processes and
translates messages exchanged during run-time. As we mentioned in the previous sec-
tion, the PMA has access to the complete process model of the provider, while for
privacy reasons it can see only the current request message (possibly semantically an-
notated) received from the requester.

The PMA has to address various types of incompatibilities on different levels. On
the data level, services may be using different formats to encode elementary data or
data can be represented in incompatible data structures using different syntactic and
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lexical representations. Possible ontology mismatches also belong in this category. On
the process level, messages can be exchanged in different orderings, some pieces of in-
formation which are required by one process may be missing in the other one, control
flows can be encoded in different ways, one service call of the requester can be real-
ized by several calls of the provider, information might need to be reused, etc. In [5]
more details about possible incompatibilities are given. Conceptually, we distinguish
data mediators that are responsible for resolving data level mismatches from process
mediators that are responsible for resolving process level mismatches. Typically, when
trying to achieve interoperability, process mediators and data mediators are closely re-
lated. A natural way is to use data mediators within the process mediation component
to resolve “lower” level mismatches that were identified during the process mediation.

Because the problem of process mediation is complex and extensive, we focus on the
process level mismatches while we address the data mediation only in a very limited
way. For details on the data mediation see, e.g., [9,10]. We assume that data mediators
have the form of external services which can be discovered and used by the PMA.
Furthermore, in our system data mediators can have a form of converters that are built-
in to the PMA system. Currently, built-in converters support basic type conversions such
as up-casting and down-casting based on reasoning about types of inputs and outputs.
By up-casting or down-casting we mean a conversion of an instance of some ontology
class to a more generic or more specific class respectively.

We assume that both the requester and the provider behave according to specified
process models and that both process models are expressed explicitly using OWL-S
ontologies [2]. In OWL-S, the elementary unit of process models is an atomic process,
which represents one indivisible operation that the client can perform by sending a
particular message to the service and receiving a corresponding response. Processes are
specified by means of their inputs, outputs, preconditions, and effects (IOPEs). Types of
inputs and outputs are defined as concepts in an ontology or as simple XSD data-types.
Processes can be combined into composite processes by using control constructs such
as sequence, any-order, choice, if-then-else, split, loops, etc.

Finally, we assume that both process models share the same domain ontology and
target conceptually the same problem.

3 The PMA Overview and Architecture

The problem of process mediation can be seen as finding an appropriate mapping be-
tween requester’s and provider’s process models. Assuming that the requester starts to
execute its process model, ideally, we want to show that for each step1 of the requester
the provider (with some possible help of intermediate translations) can satisfy the re-
quester’s requirements (i.e., providing required outputs and effects) while respecting its
own process model. Since we are restricted by the fact that neither of process models
is known in advance the PMA needs to find the mappings only during the runtime.
Also, only the current sequence of executed steps is known to the PMA, while the over-
all requester’s process model is not revealed to the PMA for privacy reasons. Thus,

1 In the following text the word step stands for an atomic process executed by the requester. If
we refer to the provider’s atomic processes, we mention it explicitly.
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Fig. 1. Mediation of process models by the Process Mediation Agent (PMA): problem setting and
the PMA architecture

the PMA, after receiving the requester’s request, needs to decide if the request can be
mapped into some provider’s atomic process (or a sequence of processes) given the cur-
rent provider’s execution state, available data and data mediators. If such a mapping is
found, the PMA executes it and returns the results to the provider. The PMA tries to re-
member and reuse information that it gained from previous interactions with requesters
and a discovery service. Only when no historical information is available, the PMA
explores the search space to find an appropriate mapping by simulating the execution
of the provider’s process model. Since all the interactions with external web services
can fail, and also many choices made by the PMA can lead to failure, the PMA tries to
recover from failures and possibly use backtracking if more mappings are available for
a given execution state.

Figure 1 shows an architecture of the PMA. The server port is used for interactions
with the requester and the client port for interactions with the provider. The client port
uses the OWL-S Virtual Machine (OVM) [11] to interact with the provider. The OVM
is a generic OWL-S processor for execution of OWL-S services with built-in advanced
features such as support for recovery and execution monitoring [8]. Another instance
of the OVM is used to execute external data mediation services if necessary. The Exe-
cution Monitor is the central part of the PMA. It executes the mediation algorithm and
links all the other components together. Specifically, the Execution Monitor maintains
the execution state and stores information received from the requester and provider in
a Knowledge Base. Furthermore, the Execution Monitor interacts with the Discovery
Service when new data mediators need to be found. The Plans Library is used to store
reconciliation plans (defined in Section 3.1) that were used successfully in the previ-
ous mediation sessions for the purposes of future mediations. Also information about
discovered data mediators is cached in the Plans Library.
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3.1 Definitions

Before describing the mediation procedure executed by the Execution Monitor we in-
troduce several useful terms. PMA’s execution state for given requester’s and provider’s
process models at a given time is a tuple S = 〈V,F,RH,EH〉, where V is a set of data
(variables with their values and types) received from the requester, provider and data
mediators, F is a set of valid predicates (e.g., produced as effects of service calls), RH is
a requester’s steps history (sequence of requests, i.e., atomic processes, executed by the
requester), and EH is an execution history (sequence of services executed within one
mediation session including atomic process of the provider and mediation services).
The PMA maintains the execution state during the mediation in the KB.

We define the Next function for getting the set of provider’s atomic processes that
can be executed at a given execution state, i.e. Next : S → P(PA ), where S is the
set of possible execution states, PA is the set of atomic processes in the provider’s
process model and P stands for a power set of a given set.

We say that the request r can be satisfied by the atomic process p in the execution
state S and write satis f ied(r, p,S) if all inputs of p are either provided by r or are
available in S, all preconditions of p are satisfied in S and all outputs and effects required
by r are produced by p or are available in S.

Internally, we represent mappings between provider’s and requester’s processes as
reconciliation plans. The reconciliation plan for a request r and execution state S speci-
fies which actions in what order need to be executed to perform the translations between
r and provider’s process in the state S. Furthermore, the reconciliation plan can also rep-
resent what queries need to be asked to the discovery service to find new data mediators
so that the plan can be executed.

The reconciliation plan M for a request r and execution state S is a tuple M = 〈P,Q〉,
where P is a partially ordered plan consisting of data mediator processes, atomic pro-
cesses from PA , and unbound abstract processes, and Q is a possibly empty set of
query templates.

An abstract process in the plan is a place-holder for another plan which needs to be
specified later. Abstract process is associated with some query template in Q which can
be used for finding the plan that will be used in the place of the abstract process.

A query template q is a tuple q = 〈I,O,E,S〉 where I is a set of available inputs, O
is a set of required outputs, E is a set of required effects and S is the execution state.
We use query templates to represent discovery requirements for the discovery service
(details in Section 5).

The reconciliation plan M = 〈P,Q〉 is called executable if there are no abstract pro-
cesses in P, and Q is empty. Otherwise, the plan is called unbound.

3.2 Top-Level Mediation Procedure

The logic of the mediation procedure is the following. For each requester’s request the
PMA calls the processRequest procedure until requester or provider finishes success-
fully or the execution fails. Algorithm 1 shows high-level steps of the processRequest
procedure. In this procedure, the least time consuming mediation options are considered
first, and only if they fail other possibilities are considered.
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Algorithm 1. Procedure processRequest
1. Receive a requester’s atomic process call requesterCall via the server port
2. Store inputs of requesterCall in the state S and required results in the KB
3. Find the best available mediation actions:

3.1 if A = {a |a ∈ Next(S)∧ satis f ied(requesterCall,a,S)} �= /0 then
// Exact match: no data mediation needed
– foreach a ∈ A do

• if execute(a,S) fails then localRecover(a,S) and continue
• else return success

3.2 if exists reconciliation plan P in the Plans Library for requesterCall and S
// Reusing existing plan
– if execute(P,S) fails then localRecover(P,S) and continue
– else return success

3.3 if reconciliationPlans = reconcileRequestCall(requesterCall,S) �= /0 then
// Planning was used to find the mapping
– foreach executable reconciliation plan P ∈ reconciliationPlans do

• if execute(P,S) fails then localRecover(P,S) and continue
• else store P in the Plans Library and return success

– foreach unbound reconciliation plan P ∈ reconciliationPlans do
// If no directly executable plan found, use discovery service
• if P′ = bindPlan(P) succeeds then

∗ if execute(P′) fails then localRecover(P′,S) and continue
∗ else store P′ in the Plans Library and return success

3.4 if globalRecover(S) fails then // Nothing worked, undo and pick a another branch
– return failed

After the PMA receives the request it first tries to match it to some provider’s atomic
process available in the given execution state (step 3.1).

If no such process exists or execution of all of them fails, reconciliation plans from
the Plans Library are considered (step 3.2).

As the next step (3.3), the planning algorithm is used (reconcileRequestCall proce-
dure, for details see Section 4) that tries to find new reconciliation plans by combining
known data mediators or proposing queries to the discovery service which would allow
to bridge gaps (mismatches) identified during the reconciliation. If some executable
plan is found and successfully executed it is stored in the Plans Library. Otherwise, if
only unbound plans are found, the discovery service needs to be used to bind the plan
in the bindPlan procedure (see details in Section 5).

Finally, if none of the mediation alternatives succeeds, there still might be a chance
that in some previous phase a wrong branch in the provider’s process model was taken
which does not allow the mediation to be finished while another branch might work. The
globalRecover procedure in step 3.4 tries to deal with such a situation (see Section 6
for details on recovery).

The execute(P,S) procedure executes the reconciliation plan P by executing every
action a ∈ P. If a is a provider’s process the client port is used, while if a is a data
mediator the OVM for external services is used.
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Algorithm 2. reconcileRequestCall(r,S), r a request call, S execution state
1. Initialize:

– foreach i ∈ r.inputs do add (Available i.name i.type) (Value i.name i.value) to S
– foreach o ∈ r.out puts do add (RequesterGoal (Available o.name o.type)) to S
– foreach e f f ect ∈ r.e f f ects do add (RequesterGoal e f f ect) to S
– plans = /0

2. foreach p ∈ Next(S) do reconcileAtomicProcess(r, p,S, plans, /0,maxPlanLength)
3. return plans

We left out some details in the algorithm, in particular the ordering of matched pro-
cesses and plans in steps 3.1 and 3.3. The processes with an exact match with respect to
the requestCall are considered first, followed by processes with plug-in and subsumes
match (for details on types of match known from the discovery literature see e.g. [7]).

4 Finding Reconciliation Plans

The purpose of the reconciliation procedure for a given requester’s request r and an
execution state S is to find possible reconciliation plans that can be used to reconcile
the mismatches between the request r and the current state of the provider’s process
model. The reconciliation procedure uses a planning algorithm that tries to combine
known data mediators to find necessary transformations. If no combination of known
data mediators can be found, the reconciliation procedure produces an unbound plan
associated with query templates which can be used later to discover new data mediators
and to bind the plan.

In principle, the reconciliation procedure transforms missing pieces of information
(inputs, outputs, preconditions and effects) into goals that need to be satisfied. Then a
classical backward chaining planning algorithm is employed with data mediators and
providers atomic processes used as planning operators. In order to guarantee timely
termination of the planning algorithm, the maximal length of the plan is constrained
externally. During the planning, the operations are only simulated (services are not ex-
ecuted) with respect to the initial execution state S.

Algorithm 2 takes care of the planner initialization (step 1) and starting the reconcil-
iation for every provider’s atomic process available in S (step 2). The core of the recon-
ciliation algorithm is performed by the reconcileAtomicProcess procedure displayed in
Algorithm 3. This procedure is trying to find a plan for reconciliation of request r and
process p. First, it must guarantee that all inputs and preconditions of p are available
(step 2), and afterwards that all outputs and effects required by r were produced (step 3).
In both cases the solveGoals procedure implementing a backward chaining algorithm
is tried first to achieve missing goals by means of known data mediators. If solveGoals
does not succeed (i.e., some goals cannot be satisfied), the query template q for the dis-
covery service is suggested that would allow a discovery of new data mediators needed
for finishing the plan.

An important remark is related to plans ranking. Generated reconciliation plans are
ranked depending on their quality and length. The quality of a plan is derived from the
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Algorithm 3. reconcileAtomicProcess(r, p,S, plans, plan,maxPlanLength), r a request call,
p provider’s atomic process, S execution state, plans a set of all plans, plan current plan,
maxPlanLength maximal allowed length of generated plans

1. if |plan| ≥ maxPlanLength then return
2. Reconcile inputs and preconditions of p:

– if (∀i ∈ p.inputs available in S) and (∀prec ∈ p.preconditions satisfied in S) then
• simulate p (add outputs and effects of p to S); add p to plan

– else
• Goals= transform missing inputs of p and unsatisfied preconditions of p to goals

// e.g., missing toCode input => (Goal(Available toCode AirportToCode))
• if solveGoals(Goals,S, plan,maxPlanLength) then simulate p; add p to plan

else
∗ create query template q = 〈I,O,E,S〉, and corresponding abstract process pq where

I = r.inputs, O =missing inputs of p, E =unsatisfied preconditions of p
∗ simulate pq in S; add q and pqto plan

3. Reconcile outputs and effects of r:

– if (∀o ∈ r.out puts available in S) and (∀e f f ect ∈ p.e f f ects satisfied in S) then
• add plan to plans // the reconciliation of r and p is finished

– else
• Goals= transform missing outputs & effects to goals

// e.g., (RequesterGoal goal) => (Goal goal)
• if solveGoals(Goals,S, plan,maxPlanLength) then add plan to plans

else
∗ duplicate the plan and continue with another process in the providers model

· newPlan = plan
· foreach a ∈ Next(S) do

reconcileAtomicProcess(r,a,S, plans,newPlan,maxPlanLength)
∗ create an unbound plan

· create query template q = 〈I,O,E,S〉, and corresponding abstract process pq

where I =outputs produced by plan, O =missing outputs of r, E =unsatisfied
effects of r

· add q and pqto plan; add plan to plans

degree of match between individual plan steps and required information that the step
is supposed to provide. In fact, we assign a faulty factor to each step of the plan: the
better the degree of match of the step, the lower is its faulty factor. The faulty factor of
the overall plan is gained as a sum over all its steps. When it comes to the execution,
the plans are considered in the descending order according to their faulty factor. This
means that short plans with good quality are preferred.

5 Data Mediators Discovery

Discovering new data mediators requires two questions to be answered. First, the spe-
cific discovery requirement needs to be gained, and second, this requirement must be
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translated into concrete queries that will be sent to the discovery service. We use query
templates defined in the previous section to capture discovery requirements. The query
template is derived from the specific mismatch between the reconciled requester’s re-
quest r and the process p encountered in the execution state S.

Based on the query template, concrete queries which will be sent to the discovery
service need to be formulated in the bindPlan procedure. A straightforward idea would
be to use the query template as it is. However, the vast majority of discovery services
implement a matching algorithm with the assumption that an advertised service matches
a request (query) when all the outputs of the request are matched by the outputs of
the advertised service, and all the inputs of the advertised service are matched by the
inputs of the request [7]. Thus, typically, only a single service satisfying a query can be
returned while service combinations are not allowed. Such an assumption makes sense
when standalone services need to be discovered. In our case, however, this assumption is
too restrictive since we are not necessarily looking for one service only. On the contrary,
often in the mediation scenario one specific gap identified by the process mediation
algorithm can be bridged only by using a combination of several services.2

To deal with the problem of too restricting matching assumptions we can either gen-
erate many sub-queries out of the query template to poll the discovery service, which
we want to avoid because of time constrains. Or we have to relax the matching as-
sumptions. Benatallah et. al. in [12] propose an approach that allows a combination of
several services to satisfy the service request. Their algorithm based on request rewrit-
ing guarantees that an optimal combination covering the request will be found but it
is NP-hard. We have decided to go a similar direction by allowing the combination
of services satisfying the request to be returned as a relevant match — we call it a
combined match. However, we do not insist on optimality. We prefer the coverage in-
stead of optimality, since the planning algorithm takes care about finding the optimal
combination.

When answering a combined match query, the discovery service first finds a set of
services that together produce the required outputs and effects (i.e., any service pro-
ducing some of required outputs or effects is a good candidate). In the next step, out
of these candidates, if more candidates are available producing the same outputs, those
are preferred that use only inputs specified in the query. Since no real composition is
involved such an approach is very efficient (assuming that appropriate index structures
were precomputed during the service registration with the discovery service).

Assuming the discovery service supports a combined match, the PMA discovers
new mediators in the bindPlan procedure in two steps as shown in Algorithm 4. It
starts with an exact query request in the form of the query template (step 1.1). If some
service matching the query is returned, PMA just binds it in the plan in the place of
the corresponding abstract process. Otherwise, the combined match query in the same
form is sent to the discovery service (step 1.2). Returned data mediators are transformed
into planning operators and the solveGoal planning method is re-run with the state S
saved in the query template. The produced plan is plugged in the place of the abstract
process.

2 We believe it is actually the same case in service composition in general if discovery of com-
posed services needs to be integrated.
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Algorithm 4. bindPlan(M), M = 〈P,Q〉 unbound reconciliation plan
1. foreach pq ∈ P, pq abstract process, q = 〈I,O,E,S〉 query template associated with pq do

1.1 if mediators = askDiscoveryExact(q) �= /0 then
replace pq in P with best matching a ∈ mediators

1.2 elseif mediators = askDiscoveryCombined(q) �= /0 then
– transform mediators to planning operators and add them to Plans Library
– Goals = transform q to goals; newPlan = /0
– solveGoals(Goals,S, plan,maxPlanLength)
– replace pq in P with newPlan

1.3 else return failed

2. return M′ = 〈P, /0〉

6 Recovery

For several reasons comprehensive recovery mechanisms need to be incorporated into
the PMA. First, some of many choices that the PMA makes are rather heuristic and
might not work correctly during the execution. For example, the preconditions of data
mediators can fail during the execution or a wrong data mediator or reconciliation plan
might be selected. Also many services might be unavailable, unreliable or might just
fail for other reasons during the execution. Because we do not want these failures to
break the overall mediation process and also because we want to shield the requester
from failures, the PMA must be able to recover from failures.

To make the process mediation robust, we introduced three levels of recovery. The
lowest level deals with local and relatively inexpensive recovery of individual service
calls. The next level supports recovery by trying to apply alternative reconciliation plans
found by the reconciliation procedure, and finally, the highest level attempts to recover
from failures by exploring possible alternative branches of the provider’s process model.
When a failure occurs, the recovery starts with the lowest level by trying to recover
locally and only if it does not succeed, the control is passed to higher levels which
are computationally more expensive and less predictable. Although every higher level
introduces more global and less deterministic way of recovering from failures, it is
necessary to apply these more global means of recovery to deal with possibly wrong
choices of the PMA caused by missing information about the requester’s process model.

The following paragraphs give more information about each level of recovery sup-
ported by the PMA. Generally, the recovery mechanisms are based on applying pre-
canned fault handler templates employing recovery actions such as replace, retry,
replaceByEquivalent, and compensate [8].

6.1 Individual Service Level Recovery

The PMA deals with individual service failures by automatically attaching fault han-
dlers to individual service calls. The following example demonstrates one such a fault
handler that is triggered when service call runs out of time.

FaultHandler(ServiceTimeoutException) { retry(2) {
FaultHandler(ExceptionEvent) { replaceBy(AlternativeService); }}}
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The service to which this fault handler is attached is retried at most twice and if
the retry fails, the original service is replaced by an explicitly specified replacement
service AlternativeService. In this example, the AlternativeService was discovered as
an equivalent service during the discovery and planning phase. When no alternative is
known to the PMA the replaceByEquivalent recovery operation is used instead and a
possible substitute service is discovered dynamically during the runtime.

6.2 Recovery of Reconciliation Plans - Localrecover(P, S)

When some part of the reconciliation plan fails and the recovery on the individual ser-
vice level does not help, the plan as a whole needs to be recovered. In such a case the
compensate recovery action is used to undo the the effects of the plan and possibly an
alternative plan is tried. The following fault handler is a prototype associated with every
reconciliation plan:

FaultHandler(ExceptionEvent) { compensate; }

The compensation of the whole plan might not be possible if it is not possible to undo
the effects of each step in the plan. However, undo operations must be provided only for
world affecting actions, i.e., actions with some effects, while the information gathering
actions do not need to be undone. Since only the minority of web service calls are world
affecting, there is a big chance that the compensation of the whole reconciliation plan
will succeed even when the undo operations are not known for every action in the plan.

6.3 Global Choices Recovery - Globalrecover(S)

If none of the previous recovery levels succeeds, the PMA will try to apply the recovery
on the global level by exploring possible branches in the provider’s process model.
There might be places in the provider’s process model where the PMA has a choice
among several alternative branches which are not distinguishable because of the local
decision making. For example, when each branch at some choice place starts with an
atomic process with exactly the same set of inputs and outputs the PMA will not be
able to decide which branch to prefer. In such a case, one branch is selected by the
PMA and the other possible branches are remembered together with the choice point
for the possible global recovery.

The globalRecover procedure serves as a last resort in the recovery and its goal
is to recover from a situation when a wrong branch of the provider’s process model
was taken. The idea is to backtrack to the nearest branching point (place with several
choices) while compensating the executed actions in the execution history. If the back-
tracking succeeds, an alternative branch and an alternative reconciliation plan is chosen
if it exists. Otherwise the backtracking continues to the next branching point.

Since the globalRecover can include undoing several already finished requester’s
actions, it needs to be constrained to avoid incorrect behavior. Specifically, if any of
the actions that need to be compensated is world affecting, the requester is explicitly
notified about the problem and asked whether the compensation and the backtracking
can be performed. Requester will be notified also in the situation when the services
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executed along the alternative branch produce different results than those produced
while executing the original branch.

7 Related Work

The work in [13] provides a conceptual underpinning for automatic mediation. In [14]
Cimpian at. al. solve the runtime mediation between two WSMO based processes. Be-
sides structural transformations (e.g., change of message order) also data mediators can
be plugged into the mediation process, however, recovery and discovery are not ad-
dressed at all. Aberg et. al. [15] describe an agent called sButler for mediation between
organizations’ workflows and semantic web services. The mediation is more similar to
brokering, i.e., having a query or requirement specification, the sButler tries to discover
services that can satisfy it. The requester’s process model is not taken into consider-
ations. OWL-S broker [16] also assumes that the requester formulates its request as
query which is used to find appropriate providers and to translate between the requester
and providers. In [17] and [18] authors describe the IRS-III broker system based on
the WSMO methodology. IRS-III requesters formulate their requests as goal instances
and the broker mediates only with providers given their choreographies (explicit me-
diation services are used for mediation). Brambilla at. al. [19] apply a model-driven
approach based on WebML language. Mediator is designed in the high-level modeling
language which supports semi-automatic elicitation of semantic descriptions in WSMO.
In [9], data transformation rules together with inference mechanisms based on inference
queues are used to derive possible reshapings of message tree structures. An interesting
approach to translation of data structures based on solving higher-order functional equa-
tions is presented in [10] while [20] argues for published ontology mapping to facilitate
automatic translations.

8 Conclusions and Further Work

In this paper we dealt with mediation mechanisms of two OWL-S process models op-
erating in dynamic open environments. We described algorithms based on the analysis
of provider’s and requester’s process models for finding mappings between them and
for performing the runtime mediation. The algorithms combining planning, semantic
reasoning, discovery of missing data mediation services and recovery mechanisms are
embedded in the Process Mediation Agent that provides the mediation services. The
main advantage of our approach, besides enabling the interoperation of requesters and
providers, is the capability of the PMA to operate in real conditions where failures and
changes of the environment must be taken into account. Due to several levels of recov-
ery mechanisms employing dynamic recovery and built-in heuristics, the PMA is able to
recover when possible and its performance degrades gracefully when the environment
changes or no simple recovery is possible.

In the paper, we focused on the mediation problem itself and we did not discuss many
practical issues related to the asymmetric mediation scenario such as security, hosting of
the PMA, etc. Let us discuss briefly the hosting question. In general, depending on the
particular application domain, the PMA can be deployed either as part of the provider’s
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infrastructure, requester’s infrastructure or as part of the middle layer in between. In
all cases, there are very strong incentives for hosting the PMA related to achieving
interoperability. Hosting the PMA on the side of provider might allow new partners to
interact with the provider. From the requester’s perspective, hosting the PMA makes
a good sense when some application needs to be extended by adding a new provider
or when an existing provider needs to be replaced by a new one. In such a case the
PMA can be used on the requester’s side as a smart adapter to bridge the possible
incompatibilities. Finally, the PMA can find its role in the infrastructure of enterprises
such as mobile operators which provide access to services of third parties to their final
customers.

As part of the work on runtime mediation algorithms we have identified several areas
which deserve more attention. Specifically, we have proposed the combined match as
an extension to the standard matching degrees used in discovery services. Our initial
solution designed as an eager algorithm works quite well for our purpose, but it does
not provide any optimality guaranties. Also this solution does not allow to discover
proper compositions of services that would bridge an identified mismatch. We consider
exploring alternative types of matches such as a composed match. Another area worth
of our interest are adaptive mechanisms for improving the PMA’s performance over
the time. For example, right now the PMA stores all reconciliation plans that proved
to work in the Plans Library which would not be a good solution if PMA lived for a
long time. We plan to experiment with approaches known for example from case based
learning to optimize the storage capacity and the retrieval time of plans.
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Abstract. The omnipresence of data processing and mobile telephony
in our life (computers, PDA, GSM, GPS...) along with the evolution of
wireless technologies opens the door towards new habits. To avoid being
submerged by too much information it is necessary to equip each elec-
tronic component present in user’s daily life with capacities to take into
account his needs according to his actions, to assist him while learning
and anticipating on his behavior in the most autonomous way. Person-
alization is clearly situated in this objective; it enables a user profile
construction which has to dynamically evolve. It also has to take into ac-
count new preferences, needs and interests of this user and to forget old
ones. This paper proposes a local, cooperative and real-time multi-agent
approach to build adaptive and incremental profiles. First, documents
are sequentially parsed, which leads to the construction of a Temporary
Terminological Network (TTN). This Network is then merged with other
document’s extracted networks, in order to create a Permanent Termi-
nological Network (PTN), relevant to the studied collection and used to
index this collection thanks to a clustering approach. Preliminary results
of the built system are then presented as well as perspectives.

1 Introduction

AgentLink Roadmap [1] asserts that agents have their place in spreading fields
such as Web Services, Semantic Web, Peer-to-Peer, Grid Computing, Ambi-
ent Intelligence, Self* Systems, etc. These domains display distributed services,
evolving in an open and a dynamic environment; we call them Information Sys-
tems (IS). Agents act on behalf of services by notably managing the access to
their offers. They also act on behalf of users, by taking part in the localization
and delivery of desired services. Agents must then have the capability to under-
stand real user/service requirements. All these fields are faced with numerous
problems, such as the difficulty of the expected information location, the volatil-
ity of the services and the quality of the retrieved information. These problems
are difficult to solve because of the openness and dynamics of the environment in
which they evolve: it is thus necessary to manage locally the end-users/services
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representations according to the interactions evolution and the execution con-
text. Adaptive profiling of end-users/services is an inescapable tool for any future
treatment (such as dynamic user-service mapping) but is not sufficient. An adap-
tive response to the problems induced by the dynamics and the heterogeneity
of such systems (such as workload, failures and interoperability of the compo-
nents, as well as the appearance and the integration of new services...) becomes
also necessary. We propose to tackle these real-time adaptation problems in an
integrated way, by a local adaptive multi-criteria management of the Quality of
Service (QoS) provided by these systems.

1.1 Quality of Service in Information Systems

Ideally an information system (IS) has to achieve its functional adequacy during
its activity, i.e. it has to produce the function for which it was conceived from
the point of view of an external observer knowing its finality. But this functional
adequacy cannot always be clearly and precisely expressed, especially in complex
systems, such as IS. A classical top-down approach to manage and to achieve this
functional adequacy is impossible to implement; that is why new approaches need
to be defined. If we consider an IS as being a system delivering a service to an
end-user, its functional adequacy can be considered as the “Quality of Service”
(QoS) produced by the system. Generally speaking QoS has two constituents:

1. qualitative (functional) properties, defining how well the retrieved informa-
tion matches the intended information such as precision, recall and noise
and

2. quantitative (non functional) properties, ensuring an effective flow in terms
of end-to-end delay and including properties such as security, reliability, in-
teroperability, bandwidth.

This QoS cannot be precisely expressed because of the multiple criteria to take
into account in IS, but it has, at least, to satisfy two general aspects:

1. a system has both to fulfill the objectives a designer assigned to it and to
give end-user satisfaction and

2. a system has to take into account some specific constraints such as stan-
dards (for Peer-to-Peer, Grid Computing, Web Services...), permissions (for
Information Retrieval, Web Services...), CPU performances, etc.

We consider that, faced with such a diversity of criteria to take into account, the
required QoS cannot be checked and managed by an external supervision. Sys-
tem entities have, in an autonomous and local way, to deal with environmental
changes, according to what they perceive and their internal state. They have to
adapt themselves to unforeseeable events (server breakdown, temporary unavail-
ability of services for updating...), to the dynamics of available information and
to the state of the physical resources. Thus, the learning phase is a never-ending
process.

More precisely, from our point of view, the functional adequacy problem of IS
is a QoS optimisation one. If we assume that this function can be specified (ob-
jective almost unreachable because of the extreme diversity of the criteria, the
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environmental inherent dynamics and the motivations of end-users), a learning
algorithm universally optimal on all fields will be still remained to find. Under
these conditions, Wolpert and Macready [2] proved that performances of all the
optimisation methods using cost functions are equivalent, including the random.
We could tackle this theoretical obstacle by coming up with a meta-heuristic
able to find the relevance of a given optimisation algorithm for a given dataset.
In this case, this meta-heuristic would become universally effective, which is con-
tradictory with the “No free lunch theorems for optimisation”. A way to tackle
the limitations of these theorems is to find a relevant optimisation algorithm
which does not need a cost function derived from the global criteria to optimise.
We showed in previous works [3] that algorithms, which do not directly depend
on the global function to obtain, are a way to dynamically implement systems
able to self-adapt to their contexts. In the case of IS, these algorithms should
utilise local emergent optimisation and thus only take into account local knowl-
edge resulting from representation of their neighbourhood (including potentially
users). The concept of agent thus becomes natural for a local emergent solving.

1.2 Adaptive Multi-Agent Systems to Tackle the Quality of Service

These constraints make Adaptive Multi-Agent System (AMAS) approach [4,3]
especially suited to answer to such problems. Indeed it allows the design of com-
plex systems that can be incompletely specified and for which an a priori known
algorithmic solution does not exist. Adaptive Multi-Agent Systems provide an
organisational approach enabling the construction of multi-agent systems which
continuously and locally self adapt to the dynamic of their environment. In this
approach, the designer has only to define when and how each agent composing
the system has to locally decide to change its interaction links with other agents
in order to achieve an organisation giving rise to the adequate global function,
that is the expected global function produced by the system from the viewpoint
of an external observer who knows its finality. In accordance with previous para-
graph, local behaviours we propose to assign to agents do not directly depend
on this intended global function. According to interactions between the multi-
agent system and its environment, the organisation between agents emerges and
constitutes an answer to unforeseeable events.

To reach this functional adequacy, we proved that each autonomous agent,
following a cycle composed of three steps (perception/decision/action) has to
keep relations as cooperative as possible with its social (other agents) or physi-
cal environment [3]. To lead to a coherent collective behaviour, whereas agents
only seek to achieve individual goals, techniques of cooperation avoiding fail-
ure such as conflict, competition were developed. These failures are called “Non
Cooperative Situations” (NCS) and can be assimilated to “exceptions” in tradi-
tional programming. The definition of cooperation we use is not a conventional
one (simple sharing of resources, common work, etc.). Our definition is based on
three local meta-rules the designer has to instantiate according to the problem
to be solved:
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Meta-rule 1 (cper). Every signal perceived by an agent must be understood
without ambiguity.

Meta-rule 2 (cdec). Information coming from its perceptions has to be useful
to its reasoning.

Meta-rule 3 (cact). This reasoning must lead the agent to make actions which
have to be useful for other agents and the environment.

The adopted approach is a proscriptive one because agents have, first of all, to
anticipate, to avoid or to repair the NCSs. NCS occurs when at least one of the
three previous meta-rules is not locally proved correct by an agent. Different
generic NCSs can then be highlighted: incomprehension and ambiguity if cper is
not checked, incompetence and unproductiveness if cdec is not obeyed and finally
uselessness, competition and conflict when cact is not checked. This approach
has great methodological implications: designing an AMAS consists in defining
and assigning cooperation rules to agents. In particular, the designer, according
to the current problem to solve, has (i) to define the nominal behaviour of an
agent, then (ii) to deduce the NCSs the agent can be confronted with, and (iii)
finally to define actions the agent must perform to come back to a cooperative
state.

This approach was applied successfully to the resolution of various types of
problems related to different fields (flood forecast [5], mechanical design [6],
collective robotic [7], etc.). Obtained results encouraged us to promote the use of
AMAS approach and to build a methodology ADELFE [8] for designing adaptive
systems. ADELFE only concerns applications in which self-organisation makes
the solution emerge from the interactions of their parts. It also gives some hints
to the designer to tell him if using the AMAS theory is pertinent to build his
application. If it is proved, ADELFE helps him to express the behaviour of the
agents composing the system and the behaviour of the society formed by these
agents.

In our case, we use it for an emergent problem solving to tackle a local emer-
gent QoS optimisation. We propose to address the QoS of an IS as two problems
to solve:

1. the Profile Management (PM) part which aims at representing centers of
interest of end-users and services. This part can be seen as a qualitative
aspect of the QoS of IS.

2. the Relationships Management (RM) part which allows relevant connection
of end-users and services according to a need. This part can be seen as a
quantitative aspect of the IS QoS.

These two parts are closely dependent. The RM part uses PM part to connect
end-users and services which share common interests. Conversely, the PM part
is improved by results coming from RM part; new established links between
end-users and services imply an update of profiles owned by involved actors. In
the remaining parts of the paper, terms such as end-users and services are used
in a generic way; they have different characteristics according to the application
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domain. For example end-users and services mapping can be performed to as-
sociate a particular service with a request, to associate a corresponding service
with a task to solve (Web Services, Grid Computing, Ambient Systems...).

This paper only focuses on the qualitative IS QoS based on the real-time
PM of end-users and services. Some preliminary results to solve the quantitative
QoS can be seen in [9]. After a brief state of the art on profiling in section 2,
we present our global approach for building adaptive and incremental profiles.
Sections 3 to 5 detail the three main parts of the profiles management with some
associated results. We then conclude and give some perspectives to our work.

2 Adaptive Profiling

For the last few years, user profiling has become a topical research field [10,11].
This research trend comes from the field of information retrieval. Nowadays, the
number of answers provided by search engines to a user’s request remains high;
locating relevant information in the list of returned documents is not an easy
task and needs a considerable amount of time.

2.1 Related Works

User modeling can contribute to explore information sources, to deliver only the
most relevant documents to a given user and to implement pull/push activities.
Daniels [12] contrasts two classes of user model:

1. quantitative and empirical models which study the external behavior of a
user by observing his interactions with the system, and

2. analytical and cognitive models which are interested in modeling the inter-
nal behavior of a user and try to identify the knowledge and the cognitive
processes used.

Furthermore, as user’s interests, preferences and tastes evolve over time, asso-
ciated profiles should also be adapted in order to retain the desired accuracy
in their exploitation. Techniques to adapt user profiles to new interests and to
forget old ones are needed. Our work is typically situated in this context.

User profile acquisition can be performed in an explicit way, by collecting
the information provided by a user via the system interface (selection of topics,
definition of attributes, explicit judgment on the relevance of document...), or
in an implicit and dynamic way, by observing his behavior when he is inter-
acting with the system [13] (bookmarking, link selection, total time spent on a
page...). Most existing systems use vectorial representations coupled with stan-
dard weighting schemes to draw up user profiles. Semantic representations are
sometimes used too [14]. They display relations between the units of information
characterizing the profile by proposing a hierarchy of concepts. They are gen-
erally based on ontologies [15] which confer a quite relative adaptation because
they are dependent on a given domain. These approaches are sometimes coupled
with techniques that take into account the evolution of the profile. Some systems
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employ learning algorithms originally from neural networks or genetic algorithms
[16]. Most of these approaches, except [17], do not address their effectiveness to
adapt to user’s interests changes. More recent works try to take into account a
temporal dimension (short/average/long terms interests) [18,19] or information
related to the context of the user [15]. However these adaptive approaches rest
on global solutions or base their reasoning on the expected result of the system,
which makes them not easily applicable for simultaneously dealing with multiple
criteria and managing unpredictable situations.

2.2 Adaptive Profile Management

In our work [20], real entities (users and services/content providers) are supposed
to be described by a set of textual data (documents such as HTML pages for
example). The objective of our approach consists in extracting from these docu-
ments a set of descriptors, i.e. a signature characterizing as well as possible their
“semantic” content, and therefore, the centers of interest of the represented real
entity. The originality of our work concerns the dynamic and incremental profile
construction of a real entity from the real time perception of the environment
(obtained from textual documents). The profile construction and exploitation
consist of three phases, which are repeated for all documents characterizing the
current real entity:

1. Sequential parsing of a new document giving lexical information about words
constituting its sentences.

2. Generation of a temporary terminological network (TTN) from the agen-
tification of words created from the previous parsing. In the case of a user
representation, the TTN represents his short term preferences.

3. Fusion of the TTN with a permanent terminological network (PTN) and
indexation of the new document. Fusion enriches the world representation
according to the new document content. This PTN is dynamic and enables
the profile extraction for the actual entity. Indexation creates a “signature”,
that is a set of descriptors characterizing the profile of the new document.

These three steps are detailed and illustrated in the next paragraphs.

3 New Document Parsing

The realized work is evaluated on a corpus of lemmatized articles of the daily
French newspaper “Le Monde” (dealing with the architecture in Berlin, the
drug in Netherlands and the French conscientious objectors). To observe the
impact of the document size in our approach, a document composed of all the
documents belonging to the studied collection was generated. To confirm realized
observations made on these documents, Wikipedia articles dealing with Artificial
Intelligence were also studied. These articles being long and written in different
styles, the impact of these two factors on obtained results can be observed.

In order to reduce noise appearance during documents study (simultaneous
presence of several conjugated verbs, singular and plural uses) lemmatization
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mechanisms are used. They enable to group terms which have a common root
and to consider their meaning as identical. We choose TreeTagger1 to lemmatize
documents. An example of lemmatization is given in figure 1. As the corpus is
in French, the English translation is given in italic and bracket.

It could be conceivable to let the system carry out this stage directly, without
using another software in order to avoid the errors related to the mechanisms
of lemmatization and not to depend on external resources. However, in order
to focus on the profiling problem, the lemmatization stage is carried out up-
stream using an existing tool, thus providing us with a corpus of preprocessed
documents.

Fig. 1. Example of TreeTagger lemmatization usage

We used GraphML, an XML language to represent graphs, and Prefuse , an
interactive information visualization toolkit. We chose Prefuse2 library because
of its compatibility with Java and its dynamic representation of GraphML data.
We used it to import and display terminological networks generated by our
system.

4 Temporary Terminological Network

The TTN and PTN are multi-agent systems composed of agentified terms parsed
in documents linked by “contextual proximity” relations. These networks are con-
stituted dynamically according to the self-organizing rules expressed in AMAS
theory [4,3] and developed with the ADELFE methodology [8]. Each term mak-
ing up documents is represented by a term agent in the system. The goal of this
agent is to locally and autonomously determine its relevance in the currently stud-
ied document and to connect to other term agents contextually close. Term agents
can establish two different relation types:

1 http://www.ims.unistuttgart.de/projekte/corplex/TreeTagger/
DecisionTreeTagger.html

2 Prefuse is available at the following address: http://prefuse.org
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1. Spatial proximity links: these links represent the spatial neighborhood of
terms, i.e. they connect term agents which are directly adjacent in a sentence.
This type of links enables the agents to situate themselves in the studied
document. Thanks to these links, term agents possess information enabling
them to interact with their neighbors.

2. Contextual proximity links: these links point to a meaning proximity between
the involved terms. These links do not only concern adjacent terms and will
be used to construct the TTN and the PTN. Moreover and contrary to spatial
links, these links are oriented and represent a generic/specific relation.

These two link types do not appear at the same level during the documents
study, but their use is strongly connected. The terminological networks building
process confirms this point.

Fig. 2. Part of TTN associated with a piece of document where terms come from

This stage takes as an input a lemmatized document and provides as an
output a temporary terminological network associated with this document. The
document is read sequentially. Each examined term is agentified if it is not
already present in the TTN. Its goal is to find its right place in the organization;
it aims to belong to a cluster composed of term agents which are contextually
close. In order to achieve this goal:

1. A term agent positions itself in its environment: It observes its neighborhood
to update its list of spatial neighbors.

2. A term agent judges of its relevance according to this new neighborhood.
This estimation is performed by taking into account the number of occur-
rences of the actual term agent according to its actual neighborhood (cf.
section 4.1).

3. If a term agent judges itself locally relevant, it tries to create contextual
proximity links (cf. section 4.2).

4. When the document is entirely read, the TTN is then constructed
(cf. section 4.3).
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Figure 2 illustrates the four previous steps. On the left, the relevant terms
found in the document containing, among other things, the text given in figure 1
are underlined. On the right, a part of the TTN focusing on the “drogue” (drug)
term is given. “usager” (user) and “doux” (soft) terms come from other parts
of the document. We will follow the highlighted words in the next figures, and
in particular, their relevance change.

4.1 Local Relevance of a Term Agent

Let be ta and tb two term agents (tb follows ta in di), di ∈ D a particular
document belonging to the set of documents D contained in the collection C,
nbOcc(ti, dj) the occurrence of the term agent ti in the document dj , r(ti, dj)
the relevance of ti in dj , r(ti, PTN), the relevance of ti in the actual PTN. The
relevance of a term agent is determined by the algorithm given in figure 3.

Moreover, to be considered as relevant, a term agent must have a number
of occurrences higher than a given threshold depending on the size of the doc-
ument. This threshold was introduced to prevent term agents appearing once
the document, to noise the final terminological network. Notice that we did not
use a “stoplist” to remove meaningless term agents. In fact, our goal is to have
a truly generic system: we thus seek to determine the term agents which are
contextually most representative in a given document but also the term agents
which are contextually meaningless.

if (nbOcc(ta, di) < 2 ∗ nbOcc(tb, di)) then
r(ta, di) ← true
r(tb, di) ← false

else if (nbOcc(tb, di) < 2∗nbOcc(ta, di)) then
r(ta, di) ← false
r(tb, di) ← true

else if tb ∈ PTN then
r(tb, di) ← r(tb, PTN)

else
r(tb, di) ← true

end if

Fig. 3. Determination of the local relevance of a term agent

4.2 Contextual Proximity Links Creation

If a given term agent ta judges itself locally relevant, it tries to create contextual
proximity links. For that, it asks for the characteristics of its last spatial neighbor
in order to determine if both appear in a similar context or not. If this neighbor
tc is not relevant, it acts in a cooperative way by providing ta with the name of
the nearest relevant term agent tb it knows. A contextual proximity link is then
created between ta and tb. This cooperative mechanism explains how contextual
proximity links can connect two term agents which are not spatially close.
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Once the two candidate term agents determined, their neighborhood is com-
pared in order to create generic/specific links. Let consider ta and tb two term
agents:

– (ta → tb) meaning that an oriented link exists from ta towards tb where ta
is considered as more specific than tb

– |nspec(ti)| the number of specific neighbor term agents of the term agent ti

Figure 4 details contextual proximity links creation.

if |nspec(ta)| < 2 ∗ |nspec(tb)| then
(tb → ta)

else if |nspec(tb)| < 2 ∗ |nspec(ta)| then
(ta → tb)

end if

Fig. 4. Determination of contextual proximity links

We can notice that according to the context, (tb → ta) and (ta → tb) are not
necessary contradictory. The presence of these two links between ta and tb can,
for example, indicate a synonymy between these terms.

4.3 Temporary Terminological Network Construction

Obtained information during the previous steps is used to associate a confidence
with relevant term agents and then generate the TTN. Let be:

– nbRel(ti) the number of times the term agent ti has judged itself as locally
relevant

– nbOcc(ti, dj) the number of occurrences of ti in the document dj .

confidence(ti) = nbRel(ti)∑
nbOcc(ti, dj)

, i = 1..|D|

If the confidence in ti, is greater than a given threshold, ti is considered as a
descriptor-term agent; this means that ti is supposed to be representative of the
document dj content.

Once descriptor-term agents established, the contextual proximity links ap-
pearing during the document study enables to connect them according to rela-
tions typed generic/specific. Only the contextual proximity links existing
between term-descriptor agents are preserved to build the TTN and are bal-
anced with a confidence index. Let be tda and tdb two term-descriptor agents:

– (tda → tdb) meaning that an oriented link exists between tda and tdb where
tda is a term-descriptor agent considered as more specific than tb,

– |(tda → tdb)| the number of occurrences of the oriented link between tda

and tdb,
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– |(x : x ∈ T, tda → x)| the total number of links where tda is a specific
boundary

– T the set of term-descriptor agents.

The confidence of a link is then determined by:

confidence(tda → tdb) = |(tda → tdb)|
|(x : x ∈ T, tda → x)|

We can observe that the previous described behaviour of term agents indicate
that they have a quite low granularity.

Table 1. Term-descriptors confidence in the TTN of figure 2

Term-descriptor Confidence

consommation (consumption) 2.00

dépénaliser (decriminalize) 2.00

doux (soft) 2.00

drogue (drug) 1.33

usager (user) 2.00

5 Permanent Terminological Network

The PTN can be seen as the aggregation of all the TTN built from documents
representing a real entity. More precisely, each TTN representing a given doc-
ument of this real entity will be fused sequentially with the current PTN. This
PTN is also used to extract the profile of this real entity.

5.1 Fusion of TTN and PTN

Once the TTN (specific to the current document) created, it is integrated into
the PTN. If the actual term-descriptor agent already exists in the PTN, its
confidence is updated according to properties in the TTN. If it does not appear
in the PTN, it is created and added to it, decreasing its confidence because its
status has not already been confirmed by other documents. Then, during the
fusion, each term-descriptor agent of a TTN tries to find its right place in the
PTN in order to have cooperative relations with its environment. Three cases
can be considered:

1. If a link, present in the PTN, is consolidated by a link present in the TTN,
then its confidence is increased. This situation relates to links having an
identical direction in the two networks.

2. If the links have a opposite direction in the two networks, we are faced to
a conflict situation. This situation is solved by creating a link in the new
direction met in the TTN and by decreasing the confidence of the link in the
opposite direction in the PTN.



Towards an Emergent Taxonomy Approach for Adaptive Profiling 129

3. If the link is present in the TTN and not in the PTN, then it is added to
the PTN.

The term-descriptor agent’s confidence variations can also influence the existing
links. If an agent switches from the term-descriptor agent status to the term
agent status, its links are not considered as “active” because they do not relate
to a relevant term, but however, they are not destroyed. Indeed, if the term-
descriptor agent becomes later again relevant, it will always be able to position
it in the PTN; the loss of history of the relations that this link has maintained
during the analysis of former documents is therefore prevented.

Fig. 5. PTN after fusions of 10 different documents

In Figure 5, lined in black, we find the term-descriptor agents that already
appear in the TTN (cf. Figure 2), with an extended neighborhood, due to the
study of different documents. Only term-descriptor agents are displayed in a
PTN. Moreover, we can see in Table 2, the fusion process involved an increase
in term-descriptor agent’s confidence.

5.2 New Document Profiling

The aim of this part is to use the PTN to index documents. Indexation of a docu-
ment corresponds to the extraction of its profile. We do not represent a document
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by a complete network extracted from the PTN, but by a set of term-descriptor
agents delimiting areas (frontiers term-descriptor agents) of the terminological
network, also called “clusters”, which are representative of the document. Thus,
only the PTN is preserved, and the superposition of the frontiers term-descriptor
agents of a document on this network makes it possible to find the topics tack-
led. A cluster is a set of term-descriptor agents, defined by its frontiers. These
frontiers are composed of the most generic and the most specific term-descriptor
agents of the cluster. The interest of the approach by clusters is that it makes it
possible to find the wholeness of the intermediary term-descriptor agents by a
simple message passing. For this, a message is tagged “specific” or “generic” de-
pending on whether it is sent to a more specific or a more generic term-descriptor
agent. Three cases can be then distinguished:

1. If a term-descriptor agent receives only one type of message (generic or
specific), then it belongs to the frontier (as a more specific or generic term-
descriptor agent).

2. If it receives two messages, it is in an intermediate position, and can be found
by the knowledge of the frontier.

3. If it receives a message which it already sent, then, a loop is located, and this
one, considered as being made up of intermediate terms, does not appear in
the frontier.

Moreover, the frontier construction has to check the two following rules:

R1. A term-descriptor agent which does not belong to the current document is
considered as a frontier element of this cluster if it is recognized frontier by
at least two term-descriptor agents present in this document. Among these
term-descriptor agents, at least one must be a frontier of this cluster and at
least one must not be a frontier of this cluster.

R2. A term-descriptor agent tda which does not belong to the document is
judged frontier of the cluster if confidence(tda → tdb), with tdb belonging
to the document, is at least as high as the maximum confidence found in the
links between any term-descriptor agents belonging to the cluster.

During clusters reconstruction, term-descriptor agents of the PTN which do
not belong to the actual document can be included in the clusters. In order to
avoid a too great divergence of context and to make sure that the frontier delimits
a relevant cluster, we introduced the concept of distance between the frontiers.

Table 2. Term-descriptors agents confidence in the PTN of figure 5

Term-descriptor Confidence

consommation (consumption) 4.86

dépénaliser (decriminalize) 4.00

doux (soft) 2.92

drogue (drug) 10.98

usager (user) 3.00
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This distance is added to make sure that the cluster is not too big and that
term-descriptor agents composing it deal with a same context or close domains.
Given a term-descriptor agent tda, Fs the set of specific term-descriptor agents
composing the frontier of the cluster and Fg the set of generic term-descriptor
agents composing the frontier of the cluster, the distance at the frontier D is the
shortest path connecting an element of Fs and Fg, passing by tda. We can then
determine a threshold to ensure that a found term-descriptor agent is coherent
with the context defined by the cluster.

6 Conclusion and Perspectives

This paper presents a local and incremental approach to deal with the construc-
tion of adaptive profiles of real entities characterized by textual documents (such
as HTML pages). The proposed multi-agent approach is based on the implemen-
tation of two different terminological networks and is totally new:

1. the first one represents the short term profile of a real user/service and is
based on one document composing this user/service’s competence and

2. the second represents the global profile of a real entity, based on all the
documents composing this user/service’s competence.

Every term in these terminological networks is an adaptive agent which tries to
locally find its right place in the organization of the actual terminological net-
work. Contrary to tf*idf which works on a closed set of documents, our approach
enables to build and update, in real time, the profile of a real entity. Furthermore
it is especially suited to open and dynamic environments.

Profiles have to be constructed while guaranteeing privacy of personal data.
Our approach and its management is in agreement with this constraint because
of its strictly local processing. Moreover, our solution could be experimented and
deployed as a browser plug-in which can be used to create local and adaptive
profiles improving user browsing.

The obtained encouraging preliminary results convinced us to study thor-
oughly the use of the AMAS for the qualitative aspect of QoS in IS. But several
tasks still remain to be realized: the first one is to complete an efficient imple-
mentation of the whole proposed profiling process, notably with the indexation
of a document by using frontiers of clusters.

Furthermore, to follow as faithfully as possible the AMAS approach we have
to better understand what a nominal behavior means for a term agent or a
term-descriptor agent. As we are situated at a very low level of cognition, such
a behavior is difficult to define for the agents. That is why we are now inves-
tigating on improving the AMAS approach in order to build a system able to
dynamically learn by itself rules enabling the creation of a relevant TTN. In that
case the system should be able to guess predicates that rule the network cre-
ation (term agent creation, links creation between relevant term agents). With
such a learning process, a term agent should be able to autonomously find its
optimal place in the organization in order to optimize the construction and the
incremental management of profiles.
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Abstract. We present a methodology for the composition of rich ser-
vices that exhibit temporal uncertainty and complex task dependencies.
Our multi-agent approach incorporates temporal and stochastic planning
paradigms and commitment-based negotiation to achieve coordinated
provision of services with stochastic outcomes. This is all captured within
a service-choreography protocol, by which agents can request services and
receive probabilistic temporal service promises, to iteratively converge
on coordinated behavior. We argue that such an approach partially de-
couples the problems of negotiating service interactions and computing
service policies, so as to more efficiently converge on good solutions.

1 Introduction

Timing can be important within and across the provision of services. For ex-
ample, the outcome of a service might be needed by some deadline, or there
might be a need to time the provision of complementary services to ensure that
they are providing contemporaneous results. The process by which a service
request is accomplished could involve stochastic latencies or uncertainty over
which sequences of specific tasks will be invoked to achieve the service in various
circumstances.

In this paper, we focus on the problem of coordinating services in domains
involving temporal constraints and duration uncertainty. Our approach repre-
sents commitments between service-requesting and service-providing agents with
explicit temporal and probabilistic parameters, such that at the level of coordina-
tion agents only reason about service outcomes. Agents then can use these com-
mitments internally to guide the construction of policies about how to achieve
(in the case of providers) or utilize (for requesters) these service outcomes. Our
hypothesis is that effective service coordination can be achieved more efficiently
by using commitments to largely decouple the service coordination and service
achievement subproblems, rather than by coordinating detailed policies.

1.1 Example

Consider the simple service-oriented agent problem as viewed by a service-
providing agent, as depicted in Figure 1. The service-providing agent (Agent 1)

R. Kowalczyk et al. (Eds.): SOCASE 2008, LNCS 5006, pp. 134–148, 2008.
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has various (temporally uncertain) tasks that it can perform to fulfill (tempo-
rally conditioned) service requests of other agents. It provides 3 services {A, B,
and C}, where A requires the completion of Task A, B requires the completion
of task B, and C requires the completion of task B followed by the completion
of task C. Requests come in the form of: complete Service X by time t with prob-
ability p. The service-providing agent can only perform one task at a time and
there may be several service-requesting agents. Furthermore, we assume that
execution must occur within a finite problem window of [0, T ] (where T=8 for
the problem in Figure 1).

Fig. 1. Service-Oriented Coordination Example

There are two service requests in our example: one from Agent 2 and one
from Agent 3. In this paper, we assume that these requests arrive sequentially,
and that one request is handled before the next is considered. In coordinating
its behavior with its peers, the service-providing agent needs to build a policy
that coordinates the execution of its tasks so as to fulfill the incoming service
requests. Several factors complicate this planning problem. There is uncertainty
in the duration of task A, which may take with equal probability 1, 2, or 3 time
units. Also, the successful completion of task C requires that task B be executed
prior to task C. In order to plan effectively, agents must model these kinds of
uncertainties and dependencies.

1.2 Related Work

The example above is one of automated service composition, a field that has
been extremely active in the last several years [1,2]. Much attention has been
devoted to the decomposition of complex problem solutions into the execution
of individual services: from the identification of complex service combinations
and orderings to the enlistment of services and management of service activities.
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Two main paradigms have emerged [3]. Service Orchestration employs a central
coordinator to invoke and combine services. Service Choreography instead brings
services together through peer-to-peer interaction without the need for central
control. Much of the recent work focuses on the problem of identifying combi-
nations and sequences of services to be composed, but the individual services
are modeled as simple processes that can be invoked when needed. There is less
of an emphasis on planning the temporal interactions between more complex
services involving stochastic, interdependent processes.

To solve these richer service problems, we draw upon temporal planning [4]
and stochastic planning [5]. Temporal planning takes representations of task du-
rations, temporal constraints, conditions, and effects, and produces sequences
of tasks that achieve specified goals. Disjunctive Temporal Problems (DTPs)
[6,7] are the most recent popular manifestation of temporal planning. Stochastic
Panning, on the other hand allows for the modeling of systems of complex tasks
with nondeterministic durations and outcomes. To this end, Markov Decision
Processes (MDPs)[8] provide powerful models for agent-based task execution.
Using these models, agents can represent flexible action polices that can inter-
leave activities for different tasks depending on outcomes and action durations
that actually occur.

1.3 Approach Overview

In order to compose services and achieve their goals, our service-oriented agents
require the completion of other agents’ services. To plan and coordinate the exe-
cution of these services, we utilize a service choreography protocol. As shown in
Figure 2, service-requesting agents submit requests to service-providing agents.
The requests are dealt with through negotiations between the requester and
provider that potentially end in agreements for service provision.

As we describe in the sections that follow, for steps 1 and 4, service-requesting
agents employ temporal and stochastic planning to reason about the timing
of when the services are needed in order for their own temporally constrained

Fig. 2. Negotiation Protocol
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goals to be met. Because of the stochasticity and service dependencies, service-
providing agents also employ temporal and stochastic planning techniques in
steps 2 and 3 to decide what services can be provided at what times and with
what likelihoods. We assume that the service agents are fully cooperative, such
that agents will perform tasks to achieve mission objectives and maximize their
collective utility. For simplicity, we consider the agents’ collective utility to be
the sum of their individual rewards.

We begin by presenting a MDP modeling framework to represent service
agents’ tasks, execution, and commitments for service provision. Next, we pro-
vide a methodology for service-provider reasoning: how to constrain its policy-
formulation based on its commitments and in doing so evaluate the feasibility of
commitments (step 2), and how to search the space of commitment values when
formulating counterproposals (step 3). We present a corresponding methodology
for service requesters to evaluate counterproposals and formulate new service
requests (steps 1 and 4). Having brought together all of the steps of the negoti-
ation protocol, we discuss how the overarching problem of coordinating services
activities of the system of agents may be achieved through commitment con-
vergence. Finally we present our ongoing efforts to analytically and empirically
evaluate this approach.

2 Agent Models

Here we present the details of our framework for modeling service agents and
their individual tasks that must be executed to provide their services.

2.1 Markov Decision Processes

Because of the uncertainty, conditional constraints, and temporal constraints of
the service-providing problem from Figure 1, we model the behavior of a service
agent using a Markov Decision Process (MDP). In review, a classical MDP can be
described by a 4-tuple 〈S, A, P, R〉, where: S is a finite set of world states, A is a
finite set of actions, P is the transition probability function P : S×A×S → [0, 1],
and R is the reward function R : S × A → IR.

The solution of a MDP is a policy π, which may be described as a mapping
of states to probability distributions over actions (π : S × A → [0, 1]). An op-
timal policy π∗ maximizes the agent’s total expected reward. There are several
common approaches for computing the optimal policy π∗ of a MDP [9]. These in-
clude Dynamic Programming (i.e. policy iteration, value iteration), Monte Carlo
methods, and reinforcement learning. In this paper, we use the Linear Program-
ming (LP) approach [10,8]. A MDP as described above can be formulated as a
Linear Program:

max
∑
i,a

xiaR (i, a)

∣∣∣∣∣∣
∀j,

∑
a

xja −
∑
i,a

xiaP (j|i, a) = αj

∀i∀a, xia ≥ 0
(1)
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where αj denotes the probability of starting in state j, and the xia variables,
often called occupancy measures, denote the total expected discounted number
of times action a is performed in state i. The optimal policy π∗ can be expressed
simply in terms of the optimal occupancy measures. So upon solving this LP,
π∗

i,a is easily computed along with the expected utility EU (π∗).

2.2 Modeling Tasks with Temporal Constraints and Uncertainty

We represent a service-providing agent’s problem with a MDP. The states in the
state space are modeled in terms of the features relevant to the services that
the agent provides. Since service requests come with a time constraint, an agent
should know, in any given state, how much time has passed. So one feature of a
MDP state is its time. Further, to model probabilities of service completion in
subsequent states, and to preserve the Markov property, we incorporate into a
state the task status : for each task, whether the task has completed successfully,
whether it has not yet been attempted, or whether it is in the midst of execution
and if so the time at which it was started. The actions available to the agent
are to start tasks (START-task-x ) or to do nothing (NOOP). For each task, a
reward equal to the local utility of that task is assigned to any state in which
the task has just been completed.

It is now straightforward to construct a MDP model that corresponds to an
agent’s task execution and service provision. Figure 3 shows part of the MDP
for the service-providing agent in our example problem. At time step 0, the
agent can either execute Task A, Task B, or NOOP. It cannot execute Task
C because C requires that B be previously completed. Upon executing B, the
agent immediately transitions into a state in which B is “(F)inished”. But upon
executing A, the agent nondeterministically finishes A with probability 1/3 and
transitions accordingly. The states at times 0, 1 and 2 are shown.

Fig. 3. Example MDP for Service-Providing Agent
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2.3 Commitments

We extend previous work on commitment-based MDP coordination [11] to in-
clude a temporal component that is particularly relevant for temporally uncer-
tain services. Our commitment-based coordination methodology is centered on
requests and promises. The service-requester requests that services be provided,
and the service-provider promises to deliver services to the service-requester.
Turning again to our example problem, the first request (from Agent 2) is for
Service A to be completed by Time 3. This request can be fulfilled if the service
provider (Agent 1) executes Task A at time 0. Task A may finish earlier than
time 3, but its maximum duration is 3, so it can’t finish any later. Thus Agent
1, if willing, can make a promise to Agent 2 to complete A (with certainty) no
later than time 3. We call this promise a commitment because, if it is accepted
by Agent 2, Agent 1 is required execute a policy that will deliver Service A with
certainty no later than time 3.

Next, consider the second request (from Agent 3) for Service C to be completed
by time 4. If Agent 1 is committed to completing A by time 3, it cannot promise
to complete C by time 4. Task C deterministically takes 2 time units to complete
and requires that B be completed prior to it starting. If Agent 1 begins tasks
B and C as soon as it can after completing A, in the worst case, C will not
complete until time 6. There is, however, a 1

3 probability that Task C will be
completed by time step 4 (when Task A takes 1 time step). This gives rise to
the notion of a probabilistic temporal commitment.

Definition 1. A probabilistic temporal service commitment Cij(s)={ρ, t}
is a guarantee that agent i will perform (for agent j) the actions necessary to deliver
service s by time t with probability no less than ρ.

These probabilistic commitments allow agents to makes promises to each other
even in the event that they cannot fully guarantee service provision. It can be
extremely beneficial to model the inherent service uncertainty in this way. As we
will discuss later on, Agent 3 may find it acceptable to receive Service C with a
lower probability if it will be received at a desirable time.

3 Service-Provider Commitment Reasoning

Now that we have the models for service agents, tasks, and commitments, we can
describe the inner workings of the negotiation protocol introduced in Figure 2.
We begin by showing how service-providing agents can evaluate the feasibility
of a received request (step 2 of the protocol). We then discuss how alternative
commitments can be proposed (step 3).

3.1 Forming Commitment-Constrained Policies

To adhere to its probabilistic temporal commitments, a service-provider needs
to calculate a policy that keeps its promises. Prior approaches for doing this
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have introduced extra rewards for reaching commitment-satisfying states into
the MDP, and then solved the MDP in standard ways [12]. Our previous work on
(non-temporal) probabilistic commitments developed a more effective alternative
by constraining the space of policies rather than doctoring the rewards (to bias
policy transitions) [11]. We extend our previous work to find policies constrained
by temporal probabilistic commitments.

Our solution uses the linear programming approach described in Section 2.1.
We directly modify the MDP linear program from Equation 1 to constrain the
solution policy to adhere to a set of temporal probabilistic commitments:

max
∑

i

∑
a

xiaR (i, a)

∣∣∣∣∣∣∣∣∣∣

∀j,
∑

a

xja − γ
∑
a,i

xiaP (j|i, a) = αj

∀i∀a, xia ≥ 0
∀s

∑
{i|{time(i)=ts∧Statuss(i)=F}}

∑
a

xia ≥ ρs

(2)

Equation 2 includes a third constraint, requiring that the committing agent’s
policy visit states with time = ts and a Finished status of service s with prob-
ability no less than ρs.1 Solving the new linear program will yield a policy that
is optimal for the committing agent with respect to its commitments to other
agents if such a policy exists. If no such policy exists, the agent is overcommit-
ted, and so the Linear Program is overconstrained and has no solution. In this
case, the LP solver will output that there is “NO SOLUTION”.

3.2 Pruning Commitment Times

When a service request cannot be honored as requested, the LP formulation will
find no solution. Rather than replying “no” to the requester, the protocol expects
the provider to supply one or more counterproposals that represent alternative
requests that it could commit to fulfilling (step 3 in Figure 2). In considering
the space of possible counterproposals, not all commitment probabilities and
times need be considered. In the following sections, we present some techniques
to prune suboptimal values from the space of potential commitment values.
First we focus on the time dimension of the space, and later on the probability
dimension.

Recall that, for the service-providing agent, a commitment pertains to the
completion of one of its tasks. Each task has a certain discrete probability dis-
tribution over durations. So, to pick a time to promise the task completion with
any probability greater than zero, it does not make sense to consider times that
are less than the smallest positive probability duration.

In the example problem, our agent cannot complete Task A before time step 1.
For tasks that depend on other tasks, we can push the earliest commitment time
further forward by adding the minimum durations of all dependent tasks. Task
C depends on the completion of Task B, so the earliest time that should be
considered for completing C is 2 + 1 = 3.
1 Because states are time indexed, no state is visited multiple times in any execution.
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More sophisticated temporal reasoning can push the earliest commitment time
back even further. Given an existing commitment by Agent 1 to deliver Service
A at time 3, we can deduce that Task A must be started at time 0 and cannot
finish any earlier than time step 1. So given previously established commitments,
C should not be committed to any earlier than time 4.

3.3 Bounding Commitment Probabilities

Having reduced the commitment space with respect to the time dimension, let
us now consider the probability dimension. If the service-providing agent makes
a commitment to completing Task A at time 2, it makes sense to set the com-
mitment probability equal to the probability with which it can complete A in
two time steps or less: 2/3. If the agent promises a higher probability, it will
not be able to meet its commitment. We say that 2/3 is the maximum feasible
probability for Agent 1’s commitment to providing A at time 2.

Definition 2. The maximum feasible probability of a commitment C made
at time t is the highest commitment probability than can be achieved by time t
by any policy of the supporting agent.

The maximum feasible probability of commitment to service sk can be computed
using a linear program, slightly modified from Equation 2, that takes as input
the service-providing agent’s local MDP with all previously made commitments
set to their promised values and (using occupancy measures) maximizes the
probability of sk being delivered at the given time:

max ρsk

∣∣∣∣∣∣∣∣∣∣

∀j,
∑

a

xja − γ
∑
a,i

xiaP (j|i, a) = αj

∀i∀a, xia ≥ 0
∀s

∑
{i|{time(i)=ts∧Statuss(i)=F}}

∑
a

xia ≥ ρs

(3)

In this new linear program, ρsk
is a probability variable (unlike the rest of the

{ρs} constants) and the solution maximizes that probability instead of maximiz-
ing local utility as we did in Equation 2.

When a request is deemed infeasible, the service-provider can, in this fash-
ion, calculate a maximum feasible probability boundary across all relevant com-
mitment times. Consider our example problem shown in Figure 1. The first
request for A to be completed by time step 3 can be honored and a com-
mitment (C12(A) = {ρ = 1.0, t = 3}) formed. But next, the service provider
receives a request from Agent 3 to deliver C by time step 4 (with implicit
probability 1). Given the first commitment made to Agent 2, a commitment
C13(C) = {ρ = 1.0, t = 4} is not feasible. This is shown in Figure 4.

The service-provider could, in principle, calculate the entire maximum feasi-
ble probability boundary. But in counterproposing, it makes sense to use the time
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Fig. 4. An Example of Commitment Counterproposal

and probability of the request as a basis for feedback. As shown in Figure 4, C
can be delivered by a later time, 6, with the same probability as the original
request, yielding alternative commitment C′

13(C) = {ρ = 1.0, t = 6}. Or C can
be delivered at the same time as the request but with smaller probability, yield-
ing C′′

13(C) = {ρ = 1
3 , t = 4}. These two counterproposals give the requester

some idea of the boundary capabilities of the provider. Other points along
the boundary could be provided, depending on the details of the negotiation
protocol.

4 Service-Requester Commitment Reasoning

4.1 Commitment Consideration and Request Formulation

We now discuss how a service-requesting agent like Agent 3 would process
the commitments counterproposed by the service-provider in its negotiations
(step 4 in Figure 2). We assume, in this discussion, that the service requester
has a way of evaluating the utility of a particular commitment. For exam-
ple, if the requester models its own behavior with a MDP policy, a commit-
ment can be captured by transitions, with the ρ values corresponding to tran-
sition probabilities and the t values dictating the states affected by the transi-
tions [11]. The utilities of different commitments can then be computed by solv-
ing the MDPs and calculating the expected utilities of their respective solution
policies.

One very simple method of formulating a new request is to evaluate each
counterproposal, identify the best one, and request it. In our example, Agent 3
either could choose time 6 with probability 1, or time 4 with probability 1

3 . A
slightly more advanced method for formulating a new request, though, would be
to choose a commitment time and probability between the bounds of the counter-
proposals. The requester can very simply interpolate optimistically, computing
a request, for example, for commitment C′′′

13(C) = {ρ = 1, t = 5}. Although
an interpolated commitment request is not necessarily feasible, in the worst case



Commitment-Based Service Coordination 143

the provider will respond with more counterproposals. We can prove that, by
iterating back and forth in this way, the potential commitment time window will
narrow monotonically and (since time is discrete) the process must terminate
when the requester is unable to interpolate further.

From the perspective of the service-requester, another response to counter-
proposals from potential service providers could be to consider them collectively,
and accept multiple such proposals. In our running example, had there been a
second potential provider for service C, the service request could have gone to
it as well as to Agent 1. Let’s say that having service C at time 4 is impor-
tant for the requester. The counterproposal from Agent 1 specifies that, at time
4, there is a probability of 1

3 that service C will be accomplished. If the other
provider responded that, at time 4, it could provide C with a probability of 1

2 ,
then the requester has options. It could certainly choose to enlist the other agent
to provide C, because of the higher probability. But, assuming that the possible
providers are otherwise idle, and that they can pursue C concurrently and in-
dependently, the requester could accept both counterproposals, so as to increase
the probability that at least one provision of C will succeed to 2

3 .

4.2 Request Initialization

To begin the negotiation process, the service-requester must formulate initial
requests to send to the service-providers (step 1 in Figure 2). We present one
method by which all requests may be initialized. A service-requester wants to
formulate its best possible policy, which it can optimistically formulate by as-
suming that all of its commitment requests will be satisfied fully as early as
it wants. That is, it can imagine that all providers will agree to commitments
at time zero with probability 1, and formulate its own optimal policy corre-
spondingly, yielding is maximal local expected utility u∗. Then, given that it
knows this maximal local expected utility, the requester can then turn the opti-
mization problem around to find the latest time for the commitments that can
achieve this utility. We have developed a mixed-integer linear program, shown
in Equation 4, for computing a policy that performs commitment-enabled ac-
tions as late as possible while maintaining that the local utility is no worse
than u∗.

In Equation 4, we introduce integer variables yt ∈ 0, 1 that can only take
a value of 1 if a commitment-utilizing action is performed at or before time t
with probability greater than 0. In minimizing the sum of the y values, we force
commitment-utilizing actions to be performed as late as possible. Upon solv-
ing the MILP, the earliest time of such an action may be calculated by finding
the first y variable that has value 1: mint {yt > 0}. This earliest commitment-
utilization time returned by the linear program is then used as a relaxation time
for the requested commitment. These relaxed requests may still be overly opti-
mistic, but at least they do not impose unnecessarily demanding requirements
on the service-providers.
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min
∑

t

yt
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∀j,
∑

a

xja − γ
∑
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xiaP (j|i, a) = αj

∀i∀a, xia ≥ 0
∀s

∑
{i|{time(i)=ts∧Statuss(i)=F}}

∑
a

xia ≥ ρs∑
i

∑
a

xiaR (i, a) ≥ u∗

∀t < T, −1 ≤

⎛
⎝ ∑

{i|{time(i)≤t∧C∈preconditions(a)}}
xia

⎞
⎠ − yt − ε ≤ 0

∀t, yt ∈ {0, 1}
(4)

5 Commitment Convergence Using the Negotiation
Protocol

Each request made to a service provider may be handled using the negotia-
tion protocol introduced in Figure 2. We have described in the previous sections
methodologies for each step of negotiation that will iterate through sets of poten-
tial commitment values and eventually converge on a single agreed commitment
for each requested service. As in our example problem, the service-providing
agent is given a sequence of these incoming requests prior to execution. The idea
is to consider each request as it comes in, and to form an agreement with the
service-providing agent(s) through negotiation. Our agents therefore search the
space of commitments of all service requests greedily by setting the commitments
one at a time. This strategy enables much quicker commitment convergence than
would an exhaustive search, but just as with other greedy methods, there is no
guarantee that optimal sets of commitments won’t be overlooked.

We have developed a preliminary implementation of this convergence algo-
rithm in Java with JNI calls to cplex to solve the commitment-constrained
MDPs. Figure 5 shows the runtime on a version of the example problem that
is scaled up by simply stretching out the timing of all tasks2 and extending the
time horizon accordingly (from T=8 to T=96). This leads to larger MDPs, more
LP constraints, and potentially more iterations of commitment requesting and
counterproposing. As shown, the algorithm remains tractable for time horizons
up to T=96 (at which point cplex is solving constrained MDPs with over 10,000
states), converging on commitments in a minute or less. We compare this run-
time with solving a Multiagent MDP construction (in which joint actions are
modeled). The Multiagent MDP scales much worse with the problem time hori-
zon, taking hours to return a solution that the commitment-based algorithm
returned in under a minute.

2 Tasks maintain the same number of discrete durations, but each possible duration
is scaled.
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Fig. 5. Preliminary Empirical Results

These results provide very preliminary evidence that supports our hypoth-
esis that commitment-based techniques can be more computationally efficient
because they help decouple decisions about how to coordinate service provision
from decisions about how to build policies that actually provide the services in
stochastic domains. However, the computational benefits can come at a price
in terms of the quality of the agents’ joint solution. By focusing on finding a
single probabilistic temporal service commitment for each request, the agents’
joint policies forgo some potentially valuable flexibility. There is nothing in the
commitment-based approach that precludes making multiple (conditional) com-
mitments at different times for each request, but this would further enlarge the
coordination search space, and so should be done with care.

As mentioned above, the protocol used in this paper takes a greedy approach,
which can also sacrifice solution quality. When the service requests are handled
in the order that they are shown in Figure 1, negotiation yields a commitments
C12(A) = {p = 1.0, t = 3} and C13(C) = {p = 1

3 , t = 4}. Given that completion
of Task A by time 3 is worth a local utility gain of u2 to Agent 2 and the
completion of Task C by time 4 is worth a local utility gain of u3 to Agent 3,
these two commitments together provide the requesters a total expected gain of
u2 + 1

3u3. If we were to reverse the order in which the requests are considered
in the example problem, the negotiation protocol brings us to a different set of
commitments. A commitment C13(C) = {p = 1.0, t = 4} will be made to Agent
3 promising the completion of Task C by time step 4. But when the provider next
negotiates with Agent 2, it can only make commitments involving the execution
of Task A after Tasks B and C. Otherwise its first commitment would be violated.
In the case of our example problem, completion of task A after time 3 does not
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benefit Agent 2 at all. Thus, by using this alternate request order, negotiations
converge on a set of commitments that provide the requesters a total gain of u2.

Which ordering produces the better solution is dependent upon the relative
utility benefit values u2 and u3. Specifically, the first commitments are preferable
when u2 is worth at least 2

3 of u3, but otherwise the other commitments would
be preferred. Although additional ordering heuristics could be overlaid on top
of the greedy protocol described in this paper, it is difficult to ensure in general
that the right ordering will be attempted. The MMDP formulation, on the other
hand, always makes the correct choice and always converges on the globally
optimal joint policy for the agents.

In summary, our early results suggest that the computational benefits that we
seek can be achieved by using a commitment-based approach to service coordi-
nation. Further work remains, however, to more systematically characterize the
potential computation benefits and solution-quality costs of the approach under
a variety of conditions, as discussed at the end of this paper.

6 Factoring in Service-Provider Utility

The discussion so far has assumed that service-providers only have utility in
terms of servicing requests. When service-providers also generate utility locally,
the space of commitments to consider grows, because the “best” commitment
in terms of maximizing total utility might not be along the maximal feasible
probability boundary. That is, by reducing the probability with which it will
satisfy a request to a less-than-maximal value, the service-provider might be
able to develop a policy that improves its own local expected utility enough to
more than compensate for the loss in the requesting agent’s expected utility.

Space precludes giving many of the details of our extensions to factor in
the providers’ local utilities, so we summarize it as follows. We introduce a new
linear program that allows us to compute a lower bound in the probability space,
representing the maximum probability for the commitment at a given time that
still allows the provider to maximize its own local utility:

max ρsk

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∀j,
∑

a

xja − γ
∑
a,i

xiaP (j|i, a) = αj

∀i∀a, xia ≥ 0
∀s

∑
{i|{time(i)=ts∧Statuss(i)=F}}

∑
a

xia ≥ ρs∑
i

∑
a

xiaR (i, a) ≥ EU∗

(5)

Note that this is only a slight modification of Equation 3: a constraint has
been added to ensure that the expected utility of the policy is at least EU∗,
the best local utility achieved by the service provider. This allows us to define
a lower boundary in the commitment space (shown in Figure 6), below which
commitments are guaranteed to be suboptimal.
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As a result, the space of probability-time commitments worth considering is in
the area between these boundaries. We can exploit discretization in the time di-
mension, along with finding/creating discretizations in the probability dimension
(since pure policies will not allow all possible probabilities to be achievable), to
further prune the candidate space. Finally, by augmenting the protocol to also ex-
change information about the expected utility gains/losses for (counter)proposed
commitments, agents can search for a commitment that increases their collec-
tive expected reward. Our longer draft of this paper describes these issues more
formally.

Fig. 6. A Richer Commitment Space

7 Discussion

Preliminary empirical results show that we can solve a scaled version of our
example problems, finding reasonable joint policies efficiently. But a true evalu-
ation of our approach is pending our development of a random-problem generator
that includes interesting internal task structures for providing services and us-
ing service results. Our plan is to use the generator to compare our approach
to a range of other approaches, ranging from naive (brute-force) multi-agent
MDP techniques [13], to alternating maximization techniques like JESP [14], to
techniques geared toward solving restricted aspects of the problem very well,
including disjunctive-temporal-problem (DTP) planning systems [6,7].

Analytically, we have in the past shown that the space of joint policies to
consider in the worst-case is substantially larger than the space of probabilistic
commitments that agents can form with each other [11]. While the temporal
extension to commitments increases the size of the commitment space, our ini-
tial investigations suggest that the commitment space is still much smaller, in
the worst case. We expect that a more complete analysis, coupled with empir-
ical results to tell us what happens in practice (rather than in the worst-case),
will enable us to make more definitive statements about the usefulness of a
commitment-based approach to service coordination.
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Gómez, Juan M. 15
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