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Abstract. In this paper we propose the use of two resolution-based rules for the
Max-SAT encoding of the Maximum Clique Problem. These rules simplify the
problem instance in such a way that a lower bound of the optimum becomes
explicit. Then, we present a pre-processing procedure that applies such rules.
Empirical results show evidence that the lower bound obtained with the pre-
processing outperforms previous approaches. Finally, we show that a branch-and-
bound Max-SAT solver fed with the simplified problem can be boosted several
orders of magnitude.
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1 Introduction

Given an undirected graph, the maximum clique Problem (Max-Clique) calls for find-
ing a maximum-sized complete subgraph, that is, a subgraph whose vertices are pair-
wise adjacent. The Max-Clique is a prominent combinatorial optimization problem with
many applications such as bioinformatics [10, 23, 14] and computer vision [3] to name
a few. From the recent literature, there are two types of algorithms to handle the Max-
Clique problem. The first one is formed by branch and bound algorithms that solve the
problem to optimality [11, 25, 22]. The second one is formed by stochastic local search
solvers that cannot prove optimality, but empirical results show that they return quite
accurate upper bounds [24, 5]. Both types of algorithms have a graph as input and they
apply techniques that exploit the structure of such graph.

In this paper, we focus on the Max-SAT encoding of the Max-Clique problem and we
exploit its properties. We introduce two simplification rules for the Max-Clique problem
based on the resolution rule for Max-SAT [16] and we apply them in a preprocessing
procedure. The result of the pre-process is an equivalent Max-SAT formula with an
explicit lower bound of the optimum. Afterwards, we give the pre-processed instance
to the state-of-the-art Max-SAT solver MINIMAXSAT [13]. Empirical results indicate
that our pre-processing generates very powerful initial lower bounds. Besides, fetching
the Max-SAT solver with the simplified formula can boost the search process in several
problem instances.
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The structure of this paper is the following. Section 2 introduces all the preliminary
notation and concepts about Max-SAT and how to encode the Max-Clique problem as
Max-SAT. Then, Section 3 presents the two simplification rules that are used in the
pre-processing introduced in Section 4. Section 5 includes the experimental investiga-
tion and the related work can be found in Section 6. Finally, Section 7 presents some
concluding remarks and points out our future work.

2 Preliminaries

2.1 The Max-SAT Framework

The following notation and terminology has been borrowed from [16]. In the sequel
X is a set of boolean variables taking values over the set {t, f}, which stands for true
and false, respectively. A literal is either a variable (e.g. x) or its negation (e.g. x̄). We
will use l1, l2, l3, . . . to denote literals and var(l) to denote the variable related to l
(namely, var(x) = var(x̄) = x). A clause C = l1 ∨ l2 ∨ . . . ∨ lk is a disjunction of
literals such that ∀1≤i,j≤k, i�=j var(li) �= var(lj). The size of a clause, noted |C|, is the
number of literals that it has. var(C) is the set of variables that appear in C (namely,
var(C) = {var(l)|l ∈ C}). We refer to a clause as positive (negative) if all its literals
appear in the positive (negative) polarity. An assignment satisfies a clause iff it satisfies
one or more of its literals. If variable x is instantiated to t, literal x is satisfied and literal
x̄ is falsified. Similarly, if variable x is instantiated to f , literal x̄ is satisfied and literal x
is falsified. The empty clause, noted �, cannot be satisfied. Sometimes it is convenient
to think of clause C as its equivalent C ∨ �. An assignment is an instantiation of a
subset of X . The assignment is complete if it instantiates all the variables (otherwise it
is partial).

A weighted clause is a pair (C, w) such that C is a classical clause and w is the cost
of its falsification. In this paper we assume costs being natural numbers. A weighted
formula in conjunctive normal form (CNF) is a set of weighted clauses. The cost of an
assignment is the sum of weights of all the clauses that it falsifies.

As shown in [16], the De Morgan rule cannot be used in Max-SAT. Instead, the
following rule should be repeatedly used until CNF is achieved:

(A ∨ l ∨ C, w) ≡ {(A ∨ C̄, w), (A ∨ l̄ ∨ C, w)}

Following [16], we assume without loss of generality the existence of a known upper
bound � of the optimal solution (� is a strictly positive natural number). A model is a
complete assignment with cost less than �. A Max-SAT instance is a pair (F , �) and
the task of interest is to find a model of minimum cost, if there is any. We say that two
weighted formulas are equivalent, F ≡ F ′, if the cost of their optimal assignment is
the same or if neither of them has a model.

Observe that any weight w ≥ � indicates that the associated clause must be nec-
essarily satisfied. Thus, we can replace w by � without changing the problem. Conse-
quently, we can assume all costs in the interval [0..�]. A clause with weight � is called
mandatory (or hard), otherwise it is called non-mandatory (or soft).
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Let u and w be two costs. Their sum is defined as,

u ⊕ w = min{u + w, �}

in order to keep the result within the interval [0..�]. If u ≥ w, their subtraction is
defined as,

u 
 w =
{

u − w : u �= �
� : u = �

Essentially, 
 behaves like the usual subtraction except in that � is an absorbing ele-
ment.

The identification of mandatory clauses with the � symbol allows to extend some
well-known simplification rules from SAT to Max-SAT such as addition {(A, u), (A,
w)} ≡ {(A, u ⊕ w)} or subsumption {(A, �), (A ∨ B, w)} ≡ {(A, �)}.

A weighted CNF formula may contain (�, w). Since � cannot be satisfied, w is
added to the cost of any assignment. Therefore, w is an explicit lower bound of the
optimal model. When the lower bound and the upper bound have the same value (i.e.,
(�, �) ∈ F) the formula does not have any model and we call this situation an explicit
contradiction.

The notion of resolution can be extended to weighted formulas as follows,

{(x ∨ A, u), (x̄ ∨ B, w)} ≡

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(A ∨ B, m),
(x ∨ A, u 
 m),
(x̄ ∨ B, w 
 m),
(x ∨ A ∨ B̄, m),
(x̄ ∨ Ā ∨ B, m)

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

where A and B are arbitrary disjunctions of literals and m = min{u, w}.
(x∨A, u) and (x̄∨B, w) are called the prior clashing clauses. (A∨B, m) is called

the resolvent. (x ∨ A, u 
 m) and (x̄ ∨ B, w 
 m) are called the posterior clashing
clauses. (x ∨ A ∨ B̄, m) and (x̄ ∨ Ā ∨ B, m) are called the compensation clauses.

Example 1. If we apply resolution to the following clauses {(x1 ∨ x2, 3), (x̄1 ∨ x2 ∨
x3, 4)} (with � = 5) we obtain {(x2 ∨ x2 ∨ x3, 3), (x1 ∨ x2, 3 
 3), (x̄1 ∨ x2 ∨x3, 4 

3), (x1 ∨x2 ∨ (x2 ∨ x3), 3), (x̄1 ∨ x̄2 ∨x2 ∨x3, 3)}. The first and fourth clauses can be
simplified. The second clause can be omitted because its weight is zero. The fifth clause
can be omitted because it is a tautology. Therefore, we obtain the equivalent formula
{(x2 ∨ x3, 3), (x̄1 ∨ x2 ∨ x3, 1), (x1 ∨ x2 ∨ x̄3, 3)}.

2.2 Inference-Based Simplification Rules

A Max-SAT problem can be solved to optimality with a pure inference algorithm,
namely, an algorithm that only applies the resolution rule [4, 16]. However, such an
algorithm has exponential space requirements and it is not used in practice. A natural
alternative is to use only restricted forms of resolution that simplify the formula and use
search afterwards. The application of a simplification rule is simply the application of a
limited number of resolution steps. Current Max-SAT solvers apply simplification rules
at each node of a search tree. Their main objective is to simplify the problem instance
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and to make explicit a lower bound (i.e. create new empty clauses). The following ex-
ample shows the application of two steps of resolution that lead to increase the lower
bound.

Example 2. Consider a weighted formula {(x1 ∨ x2, 3), (x̄1 ∨ x2, 2), (x̄2, 1)} (with
� = 5). Suppose we apply the resolution rule between the first and the second clause.
We obtain {(x1∨x2, 1), (x2, 2), (x̄2, 1)}. Now, we apply the resolution rule between the
second and the third clause so that the lower bound is increased {(x1 ∨ x2, 1), (x2, 1),
(�, 1)}. Observe that the three formulas are equivalent, but the last one is more explicit
and presumably simpler.

2.3 Encoding the Min-Vertex-Covering and Max-Clique as Max-SAT

Definition 1. Given a graph G = (V, E), a vertex covering is a set U ⊆ V such
that for every edge (vi, vj) either vi ∈ U or vj ∈ U . The size of a vertex covering is
|U |. The minimum vertex covering (Min-Vertex-Covering) problem consists in finding
a covering of minimal size.

The minimum vertex covering problem is a well-known NP-Hard problem and it is
well-known that it can be naturally formulated as (weighted) Max-SAT. We associate
one variable xi to each graph vertex. Value true (respectively, false) indicates that vertex
xi belongs to U (respectively, to V −U ). There is a binary weighted clause (xi ∨xj , �)
for each edge (vi, vj) ∈ E. It specifies that at least one of these vertices must be in the
covering because there is an edge connecting them. There is a unary clause (x̄i, 1) for
each variable xi, in order to specify that it is preferred not to add vertices to U . � must
be set to a sufficiently large number. Note that different weights in unary and binary
clauses are required to express the relative importance of each type of clauses.

Definition 2. Given a graph G = (V, E), a clique is a set U ⊆ V such that for every
vertex v ∈ U , v is connected to all the vertices in U . The size of a clique is |U |. The
maximum clique problem (Max-Clique) consists in finding a clique of maximal size.

The maximum clique problem is a well-known NP-Hard problem. As noted in [11],
finding the maximum clique of a graph G = (V, E) is equivalent to finding a minimum
vertex covering of the complementary graph Ḡ. Given a graph G = (V, E), its comple-
mentary graph is denoted by Ḡ = (V, Ē). It is constructed with the same set of vertices
V and (vi, vj) ∈ Ē iff (vi, vj) /∈ E. Hence, we can model Max-Clique problems as
Minimum Vertex Covering problems over the complementary graph. Observe that the
maximum size of the maximum clique is equivalent to |V | − s, where s is the size of
the minimum vertex covering.

Note that the Max-SAT encoding of the Max-Clique problem only contains negative
unit soft clauses and positive binary hard clauses.

3 Two Simplification Rules

In this section we present two simplification rules that can be executed frequently in
the Max-SAT encoding of a Max-Clique problem. The correctness of both rules can be
easily established with a sequence of resolution steps.
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3.1 Star Rule

The Star Rule [21] can be used to create new empty clauses from a long clause and a
set of appropriate unit clauses.

{(xi1 ∨ xi2 ∨ . . . ∨ xik, w0), (xi1, w1), (xi2, w2), . . . , (xik, wk)} ≡
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

(�, m), (xi1 ∨ xi2 ∨ . . . ∨ xik, w0 
 m),
(xi1, w1 
 m), (xi2, w2 
 m), . . . , (xik, wk 
 m),
(xi1 ∨ xi2 ∨ xi3 ∨ . . . ∨ xik, m),
(xi2 ∨ xi3 ∨ xi4 ∨ . . . ∨ xik, m),
(xi3 ∨ xi4 ∨ xi5 ∨ . . . ∨ xik, m),
. . . ,
(xik−1 ∨ xik, m)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

where m = min{w0, w1, . . . , wk}.
The new empty clause is added to the possibly existing one, which produces a lower

bound increment. It is clear that the Star Rule may be effective when a large number of
unit clauses are available.

Example 3. Consider the initial formula {(x̄1 ∨ x̄2, 1), (x1, 1), (x2, 1)}. In this exam-
ple, we show each step of resolution needed to obtain the same result provided by the
Star Rule. First, we apply the resolution rule between the first and the third clauses and
we obtain {(x1 ∨ x2, 1), (x1, 1), (x̄1, 1)}. Then, we apply the resolution rule between
the second and the third clauses to obtain {(x1 ∨ x2, 1), (�, 1)}.

3.2 Unit Rule

The original Unit Rule can be used to create new unit clauses from a long clause and
a set of appropriate binary hard clauses. Given a subset of variables {xi1, xi2, . . . , xik,
xj} ⊆ X , consider the following subset of binary hard clauses:

Bin(xi1, xi2, . . . , xik, xj) =
{

(xi1 ∨ xj , �), (xi2 ∨ xj , �), . . . , (xik ∨ xj , �)
}

The Unit Rule has the form,

{(xi1 ∨ xi2 ∨ . . . ∨ xik, w), Bin(xi1, xi2, . . . , xik, xj)} ≡
{

(xi1 ∨ xi2 ∨ . . . ∨ xik ∨ xj , w), Bin(xi1, xi2, . . . , xik, xj), (xj , w)
}

Example 4. Consider the initial formula {(x̄1 ∨ x̄2, 1), (x1 ∨x3, �), (x2 ∨x3, �)}. In
this example, we show each step of resolution needed to obtain the same result provided
by the Unit Rule. First, we apply the resolution rule between the first and the second
clauses and we obtain {(x̄2 ∨ x3, 1), (x̄1 ∨ x̄2 ∨ x̄3, 1), (x1 ∨ x3, �), (x2 ∨ x3, �)}.
Then, we apply the resolution rule between the first and the last clauses to obtain
{(x3, 1), (x̄1 ∨ x̄2 ∨ x̄3, 1), (x1 ∨ x3, �), (x2 ∨ x3, �)}.
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4 Pre-processing

In this section we show a pre-process that exploits the synergy between the Unit and the
Star rules. The unit rule generates unit positive clauses from negative clauses and binary
positive hard clauses. This unit clauses are used by the star rule which transforms them
into empty clauses, which means an increment of the lower bound. The pre-process
works in a on-demand manner: it triggers the unit rule only if it can guarantee that it
will allow the subsequent execution of the star rule.

Before introducing the details of the pre-processing, we present a useful definition.

Definition 3. A negative clause (C, w) = (xi1 ∨ xi2 ∨ . . . xik, w) is unit-related with
respect to x′, and it is noted (C, w)x′ , if and only if Bin(xi1, xi2, . . . , xik, x′) ∈ F .

Observe that we can always apply the Unit Rule to a clause C unit-related with respect
to literal x in order to generate a new positive unit soft clause (x, w).

The basic idea of the pre-processing is to generate the appropriate unit clauses with
the Unit Rule so that we can apply the Star Rule later in order to increase the lower
bound. The final objective is to increase as much as possible the lower bound.

The pre-processing is shown in Algorithm 1. It iterates over all the negative clauses
(line 1). For each negative clause (C, w0) the algorithm wants to obtain one unit clause
for each literal in C. To do so, for each literal li in C the algorithm seeks a clause (C′, wi)
unit-related with respect to li (i.e. (C′, wi)li ) and store it in the structure S. Note that all
the negative clauses inserted in S must be different, and they must be also different from
the initial (C, w0) (lines 2-5). If it succeeds in finding unit-related clauses for each literal
in C (line 6), then the algorithm applies the two simplification rules. First, for each pair
in structure S, it applies the Unit Rule in order to create the corresponding unit clause
(lines 7,8). Once all unit clauses have been generated, the algorithm proceeds to apply
the Star Rule (line 9).

Recall that this process is applied to Max-clique problems (the original formula con-
tains negative soft units and positive hard binary clauses). Therefore, one can easily see
that, at any point of the execution of algorithm 1, each negative clause (C, w) is in F
because either (i) (C, w) is an initial unit soft clause in F or (ii) (C, w) was generated
by some application of the Unit Rule. This observation leads to a nice property:

Lemma 1. Within the pre-processing algorithm, all the compensation clauses in F
generated by the Star Rule are subsumed by binary hard clauses in F .

Proof-Sketch 1. Consider the case in which all clauses have weight 1 (as it happens in
the Max-Clique Problem). Suppose that the Star Rule is applied to an arbitrary subset
of clauses in F :

{(xi1 ∨ xi2 ∨ . . . ∨ xik, 1), (xi1, 1), (xi2, 1), . . . , (xik, 1)}

Observe that {(xi1 ∨ xi2 ∨ . . . ∨ xik, 1) is in F because the following set of Unit Rules
were applied (in reverse order):

{(xi1 ∨ xi2 ∨ . . . ∨ xik−1, 1), Bin(xi1, xi2, . . . , xik−1, xik)}
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Algorithm 1. Algorithm to transform the Max-Clique problem into an equivalent but simpler
one. Note that each application of the Unit Rule (line 5) generate a new clause to be considered
in the main Loop 1

Procedure MC-Preprocessing(F)
1 foreach (C, w0) = (l1 ∨ l2 ∨ . . . ∨ lk, w0) ∈ F do
2 S := ∅ ;
3 foreach li ∈ C do
4 if ∃(C′, wi) s.t. (C′, wi) �= (C, w0) ∧ (C′, wi) /∈ S ∧ (C′, wi)li then
5 S := S ∪ ((C′, wi), li)

6 if |S| = k then
7 foreach ((C′, wi), li) ∈ S s.t. (C′, wi) = (l′1 ∨ l′2 ∨ . . . ∨ l′p, wi) do
8 Apply Unit Rule to {(C′, wi),Bin(l′1, l

′
2, . . . , l

′
p, li) } ;

9 Apply Star Rule to {(l1, w1), (l2, w2), . . . , (lk, wk), (C, w0)} ;

{(xi1 ∨ xi2 ∨ . . . ∨ xik−2, 1), Bin(xi1, xi2, . . . , xik−2, xik−1)}

. . .

{(xi1, 1), Bin(xi1, xi2)}

Precisely, the sets of binary clauses used at each application of the Unit Rule are
enough to subsume all the compensation clauses produced by the initial Star Rule.

5 Empirical Results

In this section we present the benchmarks and the algorithms we tested in our empirical
evaluation.

5.1 Benchmarks

In our experiments we consider instances that have been used in several works related
with the Max-Clique problem.

– Random graph instances for which we solved the Max-Clique problem [16]. They
were submitted to Max-SAT Evaluations 2006 and 2007 [2]. A random graph is
defined by two parameters 〈n, e〉 where n is the number of nodes and e is the num-
ber of edges. Edges are randomly decided using a uniform probability distribution.
Those random instances have a fixed number of nodes (150) and the graph density
is varied.

– The 66 Max-Clique instances from the DIMACS challenge [15] 1 [11, 25, 24, 5].
They were also submitted to Max-SAT Evaluations 2006 and 2007 [2].

1 ftp://dimacs.rutgers.edu/pub/challenge/graph/benchmarks/clique
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– Ke Xu’s Max-Clique instances with hidden optimum solutions [30, 29] which are
advocated to be very difficult to solve. We considered the following publicly avail-
able sets of instances: frb10, frb15, frb20, frb25 and frb30.

– 11 Max-Clique real instances, provided by J.S. Sokol, corresponding to the pro-
tein structure alignment problem transformed into the maximum clique problem
as described in [10, 16]. In this problem, the goal is to compute a score of sim-
ilarity between two proteins based on a particular knowledge of their respective
tri-dimensional structure.

5.2 Experiments Considered

First, we compare the lower bound obtained with our new pre-processing with respect
to previous lower bounds. Second, we study the effect of feeding a Max-SAT solver
with the pre-processed instance. The results are presented in plots and tables. In most
of the tables, the common columns are: Problem, Nodes and Density that refer to the
name of the instance, the number of nodes and the density of the graph, respectively.
In tables and plots, OPT refers to value of the optimal solution. For each experiment,
additional information is presented. Execution times are presented in seconds. All the
experiments were performed on a 3.2 Ghz Intel Pentium with 1 GB and Linux.

5.3 Comparison of the New Lower Bound

Let LB-NEW be the lower bound obtained with the new pre-processing. Our first aim
is to compare LB-NEW with respect to previous lower bounds for Max-SAT and WCSP
which are deeply related to our approach. The best current lower bound in Max-SAT
solvers is LB-UB [18]. The best current lower bounds for WCSP solvers are EDAC*
[8] and OSAC [7]. We did preliminary experiments and observed that the lower bounds
computed with LB-UB and EDAC* were similar. Hence, we simply present the results
for LB-UB. We also tested WCSP solvers with OSAC [7] but we discarded it for the
final experiments because most of its executions were aborted due to a time limit of
600 seconds. See Section 6 for a more detailed explanation of these lower bounds and
their relationships. In this experiment we will also report the time needed by the novel
pre-processing and we will refer to it as Pre-Time.

Figure 1 reports the results of applying our preprocessing to the max-clique problem
of random graphs with 150 nodes and varying number of edges. Note that instances with
low graph density have an associated Max-SAT encoding containing a large number of
binary hard clauses. The figure shows three values which are average results of 30
instances per point. Two main observations can be extracted. First, the lower bound of
the novel preprocessing LB-NEW is quite powerful when the graph density is low, and
it is quite near to the optimal solution value. However, it loses accuracy as the graph
density increases. The second observation is that LB-NEW is much more accurate than
LB-UB.

Figure 2 shows results for the 66 DIMACS instances. The plot reports lower bound
gains (as (LB-NEW - LB-UB)/ LB-UB) versus problem density. It can be seen that
LB-NEW is typically 60 − 80% higher than LB-UB. The effect of the problem density
in this small sample of instances is not very clear, but again it seems that the benefits of
LB-NEW are more important in low density graphs.
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Fig. 2. Lower bound increment as (LB-NEW - LB-UB)/ LB-UB for the 66 Dimacs instances

Observe the time of the pre-processing Time-Pre, the new lower bound LB-NEW,
the lower bound LB-UB and the value of the optimal solution OPT in Figures 4 and
5. For the instances with hidden optimum solutions (Figure 4), the time required by
the pre-processing is negligible and LB-NEW clearly improves LB-UB. For the protein
alignment instances (Figure 5) our pre-processing can be computed in less than 5 sec-
onds for all the instances and LB-NEW is very close to the optimal solution OPT. It is
worth to observe that LB-NEW almost doubles LB-UB.

5.4 Feeding a Max-SAT Solver with the Pre-processed Instance

In our second experiment we analyze how the execution time of a Max-SAT solver can
be reduced by feeding it with the pre-processed instance. Then we also compare it to
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specific Max-Clique solvers. However most of the Max-Clique solvers in the literature
are not publicly available. The only Max-Clique solver available is DF-MAX [6, 15]
that has been used in most of the comparisons of previous works. While DF-MAX is
an old algorithm, it is still very efficient on sparse graphs [27]. In that context, we used
MINIMAXSAT [13], the overall best branch and bound Max-SAT solver in the 2007
Max-SAT Evaluation [2] and we will refer to it simply as MS. When we feed MS with
the pre-processed instance we will refer to it as MS+Pre.

First, we compared the execution times of MS and MS+Pre in the random graphs of
Figure 1 but no significant differences were found in execution time.

In Figure 3 we compare the number of solved instances by the Max-SAT solver MS
with respect to the rest of specific Max-Clique solvers in the 66 DIMACS instances.
For this experiment, we considered a time limit of 2.5 hours so that we can compare
with other solvers via a normalization process. The results indicate that the Max-SAT
solver MS lays in the middle, being the constraint programming approach [25] and the
coloring approach [11] the best current solvers for the DIMACS instances. But, we ob-
served that giving a larger time limit of 8 hours 4 more instances can be solved with MS
and MS+Pre, precisely the group of brock400*. We observed that MS+Pre was able to
solve the instances san200 0.7 1 and san200 0.7 2 in 0.14 seconds and 116.31 sec-
onds, while MS required 363.47 seconds and 6046.06 seconds, respectively. However,
MS was able to solve the instance san400 0.9 1 within 5 minutes, while MS+Pre was
not able to solve such an instance. In the other 63 instances, both approaches performed
quite similar.

Solver Solved Instances
Regin [25] 52
Fahle [11] 45
MS 39
MS + Pre 38
Wood [28] 38
Ostergard [22] 36
DF-MAX 31

Fig. 3. Solved instances for the 66 graphs from the Second DIMACS challenge [15] within a time
limit of 2.5 hours

From the previous results, it seems that our new pre-processing generates a powerful
initial lower bound but it does not allow important speed-ups for a Max-SAT solver. In
what follows, we show that such speed-ups occur in some specific instances.

Observe the results in Figures 4 and 5. They include the execution time of MS,
MS+Pre and DF-MAX. The time limit was set to 4 hours.

Regarding the instances with hidden optimum solutions (Figure 4), MS and DF-
MAX performed quite similar and solved exactly the same number of instances. Dif-
ferently, MS+Pre is about two orders of magnitude faster than the other approaches.
Furthermore, it is able to solve all the instances of the frb25 set, and one instance of the
frb30 set.



A Max-SAT Inference-Based Pre-processing for Max-Clique 149

Problem nodes density Time-Pre MS DF-MAX MS+NEW LB-UB LB-NEW OPT
frb10-6-1 60 65.71 0.00 0.00 0.00 0.00 30 45 50
frb10-6-2 60 64.63 0.00 0.00 0.00 0.00 30 43 50
frb10-6-3 60 66.05 0.00 0.00 0.00 0.00 30 43 50
frb10-6-4 60 63.95 0.00 0.00 0.00 0.00 30 44 50
frb10-6-5 60 64.24 0.00 0.00 0.00 0.00 30 43 50
frb15-9-1 135 72.22 0.00 1.65 1.00 0.10 67 106 120
frb15-9-2 135 72.21 0.00 1.11 1.00 0.22 67 102 120
frb15-9-3 135 72.40 0.00 1.31 1.00 0.14 67 105 120
frb15-9-4 135 72.32 0.00 1.05 1.00 0.25 67 105 120
frb15-9-5 135 71.69 0.00 1.58 1.00 0.37 67 105 120
frb20-11-1 220 76.61 0.00 295.94 418.00 2.40 110 173 200
frb20-11-2 220 76.86 0.01 267.54 412.00 29.39 110 172 200
frb20-11-3 220 76.70 0.00 411.83 483.00 4.84 110 175 200
frb20-11-4 220 76.87 0.00 490.59 450.00 5.58 109 174 200
frb20-11-5 220 76.75 0.00 556.99 698.00 16.72 110 173 200
frb25-13-1 325 79.87 0.02 - - 2212.94 162 260 300
frb25-13-2 325 79.83 0.01 - - 583.69 162 261 300
frb25-13-3 325 79.72 0.01 - - 247.34 162 256 300
frb25-13-4 325 80.18 0.01 - - 432.19 162 260 300
frb25-13-5 325 80.04 0.02 - - 930.17 161 259 300
frb30-15-1 450 82.28 0.02 - - - 225 360 -
frb30-15-2 450 82.24 0.02 - - - 224 364 -
frb30-15-3 450 82.28 0.02 - - - 225 363 -
frb30-15-4 450 82.28 0.02 - - - 225 366 -
frb30-15-5 450 82.31 0.03 - - 5772.32 225 366 420

Fig. 4. Instances with hidden optimum solutions. 4 hours of time limit.

Problem nodes density Time-Pre MS DF-MAX MS+NEW LB-UB LB-NEW OPT
1bpi–2knt 2436 15.06 3.80 - 528.00 564.99 1218 2372 2407
1bpi–5pti 3016 15.36 5.62 - 2525.00 456.18 1508 2945 2974
1knt–1bpi 2494 14.86 3.80 - 430.00 375.45 1247 2429 2464
1knt–2knt 1806 14.76 2.02 358.93 19.00 87.22 903 1751 1767
1knt–5pti 2236 15.15 3.19 - 226.00 13441.60 1118 2179 2208
1vii–1cph 171 10.88 0.01 0.03 0.00 0.19 85 158 165
2knt–5pti 2184 15.28 2.96 - 238.00 327.04 1092 2124 2156
3ebx–1era 2548 14.72 4.04 - 886.00 865.05 1274 2483 2517
3ebx–6ebx 1768 14.45 1.99 1532.70 88.00 94.56 884 1717 1740
6ebx–1era 1666 14.35 1.89 2705.69 45.00 104.35 833 1616 1646
sandiaprot 2279 14.83 3.30 - 189.00 7710.05 1139 2220 2248

Fig. 5. Protein structure alignment problem transformed into Max-Clique. 4 hours of time limit.
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Regarding the protein alignment instances (Figure 5) the novel lower bound LB-
NEW is very close to the optimal solution OPT. MS can solve only four instances within
the time limit, while MS+Pre is able to solve all the instances and 9 of them in less than
fifteen minutes. The performances of DF-MAX and MS+Pre are quite similar in most
of the instances. Recall that DF-MAX is still the best specific solver for low density
instances like those. Observe that in [16] a Max-SAT solver called MAX-DPLL was
able to solve 10 of the 11 instances. MAX-DPLL applies at each node of the search
tree the cycle rule which can be seen as a very limited version of our more general
approach. However, the current implementation of the cycle rule has severe memory
limitations [16].

6 Related Work

There exists a handful of specific Max-Clique branch and bound solvers [6, 15, 22, 11,
25, 27]. They mainly differ in their bounds. The best current upper bounds are based on
constraint programming techniques [25] and on approximate graph coloring techniques
[11, 27].

Besides specific algorithms, Max-Clique can also be solved with generic solvers. In
the following, we review Max-SAT and WCSP approaches.

Current complete algorithms for Max-SAT are also branch and bound algorithms.
In that context, the upper bound ub is the cost of the best complete assignment found
so far and the lower bound (lb) is the sum of the weights of the clauses in the original
formula violated by the current partial assignment plus an underestimation of the cost
of extending the current partial assignment. lb and ub are used to avoid visiting useless
parts of the search tree when lb ≥ ub. Most of them compute underestimations based
on detecting inconsistent subsets: Given a WCNF formula F , an inconsistent subset is
a subset of clauses of F such that at least one of the clauses is always unsatisfied by any
assignment of the variables. When an inconsistent subset is detected, two approaches
are possible:

– Relaxation: Remove the clauses involved in the inconsistent subset from the for-
mula and increase the underestimation [18].

– Inference: Apply the resolution rule to create an equivalent formula with new empty
clauses [16].

Best current Max-SAT solvers use unit propagation (UP) to detect inconsistent sub-
sets and then they apply a mixture of the previous two approaches [13, 20].

The star rule [21] captures the following inconsistent subset that can be also detected
via UP:

{(x1 ∨ x2 ∨ . . . ∨ xk, w0), (x1, w1), (x2, w2), . . . , (xk, wk)}
If we relax the formula, the underestimation can be increased by min{w0,

w1, . . . , wk}. This was applied during search in [26, 1] restricted to k = 2 and in gen-
eral in [18, 20].

Following the inference-based approach, we have precisely the same transformation
presented in Section 3. It was applied in [12, 20] restricted to k = 2 and in general in
[13].
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Let S be the largest subset of hard binary clauses of the Max-Clique problem with
no literals in common among them. For each clause (xi ∨ xj , �) in S and their respec-
tive unit clauses (xi, 1) and (xj , 1), we can relax the formula by removing them and
increasing the underestimation by 1. Hence, we can obtain a resulting lower bound of
LBP = |S|. It is precisely the best lower bound that can be computed via UP and then
relaxing the formula like LB-UB used in Section 5. A lower bound based on detect-
ing inconsistent subsets via UP and then transforming the formula may be greater than
LBP . However, in practice it is always quite near to LBP . The main observation of our
work is that the binary hard clauses of the Maximum Clique problem lead to generate
lots of unit clauses that can be used later by the star rule once and again.

The Max-SAT problem was reformulated as a Weighted Constraint Satisfaction
Problem (WCSP) [17] in [9, 8] with boolean variables and weighted constraints. Cur-
rent WCSP solvers apply an inference-based method called Existential Directional Arc
Consistency (EDAC*) [8]. The application of EDAC* in a WCNF formula only affects
to unit and binary clauses that are replaced by other unary and binary clauses and a
weighted empty clause. A lower bound based on EDAC* is always equal or lower than
LBP . The most relevant difference of our approach is that we allow the creation of
larger arity clauses.

7 Conclusions and Future Work

In this paper we present a pre-processing based on the Max-SAT resolution rule for
the Maximum Clique problem (and other related problems). We show empirically how
it can be used to obtain a powerful initial lower bound and, in some cases, how the
search process of a complete systematic search algorithm can be boosted several orders
of magnitude. The following step of our research plan will consist in powering a branch
and bound algorithm with our new algorithm at each node of the search tree. This
may lead to solve the Maximum Clique problem in a very efficient way. To do so,
we are currently working on the necessary data-structures so that the algorithm can be
performed in a very fast way.
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