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Preface

There is strong evidence for a common metabolic phenotype associated
with cancer, observed both in vivo and in vitro, across species, and across
a wide range of primary and secondary tumour sites. Already in 1920s,
Otto Warburg described the phenomenon of “aerobic glycolysis”, the
apparently greater tendency of tumour cells to convert glucose to lactate
in the presence of normal oxygen conditions. At his time, Warburg’s
hypothesis that cancer was caused by altered metabolism found no wide
acceptance even though other observations that growth of tumour cells
in culture is often unusually dependent on the availability of common
substrates, such as glutamine, arginine, methionine and cysteine, support
the idea of a tumour metabolic phenotype. To what extent this metabolic
phenotype of cancer is causal or consequential to carcinogenesis and
disease progression is still not clear, but important evidence exists to
suggest that it confers selective growth advantages to transformed cells.

While the debate still continues as to the significance of the Warburg
effect, at least one aspect of the phenotype, namely, increased glucose
uptake, is already being exploited clinically by PET imaging. Although
the Warburg effect has been demonstrated and confirmed in most hu-
man tumours, the advent of molecular biology and the discovery of
oncogenes and tumour suppressor genes in the 1970s have shifted the
scientific interest in tumour metabolism towards the search for the ge-
netic basis for cancer. To date, the focus in the cancer molecular profiling
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community has been in serum proteomics for diagnostic markers, and
in tissue/cell transcriptomics for prognostic markers. However, metabo-
lites have a key advantage as biomarkers: they are highly translatable
from laboratory work to the clinic. This is in part due to the fact that
a metabolite is the same chemical entity irrespective of whether it is ob-
served in a cell, organelle, tissue or biofluid, whichever individual, sex
or species is being observed at the time. The same is not true for genes or
proteins, which undergo alternative splicing and translational modifica-
tions in addition to sequence variation. Today technologies are available
to rapidly analyse broad varieties of metabolites in various tissues and
body fluids (metabonomics) and interpret the data. Additionally, it could
be shown that a variety of oncogenes exert their transforming activities
largely by modulating central metabolic pathways, such as glycolysis.
Particularly, those oncogenes protecting cancer cells from naturally oc-
curring programmed cell death (apoptosis) appear to act predominantly
by ensuring sufficient nutrient supply and energy production for the
malignant cancer cells. Thus, we are starting to unravel how oncogenic
signal transduction is connected to the metabolism, survival and growth
of tumour cells. Obviously, these findings will have tremendous con-
sequences for the understanding of the molecular mechanisms leading
to cancer. Furthermore, they open new opportunities for the develop-
ment of new therapeutic drugs and diagnostic tools for the treatment
of cancer, as exemplified by the recent finding that LDH (lactate dehy-
drogenase) may be a predictive marker for the response of tumours to
anti-angiogenic therapies.

A long-awaited promise of the post-genomic era was the use of
biomolecular profiling, particularly genetic profiling, to tailor the ther-
apy of each individual to their specific needs and susceptibilities. This
goal of personalized medicine has already begun in oncology by the
selective application of drugs such as Herceptin that only benefit a sub-
population of patients based on the genetic makeup of their tumour
(over-expression of HER2). Metabonomics has enormous potential in
this area, not only because metabolic biomarkers can act as phenotypic
indicators for expression of genetic differences as described above, but
also because essentially the same analytical protocol and platform used
to discover a metabolic biomarker in an experimental model can be ap-
plied in subsequent preclinical efficacy and safety studies, as well as
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in later clinical trials. Therefore metabonomics, whether based on mass
spectrometry or nuclear magnetic resonance, can be considered as an
ideal technology to detect translational biomarkers.

The Workshop “Oncogenes Meet Metabolism—From Deregulated
Genes to a Broader Understanding of Tumour Physiology” was orga-
nized in order to discuss the recent advances and controversies in this
fast-moving research area. We tried to bring together many of the inter-
nationally recognized experts who, through a variety of approaches, have
made seminal contributions, thus leading to major strides forward. We
are grateful to all of them for their excellent presentations and lively dis-
cussions, and also for their contributions to this book. We are convinced
that the proceedings of the workshop will allow a better understanding
of important aspects of the metabolism of tumours and will help in the
future development of more effective and selective cancer diagnostics
and treatments.

Finally, we would like to express our gratitude to the Ernst Schering
Foundation for its generous support and superb organization, which
allowed us to hold this workshop in the best possible conditions.

Björn Riefke
Dominik Mumberg
Guido Kroemer
Hector Keun
Kirstin Petersen
Thomas Steger-Hartmann
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Abstract. Mitochondria contained in cancer cells exhibit two major alterations.
First, they are often relatively resistant to the induction of mitochondrial mem-
brane permeabilization (MMP), which is the rate-limiting step of the intrin-
sic pathway of apoptosis. The mechanisms of MMP resistance have come un-
der close scrutiny because apoptosis resistance constitutes one of the essential
hallmarks of cancer. Second, cancer cell mitochondria often exhibit a reduced
oxidative phosphorylation, meaning that ATP is generated through the conver-
sion of glucose to pyruvate and excess pyruvate is then eliminated as the waste
product lactate. This glycolytic mode of energy production is even observed
in conditions of high oxygen tension and is hence called anaerobic glycolysis.
Here, we discuss the molecular mechanisms accounting for inhibition of the
mitochondrial apoptosis pathway in neoplasia and discuss possible mechanistic
links between MMP resistance and anaerobic glycolysis.
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1 Introduction

When cells are kept in a glucose-rich milieu and are cultured first in
a hypoxic environment and then in a normoxic one, they manifest the
so-called Pasteur phenomenon, that is a reduction in glucose consump-
tion, concomitant with a decrease in lactate production and an increase
in oxygen consumption. In contrast, cancer cells behave differently and
continue high glycolysis and lactate production, even in conditions of
high oxygen tension. This phenomenon is referred to as anaerobic gly-
colysis and was discovered in the 1920s by the late Nobel Prize winner
Otto Warburg as the first biochemical hallmark of cancer (Warburg et al.
1924, 1926). Nonetheless, Warburg was unable to demonstrate that the
Warburg phenomenon would account for oncogenesis or participate in
tumor progression as a causative factor. Indeed, this hypothesis was dis-
missed, and the study of intermediate metabolism and oxidative phos-
phorylation (which is decreased in cancer cells) was abandoned with the
advent of molecular biology and the discovery of oncogenes and tumor
suppressor genes that have captured most if not all of the attention of
cancer biologists over the last three decades.

As a result, cancer biologists and medical oncologists have been
considering the university courses in which they were taught that mi-
tochondrial metabolism, including the tricarboxylic acid cycle (TCA)
and oxidative phosphorylation (OXPHOS), were a useless and time-
consuming effort that they discretely abhorred. Nonetheless, there was
a sudden and unexpected renaissance of mitochondrial biology when it
was discovered that these organelles control cell death (Kroemer et al.
2007; Liu et al. 1996; Zamzami et al. 1996). Indeed, it appears that
mitochondrial membrane permeabilization (MMP) is often the decisive
event that marks the frontier between survival and death, irrespective of
the morphological features of end-stage cell death (which may be apop-
totic, necrotic, autophagic or mitotic). In a way, mitochondrial mem-
branes make up the battleground on which opposing vital and lethal
signals combat to seal the cell’s fate. Local players that modulate the
propensity to MMP include the pro- and anti-apoptotic members of the
Bcl-2 family (Adams and Cory 2007b), proteins from the mitochondrial
permeability transition pore complex (PTPC), as well as a cornucopia of
interacting partners including mitochondrial lipids (Zamzami and Kroe-
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mer 2001). Intermediate metabolites, redox reactions, sphingolipids, ion
gradients, transcription factors, as well as kinases and phosphatases,
link survival or death signals emanating from distinct subcellular com-
partments to mitochondria. Thus, mitochondria have the capacity to in-
tegrate multiple pro- and anti-apoptotic signals. Once MMP has been
triggered, it causes the release of catabolic hydrolases and activators of
such enzymes (including those of caspases) from mitochondria. These
catabolic enzymes as well as the cessation of the bioenergetic and redox-
detoxifying functions of mitochondria finally cause cellular demise, im-
plying that mitochondria coordinate the late stage of cell death. In tumor
cells, MMP is inhibited at the level of mitochondria or upstream thereof,
at the level of premitochondrial pro-apoptotic signal transduction path-
ways. Induction of MMP in transformed cells constitutes the goal of
anti-cancer chemotherapy (Kroemer et al. 2007).

The purpose of the present review is to briefly discuss the mecha-
nisms of MMP inhibition in tumor cells and to establish hypothetical
links between MMP resistance and anaerobic glycolysis.

2 Mitochondrial Control of Apoptosis

Apoptosis is morphologically defined as a type of cell death in which
the cell and, in particular, the nucleus shrinks (Kroemer et al. 2005).
Chromatin condensation (pyknosis) and nuclear fragmentation (kary-
orrhexis) are the two hallmarks that define apoptosis. Although there
have been attempts to define apoptosis biochemically (for instance, as
cell death with caspase activation or cell death with phosphatidylserine
exposure on the outer leaflet of the plasma membrane), these attempts
have failed, for the simple reason that the alleged specific hallmarks of
apoptotic cell death are not truly specific (thus, phosphatidylserine ex-
posure and caspase activation can occur during T cell activation without
cell death) (Galluzzi et al. 2007; Kroemer et al. 2005). Given that the
morphology of nuclei changes in a much more characteristic (and spe-
cific) fashion than that of any other organelle, in apoptosis, at the begin-
ning it was thought that these changes would reflect the essence of the
apoptotic process and that the point-of-no-return, the frontier between
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death and life, would be determined by alterations in nuclear morphol-
ogy related to degradation of nuclear DNA (chromatinolysis).

This concept was invalidated, initially by a cell-free system in which
cellular constituents (organelles and cytosol) were admixed in vitro to
recapitulate the process culminating in nuclear alterations (pyknosis,
karyorrhexis, chromatinolysis). Using this system, we discovered that
the most reproducible way to induce apoptosis in vitro was the follow-
ing: in a first step, cells were treated with an apoptosis inducer. After
a short incubation, the cytosol that contained accumulating MMP in-
ducers was purified. In the second step, this cytosol was then mixed
with mitochondria from healthy cells, resulting in MMP and hence the
release of pro-apoptotic effector molecules through the permeabilized
outer mitochondrial membrane. In the third and final step, these effec-
tor molecules were added to healthy nuclei to induce apoptotic changes
(Susin et al. 1996, 1997; Zamzami et al. 1996).

Using this system, we purified and identified apoptosis-inducing fac-
tor, a caspase-independent death effector that acts on purified nuclei
to cause peripheral chromatin condensation and large-scale DNA frag-
mentation to approximately 50 kbp (Susin et al. 1999). Using a slightly
different cell-free system, Xiadong Wang and colleagues purified and
identified all the constituents of the postmitochondrial caspase activa-
tion pathway, namely, cytochrome c (which leaks out from the mito-
chondrial intermembrane space), Apaf-1 (an ATP-dependent adaptor)
and caspase-9 (the apical caspase of a cascade culminating in the acti-
vation of the effector caspases-2, -6 and -7) (Li et al. 1997; Liu et al.
1996; Zou et al. 1997). Importantly, the anti-apoptotic action of the
oncoprotein Bcl-2 was mapped by several groups (Kluck et al. 1997;
Susin et al. 1996; Yang et al. 1997) at the mitochondrial level, meaning
that Bcl-2 interrupts the apoptotic process by sealing the mitochondrial
membranes and by preventing MMP.

These results as well as other experiments transposed the nucleocen-
tric world view of apoptosis to a mitochondriocentric one (Fig. 1). The
mitochondrion, and in particular, MMP would determine the decision of
committing apoptotic suicide, acting as the central integration point of
the apoptotic process and then as the coordinator of the catabolic pro-
cess that leads to ordered cellular dismantling (Kroemer et al. 1995).
Obviously, this concept had far-reaching implications for the concep-
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Fig. 1. Mitochondrial pathways to apoptosis. The release of intermembrane
space components (such as AIF, or cytochrome c) and/or the loss of membrane
potential (∆Ψ) as affected by numerous stimuli trigger caspase activation and
cell commitment to die through an apoptotic process. Loss of membrane po-
tential and of various matrix cofactors can result from the opening of the mi-
tochondrial permeability transition pore (PTP). The balance between the pro-
and anti-apoptotic members of the Bcl-2 family controls the opening of the
pore. Alternatively, the members of this family can form channels that may
also allow for the release of proapoptotic components present in the intermem-
brane space. PTP is a complex formed between the voltage-dependent anion
channel (VDAC) of the outer membrane and the adenylate nucleotide translo-
case (ANT) of the inner membrane associated with several additional proteins.
AIF, apoptosis-inducing factor; Br, benzodiazepine-receptor; CI–CV, the vari-
ous complexes of the respiratory chain; c, cytochrome c; IM, inner membrane;
OM, outer membrane
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tion, detection and manipulation of cell death at several levels (Jiang
and Wang 2004; Kroemer et al. 2007). This can be easily illustrated by
the pathophysiological implications of MMP-mediated cell death con-
trol:

• Many different signals can induce (or inhibit) MMP, linking dif-
ferent types of cellular stress and damage to mitochondria. This
underscores the potential of mitochondria to function as general
cell death sensors and to integrate many distinct lethal triggers
(Brenner and Kroemer 2000).

• MMP is not simply induced (or inhibited) by a single class of
molecules. Rather, several alternative, complementary and inter-
twined modes of MMP exist that are mediated by distinct classes
of proteins and modulators (Zamzami and Kroemer 2001). This
introduces some sort of redundancy into the system that regulates
cell death, hence preventing a mutation completely suppressing
cell death, an event that would be intrinsically oncogenic.

• When MMP has trespassed a critical threshold, its biochemical
consequences possibly encompass further permeabilization of ad-
jacent and distant mitochondria, thereby resulting in a rapid self-
amplifying phenomenon, which occurs prominently in an all-or-
nothing fashion. This implies that the detection of MMP indeed
predicts imminent cell death.

• Once MMP has occurred, it triggers cell death rapidly and effi-
ciently, through a plethora of independent and redundant mech-
anisms. These include the activation of caspases and caspase-
independent death effectors, as well as irreversible metabolic
changes at the bioenergetic and redox levels.

• If cytoprotection is the therapeutic goal, it is indispensable to
prevent MMP or the upstream events leading to MMP. In con-
trast, cellular demise cannot be avoided by inhibiting the post-
mitochondrial phase of apoptosis, which comprises biochemical
changes occurring after the point of no return has been trespassed
(postmortem events). This is essential for the design of neuro-,
hepato-, nephro- or cardioprotective therapies.

• Pathological MMP contributes to the unwarranted loss of post-
mitotic cells in the brain and heart. Pharmacological agents that
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target specific mitochondrial ion channels or proteins that con-
tribute to MMP may be useful for the therapeutic suppression of
acute cell death.

• Cancer cells are often relatively resistant to MMP induction, and
the therapeutic induction of MMP constitutes a therapeutic goal
in anti-cancer chemotherapy or radiotherapy. The inhibition of
MMP-inhibitory proteins (such as Bcl-2-like proteins) can sen-
sitize tumor cells to apoptosis induction (Kroemer et al. 2007).
This latter point will be discussed in more detail in the following
section.

3 Therapeutic Interventions for the Restoration
of Mitochondrial Apoptosis in Cancer Cells

The inhibition of cell death is one of the hallmarks of cancer. Apop-
tosis is inhibited in carcinomas, sarcomas, melanomas and hematopoi-
etic malignancies, either upstream or at the mitochondria. One of the
most prominent examples of apoptosis inhibition acting at the mito-
chondrial level is the overexpression of anti-apoptotic proteins of the
Bcl-2 family such as Bcl-2 or its close homologues Bcl-XL and Mcl-1
(Adams and Cory 2007a,b). Bcl-2, Bcl-XL and Mcl-1 are multidomain
proteins and carry four distinct Bcl-2 homology (BH) domains that are
labeled BH1–BH4. The branch of pro-apoptotic multidomain proteins
of the Bcl-2 family comprises Bax and Bak, which both possess BH1,
BH2 and BH3 domains, yet lack a BH4 domain. Finally, a vast group
of at least a dozen different proteins makes up the so-called BH3-only
branch of the Bcl-2 family. Together, these proteins can regulate MMP
induction in many instances, and cancer cells can be resistant to MMP
stimulation due to the overexpression of anti-apoptotic Bcl-2 proteins or
the absence of pro-apoptotic Bcl-2 family proteins (Deng et al. 2007).
As a result, one of the most specific therapeutic interventions that can
be created, on theoretical grounds, is a specific ligand that inhibits anti-
apoptotic or activates pro-apoptotic proteins of the Bcl-2 family. For ex-
ample, ABT737 has been designed as a specific ligand that inactivates
Bcl-2 (and Bcl-XL) (Oltersdorf et al. 2005), and ABT737 derivatives
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with improved pharmacokinetic properties are currently under clinical
evaluation.

Another prominent collection of proteins that mediate MMP (or at
least impinge on the probability of MMP induction) are the proteins
contained in the so-called permeability transition pore complex (PTPC)
(Zamzami and Kroemer 2001). Although the exact composition of the
PTPC is still a matter of debate, it appears that this complex involves in-
teractions between hexokinase (HK, an enzyme that catalyzes the initial
step of glycolysis in the cytosol), the voltage-dependent anion channel
(VDAC, a largely nonspecific pore in the outer mitochondrial mem-
brane), the mitochondrial benzodiazepine receptor (in the outer mem-
brane), the adenine-nucleotide translocator (ANT, the electrogenic an-
tiporter of ATP and ADP on the inner mitochondrial membrane) and
cyclophilin D (a prolyl cis-trans isomerase located in the mitochondrial
matrix). Accordingly, inhibitors of the HK-VDAC interaction (Peder-
sen 2007), pharmacological components acting on VDAC (Yagoda et al.
2007), ligands of the mitochondrial benzodiazepine receptor (Decaudin
et al. 2002), or knockdown of the ANT2 isoenzyme (Le Bras et al. 2006)
may have apoptosis-inducing, antineoplastic effects.

A vast collection of pharmacological agents may exert direct MMP-
inducing effects on isolated mitochondria, and the exact mode of action
of these agents is often incompletely characterized (Costantini et al.
2000; Galluzzi et al. 2006). Prominent MMP inducers include lipophilic
cations that enrich in cancer mitochondria (which are often hyperpo-
larized) and that trigger MMP, presumably through yet-to-be defined
interactions with mitochondrial inner membrane proteins and/or lipids.
Several among these agents are in preclinical development. On theoret-
ical grounds, such direct MMP inducers may circumvent the apoptosis
resistance that characterized transformed cells. We have published sev-
eral reviews (Costantini et al. 2000; Galluzzi et al. 2006) on this impor-
tant topic, enumerating the distinct compounds that can trigger MMP in
a direct fashion not requiring the cell to generate MMP-inducing signal
transducers. This strategy of cell death induction has the obvious ad-
vantage of readily bypassing mechanisms of apoptosis resistance that
reside in the generation of MMP inducers (such as defects in the p53-
dependent pro-apoptotic signal transduction pathway) or that affect the
composition of mitochondrial membranes themselves.
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4 Reduced Oxidative Phosphorylation
and Carcinogenesis

Otto Warburg made the seminal observation that, under aerobic condi-
tion, cancer cells paradoxically shift their metabolism from an oxidative
metabolism (through the mitochondrial respiratory chain) to a highly
glycolytic metabolism, producing large amounts of lactate (Warburg
et al. 1924, 1926). As a result, respiration would become secondary
and the mitochondria status in tumor tissues would be somewhat irrel-
evant for tumor development. Recently, however, mutations in three of
the four genes encoding respiratory chain complex II (succinate dehy-
drogenase, SDH) have been shown to cause paragangliomas (PGLs) or
pheochromocytomas. PGLs are neuroendocrine tumors that may secrete
catecholamines (Favier et al. 2005), which occur most frequently in the
head, neck, adrenal medulla and extra-adrenal sympathetic ganglia. The
hereditary form of PGLs, about 30% of cases, is usually characterized
by an early onset and a more severe presentation than the sporadic form.
In 2000, linkage analysis and positional cloning allowed Baysal et al.
(2000) to report the first deleterious mutations in the SDHD gene. Sub-
sequently, a candidate gene approach has led to the identification of
mutations in SDHC and SDHB (Astuti et al. 2001; Niemann and Muller
2000). This fueled a strong debate on the mechanism linking SDH defi-
ciency to tumor formation, initial observations suggesting that superox-
ide overproduction might be at the origin of increased cell proliferation
(Rustin 2002). Indeed, the mev1 mutant of the worm Caenorhabditis el-
egans, defective in the cytochrome b subunit of CII, was found to have
a reduced life span ascribed to overproduction of superoxides (Senoo-
Matsuda et al. 2001). However, no hyperplasia or indications of abnor-
mal cell proliferation were reported in the mev1 mutant at variance with
other C. elegans mutants for proteins which are prone to trigger tumori-
genesis when mutated in the homologous protein in mammals, e.g., cul1
mutant (Piva et al. 2002).

Soon after the discovery that SDH mutations can result in tumor for-
mation, it was shown that these tumors were highly vascularized con-
comitantly with HIF stabilization and activation of the hypoxia pathway
(Gimenez-Roqueplo et al. 2001). As a rule, under normoxic conditions,
the HIF-α subunit is continuously ubiquitinated and subsequently de-
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graded by the proteasome (Hickey and Simon 2006). The process of
ubiquitination is started by their recognition by the von Hippel–Lindau
(VHL) protein, which requires the hydroxylation of two proline residues
on HIF-α (Kaelin 2005). The very first step of HIF-α degradation is de-
pendent on this hydroxylation, which is catalyzed by HIF prolyl hydrox-
ylases (PHDs). PHDs belong to the superfamily of the Fe(II)-dependant
oxygenases and require reduced iron as a cofactor, α-KG and oxygen
as co-substrates, with carbon dioxide and succinate being the products
of the reaction (Lee et al. 2004). Under hypoxic conditions, the absence
of oxygen prohibits PHD activity, and HIF-α is thus stabilized, allow-
ing for its nuclear translocation and the subsequent activation of the
target genes. The involvement of HIFs has been observed in numerous
types of tumors, playing an active role in the progression of neoplasia
(Gordan and Simon 2007). To make a long story short, it was estab-
lished that a high intracellular succinate concentration, as measured in
SDH-deficient cells and tumors, was responsible for the blockade of
PHD activity with the consequent stabilization of the HIF1α protein
(Briere et al. 2005a; Selak et al. 2005) (Fig. 2). Conversely, the addi-
tion of α-ketoglutarate, the substrate of the PHD, was shown to abolish
the nuclear translocation of HIF1α in SDH-defective cells (Briere et al.
2005a). The abnormal organic acid balance thus provided a proficient
mechanism linking SDH-deficiency to tumor formation.

Additional support in favor of this latter hypothesis came from the
observation that a fumarase defect can lead to leiomyomatosis and re-
nal cell cancer (HLRCC) syndrome (Tomlinson et al. 2002). In this lat-
ter case, fumarate, accumulated because of fumarase inactivation, was
found to act as a competitive inhibitor of the PHD, thus inducing the ab-
normal stabilization of HIF-1α. Other structurally related organic acids
can also inhibit PHD (MacKenzie et al. 2007). Therefore, a TCA cycle
blockade may result in the induction of angiogenesis and tuning up gly-
colysis during tumorigenesis may be at the origin of the Warburg effect,
rather than a blockade of the electron flow (potentially associated with
all subtypes of RC defects) (Briere et al. 2005b). It would therefore be
at least rather imprudent to invoke SDH mutations as general proof that
a RC defect results in tumor formation.

To date, there is no strong evidence that a perturbation of the elec-
tron flow through the RC is sufficient to increase cell proliferation and
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Fig. 2. Induction of the hypoxia pathway by succinate. Upon succinate dehydro-
genase (complex II, II) blockade, succinate accumulates and is exported from
mitochondria to the cytosol. There, it inhibits the prolyl hydroxylase (PHD),
thus triggering Hif1α stabilization. The nuclear translocation of this latter factor
induces an increased transcription of the hypoxia pathway components. VHL,
Von Hippel–Lindau; I–V, the various respiratory chain complexes
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constitutes the primary cause of tumor formation: on one hand, none
of the nuclear genes encoding RC components or involved the build-
ing or maintenance of the chain has been demonstrated to be a tumor
suppressor, with the exception of genes encoding RC complex II (or
fumarase; see above) (Kroemer 2006). On the other hand, RC-specific
poisons are not known as carcinogenic. Finally, patients harboring dele-
terious mutation in genes encoding RC components are not known to be
particularly at risk for tumor formations. This is even true for mutations
affecting RC proteins that result in high levels of superoxide produc-
tion, such as ATPase (complex V) components (Geromel et al. 2001).
Even more puzzling is the fact that in a subset of tumor cells (liver and
pancreatic tumors), enhanced glycolysis might well require an active
production of ATP by the RC. Using both ATP and glucose to produce
ADP and glucose-6-phosphate, the hexokinase specifically expressed in
most tumor cells is characterized by its poor affinity (high Km, about
10 mM) for glucose, similar to the hexokinase IV (glucokinase) found
in normal hepatocytes (Brandon et al. 2006). It possibly allows for an
additional capacity for glucose uptake from plasma and increased glu-
cose phosphorylation, by displacement of the cell glucose equilibrium.
Interestingly, while the isoform with a low affinity is expressed in most
non-tumor cells, in the malignant hepatocellular carcinoma cells and
in transformed pancreatic cells, it is largely replaced by a high affinity
form (hexokinase II, HKII). This latter form can readily bind VDAC at
the outer mitochondrial membrane and utilize the mitochondrial ATP
to produce glucose-6-phosphate, thus favoring aerobic glycolysis (Bus-
tamante and Pedersen 1977) as long as the electron transfer chain is
working (Fig. 3). In this case, carcinogenesis would in fact require the
preservation of the respiratory chain function, at least at a minimal level.

The possibility nevertheless exists that low oxygenation in tumors
may secondarily affect mitochondrial function, thus favoring the for-
mation of superoxides and peroxides by the RC. In principle, activated
oxygen species might in turn signal both oncogene growth factors and
their tyrosine kinase receptors, thus driving cell transformation (Aslan
and Ozben 2003), simultaneously promoting HIF1α stabilization by in-
hibiting the prolyl hydroxylase. The suggested role of superoxides in
triggering tumorigenesis has long been advocated in support to a ther-
apeutic use of antioxidants (Nishikawa and Hashida 2006). However,
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Fig. 3. Interaction between mitochondria and type II hexokinase. The chan-
neling of mitochondrial ATP by type II hexokinase favors the production of
glucose 6-phosphate (G 6-P) and ultimately glycolysis. Ant, adenylate carrier;
HKII, type II hexokinase; I–V, the various complexes of the respiratory chain;
Q, ubiquinone; VDAC, voltage-dependent anion channel

contrasting results from in vitro and in vivo experiments have raised
some doubt about the ability of antioxidant enzymes (Lu et al. 1997;
Welsh et al. 2002) or molecules to actually fight cancer by such a mech-
anism. Indeed, one should be aware that most antioxidant molecules
also act as prooxidants, possibly accounting for a potential antitumoral
activity. For instance, an antioxidant molecule such as melatonin exer-
cises its antiproliferative effect on the growth of rat pituitary prolactin-
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secreting tumor cells in vitro by damaging mitochondria rather than by
quenching superoxides (Yang et al. 2007). Thus, even if increased su-
peroxide production can be evidenced in a subset of cancer cells, we
need more evidence to establish that, as a general rule, these superox-
ides are instrumental in triggering tumorigenesis.

While it is not clear that a defective respiratory chain actually favors
tumor formation, mitochondria might instead represent the Achilles ten-
don of cancer cells. As discussed above, mitochondria house several
proapoptotic factors that are simultaneously components of (or closely
associated with) the electron transfer chain. Targeting tumors with
reagents susceptible to inducing the release of these components has
become a fashionable idea (Galluzzi et al. 2006). Thus, cisplatin, one of
the most important chemotherapeutic agents ever developed, has been
shown to readily interact with mitochondria to trigger apoptosis (Cepeda
et al. 2007). Resveratrol, a natural polyphenolic antioxidant, has been
reported to possess a cancer chemopreventive potential that has been as-
cribed to its ability to trigger mitochondrial dysfunction and apoptosis
(Fulda and Debatin 2006), mention yet another example.

5 Hypothetical Links Between Apoptosis Resistance
and Anaerobic Glycolysis
at the Mitochondrial Membrane

As summarized above, mitochondria from cancer cells are relatively re-
sistant against MMP induction, thereby reducing the propensity to un-
dergo apoptosis. In addition, tumor mitochondria are, to some extent,
perturbed in their metabolism, often exhibiting reduced OXPHOS. Are
these two phenomena mechanistically linked? Unfortunately, there is
no simple answer to this question, because there may be multiple links,
none of which is firmly established to contribute to oncogenesis or tu-
mor progression.

A first explanation for simultaneous apoptosis inhibition and OX-
PHOS defects of cancer cells may reside in the composition of mito-
chondrial membranes. For example, Bcl-2 and Bcl-XL are prominent
MMP inhibitors, yet also have direct effects on ATP synthesis in which
they act as allosteric activators of ANT (Belzacq et al. 2003). Report-
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edly, Bcl-2 and Bcl-XL can also inhibit the capacity of VDAC to ex-
change metabolites on the outer mitochondrial membrane, an effect that
would reduce respiration (Tsujimoto and Shimizu 2007). A functional
and structural Bcl-2 homolog, vMIA (for viral mitochondrial inhibitor
of apoptosis), which is encoded by cytomegalovirus, acts as a strong
inhibitor of apoptosis (via its capacity to inhibit Bax), yet is also an
inhibitor of the phosphate carrier, one of the proteins of the ATP syn-
thasome (Poncet et al. 2006). This implies that vMIA reduces ATP gen-
eration by OXPHOS, an effect that accounts for the cytopathic effect
of cytomegalovirus. No such inhibitory effect was, however, found for
Bcl-2 (P. Rustin and G. Kroemer, unpublished data).

Unfortunately, there are no systematic studies on the composition of
the outer mitochondrial membrane of cancer cells. However, differences
in the composition of the PTPC have been reported, and whether alter-
ations in the abundance of VDAC or ANT isoforms account for dual
apoptosis/OXPHOS defects of tumor cells remains to be investigated
in detail. One PTPC component, hexokinase, has been shown to asso-
ciate more vigorously with VDAC in tumor cells than in normal control
cells (Pedersen 2007). When associated with VDAC, hexokinase may
efficiently couple residual OXPHOS to the initial, rate-limiting step of
glycolysis, and simultaneous inhibit MMP, presumably through an ef-
fect on the PTPC.

Other links between OXPHOS defects and inhibited apoptosis maybe
more indirect. A hyperpolarization of the inner mitochondrial trans-
membrane potential, as is frequently seen in cancer cells (perhaps sec-
ondary to defects in the F1F0 ATPase), can intrinsically reduce the
propensity of PTPC opening (Zoratti and Szabo 1995). Total inhibition
of the respiratory chain inhibits the activation of the pro-apoptotic Bcl-
2 proteins Bax and Bak (Tomiyama et al. 2006). In addition, OXPHOS
defects (and in particular mtDNA mutations) might increase the produc-
tion of ROS and hence activate, via HIF, a transcriptional program that
reduces the propensity of the cells to succumb to stress-induced MMP.
Major defects in respiratory chain complexes reduce electron flow on
the inner mitochondrial membrane and reduce the capacity of certain
xenobiotics to elicit ROS generation in mitochondria, thereby abolish-
ing their pro-apoptotic effects. This latter mechanism may explain the
fact that ρ° cells (cells that lack mitochondrial DNA and hence OX-
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PHOS) are resistant against a series of compounds that induce apoptosis
by provoking futile redox cycles in mitochondria (Galluzzi et al. 2006;
Kroemer et al. 2007).

Altogether, these examples illustrate the possible links between apop-
tosis resistance and anaerobic glycolysis in cancer. Future studies will
elucidate which among these links, if any, has a preponderant impact
on oncogenesis or tumor progression. Similarly, future work will deter-
mine whether dual therapeutic interventions that might simultaneously
restore apoptosis and target the metabolic alterations linked to cancer
might provide valid tools for our combat against cancer.
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Abstract. Metabolic stress is an important stimulus that promotes apoptosis-
mediated tumor suppression. Metabolic stress arises in tumors from multiple
factors that include insufficient nutrient supply caused by deficient angiogen-
esis and high metabolic demand of unrestrained cell proliferation. The high
metabolic demand of tumor cells is only exacerbated by reliance on the ineffi-
cient process of glycolysis for energy production. Recently it has become clear
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that tumor cells survive metabolic stress through the catabolic process of au-
tophagy. Autophagy also functions as a tumor suppression mechanism by pre-
venting cell death and inflammation and by protecting the genome from dam-
age and genetic instability. How autophagy protects the genome is not yet clear
but may be related to its roles in sustaining metabolism or in the clearance of
damaged proteins and organelles and the mitigation of oxidative stress. These
findings illuminate the important role of metabolism in cancer progression and
provide specific predictions for metabolic modulation in cancer therapy.

1 Origins of Metabolic Stress in Tumors

Metabolic stress is a common occurrence in human tumors and is caused
by multiple factors. Tumors initially lack a blood supply and when
growth progresses towards a mass in the range of 1 mm in diameter,
passive diffusion of nutrients is insufficient to sustain those tumor cells
in the center of the mass, which suffer metabolic stress (Folkman 2006).
Continuation of tumor growth requires angiogenesis to supply nutrients,
and recruitment of a blood supply to the tumor can ameliorate metabolic
stress. Using hypoxia as a marker for metabolic stress in tumors, induc-
tion of metabolic stress during tumor formation and stress abatement
following angiogenesis is readily apparent (Nelson et al. 2004). Follow-
ing successful tumor angiogenesis, metabolic stress is still a factor since
blood vessel formation is abnormal and subject to intermittent collapse
that inflicts metabolic stress in established tumors. Thus, unlike nor-
mal tissues, tumors lack a constant, uninterrupted nutrient supply and
thereby are regularly assaulted by bouts of metabolic stress.

Another contributing factor to metabolic stress in tumors is their
high metabolic demand caused by unregulated, unrelenting tumor cell
growth, a hallmark of cancer (Hanahan and Weinberg 2000). Normal
tissues have strict controls that limit cell division to specific develop-
mental periods and circumstances that are tightly linked to nutrient and
growth factor availability. Tumor cells lack these controls and prolif-
erate independently, by either autocrine mechanisms or despite the ab-
sence of growth factors and nutrients. This dissociation of growth con-
trol from nutrient availability is a significant contributor to metabolic
stress in tumors that leads to cellular damage and cell death by metabolic
catastrophe (Jin et al. 2007). Finally, inefficient energy production in
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tumor cells due to metabolism dominated by glycolysis has long been
recognized as critical distinction between normal and tumor cells (War-
burg 1956). The juxtaposition of restricted nutrient supply, high energy
demand, and inefficient energy production exemplifies the fundamental
importance of metabolic stress to tumor physiology.

2 Activation of Tumor Suppression by Apoptosis
in Response to Cellular Stress

Cellular stress is a well-known trigger of cell death by apoptosis, which
is a critical tumor suppression mechanism. Conceptually, cellular stress
that results in excessive cell damage activates apoptosis as a means to
eliminate dysfunctional and potentially dangerous cells that can acquire
mutations and progress toward cancer. There are multiple independent
pathways by which apoptosis is triggered in tumors (Adams and Cory
2007; Gelinas and White 2005). Two stress-related pathways that sig-
nal apoptosis are the DNA damage and cellular stress response pathway
controlled by the p53 tumor suppressor, and the metabolic stress path-
way (Fig. 1) (Jin et al. 2007; Jin and White 2007; White 2006).

p53 activates apoptosis in part through transcriptional upregulation
of the pro-apoptotic BH3-only proteins Puma and Noxa (Vousden and
Lane 2007), whereas metabolic stress signals through the pro-apoptotic
BH3-only protein Bim (Nelson et al. 2004; Tan et al. 2005). BH3-only
proteins, in turn, signal apoptosis through the multidomain proapop-
totic Bax and Bak proteins, which permeabilize the outer mitochondrial
membrane causing the release of factors that promote caspase activation
leading to cell death (Adams and Cory 2007). How Bim is activated in
response to metabolic stress to induce apoptosis is not known, but Bim
is a critical epithelial tumor suppressor in the p53-independent apoptotic
pathway (Degenhardt et al. 2002; Tan et al. 2005).

3 Modulation of the Apoptotic Response
by Cancer Therapy

One of the advantages of a comprehensive knowledge of apoptosis reg-
ulation is the ability to use that information to rationally tailor cancer
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Fig. 1. Activation of the apoptotic tumor suppression response to metabolic
stress. See text for explanation

therapies aimed at activating or enhancing the apoptotic response. As
such, the development of cancer treatments specifically targeting the
apoptotic pathway shows great promise (Fesik 2005; Wu et al. 2007).
For example, promoting p53 activation by inducing DNA damage with
cytotoxic chemotherapy is one means to shift tumor cells toward apop-
tosis during cancer therapy (Fig. 1). Another example is the induction
of Bim by the taxane class of chemotherapeutic drugs, which results
in Bim-mediated apoptosis (Fig. 1) and tumor regression in preclinical
models (Tan et al. 2005). These types of therapeutic strategies can shift
the balance in tumor cells from survival to death to facilitate treatment
response. Indeed, many of the newer noncytotoxic targeted therapies
that inhibit signal transduction, relieve apoptosis suppression, thereby
favoring tumor cell death.

4 Inactivation of Apoptosis in Tumor Progression

Cancer cells, however, can defeat proapoptotic tumor suppression mech-
anisms by inactivating apoptosis in various ways that enable tumor pro-
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gression and treatment resistance (Fig. 2) (Adams and Cory 2007). For
example, anti-apoptotic Bcl-2 family members are overexpressed in
many tumors, bind and inhibit Bax and Bak to block apoptosis, en-
abling tumor cell survival, tumor progression and treatment resistance.
Analogously, many viruses have acquired these same Bcl-2-like anti-
apoptotic mechanisms among their repertoire of oncogenes (Cuconati
and White 2002). One example is the E1B19K gene product of the DNA
tumor virus adenovirus (Fig. 2), which blocks apoptosis by binding and
inhibiting Bax and Bak to facilitate oncogenesis (Cuconati and White
2002; Nelson et al. 2004; White 2006). Tumors acquire mechanisms
for inactivating apoptosis that can also be indirect. One example is the
upregulation of the ubiquitin ligase for p53, Mdm-2, which promotes
p53 degradation in the ubiquitin proteasome pathway to promote tu-
morigenesis (Vousden and Lane 2007). Another is the phosphorylation
and proteasome-mediated degradation of Bim by the Map kinase Erk,
which inactivates apoptosis, thereby promoting tumorigenesis and resis-
tance to taxane chemotherapy (Fig. 2) (Tan et al. 2005). Defining how
tumors defeat the apoptotic response as exemplified above can dictate
rational approaches to anti-cancer therapies.

5 Autophagy Mediates Tumor Cell Survival
to Metabolic Stress

Once tumor cells evolve defects in apoptosis, they fail to die in response
to metabolic stress, but this does not suffice to explain how these undead
cells survive long periods of metabolic stress. By simulating in vivo
metabolic stress in tumors in vitro, we discovered that metabolic stress
activates the catabolic survival pathway of autophagy (Degenhardt et al.
2006). This autophagy allows tumor cells to cannibalize themselves to
sustain their metabolism during extended periods of starvation (Degen-
hardt et al. 2006). Furthermore, autophagy in tumors in vivo localizes
to regions of metabolic stress and tumor cells with defects in autophagy
fail to survive in these tumor regions (Fig. 3A) (Degenhardt et al. 2006;
Karantza-Wadsworth et al. 2007; Mathew et al. 2007b). These findings
revealed that autophagy is an important component of tumor physiology
linked to metabolic stress survival.
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Fig. 2. Inactivation of apoptosis in cancer cells. See text for explanation

Starvation promotes autophagy, which through the action of a host of
essential autophagy regulators such as Beclin1 and ATG proteins, dou-
ble membrane vesicles form that engulf cytoplasm and organelles that
traffic this cargo to lysosomes for degradation (Klionsky 2007; Levine
and Kroemer 2008; Mizushima 2007). By recycling intracellular nu-
trients, autophagy can support cellular metabolism during nutrient and
growth factor deprivation. In mammalian development, autophagy is es-
sential to sustain metabolism to enable survival during the neonatal star-
vation period (Kuma et al. 2004). Autophagy also plays a critical role in
maintaining protein and organelle quality control exemplified by the ac-
cumulation of protein aggregates and aberrant mitochondria associated
with neuronal degeneration in mice (Hara et al. 2006; Komatsu et al.
2005, 2006, 2007). Thus, autophagy is an important component of the
metabolic stress response that promotes normal cell survival by provid-
ing an alternate energy source and by degrading damaged proteins and
organelles.
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Fig. 3A–C. Dual roles for autophagy in suppressing tumorigenesis. A Cells
at the center of a tumor are subjected to metabolic stress can either undergo
apoptosis or, in this illustration, can activate autophagy to enable long-term sur-
vival. Eventually, with acquisition of a blood supply through angiogenesis, tu-
mor progression can occur. B Defects in autophagy promote either necrotic or
apoptotic cell death and the inflammation and cytokine production that results
can promote tumorigenesis by a non-cell-autonomous mechanism. C Defects in
autophagy cause DNA damage and genome instability due to the failure to mit-
igate metabolic stress. The accelerated mutation rate that results can facilitate
tumor progression by a cell-autonomous mechanism

6 Autophagy Is a Tumor Suppression Mechanism

Although autophagy promotes tumor cell survival, paradoxically, al-
lelic loss of the essential autophagy gene beclin1 is found with high
frequency in human cancers, and beclin1 +/– mutant mice are tumor-
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prone (Liang et al. 1999; Qu et al. 2003; Yue et al. 2003). Furthermore,
allelic loss of beclin1 and defective autophagy promotes tumorigenesis
of immortal mouse kidney and mammary epithelial cells (Degenhardt
et al. 2006; Karantza-Wadsworth et al. 2007; Mathew et al. 2007b). It
then became a challenge to decipher the mechanism by which loss of
function of a survival pathway of autophagy promotes tumor growth.
Although on the surface it may appear counterintuitive that loss of a sur-
vival function such as autophagy causes tumorigenesis, this is not the
first time this situation has occurred. Defects in DNA repair, for ex-
ample, compromise cell survival to DNA damage, yet the accelerated
mutation rate promotes tumorigenesis (Hanahan and Weinberg 2000).
In this setting, the elevated mutation rate that results from DNA repair
deficiency compensates for the reduced survival to DNA damage by ex-
pediting tumor evolution. As such, enhanced tumor cell survival is not
always associated with promotion of tumorigenesis.

7 Autophagy Suppresses Cell Death
and Inflammation to Limit Tumor Progression

In tumor cells as in normal cells, autophagy promotes survival to meta-
bolic stress. In apoptosis-competent tumor cells, autophagy suppresses
apoptosis in response to metabolic stress (Boya et al. 2005; Degenhardt
et al. 2006; Karantza-Wadsworth et al. 2007; Mathew et al. 2007b).
In apoptosis-defective tumor cells, autophagy enables long-term sur-
vival to metabolic stress such that restoration of nutrients permits ef-
ficient recovery (Degenhardt et al. 2006; Karantza-Wadsworth et al.
2007; Mathew et al. 2007b). This prosurvival function of autophagy pre-
vents tumor cell death, and as a result, the inflammation, macrophage
infiltration, and tumor-promoting cytokine production that result from
excessive tumor cell death is prevented (Degenhardt et al. 2006; Jin
and White 2007; Karantza-Wadsworth and White 2007; Mathew et al.
2007a; Mathew and White 2007). This chronic inflammation in auto-
phagy-defective tumors is associated with enhanced tumor growth
(Fig. 3B,C). In tumors where apoptosis is intact, autophagy defects can
promote chronic apoptosis in response to metabolic stress, and excess
apoptotic tumor cells can promote macrophage infiltration associated
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with poor prognosis (Fig. 3B) (Condeelis and Pollard 2006). In tumors
with defects in apoptosis, deficient autophagy results in chronic necrotic
cell death due to metabolic catastrophe in response to metabolic stress
analogous to a corrupted would-healing response associated with poor
prognosis (Fig. 3B) (Degenhardt et al. 2006; Jin et al. 2007; Jin and
White 2007; Mathew et al. 2007a). While the role of inflammation in tu-
morigenesis is complex, many aspects of the inflammatory response are
associated with tumor progression (Balkwill et al. 2005). Thus, by pre-
serving cell health and viability, autophagy serves as an important non-
cell-autonomous tumor-suppression mechanism by limiting inflamma-
tion (Degenhardt et al. 2006; Mathew et al. 2007a).

8 Autophagy Prevents Genome Damage
to Suppress Tumorigenesis

While autophagy permits tumor cells to tolerate metabolic stress, it
serves an important protective function by limiting the accumulation
of damaged proteins and organelles (Komatsu et al. 2007; Komatsu
et al. 2005), which may ultimately protect the genome and suppresses
tumor progression (Mathew et al. 2007a). Tumorigenesis commonly re-
quires stable genetic or epigenetic changes acquired through mutation
(Hanahan and Weinberg 2000). Interestingly, accumulation of damaged
proteins and organelles can be associated with elevated oxidative stress
that may directly or indirectly promote genome damage and mutation.
Indeed, autophagy-defective immortal mouse kidney and mammary ep-
ithelial cells have an elevated DNA damage response in metabolic stress
and are prone to gene amplification and chromosome gains and losses
(Karantza-Wadsworth et al. 2007; Mathew et al. 2007b). These find-
ings provide evidence that autophagy protects the genome, providing
the first link between metabolism and limiting DNA damage and muta-
tion that can promote tumorigenesis by a cell-autonomous mechanism
(Fig. 3C) (Jin and White 2007; Karantza-Wadsworth and White 2007;
Mathew et al. 2007a; Mathew and White 2007). Determining the molec-
ular mechanism by which autophagy protects cells from genome dam-
age will be of great interest.
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9 Modulation of Tumor Cell Metabolism
in Cancer Therapy

The findings described above illustrate that the metabolic stress res-
ponse is linked to both apoptosis and autophagy, and understanding
these pathways is essential for developing cancer therapies. As auto-
phagy is clearly a survival pathway utilized by tumor cells to survive
metabolic stress, inhibitors of autophagy may be therapeutically useful
(Jin et al. 2007; Jin and White 2007; Karantza-Wadsworth and White
2007; Mathew et al. 2007a; Mathew and White 2007). In this setting, it
will be important to induce acute rather than chronic tumor cell death
to avoid inflammation and genome instability associated with impair-
ment of autophagy. Furthermore, since autophagy provides a protective
tumor-suppression function, autophagy stimulators may be particularly
useful in the setting of cancer prevention. Therapeutically stimulating
autophagy in individuals at risk may suppress cell death, inflamma-
tion, and genome damage, thereby restricting tumor progression (Jin
et al. 2007; Jin and White 2007; Karantza-Wadsworth and White 2007;
Mathew et al. 2007a; Mathew and White 2007). Finally, as many tumors
have defects in autophagy in conjunction with high metabolic demand
that is reliant on the inefficient process of glycolysis for energy produc-
tion, strategies to inflict therapeutic starvation should be considered (Jin
et al. 2007). In that way, we can take advantage of the most fundamental
factor that discriminates normal cells from cancer cells (Warburg 1956).
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Abstract. c-MYC and the hypoxia-inducible factors (HIFs) are critical factors
for tumorigenesis in a large number of human cancers. While the normal func-
tion of MYC involves the induction of cell proliferation and enhancement of
cellular metabolism, the function of HIF, particularly HIF-1, involves adapta-
tion to the hypoxic microenvironment, including activation of anaerobic gly-
colysis. When MYC-dependent tumors grow, the hypoxic tumor microenviron-
ment elevates the levels of HIF, such that oncogenic MYC and HIF collaborate
to enhance the cancer cell’s metabolic needs through increased uptake of glu-
cose and its conversion to lactate. HIF is also able to attenuate mitochondrial
respiration through the induction of pyruvate dehydrogenase kinase 1 (PDK1),
which in part accounts for the Warburg effect that describes the propensity for
cancers to avidly take up glucose and convert it to lactate with the concurrent
decrease in mitochondrial respiration. Target genes that are common to both
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HIF and MYC, such as PDK1, LDHA, HK2, and TFRC, are therefore attractive
therapeutic targets, because their coordinate induction by HIF and MYC widens
the therapeutic window between cancer and normal tissues.

1 MYC Is a Major Human Oncogene
That Encodes a Transcription Factor

MYC is frequently altered in human cancer (Adhikary and Eilers 2005;
Dang et al. 2006; Jamerson et al. 2004; Liao and Dickson 2000). A non-
exhaustive compilation of studies on alterations of MYC in human
cancers is available on-line at www.myccancergene.org. From such
a compilation and the literature, one can estimate that beyond Burkitt’s
lymphoma, which is virtually 100% affected by MYC translocations,
MYC expression is increased in a variety of human cancers, including
40% breast, 70% colon, 90% gynecological, 50% liver, 40% melanoma,
40% medulloblastomas, 65% prostate and 33% small-cell lung cancers.
It is notable that MYC gene amplication, which portends poor progno-
sis, has been observed in 15% of human breast cancers, 5%–10% lung
cancers and approximately 5% of colon cancers (Fig. 1). Furthermore,
MYC was found activated in colon cancers when the APC tumor sup-
pressor is lost (He et al. 1998). APC dampens the transcription of the
MYC gene through direct regulation of the MYC activator, TCF4. All of
these studies together demonstrate the importance of deregulated MYC
in human cancers.

The tumorigenic role of MYC is underscored by the variety of tumors
arising from its ectopic expression in different tissues of transgenic mice
(Cory et al. 1987; Langdon et al. 1986; Leder et al. 1986; Pelengaris
et al. 1999; Shchors et al. 2006). Subsequent to initial studies demon-
strating that forced expression of myc in lymphoid tissues resulted in
lymphoid hyperplasia and lymphomas, virtually all other studies of con-
stitutive or inducible myc in tissues from skin to liver resulted in neo-
plastic transformation of the targeted tissue. These tumors appear after
a lag time, which signifies the requirement of additional genetic alter-
ations for tumorigenesis. In the lymphoid model, inactivation of p53 or
ARF appears necessary for Myc-mediated lymphomagenesis (Eischen
et al. 1999; Zindy et al. 1998). More recently, missense mutations of
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Fig. 1. The MYC proto-oncogene was discovered as the precursor of the retro-
viral v-myc gene. v-Myc is potently transforming in chickens, giving rise to
the myelocytomatosis syndrome, from which the term “MYC” was derived.
Deregulation expression of MYC in transgenic animals result in tumorigenesis
of the targeted tissue. MYC deregulation also accounts for many human cancers,
with the pathognomonic chromosomal translocation and activation of MYC in
Burkitt’s lymphoma

MYC found in human Burkitt’s lymphomas are shown to be defective
in triggering apoptosis through Bim, a Bcl-2 antagonist (Hemann et al.
2005). As such, an emerging picture of Myc mediated tumorigenesis in-
cludes the concurrent inactivation of apoptotic pathways in some tissues
but not others (Pelengaris et al. 1999; Shchors et al. 2006).

The Myc protein was initially localized in cell nuclei, and its func-
tion was equivocal, with its role being implicated in DNA replication,
RNA splicing, and transcription. Subsequent studies demonstrate the
ability of the Myc C-terminal region to oligomerize and that Max is
Myc’s obligate binding partner (Blackwood and Eisenman 1991; Dang
et al. 1989; Prendergast et al. 1991). The heterodimeric Myc-Max pro-
tein was found to bind specific core DNA hexameric consensus se-
quence or E box, 5′-CAC(G/A)TG-3′, as well as related noncanonical
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E boxes (Blackwell et al. 1990, 1993; Prendergast and Ziff 1991). In
addition, the N-terminal region of Myc, which is required for trans-
formation, fused to the DNA binding domain of the yeast GAL4 tran-
scription, was able to stimulate transcription (Kato et al. 1990). Myc
is also capable of transcriptional repression through different mecha-
nisms, including the titration of the Miz-1 transactivator (Adhikary and
Eilers 2005; Marhin et al. 1997; Schneider et al. 1997). It is notable that
the Myc-Max network is quite complex, since Max also interacts with
six other proteins, including Mxd1, Mxd2, Mxd3, Mxd4, Mnt, and Mga
(Baudino and Cleveland 2001; Hooker and Hurlin 2006; McArthur et al.
1998). Many of these non-Myc heterodimers could counter the function
of Myc. In aggregate, these findings paint an emerging picture of Myc
as an oncogenic transcription factor that is involved in a complicated
Max-associated network of proteins to regulate gene expression. Recent
findings, however, indicate that Myc also has nontranscriptional func-
tions as well as a role in DNA replication. Specifically, the N-terminal
domain of Myc stimulates mRNA cap methylation in the absence of
the Myc DNA binding domain (Cole and Nikiforov 2006; Cowling and
Cole 2007).

2 Myc Target Genes in Tumorigenesis

The biological properties of MYC in cell culture and in vivo models
suggest that Myc plays a pleiotropic role in the regulation of cell size
and proliferation as well as cellular metabolism and adhesion (Adhikary
and Eilers 2005; Dang et al. 2006). An accumulating body of literature
on Myc target genes is annotated (www.myccancergene.org). To date,
direct and indirect Myc target genes have been implicated in a variety
of cellular processes (Cole and McMahon 1999; Dang 1999; Fernandez
et al. 2003). As one might expect, since Myc induces cell prolifera-
tion under specific circumstances, a group of Myc target genes involves
cell cycle regulation (Amati et al. 1998; Burgin et al. 1998). Activa-
tion of positive cell cycle regulators, such as CDK4, and suppression
of negative cell cycle effectors, such as p21, have been reported (Gar-
tel et al. 2001; Hermeking et al. 2000; Mateyak et al. 1999; Wu et al.
2003). In particular, CDK4 has been directly implicated downstream
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of Myc in the skin tumorigenesis through the used of CDK4 deletion
in mice (Miliani de Marval et al. 2004). We reported that the miR-17
cluster, comprising six predicted miRNAs, is a direct Myc target that
in part modulates E2F1 translation (O’Donnell et al. 2005). E2F1 in
turn directly regulates G1-S transition (Leone et al. 2001; Sears and
Nevins 2002). Moreover, another report demonstrates that the miR-17
cluster, which is amplified or overexpressed in human lymphomas and
colon cancer, could collaborate with Myc in tumorigenesis in vivo (He
et al. 2005). Although increased expression of Myc resulted in increased
cell size in lymphocytes and hepatocytes associated with elevation of
mRNAs encoding components essential for ribosome biogenesis, which
is implicated in Drosophila as key for control of cell size, effectors nec-
essary for cell size control have not been clearly delineated in verte-
brate systems (Iritani et al. 2002; Kim et al. 2000). In fact, hypomorphs
of myc in the mouse led to decreased body size associated with fewer
cells rather than with smaller cells as found with hypomorphic dMyc in
Drosophila (Gallant et al. 1996; Johnston et al. 1999; Schreiber-Agus
et al. 1997; Trumpp et al. 2001). The connection between Myc and ribo-
somal biogenesis is further strengthened by the recent finding that Myc
also directly regulates rRNA synthesis (Arabi et al. 2005; Felton-Edkins
et al. 2003; Gomez-Roman et al. 2003; Oskarsson and Trumpp 2005).

Myc has been connected to different metabolic pathways through
its initial links to CAD (nucleotide metabolism) (Boyd and Farnham
1997), ODC (ornithine/spermine metabolism) (Bello-Fernandez et al.
1993), LDHA (glucose metabolism) (Shim et al. 1997) and SHMT2
(single carbon metabolism) (Nikiforov et al. 2002). Global gene ex-
pression analysis now connects Myc with diverse metabolic pathways
with an overrepresentation of Myc responsive genes involved in glu-
cose and nucleotide metabolism. Although Myc’s involvement in reg-
ulating glucose metabolism has been well delineated, the connection
between Myc and purine and pyrimidine metabolism is not well un-
derstood. Our preliminary studies have further connected Myc with the
regulation of almost all genes involved in pyrimidine biosynthesis, in
addition to CAD, and many genes linked to purine biosynthesis involved
in the generation of inosine monophosphate (IMP), a precursor of AMP
and GMP. Intriguingly, the pathway to produce IMP involves an in-
termediate, AICAR, which is an activator of AMP kinase (AMPK).
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AMPK senses cellular energy status through the levels of AMP (Luo
et al. 2005). AICAR, thereby, potentially links nucleotide metabolism
to energy regulation since activation of AMP kinase triggers pathways
that conserve or generate ATP.

Another theme that emerges is the downregulation of genes involved
in cell adhesion by Myc (Dang et al. 2006). This aspect emphasizes
the importance of cell-type specificity of Myc’s effects, since differ-
ent cell adhesion molecules are downregulated depending on the cell
type in question. One of the intriguing areas that have not been ex-
plored is the ability of Myc to regulate other transcriptional factors and
how Myc collaborates with other transcription factors in cis -regulatory
modules to activate or suppress transcription of specific subsets of genes
involved in tumorigenesis. Specifically, Myc and the hypoxia-inducible
factor (HIF-1) have been implicated in tumor DNA repair and adap-
tation to the tumor microenvironment (Koshiji et al. 2005). To date,
very little is known about modifiers that affect Myc tumorigenic func-
tion in vivo. Our preliminary studies also demonstrate a functional link
between Myc and E2F1, particularly in the regulation of nucleotide
metabolism (Fig. 2).

3 Myc-E2F Regulatory Axis
and DNA Metabolism and Replication

The regulation of specific subsets of Myc target genes is likely to be
dependent on the context of Myc E-boxes in cis-regulatory modules
that may contain five to eight different other transcription factor bind-
ing motifs. We have searched Myc genomic binding sequences for other
DNA binding motifs with the hope of deciphering cis-regulatory mod-
ules of Myc target genes. Our in silico studies as well as recent global
chromatin immunoprecipitation studies indicate that the E2F consensus
binding sequence is significantly overrepresented among Myc-bound
genomic sites, suggesting that a subset of Myc targets are likely to
be coordinately regulated with E2F (Fig. 2). We found that nucleotide
metabolic gene promoters are enriched with predicted Myc and E2F
binding sites, indicating that these transcription factors could couple
regulation of the cell cycle machinery with nucleotide metabolism. In
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Fig. 2. The Myc target network affects approximately 15% of human genes.
The cooperation between Myc and other transcription factors, such as E2F1 or
HIF-1, is depicted to control subsets of Myc targets that are relevant under spe-
cific biological conditions, including mitogenic stimulation or hypoxic stress

fact, we found that virtually all genes encoding key enzymes in purine
and pyrimidine metabolism are regulated directly by Myc and to a large
extent bound by E2F1 (see next section). It is notable that Myc and E2F
also have common target genes involved DNA replication (Archambault
et al. 2005; Seo et al. 2005). The study of these transcriptional circuitries
will reveal the complex network of transcription factors that connects
cell metabolism to cell proliferation.

4 Effects of Antioxidants on Myc-Mediated
Tumorigenesis, Reactive Oxygen Species
and the Hypoxia-Inducible Factor

Both Myc and E2F1 have been implicated in the generation of reac-
tive oxygen species (ROS) that could in turn contribute to tumorige-
nesis through triggering genomic instability (Tanaka et al. 2002; Vafa
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et al. 2002). Our preliminary findings of Myc and E2F1 regulation of
target genes involved in DNA replication and nucleotide metabolism
suggest the possibility that genomic instability induced by Myc and
E2F1 could be linked to these target genes. In addition, Myc has been
linked to the regulation of metabolic pathways occurring in the mito-
chondrion as well as mitochondrial biogenesis in Drosophila and mam-
malian systems (Li et al. 2005; Orian et al. 2003). Through both gain-
of-function and loss-of-function studies, we found that Myc activity
is associated with cellular mitochondrial mass and function (Li et al.
2005). Intriguingly, in a human B cell model with an inducible Myc con-
struct, we found that Myc increases mitochondrial mass, cellular oxy-
gen consumption and production of ROS. Recently, we demonstrated
that a new Myc target, PGC1β, is directly linked to mitochondrial bio-
genesis (Zhang et al. 2007). This led us to question whether Myc-in-
duced mitochondrial biogenesis could be linked to ROS production, in
particular since ROS has been implicated in Myc-induced genomic in-
stability (Dang et al. 2005).

We sought to determine the potential role of ROS in Myc-induced
tumorigenesis and genomic instability and found that the antioxidant
N-acetylcysteine (NAC) could dramatically diminish tumorigenesis of
P493 human B cell xenografts in SCID mice as well as inhibiting a Myc-
dependent transgenic model of hepatocellular carcinoma (Gao et al.
2007). We had expected that tumors arising in the P493 xenografts
would display genomic instability, as seen in the transgenic murine lym-
phoma models (Karlsson et al. 2003), but surprisingly found through the
use of spectral karyotyping and Illumina 300K SNP BeadChip geno-
typing that very few changes could be detected. These findings suggest
that the antitumorigenic effects of NAC are not due to decreased ge-
nomic instability but rather to some other mechanism. Because of the
dramatic phenotypic effects of NAC, we sought to determine whether
tumor adaptation to the microenvironment could be affected, since the
stability of the hypoxia-inducible factor HIF-1 is dependent on ROS
metabolism (Kaelin 2005). Through these studies, we have identified
HIF-1 as a major modifier of Myc function in vivo.

The activation of HIF, a transcription factor that is stabilized in re-
sponse to hypoxia, significantly contributes to the induction of VEGF
for angiogenesis and the conversion of glucose to lactate for tumor
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glucose metabolism (Brahimi-Horn et al. 2007). HIF-1 consists of an
oxygen-sensitive HIF-1α subunit that heterodimerizes with HIF-1β to
bind DNA. In high oxygen tension, HIF-1α is hydroxylated by pro-
lyl hydroxylases (PHDs) using α-ketoglutarate derived from the Krebs
cycle. The hydroxylated HIF-1α subunit is ubiquitylated by the von
Hippel–Lindau protein, VHL, and destined for degradation by protea-
somes, such that HIF-1α is continuously synthesized and degraded un-
der nonhypoxic conditions (Semenza 2003). Hypoxia stabilizes HIF-1,
and HIF-1 in turn directly transactivates glycolytic enzyme genes and
VEGF. Hence, adaptation to the hypoxic tumor microenvironment re-
sults in increased glucose uptake and lactate production and angiogen-
esis.

There are several isoforms of PHDs, with PHD2 playing the most
critical role in hydroxylating HIF-1α (Berra et al. 2006). The connection
between mitochondrial ROS production, hypoxia and HIF-1 stabiliza-
tion has emerged recently. In contrast to expectation, hypoxia or lim-
ited oxygen increases mitochondrial ROS rather diminishing it (Kaelin
2005). ROS, in turn, inactivates PHD2 and hence stabilizes HIF-1α.
ROS inactivates PHDs through oxidation of the ferrous ion that is cen-
tral and essential for the catalytic hydroxylation of prolines. Vitamin C
has been shown to decrease HIF-1 levels through preventing the oxida-
tion of the catalytic ferrous ion (Lu et al. 2005). Whether the antitumori-
genic effects of vitamin C, which was claimed as a panacea for cancer
therapy in the late 1970s and early 1980s, and that of NAC, which was
touted to diminish genomic instability, are mediated through preventing
genomic instability or adaptation to the tumor microenvironment has
not been established (Cameron et al. 1979; Pauling et al. 1985). As seen
from our studies, we have substantial evidence that antitumorigenic ef-
fects of NAC and vitamin C in Myc-mediated tumorigenesis is HIF-1
dependent, indicating that HIF is a critical in vivo Myc-modifier.

5 Collaboration of MYC and HIF in the Warburg Effect

Although HIF could attenuate the activity of endogenous MYC, when
MYC is ectopically expressed, MYC cooperates with HIF (Fig. 2) to in-
duce the expression of pyruvate dehydrogenase kinase 1 (PDK1), hex-
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okinase 2 (HK2), and vascular endothelial growth factor (VEGFA) in
human P493 B cells (Kim et al. 2007). Chromatin immunoprecipitation
experiments indicate that these two factors do not inhibit one another
from binding to the target genes. Hence, when MYC is overexpressed,
it cooperates with HIF to stimulate glycolysis with increased production
of lactate. This phenomenon is known as aerobic glycolysis, or the War-
burg effect (Fig. 3). In contrast, anaerobic glycolysis, which is mediated
largely by the transactivation of glycolytic genes by HIF-1, refers to the
cellular consumption of glucose in hypoxia with an increased produc-
tion of lactate from pyruvate. Under normal oxygen tension, pyruvate
would normally be converted to acetyl-CoA by pyruvate dehydroge-
nase, whose function is inhibited by PDK1-mediated phosphorylation.
Hence, the coordination between MYC and HIF in activating PDK1
contributes to the Warburg effect.

Over 80 years ago, Otto Warburg described that cancer tissues gen-
erally have increased glucose uptake with the propensity to convert glu-
cose to lactate rather than to carbon dioxide through the use of oxida-
tive phosphorylation (Warburg 1956). Warburg postulated that defec-
tive mitochondria contribute to the enhanced conversion of glucose to
lactate in the presence of oxygen (Fig. 3). However, the evidence for de-
fective mitochondria in cancers is only partly supported by mitochon-
drial DNA mutations that diminish oxidative phosphorylation, as spe-
cific subunits of the respiratory chain are encoded in the mitochondrial
DNA sequence.

Because of the abnormal neovasculature, tumor cells exist in a hy-
poxic microenvironment and display increased glycolysis that could
also be due to genetic alterations (Dewhirst et al. 2007; Gazit et al.
1997). The dramatic increase in glucose uptake by tumors provides
a significant window between cancers and normal tissues for therapeu-
tic targeting of glucose metabolism and for tumor imaging by positron
emission tomography (PET) (Gatenby and Gillies 2004; Tatsumi et al.
2005). Aerobic glycolysis results from oncogenic genetic alterations
that drive glycolysis and increase conversion of pyruvate to lactate. In
fact, MYC, AKT and signal transduction pathways that stabilize HIF-1,
such as loss of VHL or activation of RAS, can all contribute to the War-
burg effect (Kim and Dang 2006; Plas and Thompson 2005) (Fig. 3).
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Fig. 3. The Warburg effect, or cancer aerobic glycolysis, which describes the
propensity of cancers to take up glucose avidly and convert it to lactate, is
depicted with molecular targets of MYC, HIF-1, and AKT. Glucose is trans-
ported by Glut1, which is activated by MYC, HIF, and AKT. Hexokinase 2
(HK2) is a transcriptional target of Myc and HIF and is a substrate of AKT; all
three factors activate HK2, which phosphorylates and retains glucose intracel-
lularly. Glucose is converted to pyruvate through glycolytic enzymes, many of
which are common transcriptional target genes of MYC and HIF. Pyruvate is
converted to lactate by lactate dehydrogenase (LDH), whose LDHA subunit is
a common target of MYC and HIF. HIF (and MYC, not shown) transactivates
pyruvate dehydrogenase 1 (PDK1), which phosphorylates and inactivates pyru-
vate dehydrogenase (PDH), which converts pyruvate to acetyl-CoA to drive the
tricarboxylic acid (TCA) cycle. The TCA cycle feeds high-energy electrons to
the transport chain—complexes I–IV—which produces ATP as well as reac-
tive oxygen species (ROS), particularly under hypoxic conditions. ROS, in turn,
contributes to the hypoxic stabilization of HIF-1

The cellular response to the hypoxic tumor microenvironment can also
stabilize HIF-1, which stimulates glycolysis and lactate production.
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The metabolic differences between cancer and normal tissues have
been targeted for potential antitumor therapy. In particular, target genes
that are common to MYC and HIF may be ideal, because they reflect
both oncogenic activation and the adaptive response to tumor hypoxia.
Lactate dehydrogenase A and pyruvate dehydrogenase kinase, which
are both targets of HIF and MYC, could be attractive anticancer thera-
peutic targets (Bonnet et al. 2007; Fantin et al. 2006; Shim et al. 1997).
In fact, small molecule inhibitors against LDH and PDK are already
available, thus making the potential for translating these basic findings
practicable. Hexokinase 2 is also another attractive therapeutic target
because its expression is cooperatively increased by HIF and MYC, pro-
viding a wider therapeutic window between tumors and normal tissues
(Mathupala et al. 2006). The transferrin receptor (TFRC) gene is also
a target common to both MYC and HIF (O’Donnell et al. 2006; Tac-
chini et al. 1999), and small molecular inhibitors of TFRC have signif-
icant growth inhibitory activities (Kasibhatla et al. 2005; Pandey et al.
2007).

In summary, the oncogenic and hypoxic regulation of energy meta-
bolism could contribute to the propensity of cancers to avidly take up
glucose and convert it to lactate and provide a significant therapeutic
window. For example, the induction of the glucose transporter, GLUT1,
by both MYC and HIF provides a significant tumor-selective imaging
window with PET scanning. It stands to reason that target genes that
are common to MYC and HIF would be ideal therapeutic targets that
distinguish between cancer and normal tissues. In this regard, a number
of MYC and HIF targets are already being studied and exploited as
potential anticancer therapeutic targets.
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Abstract. The metabolome of a cancer cell is likely to show changes after re-
sponding to an anticancer drug. These changes could be used to decide whether
to continue treatment or, in the context of a drug trial, to indicate whether the
drug is working and perhaps its mechanism of action. (Nuclear) magnetic res-
onance spectroscopy (NMR/MRS) methods can offer important insights into
novel anticancer agents in order to accelerate the drug development process in-
cluding time-course studies on the effect of a drug on its site of action (termed
pharmacodynamics), in this case the cancer. In addition, some classes of anti-
cancer agents currently under development (e.g. antiangiogenics) are designed
to be used in combination with other drugs and will not cause tumour shrink-
age when used as single agents in Phase 1 clinical trials. Thus NMR/MRS may
have a special role in monitoring the pharmacodynamic actions of such drugs
in early-phase clinical trials. This review focuses on the use of ex vivo NMR
and in vivo MRS methods for monitoring the effect of some novel anticancer
drugs on the cancer metabolome. Ex vivo NMR methods are complementary to
in vivo measurements, as they can provide additional information and help in
the interpretation of the in vivo data.

1 Introduction

Metabolomics is the study of the totality of small-molecule metabo-
lites in an organism, cell or disease state. Unlike the genome, the meta-
bolome of a cell can change from minute to minute, depending on fac-
tors such as its stage in the cell cycle or its environment. Similarly,
when a cancer cell responds to an anticancer drug its metabolome is
likely to show changes that could be used to decide whether to con-
tinue treatment or, in the context of a drug trial, to indicate whether the
drug is working and perhaps its mechanism of action. In this review,
we will focus on the use of (nuclear) magnetic resonance spectroscopy
(NMR/MRS) methods for monitoring the effect of anticancer drugs on
the cancer metabolome. Following the standard convention, the nomen-
clature we will use is as follows. The term “NMR” will be used for
the magnetic resonance spectroscopy technique when used ex vivo on
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tissue extracts, biopsies, etc. The term “MRS” will be used to denote
studies by the same technique on living animals or patients.

Conventional high-resolution nuclear magnetic resonance (NMR)
can be used ex vivo to analyse cultured cells or biopsies from tumours,
either by first extracting the sample into perchloric acid or chloroform/
methanol or by high-resolution magic angle spinning (HR-MAS) NMR
of solid samples. It is also possible to use magnetic resonance spec-
troscopy (MRS) noninvasively in vivo to obtain spectra from tumours
in living animals or patients (note that when NMR-based methods are
used in vivo it is conventional to drop the word “nuclear”). This ability
to measure metabolites repeatedly and noninvasively in a living subject
is a unique advantage of MRS, and although the number of metabolites
detected is small, this method can be exploited in metabolomics.

In fact, all NMR and MRS methods are inherently insensitive and de-
tect only a relatively small fraction of the metabolome. However, they
have several compensating advantages in comparison with the more
usual mass spectrometry or gas chromatography methods. When con-
ventional high-resolution NMR is used on cultured cells or biopsies, the
fact that it is not necessary to derivatize the metabolites within the sam-
ple, or to ionize them, removes two major sources of imprecision that
impair the quantitative use of mass spectrometric data. Consequently
the relative concentrations of the metabolites in a sample can be estab-
lished by ex vivo NMR with a high degree of precision, making it easy
to detect differences between pre- and post-drug spectra. When MRS
is used in vivo on tumours in patients or experimental animals, it has
an additional advantage, since repeated spectra can be obtained, giving
a time-course. Time-course studies on the effect of a drug on its site of
action – in this case the cancer – are termed pharmacodynamics.

Most MRS work on pharmacodynamics in vivo has been done using
1H and/or 31P MRS, while ex vivo studies with high-resolution NMR on
cell or tissue extracts or by HR-MAS NMR on solid tissue biopsies are
usually conducted by 1H NMR, although 31P NMR is sometimes also
used. In vivo 31P MRS can be used to obtain markers for tissue bioener-
getics (nucleotide triphosphate [NTP], inorganic phosphate [Pi]), intra-
cellular pH (pHi) and membrane turnover (phosphorus-containing com-
ponents of phospholipid membrane metabolism: phosphomono-
ester [PME] and phosphodiester [PDE] compounds). The composition
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of the PME and PDE peaks was established by in vitro 31P NMR of
extracts of cancer cells or tumours, since these metabolite peaks are
more readily resolved in vitro than in vivo (Evanochko et al. 1984; de
Certaines et al. 1993). In tumours, PMEs are made up mainly of phos-
phocholine (PC) and phosphoethanolamine (PE), which are precursors
of the membrane phospholipids phosphatidylcholine (PtdC) and phos-
phatidylethanolamine (PtdE). The PDEs are comprised of glycerophos-
phocholine (GPC) and glycerophosphoethanolamine(GPE), breakdown
products of PtdC and PtdE, respectively. Thus, although membrane com-
ponents such as PtdC and PtdE give peaks that are too broad to be de-
tected, one can monitor their precursors and breakdown products. In
addition, by 1H MRS in vivo it is possible to detect metabolites such
as lactate, lipids and a peak that is usually assigned to total choline-
containing compounds (tCho) (Shungu et al. 1992). The choline signals
in the tCho peak are mainly from free choline, PC and GPC, but reso-
nances from myo-inositol and taurine (Sitter et al. 2002); and from PE
(Govindaraju et al. 2000) and GPE (Nelson et al. 1996) are also present
in this region.

2 Pharmacodynamic Markers

Most of the published pharmacodynamic work in cancer has been done
on routinely used chemotherapeutic drugs, but MRS can also offer im-
portant insights into novel anticancer agents in order to accelerate the
drug development process. In addition, some classes of anticancer
agents currently under development (e.g. antiangiogenics) are designed
to be used in combination with other drugs and may not cause tumour
shrinkage when used as single agents in Phase 1 clinical trials. Thus,
MRS may have a special role in monitoring the pharmacodynamic ac-
tions of such drugs in early-phase clinical trials.

The following section demonstrates the use of metabolomic methods
based on in vivo MRS and in vitro 1H and 31P NMR to assess tumour
response to selected examples of conventional cytotoxic agents and to
some novel drugs with specific molecular targets. MR-based biomark-
ers such as these could potentially provide surrogate pharmacodynamic
markers for use in clinic trials.
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Figure 1 shows some different patterns of metabolic change that are
found by 31P MRS in tumours following treatment. The examples are
drawn from four different classes of novel anticancer drug. Each of
these drugs induces a different pattern of change in the 31P MR spec-
trum (indicated by the asterisks over the peaks), reflecting different al-
terations in the subset of the metabolome that is detected by this analyti-
cal modality. Although single spectra are shown in Fig. 1, the alterations
in the peak areas indicated by the asterisks were found to be statistically
significant in larger experiments.

3 Conventional Cytotoxic Drugs

3.1 5-Fluorouracil

5-Fluorouracil (5-FU) is an antimetabolite drug that is widely used in
medical oncology (Chen and Grem 1992). In vivo and in vitro 31P MRS
were used to examine the pharmacodynamic effect of 5-FU on a mouse
mammary carcinoma model (Street et al. 1997). Increased NTP to Pi
and PCr to Pi ratios were observed in vivo 48 h after 5-FU treatment,
implying an improvement in tumour energy metabolism. This increase
in high-energy phosphate metabolites relative to Pi (which is also seen
in response to a number of other anticancer drugs; see Sects. 3.2 and
3.3) could be due to a decrease in cell number allowing more effective
access of oxygen and dissolved nutrients to the remaining cells. The
PE to PC ratio was also elevated after 5FU treatment; this was found
to be due to an increase in PE (as confirmed by in vitro 31P NMR). In
addition, increases in GPC and GPE were also observed (Street et al.
1997).

3.2 Ifosfamide

Tumour growth inhibition was observed in a mouse xenograft model of
paediatric embryonal rhabdomyosarcoma (Rd), 7 days after ifosfamide
treatment. 31P MRS of Rd tumours in vivo showed significant increases
in PME to Pi and β-ATP to Pi ratios after ifosfamide treatment when
compared with pretreatment values. The rise in the PME to Pi ratio is
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Fig. 1. In vivo 31P MRS profile of HT29 tumours following treatment with ex-
amples of four different classes of novel anticancer drug. The examples are:
MN58b—choline kinase inhibitor (Al-Saffar et al. 2006); CYC202—CDK in-
hibitor (Troy et al. 2002); LAQ824—histone deacetylase inhibitor (Chung et al.
2007); 17-AAG—Hsp90 inhibitor (Chung et al. 2003)
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due to an increase in PE and unchanged Pi levels (as confirmed by in
vitro 31P NMR of tumour extracts) (Vaidya et al. 2003).

3.3 Cyclophosphamide

Increases in the NTP to Pi and PCr to Pi ratios were found in vivo in
cyclophosphamide-treated mouse mammary carcinomas. The PE to PC
ratio was also elevated after treatment, and this effect was found to be
due to a drop in PC (as confirmed by in vitro 31P NMR of tumour ex-
tracts). In addition, rises in GPC and GPE levels were also found in ex-
tracts of cyclophosphamide-treated tumours when compared with con-
trols (Street et al. 1995).

4 Cyclin-Kinase Inhibitor

CYC202 (R-roscovitine) inhibits the cyclin-dependent kinases 1, 2 and
7, and thus blocks cell cycle progression. Its action in vivo was moni-
tored by 31P MRS in human colon xenografts to gain insights into the
biochemical changes associated with cell cycle disruption. Following
4 days of CYC202 treatment, in vivo 31P MRS of HT29 tumours showed
a significant decrease in intracellular pH, and the NTP to total phospho-
rus signal (TotP) ratio, and increases in the Pi to TotP and Pi to NTP ra-
tios. In vitro 1H NMR of CYC202-treated tumour extracts showed falls
in GPC, glycine and glutamate when compared with controls. CYC202
treatment caused reduction in tumour proliferation and tissue pH, and
impairment in tumour bioenergetics (Chung et al. 2002).

5 HSP90 Inhibitor

The heat-shock protein HSP90 is of interest as an anticancer target
(Necker 2002) because it helps maintain the shape of many oncogenic
proteins. Inhibiting single oncogenes with “magic bullet” drugs has
proved somewhat disappointing as the cancers often become resistant,
so a “magic shotgun” that hits many oncogenes simultaneously is an
attractive concept. The HSP90 inhibitor 17AAG is currently in clinical
trial.
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The actions of 17AAG were monitored on several cultured human
colon cancer cell lines (HCT116, HT29 and SW620) and on a human
colon tumour xenograft model (HT29) (Chung et al. 2003). In the
HCT116, HT29 and SW620 cell lines, there were significant increases
in PC and GPC. In vivo, after 4 days of 17AAG treatment, the HT29
tumours showed significant growth delay as well as increased ratios of
PME to PDE, PME to TotP and PME to β-NTP, and a decrease in the
β-NTP to TotP ratio. The rises in the PME ratios were due to increases
in PC and PE, as confirmed by in vitro 1H and 31P NMR studies of
17AAG-treated tumour extracts when compared with controls. A sig-
nificant inverse correlation was found between the percentage change
in the PME to PDE ratio and the percentage change in tumour size fol-
lowing 17AAG treatment (Chung et al. 2003)

6 Choline Kinase Inhibitor

Choline kinase (ChoK) is a cytosolic enzyme that catalyses the phos-
phorylation of choline to form PC, which is involved in cell membrane
synthesis. Elevated levels of PC and ChoK found in tumours are associ-
ated with cell proliferation and malignant transformation. MN58b is an
inhibitor of ChoK.

A significant growth delay was observed in the MN58b-treated HT29
xenografts when compared with controls. In vivo, 31P and 1H MRS of
the HT29 xenografts showed a decrease in the ratio of PME to TotP and
a decrease in total choline (tCho) concentration after 5 days of MN58b
treatment. Extracts of drug-treated HT29 tumours showed significant
decreases in PC when compared with controls. No changes in the other
phospholipid metabolites (PE, GPC and GPE) were observed. Simi-
lar metabolite changes to those in HT29 tumours were also found in
MN58b-treated MDA-MB-231 tumours (Al-Saffar et al. 2006). A drop
in PC was also found in MN58b-treated HT29 cell extracts when com-
pared with controls (Al-Saffar et al. 2006).
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7 HDAC Inhibitors

7.1 LAQ824

LAQ824 is a novel anticancer drug that inhibits histone deacetylase
(HDAC), resulting in growth inhibition, cell cycle arrest and apoptosis.
Significant tumour growth inhibition was observed in HT29 xenografts
following 2 days of LAQ824 treatment when compared with vehicle-
treated controls. In vivo, the ratio of PME to TotP was significantly
increased in LAQ824-treated HT29 xenografts and this ratio was found
to correlate inversely with tumour response. This PME increase is con-
firmed by the significant rises in PC and PE levels observed in 1H- and
31P-NMR spectra of LAQ824-treated tumour extracts when compared
with controls. These increases in PC and PME metabolites could poten-
tially be used as biomarkers of HDAC inhibition (Chung et al. 2007).

Marked decreases in NTP and PCr, and an increase in Pi were also
found in vivo by 31P-MRS of LAQ824-treated tumours; in addition,
significant decreases in intracellular pH, and in the β-NTP to TotP and
β-NTP to Pi ratios, and an increase in Pi to TotP ratio were observed.
These observations indicate that the tumour’s bioenergetics are severely
compromised following treatment, in contrast to the rises in bioener-
getic state observed with 5-FU, ifosfamide and cyclophosphamide (see
Sects. 3.1, 3.2, and 3.3). Elevated free choline, leucine, iso-leucine and
valine levels and reduced GPC, GPE, glutamate, glutamine, glucose PCr
and creatine levels were found in LAQ824-treated HT29 tumour ex-
tracts when compared with controls. These metabolite changes are also
consistent with impaired tumour bioenergetics. A marked reduction of
CD31 staining was found in LAQ824-treated tumours, indicating re-
duced vessel density in the LAQ824-treated group when compared with
controls. The metabolite changes found in treated tumour extracts, the
vascular changes and the effects that were observed in tumour bioener-
getics, are consistent with the known antiangiogenic effect (Qian et al.
2004, and see Sect. 8.1) of LAQ824 on solid tumours (Chung et al.
2007).

Inhibition of HDAC by LAQ824 resulted in altered phospholipid
metabolism and compromised tumour bioenergetics. The changes in
phospholipid metabolism might function as noninvasive biomarkers of
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HDAC inhibition per se, whereas the alterations in energy-associated
metabolites could be used as biomarkers of the drug’s antiangiogenic
effects (Chung et al. 2007).

7.2 SAHA

SAHA is an anticancer drug that acts by inhibition of histone deacety-
lase (HDAC). Sankaranarayanapillai et al. used in vivo 1H MRS and
in vitro 31P and 13C NMR to study the effects of SAHA on a prostate
cancer line (PC3). Increased PC and total choline levels were found
in SAHA-treated cell extracts and these changes were inversely corre-
lated with HDAC activity (Sankaranarayanapillai et al. 2005, 2007a).
Increases in tCho to total signal and tCho to lipid ratios were found in
PC3 tumours after 2 days of SAHA treatment. However, tCho normal-
ized to the internal water signal remained unchanged, in contrast to the
cell extract data (Sankaranarayanapillai et al. 2007b).

7.3 Phenylbutyrate

Phenylbutyrate is also an HDAC inhibitor. Increases in GPC, tCho and
NMR-visible lipids were found in DU145 human prostatic carcinoma
cells treated with phenylbutyrate. These effects were accompanied by
significant increases in cytoplasmic lipid droplets and intracellular lipid
volume fraction as observed by morphometric analysis of Oil Red
O-stained cells. Phenylbutyrate treatment of cells caused cell cycle ar-
rest in the G1 phase and induction of apoptosis. The simultaneous ac-
cumulation of mobile lipid and GPC suggests that phenylbutyrate in-
duces phospholipid catabolism via a phospholipase-mediated pathway
(Milkevitch et al. 2005).

8 Vascular Disruption Agents

Vascular disruption agents (VDAs) are novel anticancer drugs that de-
stroy the blood vessels supplying a tumour, eventually causing massive
necrosis.
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8.1 DMXAA

DMXAA is a VDA. Following treatment with DMXAA, HT29 tumours
showed dose-dependent decreases in both β-NTP to Pi and PDE to PME
6 h after treatment, when compared with vehicle-controls (MacPhail
et al. 2005). A significant decrease in tCho in vivo was found 24 h after
treatment with 21 mg/kg DMXAA; this was associated with a signifi-
cant reduction in the concentration of the membrane degradation prod-
ucts GPE and GPC measured in tissue extracts. Elevated free choline
was found in DMXAA-treated tumour extracts when compared with
vehicle controls. These reductions in tumour energetics and membrane
turnover are consistent with the vascular-disrupting activity of
DMXAA. In vivo 31P MRS revealed tumour response to DMXAA at
doses below the maximum tolerated dose for mice (MacPhail et al.
2005), so this method might have use as a surrogate biomarker for this
class of agent.

8.2 ZD6126

Radiation-induced fibrosarcoma 1 (RIF-1) tumours treated with
ZD6126, another VDA, showed a significant reduction in tCho in vivo,
24 h after treatment, whereas vehicle-treated control tumours showed
a significant increase in tCho. Ex vivo HRMAS NMR of tumour tissues
and 1H NMR of tumour extracts revealed significant reductions in PC
and GPC in ZD6126-treated tumours; this confirmed the in vivo tCho
finding. ZD6126-induced reduction of the amount of choline-containing
compounds is consistent with a reduction in cell membrane turnover as-
sociated with necrosis and cell death following disruption of the tumour
vasculature (Madhu et al. 2006).

8.3 Combretastatin A4 Phosphate

Combretastatin A4 phosphate is a VDA. Significant drops in the β-NTP
to Pi ratio and intracellular pH were observed in C3H murine mammary
tumours 1 h after combretastatin A4 phosphate treatment. An increase
in lactate level was also found after treatment, but this effect was not
observed consistently. The reduction in tumour energetics and pH was
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consistent with a reduction in tumour blood flow, but this occurred be-
fore any significant incidence of haemorrhagic necrosis was detected
(Maxwell et al. 1998).

The acute effects of the antivascular drug combretastatin A4 phos-
phate were further investigated by Beauregard et al. The tumour bioen-
ergetics of five tumour models – LoVo, RIF-1, SaS, SaF and HT29 –
were examined by in vivo 31P MRS following treatment with combre-
tastatin A4 phosphate. A significant increase in the Pi to NTP ratio was
observed by in vivo localized 31P MRS in LoVo and RIF-1 tumours 3 h
after treatment. SaS, SaF and HT29 tumours did not respond to the same
degree. This tumour susceptibility to combretastatin A4 phosphate was
found to correlate with vascular permeability (Beauregard et al. 2001).

9 HIF-1α Inhibitor

The hypoxia-inducible transcription factor HIF-1 plays an important
role in the development of many tumours. PX-478 is an inhibitor of
HIF-1α, one of the two subunits of the HIF-1 protein. In vivo 1H MRS
showed a significant decrease of the tCho in HT29 xenografts after 12
and 24 h of PX478 treatment. These changes were due to decreases in
PC and GPC, as confirmed by high-resolution 1H and 31P NMR of tu-
mour extracts. Reductions of PE, GPE and myo-inositol were also found
in PX-478-treated tumour extracts when compared with controls. Sig-
nificant reductions in cardiolipin, PtdE and phosphatidylinositol (PtdI)
were also observed in lipid extracts of tumours after PX478 treatment
when compared with vehicle controls. The significant change in tCho
could potentially be used as an in vivo MRS biomarker for drug re-
sponse following HIF-1α inhibition. The in vitro metabolic profiles of
tumour indicated that GPC, PC, myo-inositol, PE, GPE, CL, PtdE and
PtdI are potential ex vivo response biomarkers (Jordan et al. 2005).

10 PI3K Inhibitor

10.1 LY294002 and Wortmannin

LY294002 and Wortmannin are inhibitors of the PI3 kinase (PI3K) path-
way. In vitro 31P NMR of MDA-MB-231, MCF-7, and Hs578T cell
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extracts showed significant decreases in PC and increases in GPC lev-
els following LY294002 treatment. A significant drop in the NTP level
was also found in Hs578 cells following treatment, but not in MCF-7 or
MDA-MB-231 cells. The drop in PC and rise in GPC levels were also
observed by 31P NMR of intact MDA-MB-231 cells following exposure
to LY294002. A significant decrease in PC was also observed in extracts
of MDA-MB-231 cell following treatment with another PI3K inhibitor,
wortmannin, and no significant changes in the other metabolite levels
were found. This study indicates that PI3K inhibition in human breast
cancer cells by LY294002 and wortmannin is associated with a decrease
in PC levels (Beloueche-Babari et al. 2006).

10.2 PI103

Treatment of PC3 cells with PI103, a PI3K inhibitor, caused a dose- and
time-dependent decrease in PC, PE and NTP levels. These metabolite
changes were associated with the drop in AKT phosphorylation and
choline kinase activity (Al-Saffar et al. 2007).

11 MAPK Inhibitor

U0126 is a mitogen-activated protein kinase (MAPK) signalling in-
hibitor. Treatment of MDA-MB-231, MCF-7 and Hs578 cells with
U0126 caused inhibition of extracellular signal-regulated kinase
(ERK1/2) phosphorylation and a significant drop in PC, as shown by 31P
NMR of cell extracts. Similar changes were also observed in colon car-
cinoma HCT116 cells following exposure to U0126. The reductions in
PC level in MDA-MB-231 and HCT116 cells were significantly corre-
lated with the drop in P-ERK1/2 levels. This study showed that MAPK
signalling inhibition with U0126 is associated with a time-dependent
decrease in cellular PC levels (Beloueche-Babari et al. 2005).

12 Fatty Acid Synthase Inhibitor

Fatty acid synthase (FASE) is a key enzyme that catalyses the terminal
steps in the synthesis of saturated fatty acids. FASE expression is low
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in normal human tissues because most lipids are obtained from the diet.
Over-expression of FASE has been found in a wide variety of human
cancers and is associated with a poor prognosis. Hence, FASE is an
attractive therapeutic target for developing novel anticancer drugs such
as orlistat, a fatty acid synthase inhibitor.

Treatment of PC3 cells with orlistat caused a drop in FASE activity
and inhibition of cell proliferation (Ross et al. 2007). In vitro 31P and
1H NMR of cell extracts and 13C NMR of extracts of cells treated with
labelled choline show reduced levels of fatty acids, PtdC and PC fol-
lowing orlistat treatment. These data indicated the inhibition of de novo
synthesis of these metabolites after treatment. Correlations were found
between inhibition of FASE and inhibition of de novo synthesis of fatty
acids, PtdC and PC (Ross et al. 2007).

13 Antimicrotubule Drug

Docetaxel is an antimicrotubule agent. Significant decreases in tumour
PC levels were observed in two breast tumour models, MCF-7 and
MDA-MB-231, 2–4 days after docetaxel treatment. A significant de-
crease in PC was found in vivo after docetaxel treatment, and this ob-
servation was confirmed by in vitro NMR of tumour extracts. An in-
crease in GPC was also found in docetaxel-treated tumour extracts.
These changes occurred in parallel with tumour growth delay, cell-cycle
arrest and cell death (Morse et al. 2007). Since PC is a precursor and
GPC is a breakdown product of PtdC in phospholipid membranes, these
results would be consistent with a decreased synthesis and increased
degradation of cell membranes.

14 Discussion

Table 1 summarizes some of the responses of cancer cells and tumours
to the drugs mentioned in this review. The responses highlighted here
are those that might be used in vivo, and might therefore be useful for
monitoring clinical trials. They comprise cellular bioenergetic parame-
ters that can be monitored by 31P MRS, changes in the PME peak that
can also be monitored by 31P MRS, and tCho compound changes, which
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can be monitored by in vivo 1H MRS. Not all of the responses noted
here were actually measured in solid tumours in vivo. Some were mea-
sured in extracts of cultured cells and others by ex vivo NMR of tumour
biopsies, but in principle it should be possible to monitor such drug ac-
tions by noninvasive MRS using currently available 1.5T and 3T instru-
ments, at least if the tumours are in superficial bodily sites such as the
lymph nodes, the breast, etc. Thus, this limited subset of metabolomic
features (bioenergetic metabolites, phosphomonoesters and choline
compounds), which show characteristic changes in response to anti-
cancer drugs, could be monitored in some clinical trials. In the brain, it
is possible to monitor several more metabolites by 1H MRS (lactate, N-
acetylaspartate, creatine and myo-inositol) so more sophisticated stud-
ies might be possible; however, very few anticancer drugs cross the
blood–brain barrier (Murphy et al. 2004), so there is at present little
need for a way to monitor chemotherapy in brain cancer. Tumours in the
pelvis—particularly the prostate (Heerschap et al. 1997; Zakian et al.
2003) and also the cervix (Mahon et al. 2004a, b)—also give quite good
1H MRS spectra.

Certain common features can be seen in the responses tabulated in
Table 1. Increased bioenergetic metabolites were observed when tu-
mours in animals were treated with the antimetabolite 5-FU and the
alkylating agents ifosfamide and cyclophosphamide, indicating an ap-
parently paradoxical improvement in the tumour’s bioenergetic status.
This phenomenon, which is not usually observed when tumours in pa-
tients (rather than animals) are treated, may perhaps be due to improved
blood flow to the remaining tumour tissue as the tumour shrinks rapidly
in response to the high drug doses that can be given to animals. Another
factor may be the poor blood supply seen in the implanted subcuta-
neous tumours that are usually studied in animals. In contrast, drugs of
several classes have been seen to cause decreases in tumour bioener-
getic metabolites: a cyclin kinase inhibitor, an HSP90 inhibitor, a hi-
stone deacetylase inhibitor, two VDAs and two PI3 kinase inhibitors.
The principle mechanism of action of the VDAs is obvious: they de-
stroy the blood vessels and thus block the access of oxygen and nu-
trients. LAQ824 was the only one of the three histone deacetylase in-
hibitors to cause a decrease in bioenergetic metabolites, and this drug
is known to have a vascular disruption action as well as inhibition of
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histone deacetylase (Qian et al. 2004). The mechanism(s) by which the
other drugs reduce bioenergetic metabolites is currently unclear.

The drugs that caused increases or decreases in the PME peak in re-
sponse to drug treatment are shown in the next column. Increased PME
was observed in response to the antimetabolite 5-FU and the alkylating
agents ifosfamide and cyclophosphamide, the HSP90 inhibitor 17AAG
and the histone deacetylase inhibitors LAQ824 and SAHA. In contrast,
decreased PME was observed in response to the choline kinase inhibitor
MN58b and the antimicrotubule agent docetaxel.

The next column shows the drugs that caused increases and decreases
in the tCho signal following drug therapy. Increased tCho was observed
in response to the histone deacetylase inhibitor SAHA. Reduced tCho
was found following treatment with the choline kinase inhibitor
MN58b; the HIF-1α inhibitor PX478, and two of the vascular disrupting
agents DMXAA and ZD6126.

The penultimate column lists the changes in phospholipid metabo-
lites (i.e. PC, PE, GPC and GPE) and free choline following therapy,
assessed by ex vivo 1H or 31P NMR. The changes of these metabo-
lites confirmed the in vivo modulation of PME and/or PDE (by in vivo
31P MRS) and tCho (by in vivo 1H MRS). A reduced PC level was
found following treatment with many different classes of anticancer
drug. These drugs include the alkylating agent cyclophosphamide, the
choline kinase inhibitor MN58b, the VDA ZD6126, the HIF-1α in-
hibitor PX478, the PI3K inhibitors—PI103, LY294002 and wort-
mannin—the MAPK inhibitor U0126, the fatty acid synthase inhibitor
orlistat, and the antimicrotubule agent docetaxel. In cases where both in
vivo and ex vivo measurements were carried out, a drop in PC is associ-
ated with decreased PME and/or tCho. Reduction in the PC level is gen-
erally associated with decreased cell membrane synthesis and prolifer-
ation, which is consistent with the expected response following therapy
(Ackerstaff et al. 2003; de Certaines et al. 1993).

PME increases due to an elevated level of PE were found in response
to the alkylating agent ifosfamide. A rise in the PE/PC ratio (due to
a drop in PC) was seen in response to the antimetabolite 5-FU and the
alkylating agent cyclophosphamide. However, increases in PME and/or
tCho were also observed following treatment with the HSP90 inhibitor
17AAG and two of the histone deacetylase inhibitors, LAQ824 and
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SAHA. In these cases the PME change was due to increases in PC and
PE or PC alone. A rise in PC following a positive response to an anti-
cancer drug treatment is unusual, as elevated PC is normally associated
with tumour growth (Ackerstaff et al. 2003; Podo 1999; Aboagye and
Bhujwalla 1999). A rise in PC was found in response to the Hsp90 in-
hibitor and two of the HDAC inhibitors; these two classes of drug both
exert inhibitory effects on HSP90 but the mechanism behind this PC in-
crease remained unclear. However, Sreedhar et al. (2003) reported that
HSP90 plays an important role in the maintenance of cellular integrity.
Hence, one might speculate that the rise in PC may be caused by the re-
lease of PC from the cell membrane following the compromised cellular
integrity due to inhibition of HSP90.

GPC and GPE are associated with cell membrane breakdown.
Changes of GPC and GPE are found to occur following responses to
many different classes of anticancer drug but the mechanisms behind
these changes remain unclear and require further investigation.

31P MRS studies have been conducted for many years on the effect
of classical anticancer drugs on tumours in vivo (reviewed by Negen-
dank 1992; de Certaines et al. 1993). In general, it has been found that
the PME signals are the most useful for monitoring drug treatments by
31P MRS, as they fall in response to most forms of therapy. The mea-
surements of PME reported in these two earlier reviews were mainly
performed by 31P MRS in vivo. This method has the advantage that it is
noninvasive, but in most cases only a single PME peak can be resolved
in vivo. In contrast, the studies reviewed in the present work include
many measurements performed using 1H MRS in vivo and 1H and/or
31P NMR ex vivo on extracts of cultured cells and tumour biopsies, or
by HR-MAS NMR on solid tumour biopsies. In recent years, in vivo
1H MRS to measure tCho for monitoring drug therapy became more
widely used and a fall in tCho has been found following a number of
types of drug treatment. The ex vivo methods that are also reported in
the present review resolve more metabolites because of improved spec-
tral resolution. They are complementary to the in vivo measurements, as
they can provide additional information and help in the interpretation of
the in vivo data. For instance, ex vivo methods can be used to pinpoint
the mechanisms underlying the modulation of the PME or tCho signals.



Using Metabolomics to Monitor Anticancer Drugs 75

This review has demonstrated that metabolomics by MRS and NMR
methods has many applications for monitoring pharmacodynamics of
novel anticancer drugs. Much work remains to be done, however, on
the metabolic mechanisms underlying the effects observed.
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Abstract. There exists at present an urgent desire for better biomarkers, espe-
cially in the context of pharmaceutical drug development and in the detection
and management of disease. Many researchers in the area of biomarker dis-
covery and development have turned to the “-omics” sciences as a way of ad-
dressing these needs. Metabolic profiling, or metabonomics, defines the meta-
bolic phenotype and offers a source of novel biomarkers that have better po-
tential to translate effectively. This review will discuss the broad philosophy
and motivations behind metabonomics, and illustrate the case with applications
relevant to pharmaceutical development and patient management. Particular fo-
cus will be paid to the potential of metabonomics to contribute to biomarker
discovery in toxicology and cancer research.
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1 The Potential of the Metabolome
to Fill the Biomarker Gap

The high candidate drug attrition rate, particularly late in the develop-
ment process, is extremely costly and is often due to the poor transla-
tion/prediction of drug metabolism, efficacy or toxicity from preclini-
cal models to humans. These problems are exacerbated and intertwined
with the lack of mechanistic understanding relating to many disease pro-
cesses and indeed even in terms of pharmacological action itself. Given
that most disease is heterogenenous in phenotype, it is also widely rec-
ognized that there has been a dearth of biomarkers able to stratify pa-
tients into those groups most likely to benefit from a particular treat-
ment, and that this has led to costly failures of development programmes
(Frank and Hargreaves 2003). Such biomarkers are in fact a funda-
mental part of chemopreventative strategies, which require by default
a means by which to select subpopulations at particularly high risk of
disease or disease progression. Hence the need for biomarkers that can
personalise medicine for the individual and that translate effectively be-
tween models and humans is paramount.

The establishment of platforms that can characterise a biological
sample in an untargeted and highly parallel manner have revolutionised
modern biological research. Operating in a primarily hypothesis-gener-
ating rather than hypothesis-testing mode allows for efficient screen-
ing of candidate biomarkers without making prior (and not always cor-
rect) assumptions about what relationships may be detected. Where it
is possible to operate in a near comprehensive manner, such as in the
definition of the genome or the associated transcriptional profile (tran-
scriptome), one can be confident in obtaining a truly global perspective
of a system at the chosen biomolecular level. By its nature “-omics” sci-
ence is clearly technology driven, and its growth has only been possible
by major and continuous advances in analytical science and bioinfor-
matics. While this paradigm for research is somewhat challenging to
the traditional reductionist approach to biology, it has begun to be rou-
tinely used by many investigators.

Analogous to the concept of the genome or proteome, the meta-
bolome can be defined as the complete description of metabolite lev-
els in a biological system (Tweeddale et al. 1999). Seen from a geno-
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centric perspective, it offers a holistic description of the metabolic phe-
notype for functional genomics studies (Raamsdonk et al. 2001). From
a more integrated viewpoint, knowledge of the metabolome, in addi-
tion to gene expression and regulation, is a vital component of systems
biology. In reality, the metabolome is also subject to major exogenous
inputs in the form of exposure to pharmaceutical, environmental and di-
etary compounds, and in most multicellular organisms is manipulated
by means beyond the host genome or proteome via commensural mi-
crobes (Nicholson et al. 2004, 2005). Thus the metabolome is a diffuse
concept and the researchers in this area (metabonomics/metabolomics)
tend to work with data that can be more readily recognised as metabolic
profiles: descriptions of small molecule composition that are not neces-
sarily comprehensive but are largely unbiased in scope and amenable
to quantitative interpretation. Analytical techniques used to measure
metabolites, such as NMR spectroscopy and mass spectrometry, can
be used to generate such profiles in a targeted or untargeted manner,
efficiently defining detectable portions of the metabolome. While obvi-
ously desirable, metabolic profiles need not be fully resolved and an-
notated, i.e. all metabolites defining the profile are identified a priori).
Analytical profiles can be analysed directly by statistical pattern recog-
nition to identify factors that correlate to exposure to known toxicants
or to the presence or likelihood of disease, and hence target metabo-
lite characterisation. This distinction between targeted and untargeted
metabolic profiling has some parallels with the difference between
bottom-up versus top-down strategies for systems biology.

Among the ideas that surround metabolic profiling, the concept of
metabonomics (Nicholson et al. 1999) in particular embraces a top-
down approach, and traditionally has exploited the analysis of biofluids
such as urine or plasma, lending it towards efforts to understand integra-
tive physiological and systemic change (Fig. 1). Also, as part of metabo-
nomic studies, intact tissue is often analysed by magic-angle spinning
(MAS) NMR spectroscopy, which provides observations that have some
relevance to in vivo NMR spectroscopy (MRS/MRI). The combination
of biofluid analysis and untargeted metabolic analysis makes metabo-
nomics an ideal platform for translational biomarker research. Noninva-
sive or minimally invasive biomarkers derived from body fluids or that
can be detected by imaging are inherently more practical to take from
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Fig. 1. Metabonomics works at the interface between an organism and its envi-
ronment

the bench to the bedside. In addition, a metabolite is a defined chemical
entity that is the same across all cell types, species and individuals, un-
like gene products which change in sequence, splicing and are modified
post-translation. This makes the analytical protocols used for metabolite
detection fundamentally more likely to translate from models to humans
and vice-versa.

Metabonomic profiles have been shown in principle to reflect the
presence of pathological events in a number of disease models, includ-
ing those for diabetes and metabolic syndrome (Dumas et al. 2007),
infection (Wang et al. 2006), cancer (Al-Saffar et al. 2006; Bundy et al.
2006; Glunde et al. 2006; Teichert et al. 2008) and neurological dis-
ease (Tsang et al. 2006). Importantly, there are several key examples of
metabonomics studies demonstrating the ability to detect the presence
of, or potential for, disease in humans, namely atherosclerosis (Brindle
et al. 2002; Makinen et al. 2007), cancer (Odunsi et al. 2005; Beger
et al. 2006), schizophrenia (Holmes et al. 2006) and congenital defects
in metabolism in infants, including those of unknown aetiology (Wev-
ers et al. 1999). While the role of metabolism in the aetiology of disease
processes such as metabolic syndrome is obvious, there are metabolic
phenotypes for other pathologies such as neurological disease where the
link is less clear, highlighting the potential of metabonomics to provide
novel biological insight into already well-studied areas. Much of this
new biology arises from the fact that metabolic profiles will not only be
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determined by altered regulation of metabolic pathways and enzymatic
activity, but also reflect environmental exposures and the functional in-
tegrity of cells, and tissues. Nongenomic factors already form the basis
of most systemic biomarkers currently used in pathological reporting,
particularly in toxicology.

2 Metabonomics in Toxicology

In toxicology, there are several ways in which new biomarkers can make
an impact:

• By detecting otherwise silent pathologies;

• By being more translatable/relevant to humans;

• By predicting the individual susceptibility to an adverse event;

• By being less invasive and allowing response dynamics to be de-
fined using less compound and fewer animals;

• By predicting traditional outcomes (i.e. acting as surrogate end-
points) and thus allowing risk and safety margins to be evaluated
using less compound and fewer animals earlier in development;

• By revealing the mechanism leading to toxicity or the potential
for toxicity and thus aid risk assessment.

There is a wealth of data in preclinical models demonstrating how the
relationships between metabolic profiles and the severity, timing, site
and mechanism of chemical toxicity could be exploited for all of these
purposes (Robertson 2005; Keun 2006; Keun and Athersuch 2007).

Metabolic profiling can add significant value to the samples routinely
generated by preclinical studies in drug discovery and development. In
the context of such studies, endogenous metabolites are largely seen as
interferences to the study of drug metabolites or other biomarkers of ex-
posure. However, a substantial body of work has demonstrated that spe-
cific urinary metabolite changes could be associated with liver toxicity
(Nicholson et al. 2002). Using model compounds, a number of partic-
ular biomarkers have been reported in metabonomic studies, including
taurine for general liver dysfunction (Sanins et al. 1990); bile aciduria
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for billiary toxins (Robertson et al. 2000); N-methyl nicotinamide for
peroxisome proliferation (Connor et al. 2004), 5-oxoprolinuria for dis-
ruption to glutathione metabolism (Waters et al. 2006) and medium
chain dicarboxylic aciduria for dysfunction of mitochondrial fatty acid
metabolism (Mortishire-Smith et al. 2004). A combination of markers
was also shown to give site-specific information with regard to nephro-
pathy and was sensitive to the severity and recovery of the lesion (Gart-
land et al. 1990; Holmes et al. 1992; Anthony et al. 1994).

Information derived from metabonomics could provide toxicologi-
cal input in lead selection and optimisation where the amount of com-
pound available is relatively low. By using urine that might already be
collected for metabolism studies and by sampling continuously, early
hazards can be detected efficiently, i.e. without extended dosing using
extra animals. Using a multivariate regression model, five structurally
similar compounds could be ranked based on NMR urinalysis, reveal-
ing a specific interruption of renal choline uptake that was not detected
using classical methods of assessing toxicity (Dieterle et al. 2006). In
this instance, metabonomics was able to detect the potential for an ad-
verse event prior to the appearance of histopathology as well as provide
clues as to the mechanism of toxicity, thus aiding risk assessment. All
else being equal, the compounds producing a normal metabolic profile
could be the better candidates for further development.

An important factor in interpreting changes in metabolic profile is the
time course or trajectory. Urine sampling is noninvasive and effectively
allows continuous monitoring over time. As variation in the dynamics
of these metabolic perturbations also coincide with variation in the rate
and severity of toxicity between individual animals, metabolite trajec-
tories are important for understanding the specificity of a biomarker
response (Nicholson et al. 2002). In principle, even a single molecule
could be affected by several processes throughout an experiment, such
as an adaptive or stress response, the loss of function or compartmen-
tation, or significantly, regeneration (Fig. 2). It is difficult to correlate
such changes directly to other endpoints that may be undersampled or
have completely different time courses such as histopathology or gene
expression (Fig. 3). We may wish to filter out the other factors and focus
on the adaptive changes that might be the most relevant for predicting
the chronic outcome from an acute study. One way we can tackle the
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problem is to look at the relationship between the time courses of sev-
eral metabolites. Metabolites that share the same trajectories presum-
ably reflect the same underlying process, and understanding the collec-
tion of metabolites that respond together can help to refine the definition
of these processes. For example, it has frequently been observed that
the excretion pattern of hippurate and the Krebs cycle intermediates are
frequently coincident in toxicological studies (Fig. 4). While several ex-
planations of this phenomenon could exist for any given treatment, such
as a mitochondrial specific response, it is known that all these molecules
are similarly reduced by reduced food intake (Connor et al. 2004). We
can then use this correlation of metabolite excretion to infer the process
occurring, even when the magnitude of the effect is different from study
to study. We can also use the pattern of correlations as a model from
which to discern deviation from the influence of these processes and
begin to attribute further biological significance to metabolite changes.

Many of these key ideas were developed within the Consortium for
Metabonomic Toxicology (COMET) project (Lindon et al. 2003, 2005),
which during its initial phase between 2001 and 2004 generated a data-
base of over 35,000 biofluid metabolic profiles from 147 exposures in
rodents to toxicological and physiological stressors. These data mostly
included acute exposures to a wide variety of liver and kidney toxicants,
but physiological stressors such as food restriction and partial hepatec-
tomy were also examined, as was toxicity at other target organs such as
testicular and pancreatic toxicity. This project was able to demonstrate
that metabonomic responses to toxicity were (a) robust analytically and
biologically using a multi-centre approach and high-throughput profil-
ing (Keun et al. 2002, 2004) and (b) were sufficiently specific to the site
and mechanism of toxicity to allow detection and classification of ad-
verse events using a statistical model alone, the COMET expert system
(Ebbels et al. 2007).

A large element of the expert system was the efficient handling of
multivariate data via pattern recognition techniques. It had been shown
previously that techniques such as principal components analysis (PCA)
were potentially very valuable in visualisation and classification of
metabonomics data (Holmes et al. 1992; Keun et al. 2004). Within
this approach is the implicit assumption that allegedly similar profiles
represent similar states and hence the same responses to toxin expo-
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Fig. 2. Early effects to the aliphatic region of the 1H NMR spectrum of rat urine
after partial hepatectomy, a model of liver regeneration

sure, i.e. a compendium approach to toxicity classification. Putting this
idea into practice across many studies required that highly multivariate
metabolic trajectories be modelled. PCA allows trajectories to be visu-
alised not in just one or two dimensions but using an infinite number
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Fig. 3. Biomarker dynamics after acute toxin exposure

of measurements, summarising the variation into a lower dimensional
space. It was subsequently shown that, after appropriate adjustment for
the severity of response and the baseline metabolic profile, coincident
metabolic trajectories result from the appearance of the same lesion via
different chemical compounds (Keun et al. 2004). This led us to the
homothetic trajectories hypothesis: it is the shape of the trajectory, i.e.
how metabolite changes correlate to each other, that encapsulates the
metabolic response in a manner best suited to classifying the toxicity.

For the COMET expert system, it was also necessary to compare
trajectories easily and objectively. A nonlinear density estimation ap-
proach called CLOUDS was used (Ebbels et al. 2003). Related to Parzen
density estimation, CLOUDS allows toxin-likeness to be assessed by
superposition of trajectories. The overlap integral generated indicated
the similarity of response while also taking into account the variability
in response. In a training set of urinary NMR data from 80 studies, the
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Fig. 4. Selected metabolite excretion and body mass trajectories after partial
hepatectomy

approach was show to be able to cluster treatments according to target
organ and even sub-organ specificity (Ebbels et al. 2007). In a predictive
analysis it was possible to assign the correct target organ to the majority
of treatments with 92% accuracy.

In a shift from observational to mechanistic application of metabo-
nomics in toxicology the second phase of the COMET project will
attempt to (a) establish biomarkers for renal papillary necrosis, an other-
wise silent lesion and (b) define factors that contribute to the hypervari-
ability of response to galactosamine (galN), a model for idiosyncratic
hepatic toxicity. Metabonomic studies are already providing new insight
into the protective role of glycine in galN toxicity, providing an exam-
ple of the mechanistic role of the platform. In a 1H NMR spectroscopic
study, the level of N-acetylglucosamine (glcNAc) in the post-dose urine
was found to correlate strongly with the degree of galN-induced liver
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damage, while the urinary level of glcNAc was not significantly ele-
vated in rats treated with both galN and glycine (Coen et al. 2007).
Treatment with glycine alone was found to significantly increase hep-
atic levels of uridine, UDP-glucose and UDP-galactose. Uridine is also
protective to galN toxicity, suggesting that the protective role of glycine
against galN toxicity might be mediated by changes in the uridine nu-
cleotide pool rather than by preventing Kupffer cell activation, as cur-
rently presumed.

In addition to correlating to the presence of toxicity, there is also evi-
dence that metabolic profiles can directly predict the susceptibility of in-
dividual organisms to pathological events following toxicant exposure.
Proof-of-principle studies have shown that the severity of drug hepatox-
icity and drug metabolism in rodents can be predicted from pretreatment
urinary metabolic profiles (Clayton et al. 2006), and a validation of the
latter of these observations in a clinical trial is currently underway. In
light of the analogous concept of pharmacogenetics, this model has been
described as pharmaco-metabonomics. Interestingly, the prognostic uri-
nary metabolites identified appeared to be diet-related compounds gen-
erated by commensural gut microbes, highlighting how metabonomics
provides a unique viewpoint on extra-genomic interactions.

As metabolites from exogenous and endogenous sources are mea-
sured simultaneously in an unbiased manner, metabonomics is gener-
ally well suited to the generation of novel predictive biomarkers that
link environmental exposures to human health via a meet-in-the-middle
approach (Vineis and Perera 2007). The risk of developing cancer is
clearly linked to dietary exposure to carcinogens, such as in the meat-
derived heterocyclic amines (Gooderham et al. 2006), and exposure to
chemopreventative agents, such as resveratrol found in red grapes (Aziz
et al. 2003). Many more factors, either directly active toxicants or mod-
ulating agents could be discovered by a metabonomic approach, which
will be a more common part of prospective biomarker studies, both epi-
demiological and clinical.
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3 Metabonomics in Oncology

Irrespective of biomarker discovery, there is strong evidence for a com-
mon metabolic phenotype associated with cancer. As long ago as the
1920s, Otto Warburg described the phenomenon of aerobic glycolysis,
the apparently greater tendency of tumour cells to convert glucose to
lactate in the presence of normal oxygen conditions. Evidence exists
to suggest that the glycolytic phenotype confers selective growth ad-
vantages to transformed cells (Gatenby and Gillies 2004) and the func-
tion of the tumour suppressor p53 has been linked to this phenomenon
(Matoba et al. 2006). Other aspects of the tumour metabolic phenotype
centre around the observation that growth of tumour cells in culture
is often unusually dependent on the availability of common substrates,
such as glutamine, methionine, cysteine and arginine (Wheatley 2005).
In oncology, the altered metabolic phenotype of tumours is routinely
exploited in diagnosis (e.g. FDG-PET) and in therapy (e.g. 5-FU, an an-
timetabolite). Metabolic profiling offers a number of opportunities for
discovery and development of noninvasive biomarkers in cancer studies
based on both screening and functional genomics strategies.

Metabolic profiles have been shown to be able to subclassify cancer
phenotypes in number of solid tumours, including those of the brain
(Tate et al. 2006), prostate (Cheng et al. 2005), ovary (Denkert et al.
2006) and breast (Katz-Brull et al. 2002). A key pathway involved in
this discrimination is choline metabolism. The ubiquitous presence of
elevated choline metabolites in tumour cells (Fig. 5) has been detected
by magnetic resonance both in vivo and in vitro, translating across
species and present across a wide range of primary and secondary tu-
mour sites (Glunde et al. 2006). This, together with an increase in the
phosphocholine/glycerophosphocholine (PC/GPC) ratio, has been
shown to be a general marker for rapid proliferation and tumorigenicity,
but in conjunction with other metabolite measurements could be predic-
tive of the invasiveness of a tumour and useful in the clinical staging of
disease. While effort continues to be invested in determining the mech-
anism behind this phenomenon, it would appear to be in part due to
increased choline transport into the cell and upregulated choline kinase
activity in response to the demand for phosphatidylcholine and mem-
brane synthesis (Glunde et al. 2004, 2005). The observation has proved
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Fig. 5. Perturbations to choline metabolism detected by 1H MAS-NMR spec-
troscopy of intact tissue

of particular value in the development of choline kinase inhibition as
a therapeutic strategy, which has been shown to be successful in both
HT29 and MDA-MB-231 xenograft models (Al-Saffar et al. 2006). This
work tells an important story about the value of biomarker research via
exploratory clinical studies in the translational research setting. Since
the identification of choline kinase as a drug target has derived in part
from the visible impact of its activity in tumours, we can immediately
turn around the result and use the choline NMR signal as a pharma-
codynamic marker, safe in the knowledge that it has clinical relevance
(Fig. 6). It also provides a phenotypic anchor with which to help evalu-
ate results in animal models.

We were interested in understanding how the metabolic phenotype of
tumours in an autochonous model of prostate cancer (Transgenic Ade-
nocarcinoma of Mouse Prostate; TRAMP) compared to the known hu-
man tumour profile. We found that while prostate-specific features of
the human phenotype were preserved, such as a depletion of the un-
usually high levels of citrate in the prostate, the more general feature
of elevated choline metabolites was not (Teichert et al., in press). Tu-
mour tissue from the TRAMP model did not exhibit any upregulation of
ChoK at either the transcriptional or protein level. These results helped
to rationalise the lack of sensitivity of certain in vivo MRS parame-
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Fig. 6. The potential life cycle of a metabolic biomarker

ters such as the total choline/citrate ratio, which have known signifi-
cance as a detection and progression marker in human disease, in the
TRAMP model (Fricke et al. 2006). It is an example of how metabo-
nomics can be used to evaluate preclinical models of cancer and sug-
gests that the TRAMP model will behave differently pharmacodynami-
cally to metabolically targeted therapies such as ChoK inhibition. These
differences between the TRAMP tumour metabolic phenotype and the
human disease may well originate from the specific form of oncogenic
transformation (SV40 t & T antigen) used to generate the model that af-
fects the products of p53 and Rb genes. It is interesting to note that the
loss of the PTEN tumour suppressor, a more relevant event to human
prostate cancer than the consequences of SV40 transfection, produces
the expected metabolic response in vivo MRS data to suggest that it may
be a more appropriate model for biomarker studies (Fricke et al. 2006).
Such experiments do not only support biomarker development, but si-
multaneously further our understanding of the link between metabolism
and malignant transformation.
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To what extent the metabolic phenotype of cancer is causal or con-
sequential to carcinogenesis and disease progression is still widely de-
bated; however, key examples such as the pseudohypoxia effect of high
succinate and fumarate levels in HIF activation show how metabolism
can directly promote tumour development (Pollard et al. 2005). In light
of this, metabolic profiling has clear potential to reveal new relation-
ships between metabolic perturbation and transformation, and there is
a good evidence base already available. Fibroblast cell lines progres-
sively transformed from a primary to a cancerous state using telomerase,
and oncogenic Ras show increasing sensitivity to glycolysis
inhibitors while simultaneously becoming resistant to inhibition of oxi-
dative metabolism. The choline metabolic phenotype is also mediated
by both the loss of tumour suppressor function and oncogene activa-
tion, specifically p300 (Bundy et al. 2006), oncogenic Ras (Ratnam and
Kent 1995), and telomerase (Iorio et al. 2005). While there are not yet
clear examples of metabonomics predicting the future occurrence of
cancer, there is in vivo evidence to support the hypothesis that some of
the metabolic features of cancer can arise with premalignant transfor-
mation of cells. The presence of a biochemically abnormal field sur-
rounding a tumour and either originating the neoplasm or caused by it
can be defined by p53 mutation (Ito et al. 2005) and epigenetic changes
(Ushijima 2007). It has been suggested that such a field could be de-
tected by metabolic profiling, since correlations to the stage of disease
were observed even in histologically normal tissue from patients with
prostate cancer (Cheng et al. 2005).

Whether any of these effects manifest themselves in biofluids is not
known, but clearly the discovery of systemic metabolic biomarkers spe-
cific to cancer is of enormous value in terms of patient management and
detection screening. Although there is evidence that metabolic profiles
of sera or serum lipids can detect the presence of ovarian (Odunsi et al.
2005) and pancreatic cancer (Beger et al. 2006), biomarker screening
in serum or plasma has a difficult past with both NMR-based (Fossel
et al. 1986; Okunieff et al. 1990) and SELDI-MS-based (Petricoin et al.
2002; Baggerly et al. 2005) protein marker profiles being challenged
due to high normal variability and sample bias (Ransohoff 2005; Tea-
han et al. 2006). Thus despite the enormous potential of all “-omics”
technologies, it is important to exercise some caution and to work hard
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to avoid historical pitfalls. Even in exploratory clinical studies, it is
valuable and probably necessary to rationalise any putative metabolite
biomarker firmly in the context of the tumour metabolic phenotype.
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Abstract. Normal proliferating cells and tumour cells in particular express the
pyruvate kinase isoenzyme type M2 (M2-PK, PKM2). The quaternary struc-
ture of M2-PK determines whether the glucose carbons are degraded to pyru-
vate and lactate with production of energy (tetrameric form) or channelled into
synthetic processes, debranching from glycolytic intermediates such as nucleic
acid, amino acid and phospholipid synthesis. The tetramer:dimer ratio of M2-
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PK is regulated by metabolic intermediates, such as fructose 1,6-P2 and direct
interaction with different oncoproteins, such as pp60v-src kinase, HPV-16 E7
and A-Raf. The metabolic function of the interaction between M2-PK and the
HERC1 oncoprotein remains unknown. Thus, M2-PK is a meeting point for dif-
ferent oncogenes and metabolism. In tumour cells, the dimeric form of M2-PK
is predominant and has therefore been termed Tumour M2-PK. Tumour M2-PK
is released from tumours into the blood and from gastrointestinal tumours also
into the stool of tumour patients. The quantification of Tumour M2-PK in EDTA
plasma and stool is a tool for early detection of tumours and therapy control.

1 Introduction

The first oncogene discovered was the src oncogene. The discovery goes
back to the year 1910 and Peyton Rous who found that cell-free cell ex-
tracts of sarcomas from Plymouth Rock hens transmit the disease when
injected in other chickens (Rous 1910). Nearly contemporary to Pey-
ton Rous, Otto Warburg began his investigations into the metabolism of
tumour cells and in 1924 described for the first time that tumour cells
produce high levels of lactate even in the presence of oxygen (Warburg
et al. 1924). Both findings initiated two new fields of extensive and fun-
damental investigation. The basic observations of Peyton Rous resulted
in the discovery of tumour viruses, oncogenes and proto-oncogenes.
The transforming principle of the Rous sarcoma virus was isolated in
1977 and termed pp60v-src (Brugge and Erikson 1977). Three years later,
it was demonstrated that pp60v-src is a protein tyrosine kinase, which
was the first identified member of this class of enzymes (Hunter and
Sefton 1980). In the field of metabolic research, it turned out that the
glycolytic phenotype of tumour cells is the result of multiple mecha-
nisms, which include activation of oncogenes as well as stabilization of
transcription factors (Shim et al. 1997; Gatenby and Gillies 2004) and
correlates with an upregulation of most glycolytic enzymes as well as
changes in the isoenzyme composition of certain glycolytic enzymes
(see Sect. 2). The tumour-specific metabolic phenotype is summarized
as the tumour metabolome (http://www.metabolic-database.com). One
of the glycolytic enzymes which was found to be consistently altered
during tumorigenesis is pyruvate kinase. Tumour cells are characterized
by the expression of the pyruvate kinase isoenzyme type M2 (M2-PK,
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PKM2), which was found to be a target of the pp60v-src kinase (Pre-
sek et al. 1980, 1988) as well as other oncoproteins. Thus, M2-PK is
a meeting point for different oncogenes and metabolism.

2 The Pyruvate Kinase Isoenzymes

In glycolysis, first two moles of ATP have to be invested in the hexoki-
nase and 6-phosphofructo 1-kinase reaction before the ATP is regained
in the phosphoglycerate kinase reaction. Net ATP production occurs in
the last step within the glycolytic sequence, the dephosphorylation of
phosphoenolpyruvate (PEP) to pyruvate catalyzed by pyruvate kinase
(Fig. 1). In contrast to mitochondrial respiration, energy regeneration
by pyruvate kinase is independent of oxygen and allows survival of the
cells in the absence of oxygen, which is of special importance in tumour
cells, often growing in areas with varying oxygen supply.

There are four pyruvate kinase isoenzymes in mammals which dif-
fer widely in their occurrence according to the type of tissue, kinetic
characteristics and regulation mechanisms. The pyruvate kinase isoen-
zyme type L (L-PK) has the lowest affinity to its substrate PEP and
is expressed in tissues with gluconeogenesis, such as liver, kidney and
intestine (Brinck et al. 1994; Steinberg et al. 1999). L-PK is allosteri-
cally activated by fructose 1,6-P2 as well as ATP and phosphorylated by
a cAMP-dependent protein kinase under the control of glucagon. The
phosphorylation of L-PK leads to a reduction of the PEP affinity and
an inactivation of the enzyme under physiological conditions. Further-
more, L-PK expression is regulated by nutrition. Whereas a carbohy-
drate-rich diet enhances protein synthesis of L-PK, hunger reduces
L-PK expression.

The pyruvate kinase isoenzyme type M1 (M1-PK) has the highest
affinity to its substrate PEP and is not allosterically regulated, phospho-
rylated or influenced by diet. M1-PK is expressed in skeletal muscle
and brain, both organs which are strongly dependent upon a high rate of
energy regeneration (Yamada and Noguchi 1999). The pyruvate kinase
isoenzyme type R (R-PK) is found in erythrocytes and is very similar to
L-PK in respect to its kinetic characteristics and regulation mechanisms
(Noguchi et al. 1987). The pyruvate kinase isoenzyme type M2 (M2-
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Fig. 1. Glycolysis with debranching synthetic processes. A large level of the
highly active tetrameric form correlates with high levels of ATP and GTP, high
ATP:ADP and GTP:GDP ratios as well as a high (ATP+GTP):(UTP+CTP) ratio.
In contrast, high levels of the nearly inactive dimeric form of M2-PK correlate
with low ATP and GTP levels, low ATP:ADP and GTP:GDP ratios as well as
a low (ATP+GTP):(UTP+CTP) ratio

PK, PKM2) is expressed in some differentiated tissues, such as lung,
fat tissue, retina as well as in all cells with a high rate of nucleic acid
synthesis, which are all proliferating cells including normal proliferat-
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Fig. 2. Molecular structure of the M2-PK protein

ing cells, embryonic cells, stem cells and especially tumour cells. When
embryonic cells differentiate, the M2-PK isoenzyme is progressively
replaced by the respective tissue-specific pyruvate kinase isoenzymes.
Conversely, during tumorigenesis the tissue-specific isoenzymes disap-
pear and M2-PK is expressed (Reinacher and Eigenbrodt 1981; Staal
and Rijksen 1991; Steinberg et al. 1999). The kinetic characteristics of
the M2-PK isoenzyme depend on the quaternary structure of the enzyme
(see Sect. 3).

The R and L isoenzymes of pyruvate kinase are encoded by the same
gene and are expressed under the control of different tissue specific pro-
motors (Noguchi et al. 1987). In the same way, the M1 and M2-PK
isoenzymes are encoded by one gene but result from alternative splic-
ing of exons 9 and 10. The human M1 and M2-PK isoenzyme differ
in 23 amino acids within a stretch of 56 amino acids (Fig. 2) (Noguchi
et al. 1986; Yamada and Noguchi 1999; Dombrauckas et al. 2005).

3 Bifunctional Role of the Pyruvate Kinase Isoenzyme
Type M2 Within the Tumour Metabolome

The human M2-PK isoenzyme consists of 531 amino acids and can be
subdivided into the N-terminal domain from aa 1–43, the A-domain
which is composed of aa 44–116 as well as 219–389, the B-domain
from aa 117–218 and the C-domain from aa 390–531 (Fig. 2) (Dom-
brauckas et al. 2005). The A-domain is responsible for the intermolec-
ular subunit contact to compose a dimeric form. The interfaces of the
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C-domain of two dimeric forms then associate to a tetrameric form. The
C-domain contains 44 amino acids of the 56 amino acid stretch, which
differs between the M1 and M2-PK subunits and is responsible for the
different kinetic characteristics and regulation mechanisms found for
M1 and M2-PK.

The upregulation of M2-PK is controlled by ras and the transcription
factors SP1 and SP3 (Discher et al. 1998; Mazurek et al. 2001b). The M-
gene furthermore has two HIF-binding sites (Kress et al. 1998; Stubbs
et al. 2003; Brahimi-Horn and Pouyssegur 2007).

Whereas the other pyruvate kinase isoenzymes are characterized by
a tetrameric quaternary structure, M2-PK may occur in a tetrameric
form but also in a dimeric form. The tetrameric form of M2-PK has
a high affinity to its substrate PEP and is highly active at physiological
PEP concentrations. The dimeric form is characterized by a low affinity
to PEP and is nearly inactive under physiological conditions (Fig. 3a).

Furthermore, the tetrameric form of M2-PK is associated with other
glycolytic enzymes, such as hexokinase, glyceraldehyde 3-P dehydro-
genase, phosphoglycerate kinase, enolase and lactate dehydrogenase,
other enzymes such as nucleotide diphosphate kinase and adenylate ki-
nase, components of the protein kinase cascade such as RAF, MEK and
ERK as well as RNA in a cytosolic glycolytic enzyme complex (Hentze
1994; Nagy and Rigby 1995; Zwerschke et al. 1999; Mazurek et al.
2001a,b). The glycolytic enzyme complex can be isolated by isoelectric
focusing using a buffer with low salt concentration. Proteins associated
within the glycolytic enzyme complex focus at a common isoelectric
point which is different than the isoelectric point of the purified proteins
(Fig. 4). Migration of proteins in or out of the glycolytic enzyme com-
plex are reflected by shifts in their isoelectric points. Accordingly, the
dimeric form of M2-PK focuses outside the glycolytic enzyme complex
at a more alkaline pH value. The close spatial proximity of the highly
active tetrameric form of M2-PK to the other glycolytic enzymes of the

�
Fig. 3a,b. Affinity of the tetrameric and dimeric form of M2-PK (a) to their
glycolytic substrate PEP and (b) to their dinucleotide substrates ADP and GDP.
The tetrameric and dimeric form of M2-PK were isolated by gel permeation
from MCF-7 cells
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Fig. 4. Glycolytic enzyme complex in NRK cells. Migration of M2-PK into the
glycolytic enzyme complex in ras-expressing NRK cells. Result of isoelectric
focusing. ◦, parental NRK cells; �, ras expressing NRK cells. (Mazurek et al.
2001a)

complex allows an effective conversion of glucose to pyruvate and lac-
tate and correlates with the high rate of aerobic glycolysis described first
by Otto Warburg (Warburg et al. 1924). The tumour-derived lactate low-
ers the pH value of the tumour environment and has been found to alter
the phenotype and functional activity of dendritic cells in multicellular
spheroid models (Gottfried et al. 2006).

Regarding the dinucleotide substrates, M2-PK has the highest affin-
ity to ADP, but may also use GDP with lower affinity as a phosphate
acceptor. In contrast to the PEP affinity, which is high in the case of the
tetrameric form and low in the case of the dimeric form, the affinities to
ADP and GDP do not differ between the tetrameric and dimeric form
(Fig. 3b). The affinities to the dinucleotides UDP, CDP and TDP are low
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(Mazurek et al. 1998). Accordingly, a high amount of the tetrameric
form of M2-PK correlates with high ATP and GTP levels and a high
ATP:ADP and GTP:GDP ratio (Fig. 1) (Zwerschke et al. 1999; Mazurek
et al. 2001a,b).

The tetrameric form of M2-PK predominates in differentiated cells
expressing M2-PK such as the lung. In tumour cells, M2-PK was found
to be mainly in the inactive dimeric form, which at first glance appears
to be inconsistent with the increased conversion of glucose to lactate
described for a wide variety of tumours (Eigenbrodt and Glossmann
1980; Eigenbrodt et al. 1992). However, energy regeneration is not the
only metabolic function of glycolysis in proliferating and especially tu-
mour cells. Glycolytic intermediates are important precursors for the
synthesis of cell building blocks, which are required in large amounts
by proliferating cells (Fig. 1) (Eigenbrodt and Glossmann 1980; Pre-
sek et al. 1988; Eigenbrodt et al. 1992, 1998; Zwerschke et al. 1999;
Mazurek et al. 2001b; Miccheli et al. 2006). Glycerate 3-P is the pre-
cursor for the synthesis of serine and glycine, C1 units, cysteine and
sphingosine. Dihydroxyacetone-P provides the backbone for phospho-
lipids. Ribose 5-P, the sugar component of nucleotides, can be synthe-
sized from glucose 6-P via the oxidative pentose P pathway or from
fructose 6-P and glyceraldehyde 3-P via the nonoxidative pentose-P
pathway, whereby studies with C14 marked glucose revealed that in tu-
mour cells 85% of the ribose 5-P is synthesized by thiamine-dependent
transketolase via the nonoxidative pentose–phosphate pathway (Boros
et al. 1998). Therefore, cell proliferation is only possible if enough
energy-rich phosphometabolites are available. This regulation mecha-
nism has been termed the metabolic budget system (Eigenbrodt et al.
1992). A high level of the nearly inactive dimeric form of M2-PK as
found in tumour cells induces an increase in all glycolytic phospho-
metabolites above the pyruvate kinase reaction and favours channelling
of glucose carbons into synthetic processes. Because of its low activity,
the dimeric form of M2-PK correlates with low ATP and GTP levels and
low ATP:ADP and GTP:GDP ratios. On the other hand, a high level of
the dimeric form correlates with high rates of nucleic acid synthesis,
which is especially reflected by an increase in the UTP and CTP con-
centrations. Thus, cell proliferation and a high amount of the dimeric
form of M2-PK was found to correlate with a low ratio between purines
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(ATP+GTP) and pyrimidines (UTP+CTP), whereas a high amount of
the tetrameric form of M2-PK is accompanied by a high (ATP+GTP):
(UTP+CTP) ratio (Fig. 1) (Ryll and Wagner 1992; Zwerschke et al.
1999; Mazurek et al. 2001a, 2001b). When M2-PK is mainly in the in-
active dimeric form and not available for glycolytic ATP production,
energy can be provided by the degradation of the amino acid glutamine
to glutamate, aspartate, CO2, pyruvate, citrate and lactate, a pathway
termed glutaminolysis (Lobo et al. 2000; Mazurek et al. 2001a; Rossig-
nol et al. 2004). Glutaminolysis and the truncated citric acid cycle have
the metabolic advantage that the amount of acetyl CoA infiltrated into
the citric acid cycle is low and that the acetyl CoA is saved for fatty acid
and cholesterol de novo synthesis. Fatty acids can be used for phospho-
lipid synthesis or can be released. Fatty acids and glutamate are im-
munosuppressive and may be capable of protecting tumor cells from
immune attacks (Mazurek et al. 2002).

The tetramer:dimer ratio of M2-PK is not a stationary value in tu-
mour cells and may oscillate depending on the concentration of key
metabolites as well as oncoproteins. A key regulator of the tetramer:
dimer ratio of M2-PK and the metabolic budget system is the glycolytic
intermediate fructose 1,6-P2 (Eigenbrodt and Glossmann 1980; Eigen-
brodt et al. 1992; Ashizawa et al. 1991; Mazurek and Eigenbrodt 2003).
High fructose 1,6-P2 levels induce the reassociation of the inactive
dimeric form of M2-PK to the highly active tetrameric form. Conse-
quently, glucose is converted to pyruvate and lactate with the produc-
tion of energy until fructose 1,6-P2 levels drop below a critical value to
allow the dissociation to the dimeric form. Another activator of M2-PK
is the amino acid L-serine, which allosterically increases the affinity of
M2-PK to its substrate PEP and reduces the amount of fructose 1,6-
P2 necessary for tetramerization. Serine is synthesized from the gly-
colytic intermediate glycerate 3-P and the glutaminolytic intermediate
glutamate, thereby linking both pathways (Fig. 1). Serine is an essen-
tial precursor for phospholipid and sphingolipid synthesis as well as for
glycine and activated methyl groups, which are necessary substrates in
purine and pyrimidine synthesis. However, if the synthesis of activated
methyl groups from serine exceeds a certain rate, tetrahydrofolate is ir-
reversibly converted to N5-methyl-tetrahydrofolate, a methyl trap, and
is consequently no longer available for nucleic acid de novo synthesis.



PKM2 meets oncogenes 109

Therefore, the activation of M2-PK by serine is an effective regulatory
feedback mechanism to prevent serine over-production and the methyl
trap. An inhibition of M2-PK is induced by the glutaminolytic interme-
diate l-alanine as well as, l-cysteine, l-methionine, l-phenylalanine, l-
valine, l-leucine, l-isoleucine and saturated and mono-unsaturated fatty
acids. Furthermore, M2-PK is a target of the thyroid hormone 3,3′,5-
triiodi-l-thyronine (T3), which binds to the monomeric form of M2-PK
and prevents its association to the tetrameric form (reviewed in Eigen-
brodt et al. 1992).

4 Interaction of M2-PK with Different Oncoproteins

4.1 Interaction Between M2-PK and pp60v-src

pp60v-src is a 60 kDa nonreceptor tyrosine kinase. Expression of v-src
in avian and mammalian cells leads to transformation. The normal cel-
lular homologue of v-src is the proto-oncoprotein c-src. All src kinases
contain a poorly conserved unique domain at the N-terminus, three con-
served Src homology domains (SH3, SH2 and SH1, whereby SH1 har-
bours the tyrosine kinase domain) and a C-terminal regulatory domain
(Fig. 5a) (Roskoski 2004; Prakash et al. 2007). Autophosphorylation
of tyrosine 419 (human c-src) within the SH1 tyrosine kinase domain
is necessary for optimal activity and leads to a stabilization of the ac-
tive form. Inactivation is induced by binding of phosphorylated Tyr 530
(within human C-terminal regulatory domain) to its own SH2 domain.
In contrast to c-src, within the C-terminal regulating domain, the vi-
ral counterpart lacks 19 amino acids, which include the negative regu-
lating phosphorylation site, resulting in a high level of kinase activity
and a high transforming potential. V-src has been shown to phosphory-
late lactate dehydrogenase, enolase and the pyruvate kinase isoenzyme
type M2 both in vitro and in vivo. Whereas in vitro phosphorylation
activities of pp60v-src and pp60c-src were found to be qualitatively sim-
ilar, in vivo the phosphorylation activities of pp60c-src were only weak
(Presek et al. 1980, 1988; Cooper et al. 1983; Eigenbrodt et al. 1983;
Coussens et al. 1985). In chicken embryo cells, transfection with the
temperature-sensitive mutant NY 68 of the Schmidt-Ruppin strain of
Rous sarcoma virus induced tyrosine phosphorylation and dimerization
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�
Fig. 5a–d. Molecular structure of oncoproteins interacting with M2-PK. a Hu-
man src protein: SH, src homology domain. b A-Raf protein: the conserved
regions CR1 and CR2 represent the regulatory N-terminus of the enzyme.
The CR3 domain harbours the catalytic activity. M2-PK binds to the very C-
terminus, which is not conserved between the different Raf isoforms. c HPV
16-E7: deletion of aa 79–83 resulted in decreased affinity to M2-PK. CD, con-
served domain; CXXC, putative zinc finger motifs. d HERC 1: RLD, RCC1 like
domain; LZ, leucine zipper; HECT , Homologous to E6-AP-CArboxyl-terminus

of M2-PK within 3 h after the shift to the permissive temperature, with
a maximal peak after 12 h. Similar results have been obtained with NIH
3T3 cells transfected with RSV ts LA90. The dimerization of M2-PK
was accompanied by an increase in fructose 1,6-P2, P-ribose-PP and 1,2
diacylglycerol (Presek et al. 1980, 1988; Eigenbrodt et al. 1998).

4.2 Interaction Between M2-PK and A-Raf

M2-PK can also be phosphorylated in serine. In tumour cells, serine
phosphorylation of M2-PK was shown to be cAMP-independent and
inducible by EGF (Oude Weernink et al. 1991; Moule and McGivan
1991; Eigenbrodt et al. 1998). However, a corresponding serine kinase
remained long undiscovered. The yeast two-hybrid technique revealed
that M2-PK specifically interacts with the A-Raf isoenzyme. The in-
teraction between A-Raf and M2-PK takes place within the C-terminal
domain of A-Raf (Fig. 5b). The interacting region, although part of the
conserved domain 3, is not conserved between the different Raf iso-
forms, which may explain why the two other Raf isoforms B-Raf and
c-Raf were not found to interact with M2-PK within the yeast two hy-
brid test (Le Mellay et al. 2002). Deletion of the N-terminal regulatory
domain leads to constitutive active Raf forms. A fusion between the ki-
nase domain of A-Raf and the retroviral gag-protein (gag-A-Raf) is able
to transform NIH 3T3 cells. Co-transfection of NIH 3T3 cells with a ki-
nase dead mutant of M2-PK (M2-PK K366M) reduced colony forma-
tion of stably A-Raf-expressing NIH 3T3 cells, whereas co-transfection
of NIH 3T3 cells with gag-A-Raf and wild type M2-PK led to a dou-
bling of focus formation, which points to a cooperative effect of A-Raf
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and M2-PK in cell transformation (Le Mellay et al. 2002). The effect
of A-Raf on the quaternary structure of M2-PK seems to depend on
the basic metabolism of the individual cell line. In primary mouse fi-
broblasts, which are characterized by glutamine production and serine
degradation, A-Raf wild type expression induced a dimerization and in-
activation of M2-PK, which resulted in a reduction of the glycolytic flux
rate. In immortalized NIH 3T3 fibroblasts characterized by glutamine
degradation and serine production, gag-A-Raf transformation increased
the highly active tetrameric form of M2-PK and favoured degradation
of glucose to lactate under the regeneration of energy. High serine lev-
els activate M2-PK. Thus the activation and tetramerization of M2-PK
found in gag-A-Raf transformed NIH 3T3 cells may be a secondary
metabolic effect induced by high serine levels (Mazurek et al. 2007).

4.3 Interaction Between M2-PK and Protein Kinase C Delta

Protein kinase C delta (PKCδ) was shown to play a role in apoptosis,
metastasis and tumour suppression (Kiley et al. 1999; Perletti et al.
1999; Zhong et al. 2002). It remains unknown whether PKCδ is an onco-
genic or tumour suppressive protein. Two-dimensional isoelectric fo-
cusing electrophoresis in combination with MALDI mass spectroscopy
identified M2-PK as a new substrate of PKCδ (Siwko and Mochly-
Rosen 2007). Immunoprecipitation experiments suggest that PKCδ

binds to M2-PK and rapidly releases the enzyme after phosphorylation.
In vitro incubation of M2-PK with purified PKCδ neither influenced the
activity nor the tetramer:dimer ratio of M2-PK. However, an in vivo
effect of PKCδ on M2-PK has not yet been investigated and therefore
cannot be ruled out at this point. In PKCδ–/– mice, an approximately
twofold decrease in M2-PK levels was observed in comparison to the
PKCδ+/+, mice suggesting that phosphorylation of M2-PK by PKCδ

may regulate stability or degradation of M2-PK (Mayr et al. 2004).

4.4 Interaction Between M2-PK and HPV-16 E7

The E7 oncoprotein of the human papillomavirus type 16 (HPV-16 E7)
cooperates with the HPV-16 E6 oncoprotein to immortalize human ker-
atinocytes (Münger and Howley 2002). Thus, HPV-16 belongs to the
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high-risk types of human papillomavirus and is linked to malignant hu-
man cervix cancer (zur Hausen 2002). HPV-16 E7 consists of 98 amino
acids and contains two conserved domains CD1 and CD2 at the N-
terminus and two zinc finger motifs (C-X-X-C) at the carboxy termi-
nus (Fig. 5c). The conserved domain 2 (CD2) within the N-terminus
mediates binding of E7 to proteins of the retinoblastoma gene family,
thereby contributing to the deregulation of the cell cycle (Münger and
Howley 2002). The carboxy terminus of HPV-16 E7 acts as an inter-
action domain for M2-PK. Deletion of the amino acids 79–83 (Leu,
Leu, Glu, Glu) within the HPV-16 E7 protein leads to a reduced affin-
ity of HPV-16 E7 to M2-PK and reduces the transforming potential of
E7, suggesting that binding of M2-PK may play a role in cell trans-
formation (Zwerschke et al. 1999). Thus, the transforming activity of
E7 is sensitive to mutations in both the N-terminus as well as the C-
Terminus (Jewers et al. 1992). NIH 3T3 cells which are already im-
mortal are transformed by E7 alone, whereas transformation of primary
normal rat kidney cells (NRK) require expression of a second oncopro-
tein ras (Zwerschke et al. 1999; Mazurek et al. 2001a,b). The parental
NRK cells were characterized by low glycolytic enzyme activities and
a low glycolytic flux rate. The stable expression of ras induced an in-
crease in most of the glycolytic enzymes, including 6-phosphofructo
1 kinase (PFK) and M2-PK as well as an increase in the glycolytic flux
rate. The increase in PFK activity correlated with an increase of fructose
1,6-P2 levels, which resulted in a tetramerization and migration of M2-
PK into the glycolytic enzyme complex in close proximity to adenylate
kinase (AK) (Fig. 4). The close association between the highly active
M2-PK and AK led to a decrease in ATP and an increase in AMP lev-
els. High AMP levels inhibit cell proliferation by inhibiting P-ribose PP
synthetase, a key enzyme in purine and pyrimidine synthesis (Mazurek
et al. 1997). Accordingly, in ras-expressing cells, cell proliferation was
inhibited. However, the expression of ras dramatically boosts tumour
metabolism, thereby preparing the metabolome of the cells for trans-
formation. In E7-transformed cells, binding of E7 to M2-PK induced
a dimerization and migration of M2-PK out of the glycolytic enzyme
complex which favoured the channelling of glucose carbons into syn-
thetic processes. Accordingly, UTP and CTP levels increased, whereas
ATP and GTP levels decreased in E7 transformed cells.
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4.5 Interaction Between M2-PK and HERC1

HERC 1, also termed oncH according to its identification in a nude
mouse tumorigenicity assay and p532 according to its molecular weight,
is one of four proteins within the human HERC protein family (Rosa
et al. 1996). HERC proteins contain a HECT (homologous to E 6 AP
carboxyl terminus) domain in their carboxyl-terminus and one or more
RCC1-like domains (RLDs) elsewhere in their amino acid sequence.
RCC1 (regulator of chromosome condensation 1-protein) is a guanine
nucleotide exchange factor (GEF) for RAN, a small GTP-binding pro-
tein which is predominantly located in the nucleus and involved in the
nuclear transport of proteins with nuclear localization signals. HERC 1,
which was shown to be consistently over-expressed in several tumour
cell lines, contains two RLD domains (Fig. 5d). RLD1 is a GEF for
ARF-1, Rab3a and Rab5, which are all three GTPases involved in cellu-
lar membrane trafficking (Rosa et al. 1996). RLD2, for which as yet no
GEF activity has been shown, specifically binds to ARF-1 in the Golgi
apparatus as well as to clathrin and Hsp70 (Rosa and Barbacid 1997).
The yeast two hybrid technique, in vitro pull-down experiments, as well
as in vivo pull-down experiments in Sf9 insect cells infected with bac-
ulovirus encoding full-length M2-PK and the His-tagged HECT domain
of HERC1 (last 366 aa of HERC1), revealed that M2-PK specifically
binds to the HECT domain of the HERC1 protein (Garcia-Gonzalo et al.
2003). The M2-PK sequence involved in HERC1 binding contains the
critical residues for fructose 1,6-P2 binding as well as for the intersub-
unit contact. HECT domains confer E3 ubiquitin protein ligase activity
and are involved in protein degradation. However, all results so far ap-
pear to indicate that the interaction of M2-PK with HERC1 influences
neither M2-PK activity nor the tetramer:dimer ratio of M2-PK, nor does
it induce ubiquitination and increased degradation of M2-PK (Garcia-
Gonzalo et al. 2003). Therefore, the physiological function of the inter-
action between M2-PK and HERC1 is still not known. Since M2-PK
also phosphorylates GDP, it is conceivable that M2-PK may function as
a local GTP producer (nano machine) for the RLDs as well as for the
GTPases ARF-1 and Rab5.
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5 Role of M2-PK in the Nucleus

M2-PK contains an inducible nuclear translocation signal (NLS) in its
C-domain, which, in contrast to classical NLS, is not rich in arginine
and lysine (Hoshino et al. 2007). The role of M2-PK within the nucleus
is complex since pro-proliferative as well as pro-apoptotic stimuli have
been described. In BB13 cells, an interleukin 3-dependent haematopoi-
etic cell line, which ectopically expresses the EGF receptor, IL-3 stimu-
lation induced a translocation of M2-PK into the nucleus within 30 min.
The IL-3 stimulated nuclear translocation of M2-PK was dependent on
JAK2. In the same cell system, the over-expression of a construct of
the M2-PK protein fused with the NLS from SV40-T antigen enhanced
EGF-stimulated cell proliferation in the absence of IL-3 (Hoshino et al.
2007). The mechanism by which nuclear M2-PK enhances cell prolif-
eration is yet not clear. In Morris hepatoma 7777 tumour cells, nuclear
M2-PK was found to participate in the phosphorylation of histone 1 by
direct phosphate transfer from PEP to histone 1 (Ignacak and Stachurska
2003). On the other hand, nuclear translocation of M2-PK induced by
the somatostatin analogue TT 232, H2O2 or UV light has recently been
linked to the induction of a caspase-independent programmed cell death
(Stetak et al. 2007).

6 Tumour M2-PK: A Biomarker for Metabolic Profiling
of Tumours

Measurements of v-max activities in different cell lines allowed the
classification of proliferating cell lines in the following three groups:
nontumour normal proliferating cells with PK-v-max activities between
30 and 950 mU/mg protein, tumour cell lines with PK-v-max activi-
ties between 900 and 1300 mU/mg protein and metastatic tumour cell
lines with PK-v-max activities between 1590 and 1630 mU/mg pro-
tein (Board et al. 1990). V-max activities of enzymes are measured at
saturated substrate concentrations. In the case of M2-PK v-max, activ-
ities were measured at saturated PEP concentrations, which means that
both the tetrameric and dimeric form are highly active. In contrast, at
physiological PEP concentrations, only the tetrameric form of M2-PK



116 S. Mazurek

Fig. 6a,b. Immunohistology staining of (a) rectum carcinoma and (b) metas-
tases of the rectum carcinoma in the liver with the monoclonal anti M2-PK
antibody clone DF4. (Hardt et al. 2004a; Mazurek 2008)

Fig. 7. Correlation between faecal tumour M2-PK and TNM staging. (Hardt
et al. 2004b)
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Fig. 8. Follow-up study of a patient with a squamous carcinoma (T2N1M0) of
the lung. After surgical resection, a local relapse surrounding the arteria pul-
monalis and metastases in infracranial and paratracheal lymph nodes occurred
between weeks 36 and 46. (Schneider et al. 2002)

is highly active, whereas the dimeric form is nearly inactive (Fig. 3a).
Immunohistological staining of various tumours with monoclonal anti-
bodies which specifically recognize the dimeric form of M2-PK allows
the visualization of the pyruvate kinase isoenzyme shift in tumour cells.
This technique shows that the distribution of M2-PK in primary tumours
can be heterogeneous, whereas their metastases are always stained very
homogeneously (Fig. 6).

Furthermore, the dimeric form of M2-PK (tumour M2-PK) is re-
leased from tumour cells into the blood and from gastrointestinal tu-
mours also into the stool of tumour patients, most likely by tumour
necrosis and cell turnover, providing the possibility of diagnostic ap-
plication. Thus, the amount of tumour M2-PK was found to increase
in the EDTA plasma of patients with renal cell carcinoma, melanoma,
lung, breast, cervical, ovarian, oesopharyngeal, gastric, pancreatic and
colorectal cancer as well as in stool samples of patients with gastric and
colorectal cancer and to correlate with tumour stages (Fig. 7) (Wech-
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sel et al. 1999; Lüftner et al. 2000; Schneider et al. 2002; Hardt et al.
2004b; Kaura et al. 2004; Ahmed et al. 2007; Koss et al. 2008; Kumar
et al. 2007).

Therefore, tumour M2-PK is an organ-unspecific biomarker which
reflects the metabolic activity and proliferation capacity of tumours. An
important field of application of the plasma test are follow-up studies to
monitor failure, relapse or success during therapy (Fig. 8).

Interestingly, in different human gastric carcinoma cell lines, cis-
platin resistance was found to correlate with low M2-PK protein lev-
els and activity (Yoo et al. 2004). Low PK activities promote synthetic
processes debranching from glycolysis, such as the oxidative pentose P-
shuttle, an important source for NADPH production within cells.
NADPH is necessary for reduction of glutathione (GSSG) and activa-
tion of the thioredoxin system, both of which have been shown to be
involved in cisplatin resistance.

7 Conclusions

The expression of the pyruvate kinase isoenzyme type M2, which can
switch between a highly active tetrameric form and a nearly inactive
dimeric form, is an important metabolic sensor to adapt tumour meta-
bolism to different metabolic conditions, such as nutrient supply. The
quantification of the dimeric form of M2-PK in plasma and stool is
a tool for early detection of tumours and therapy control.
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Abstract. Increased metabolism has been found to be one of the most promi-
nent features of malignant tumors. This property led to the development of trac-
ers for the assessment of glucose metabolism and amino acid transport and their
application for tumor diagnosis and staging. Prominent examples are fluoro-
deoxyglucose, methionine and tyrosine analogs, which have found broad
clinical application. Since quantitative procedures are available, these techniques
can also be used for therapy monitoring. Another approach may be based on the
noninvasive detection of apoptosis with tracers for phosphatidyl-serine presen-
tation and/or caspase activation as surrogate markers for therapeutic efficacy.
Finally, the evaluation of hypoxia with nitroimidazoles may be a valuable tool
for prognosis and therapy planning.
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1 Glucose Metabolism

Malignant tumors are tissues metabolizing glucose to lactate to a high
extent. This increased glycolytic activity correlates with a high amount
of mitochondrial-bound hexokinase in the tumor cells. In quickly grow-
ing tumor cells, the hexokinase activity is greatly enhanced, and up to
80% of the molecules are bound to the outer mitochondrial membrane.
Changes in the expression of glycolysis-associated genes during the ma-
lignant transformation have been reported by several groups (Shawver
et al. 1987; Flier et al. 1987; Bos et al. 2002): especially the gene encod-
ing the glucose transporter subtype 1 (GLUT1) is activated early after
transformation of cells with oncogenes such as src, ras or fps. An in-
crease in the mRNA of GLUT1 is observed as early as 4–6 h after induc-
tion of the p21 c-H-ras oncoprotein, while morphological changes oc-
cur after 72–76 h. Furthermore, the increase in GLUT1 mRNA after ras
transfection was independent of the growth rate. In vivo overexpression
of GLUT1 and GLUT3 was found in a series of different human and
experimental tumors. The increase in GLUT1 transcription can be used
for imaging or therapy by cloning a reporter gene or a therapeutic gene
such as suicide genes downstream of the GLUT1 promoter/enhancer
elements (Haberkorn et al. 2002, 2005). Examples are the herpes sim-
plex virus thymidine kinase (HSVtk) gene or the sodium iodide sym-
porter, where adeno associated virus or retroviral vectors have been used
to transfect tumor cells and to measure the uptake of specific substrates
or to treat animals with genetically modified tumors (Sieger et al. 2003,
2004). In these studies, reporter gene expression (green fluorescent pro-
tein, HSVtk or sodium iodide symporter) was specific for tumor cells or
cells with expression of an activated ras oncogene (Fig. 1).

18Fluordeoxyglucose (FDG) for PET studies of glucose metabolism
was introduced as a consequence of autoradiographic and biochemi-
cal studies with glucose analogs in different tissues. Similar to glucose,
2-deoxyglucose (dGlc) and FDG are transported bidirectionally and are
phosphorylated by the enzyme hexokinase. This is possible because
the C-2 position, unlike the C-1, C-3 and C-6 positions, is uncritical
for the binding to the hexokinase. In contrast to glucose-6-phosphate,
FDG-6-phosphate and dGlc-6-phosphate are not further metabolized in
significant amounts during the examination. dGlc-6-phosphate is not
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Fig. 1. Scintigraphic image of a rat bearing a wild type (WT) and a genetically
modified tumor with expression of the human sodium iodide symporter (NIS).
Only the NIS-expressing tumor, the stomach and the thyroid gland show accu-
mulation of 131I

metabolized to fructose-6-phosphate and, therefore, is not a substrate
for the glucose-6-phosphate dehydrogenase. dGlc-6-phosphate may be
converted to dGlc-1-phosphate and uridine-diphosphate(UDP)-dGlc,
followed by an incorporation into glycogen, glycolipids and glycopro-
teins. However, these reactions are very slow in mammalian tissues.
Furthermore, in the brain, the organ where the deoxyglucose method
was applied for the first time, as well as in malignant tumors, glucose-6-
phosphatase activity is downregulated. In contrast to the autoinhibition
of the glucose phosphorylation, FDG-6-phosphate shows no inhibition
of hexokinase activity. Compared to 2-deoxyglucose, FDG is incorpo-
rated very slowly into macromolecules, as has been demonstrated in
yeasts as well as in chick fibroblasts. Due to their negative charge, which
prevents penetration of the negatively charged inner part of the plasma
membrane, FDG-6-phosphate and dGlc-6-phosphate accumulate in the
cells. A further advantage is the rapid clearance of the tracer: similar
to glucose, FDG shows glomerular filtration. However, unlike glucose,
this is not followed by tubular reabsorption, because FDG is not a sub-
strate for the tubular sodium glucose symporter, which is responsible
for the rapid renal clearance.
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PET studies with different animal models showed a correlation of
FDG uptake and the content of GLUT1 and hexokinase mRNA (Haber-
korn et al. 1994). Differences in the FDG uptake in different lung car-
cinomas, with lower values for adenocarcinomas as compared to squa-
mous cell carcinomas, corresponded to the histologically determined
expression of GLUT1, which was higher in squamous cell carcinomas
than in adenocarcinomas. Therefore, the genetic program in malignant
tumors leads to the corresponding FDG uptake values as measured with
PET. Similar results were obtained in bronchioalveolar adenocarcino-
mas, with significantly lower values for the number of GLUT1-positive
cells and FDG uptake and a correlation of histologic grade and the
amount of GLUT1-positive cells and FDG uptake.

The clinical application of 18FDG was predominantly for tumor di-
agnosis and staging for a variety of tumor entities such as lung, colon,
breast, head and neck, and esophageal cancer, melanoma, and lym-
phoma (Fig. 2). In lung cancer, a meta-analytic comparison of PET (14
studies, 514 patients) and CT (29 studies, 2226 patients) for the demon-
stration of mediastinal nodal metastases in patients with non-small cell
lung cancer (NLCLC) was done by Dwamena et al. (1999). In this ana-
lysis, pooled point estimates of diagnostic performance and summary
ROC curves indicated that PET was significantly more accurate than
CT for demonstration of nodal metastases with p < 0.001. The mean
sensitivity and specificity were 0.79 ± 0.03 and 0.91 ± 0.02, respectively,
for PET and 0.60 ± 0.02 and 0.77 ± 0.02, respectively, for CT. Subgroup
analyses did not alter these findings. The results were collected and eval-
uated in a consensus conference leading to recommended applications
of the method for a variety of tumors (Reske and Kotzerke 2001; Ta-
bles 1 and 2).

Besides staging, the prognostic value of FDG-PET has also been
evaluated. The relation of high pretherapeutic FDG uptake to a poorer

�
Fig. 2. Transaxial PET/CT images of a patient with lung cancer. Top: CT
image showing a large hilar mass. Middle: The fusion image demonstrates the
smaller extent of the tumor and atelectatic lung tissue. Bottom: A metastasis in
the adrenal gland is visualized
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Table 1 Indications of FDG-PET with established or probable clinical value

Differentiated thyroid Restaging of radioiodine-negative lesions
carcinoma Restaging of radioiodine-positive lesions
Esophageal carcinoma Staging lymph nodes, distant metastases
Pancreatic cancer DD inflammation/tumor

Recurrence
Colorectal carcinoma Therapy monitoring

Recurrence
Mammary carcinoma N-staging
Head and neck tumors N-staging

Recurrence
CUP

Lung tumors Solitary pulmonary nodule
N-staging (NSCLC)
Extrathoracic N-staging
Recurrence

Hodgkin lymphoma Staging
Therapy monitoring

Highly malignant NHL Staging
Therapy monitoring

Melanoma N-staging (Breslow > 1.5 mm
or known lymph node metastases)
M-staging (Breslow > 1.5 mm
or known lymph node metastases)
Recurrence
Follow-up for pT3 and pT4 tumors
Follow-up of metastases

Bone/soft tissue tumors Dignity, biological behavior, surgery planning

Table 2 Indications for a clinical value of FDG-PET in single cases

Mammary carcinoma Dignity
M-staging

Ovarian carcinoma Recurrence
Head and neck tumors Detection of a second tumor
Lung tumors Therapy monitoring
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prognosis was observed by different groups in patients with lung cancer
(Ahuja et al. 1998; Vansteenkiste et al. 1999). In a study with 155 pa-
tients, the uptake in the primary lesion of NSCLC was compared to the
clinical outcome: independent of other clinical findings, patients with
higher uptake values had a shorter median survival time than patients
with lower FDG accumulation (Ahuja et al. 1998). In this respect, a cor-
relation was described between tumor growth and FDG uptake (Duhay-
longsod et al. 1995). However, in experimental studies, conflicting re-
ports exist concerning the possible correlation of FDG uptake and tumor
cell proliferation (Brown et al. 1999; Higashi et al. 2000).

PET using 18F-FDG has been applied for the evaluation of treatment
response during chemotherapy, gene therapy, and radiotherapy in a va-
riety of tumors, indicating that FDG delivers useful parameters for the
early assessment of therapeutic efficacy (Bassa et al. 1996; Haberkorn
et al. 1991, 1993, 1997a,b, 1998; Rozenthal et al. 1989). Furthermore,
tumors may react to therapeutic intervention by compensatory reac-
tions, including an increase in glucose metabolism, especially during
the very early phase after treatment.

In general, increased FDG transport rates early after treatment are
suggested as evidence of stress reactions in tumors after chemother-
apy, gene therapy or radiation therapy (Haberkorn et al. 1998, 2001).
The glucose carrier shows a complex regulation: glucose transport may
be altered by phosphorylation of the transport protein (Hayes et al.
1993), decreased degradation (Shawver et al. 1987), translocation from
intracellular pools to the plasma membrane (Widnell et al. 1990), or
an increased expression of the gene (Flier et al. 1987). The increase
in glucose transport after exposure of cells to damaging agents has
been ascribed mainly to a redistribution of the glucose transport protein
from intracellular pools to the plasma membrane. Such reactions have
been found in cells exposed to arsenite, calcium ionophore A23187; or
2-mercaptoethanol (Widnell et al. 1990; Wertheimer et al. 1991; Hughes
et al. 1989). Furthermore, increased glucose metabolism has been ob-
served after chemotherapy or gene therapy of hepatoma with HSV thy-
midine kinase (Haberkorn et al. 1998, 2001a,b). Incubation with cy-
tochalasin B or deoxyglucose after the end of treatment increased the
amount of apoptotic cells (Haberkorn et al. 2001a,b), whereas monother-
apy with these drugs had no effect. Enhanced glycolysis may be used
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for a metabolic design of combination therapy, as has been done for
chemotherapy (Haberkorn et al. 1992) or radiotherapy (Singh et al.
2005). These strategies intend to disturb possible repair processes that
are in need of energy by interfering with glycolysis. Besides deoxyglu-
cose, a few compounds are available such as 6-aminonicotinamide,
3-bromopyruvate, oxythiamine, 5-thioglucose, or genistein, where at
least deoxyglucose shows a rather selective toxicity for cells with
chemotherapy resistance (Haberkorn et al. 1992). The design of such
a combination treatment requires data on the changes in the metabolic
pathways with respect to dose and time dependence, which may be ob-
tained by FDG-PET.

2 Amino Acids

Although PET with 18F-fluorodeoxyglucose (FDG) has been proven to
be useful for diagnosis and therapy monitoring in a variety of tumors,
there is a need for complementary information of tumor biology. FDG
is not tumor-selective and shows accumulation in inflammatory lesions.
Furthermore, tissues with high background such as the brain may cause
difficulties in image interpretation. Malignant tumors show changes in
the amino acid transport, protein synthesis and proliferation. Therefore,
many efforts have been made to establish tracers based on amino acids
or proliferation markers.

Radiolabeled amino acids are used for measuring the rate of protein
synthesis and amino acid transport. Besides protein synthesis, amino
acids are precursors for many other biomolecules, such as adenine, cy-
tosine, histamine, thyroxine, epinephrine, melanin and serotonin, and
are important in other metabolic cycles, including transamination and
transmethylation; methionine has a specific role in the initiation of pro-
tein synthesis and amino acids such as glutamine are used for energy.
Since all these pathways create a dependency on amino acid uptake,
amino acid transport does not faithfully represent protein synthesis, but
rather provides a general measure of the cellular need for amino acids.

Amino acids enter cells mainly via specific transport systems (Chris-
tensen 1990). These systems can be sodium-dependent or -independent.
Sodium-dependent transport relies on the sodium chemical gradient and
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the electric potential across the plasma membrane, as well as on the ac-
tivity of the Na+/K+-ATPase. Sodium-independent systems depend on
the amino acid concentration gradient across the cell membrane and
are often coupled to the countertransport (i.e., in the opposite direction)
of K+.

Kinetic studies have identified several sodium-dependent transport
systems: A, ASC and Gly, which transport amino acids with short po-
lar or linear side chains, e.g., alanine, serine and glycine. In general,
a change in affinity occurs when a sodium ion binds to the transporter
protein. Subsequent binding of the amino acid results in a conforma-
tional change in the transporter protein and in turn to the influx of
the attached sodium ion and the amino acid into the cell. System A is
transinhibited by intracellular substrates (i.e., the presence of intracel-
lular substrates slows the uptake of amino acids), whereas system ASC
is trans-stimulated by the presence of intracellular substrates (i.e., the
presence of intracellular substrates increases the activity).

Sodium-independent systems, L (ubiquitously found), B0,+ and y+,
are carriers for branched chain and aromatic amino acids, e.g., leucine,
valine, tyrosine and phenylalanine. System L shows trans-stimulation
by intracellular substrates such as leucine and valine. Most amino acid
carrier systems can also transport synthetic, nonmetabolizable amino
acid analogs.

Regulation of amino acid transport is complex and is influenced by
hormones, cytokines, changes in cell volume and the availability of nu-
trients (Christensen 1990). For example, the number of system A active
carriers increases during starvation; hence patients should be studied
preferentially while fasting.

Malignant cells were found to have an increased amino acid transport
(Boerner et al. 1985; Busch et al. 1959; Isselbacher 1972; Saier et al.
1988). Strong expression of system A has been found in transformed
and malignant cells as a result of oncogene action (Saier et al. 1988) and
a correlation between amino acid transport and cellular proliferation has
been described (Jager et al. 2000; Kuwert et al. 1997).

For the assessment of the protein synthesis rate, relatively complex
kinetic models are necessary. Furthermore, there is no existing constant
correlation between the quantitative data derived from these models and
the grade of malignancy (Ogawa et al. 1993). Although 11C-leucine
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appears to be the best amino acid for measuring protein synthesis rate
(Vaalburg et al. 1992), most studies have used methionine because of
the ease of tracer synthesis. The drawbacks of methionine are its use in
metabolic cycles other than protein synthesis, which results in a variety
of metabolites and difficulties in quantification (Ishiwata et al. 1989,
1996). Conflicting reports have been published about the specificity of
carrier-mediated transport of methionine into brain tumors in studies
comparing D- and L-methionine using an overload of branched amino
acids. Furthermore, at least part of the tracer uptake seems to be the re-
sult of passive diffusion. Cellular uptake in vitro is mainly accomplished
via the L system with minor contributions from systems A and ASC.

Patient studies have revealed high uptake of methionine in the pitu-
itary gland and pancreas, moderate uptake in salivary glands, lacrimal
glands and bone marrow, and low uptake in the normal brain (Jager
et al. 2001). It has been used as a tracer mainly in brain tumors, where
it shows excellent contrast between normal brain and tumors and high
sensitivity for tumor detection (Herholz et al. 1998; Langen et al. 1997).
Also, in a study of 196 patients, the accuracy of differentiation between
low- and high-grade lesions was 79% (Herholz et al. 1998). Tumor de-
lineation was better than with CT, MRI and FDG-PET (Mosskin et al.
1986; Bergstrom et al. 1983; Kaschten et al. 1998).

A high sensitivity for the detection of primary and metastatic brain
tumors was also found using either 11C-tyrosine or L-2-18F-fluorotyro-
sine (Wienhard et al. 1991; Willemsen et al. 1995). Analysis of the
plasma metabolites of 11C-tyrosine revealed that 11C-CO2, 11C-proteins
and 11C-L-DOPA constituted more than 50% of total plasma radioactiv-
ity at 40 min after injection making a complex pharmacokinetic model
for further analysis necessary. Using a five-compartment model, it was
shown that while the net protein synthesis rate was dependent on the re-
cycling of amino acids from protein, tracer influx into the cell was not.
The curve-fitting results of dynamic scans were unreliable because of
the exchange of 11C-tyrosine between plasma and erythrocytes, whereas
the graphical Patlak-Gjedde analysis was not influenced by this. L-2-
18F-fluorotyrosine was studied in 15 patients with brain tumors and
showed rapid uptake, which was mainly attributed to an increase in
transport. Also, an improved localization of tumor tissue for biopsy has
been described for both methionine and tyrosine.
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In head and neck cancer, amino acids have been used mainly for
staging. Primary tumors have shown higher methionine uptake as com-
pared to surrounding tissues, and tumors larger than 1 cm in diameter
have been detected with a sensitivity of 91% (Leskinen-Kallio et al.
1994). Noninvasive tumor grading has not been possible (Lindholm
et al. 1998). Tyrosine-PET has shown comparable results with a signifi-
cantly higher protein synthesis rate for tumor as compared to nontumor
tissue (deBoer et al. 2002).

Lung cancer has also shown high uptake of methionine with high
sensitivity, but low specificity, for solitary pulmonary nodules (Kubota
et al. 1990). Staging was improved by methionine in a retrospective
study, but gave no advantage as compared to FDG-PET.

Comparisons of FDG and amino acids in patients with breast can-
cer have revealed that FDG was better than tyrosine, but not as good as
methionine (Jansson et al. 1995). In lymphoma, no association between
methionine uptake with histologic grade has been seen, unless kinetic
analysis was applied (Rodriguez et al. 1995). Differentiation between
benign and malignant lesions has also been possible for soft tissue sar-
comas using tyrosine-PET (Plaat et al. 1999). Studies with small patient
numbers have been conducted either with methionine or tyrosine in pa-
tients with melanoma, bladder cancer, metastatic nonseminoma, ovarian
cancer and uterine cancer.

Since 123I-α-methyl tyrosine (123I-IMT) has proven to be a promis-
ing SPECT tracer for imaging amino acid transport in tumors (Fig. 3),
124I-IMT and L-3-18F-α-methyl tyrosine (FMT) have been synthesized
for PET studies (Amano et al. 1998; Langen et al. 1990). 124I-IMT accu-
mulates in brain and tumor tissue, reaching a maximum concentration
after 15 min with a washout of 20%–35% at 60 min after injection. An-
imal experiments have confirmed the accumulation of the intact tracer
in brain without incorporation of the tracer into proteins. FMT uptake
was high in the pancreas and in several tumor models. Tumor uptake
of FMT was reduced by inhibition of the amino acid transport systems.
The tumor:blood ratios of FMT in mice with LS180 (human colon can-
cer), RPMI1788 (human B-cell lymphoma) and MCF7 (human mam-
mary carcinoma) tumors at 60 min after injection were 1.8, 5.9 and
3.6, respectively. Most of the activity was localized in the acid-soluble
fraction, suggesting that FMT is mainly not incorporated into proteins.
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Fig. 3. Transaxial PET/CT images of a patient with lung cancer. Top: CT im-
age showing a large hilar mass. Middle: The fusion image demonstrates the
smaller extent of the tumor and atelectatic lung tissue. Bottom: A metastasis in
the adrenal gland is visualized

Clinical studies have shown that brain tumors are better delineated by
FMT as compared with FDG, with no dependence of FMT uptake on
tumor grade (Inoue et al. 1999). In contrast, FMT uptake correlated with
histologic grade in musculoskeletal tumors, but with a better discrimi-
native capacity for FDG.

O-(2-18F-fluoroethyl)- l-tyrosine (L-FET), which is also not incor-
porated into proteins, has been evaluated in mammary carcinoma-
bearing mice and in mice with the colon carcinoma cell line SW707
(Wester et al. 1999; Heiss et al. 1999). Results of transport inhibition
experiments with specific competitive inhibitors have demonstrated that
the uptake of L-FET into SW707 cells is caused mainly by system L. In
vivo studies revealed a plasma half-life of L-FET of 94 min and increas-
ing brain uptake up to 120 min with a brain:blood ratio of 0.9. Xeno-
transplanted tumors have shown higher uptake of L-FET (> 6% injected
dose/g) than all other organs, except the pancreas. High-performance
liquid chromatography (HPLC) analysis of brain, pancreas and tumor
homogenates as well as plasma samples of mice at 10, 40 or 60 min
after injection revealed only unchanged L-FET, indicating high stability
and lack of metabolization of the tracer. Preliminary clinical results are
available for high-grade brain tumors and metastatic melanomas (Weber
et al. 2001).
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Once transported into the cell, tyrosine is metabolized to dihydroxy-
phenylalanine (DOPA), which can be used for melanin synthesis.
Therefore, DOPA labeled with 18F at the 2 position has been used for tu-
mor characterization in melanoma-bearing mice (Ishiwata et al. 1991).
Tumors with a lower melanin synthesis rate accumulated less DOPA
than tumors with a higher rate. The metabolite predominantly found
in these studies was 18F-MeFDOPA. DOPA labeled at the 6 position
is commonly used for the evaluation of the dopaminergic system. It
has also been used to study patients with metastatic melanoma; tracer
uptake was perfusion-independent with DOPA-PET showing a lower
sensitivity as compared to FDG-PET (Dimitrakopoulou-Strauss et al.
2001).

A variety of synthetic amino acids, including α-aminoisobutyric acid
(AIB), 1-aminocyclopentane carboxylic (ACPC) acid, 2-amino-3-
fluoro-2-methylpropanoic acid (FAMP), 3-fluoro-2-methyl-2-(methyl-
amino)propanoic acid (N-MeFAMP) and 1-amino-3-fluorocyclobutane-
1-carboxylic acid (FACBC), have been synthesized and evaluated,
mostly in cell culture and animal systems. AIB is thought to be ac-
tively accumulated in viable cells primarily by the A-type amino acid
transport system and has shown avid uptake in a melanoma model. Ad-
ditionally, ACPC and AIB imaging were found to be superior to FDG
in C6 gliomas and Walker 256 rat carcinosarcoma, especially for identi-
fying tumor infiltration of adjacent brain tissue beyond the macroscopic
border of the tumor, and in low-grade tumors with an intact blood–brain
barrier. Contrast-enhancing regions of the tumors were visualized more
clearly with AIB than with FDG or Ga-DTPA; viable and necrotic-
appearing tumor regions could be distinguished more readily with AIB
than with FDG (Uehara et al. 1997). Increased AIB uptake was also ob-
served in soft tissue sarcomas (Schwarzbach et al. 1999). As for AIB,
amino acid transport assays using 9L gliosarcoma cells demonstrated
that FAMP and N-MeFAMP are substrates for the A type amino acid
transport system and show very high tumor:normal brain ratios: 36:1
and 104:1, respectively (McConathy et al. 2002). In a rat brain tumor
model, maximum tumor uptake of 18F-FACBC was seen at 60 min, with
a tumor:normal brain ratio of 5.6 at 5 min and 6.6 at 60 min after tracer
administration (Shoup et al. 1999).
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Measurement of the effects of therapy on tumor metabolism may
be useful in predicting therapy outcome at an early stage of treatment.
This principle may be applied not only to glucose metabolism but also
to amino acid transport and metabolism. Studies of different human tu-
mors treated with a variety of therapies and of the rat AH109A tumor
model after radiotherapy demonstrated a rapid posttherapeutic reduc-
tion in methionine uptake, reflecting inactivation of protein synthesis
and damage to the membrane transport system (Jansson et al. 1995;
Bergstrom et al. 1987; Schaider et al. 1996). Furthermore, the uptake
of L-1-11C-tyrosine in rhabdomyosarcoma of Wag/Rij rats was dose-
dependently reduced after local hyperthermia (Daemen et al. 1991).
Moreover, the accumulation of AIB is decreased in rat prostate tumors
after long-term treatment with stilbestrol (Dunzendorfer et al. 1981).
These changes were followed later by a reduction in tumor mass.

In vitro studies have demonstrated that methotrexate and cisplatin in-
duce a decline in AIB and methionine accumulation in L1210 murine
leukemia cells (Scanlon et al. 1983, 1987), leading to the speculation
that the inhibition of methionine uptake by methotrexate may be due
to drug binding to a specific membrane carrier, or a reduction in the
sodium gradient across the plasma membrane, which is necessary for
the uptake of amino acids, or effects on intracellular processes which
support uptake of amino acids. Higashi et al. demonstrated an increase
in methionine and FDG uptake in human ovarian carcinoma cells af-
ter radiotherapy, which was accompanied by an increase in cell volume
(Higashi et al. 1993). These phenomena were interpreted as giant cell
formation with enlarged cellular volume and continued protein synthe-
sis, but accelerated repair was also suggested. Another in vitro study
combined the information obtained from experiments using a transport
tracer (AIB) and a tracer that is transported and metabolized (methio-
nine) and found a decrease in neutral amino acid transport after gene
therapy of hepatoma cells with HSV thymidine kinase and ganciclovir,
indicating treatment effects on the energy-dependent transport systems
(Haberkorn et al. 1997a). Methionine uptake experiments showed a de-
crease in tracer accumulation in the acid-insoluble fraction (represent-
ing nucleic acids and proteins), indicating impaired protein synthesis
and an increase in the acid-soluble fraction. The increase in radioactiv-
ity in the acid-soluble fraction may be caused by enhanced transmethy-
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lation processes, which usually are observed during oncogenic transfor-
mation and after exposure to DNA-damaging agents.

Clinical studies in brain tumors have been done for early evaluation
of treatment response and differentiation between recurrence and radia-
tion necrosis. In ten patients with low-grade gliomas, a dose-dependent
reduction in methionine uptake was seen after brachytherapy (Wurker
et al. 1996). Differentiation between radiation necrosis and tumor re-
currence was possible with methionine-PET (Ogawa et al. 1991). In
another study with ten patients, tyrosine-PET showed no change in the
protein synthesis rate despite a decrease in tumor volume in seven pa-
tients (Heesters et al. 1998).

After radiotherapy of head and neck cancer, a lower posttherapeu-
tic methionine uptake was shown to correlate with therapy response
(Lindholm et al. 1998). Similar results were obtained in patients after
radiotherapy or chemotherapy of lung, breast and rectal cancer (Jans-
son et al. 1995; Daemen et al. 1991). However, the predictive value of
methionine-PET remains questionable.

Amino acids have been suggested to be useful in the differentia-
tion between inflammation and malignancy. Experimental studies have
shown that amino acids accumulate less than FDG in inflammation
(Kubota et al. 1989). However, uptake may occur in benign lesions such
as ischemic brain, infarction, scar, abscesses and sarcoidosis, and also in
irradiated areas. Therefore, active inflammatory cells may need amino
acids and the specificity of amino acids for tumor imaging is not ab-
solute. However, in mice with tumor-infiltrated or inflammatory lymph
nodes, the accumulation of O-(2-18F-fluoroethyl)-l-tyrosineshowed sig-
nificant differences with no overlap between inflammatory and tumor-
ous nodes (Rau et al. 2002).

In summary, amino acids may have a potential role in the character-
ization of the biological properties of tumors as increased amino acid
transport or protein synthesis. Advantages over FDG imaging can be
expected in the imaging of brain tumors, because the background of
tracer accumulation is lower than FDG. The role of amino acids for the
monitoring of tumor response to treatment as well as the differentiation
between inflammation and tumor tissue has to be established in further
studies.
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3 Apoptosis

For the in vivo detection of apoptosis, two main targets in the apop-
totic pathway are of interest: (1) the presentation of phosphatidylserine
residues at the outer side of the plasma membrane and (2) the appear-
ance of activated caspases (Martin et al. 1995; Villa et al. 1997). Phos-
phatidylserine is maintained at the inner site of the plasma membrane
by the adenosine triphosphate (ATP)-dependent enzymes floppase and
translocase (Zwaal and Schroit 1997). Apoptosis induced inactivation
of these enzymes and activation of a scramblase leads to the appearance
of phosphatidylserine on the outer side of the membrane. This effect has
been recently used to develop an imaging agent for apoptosis (Blanken-
berg et al 1998, 1999): Annexin V, a 35-kDa human protein with high
affinity for cell membrane-bound phosphatidylserine, was labeled with
99mTc and investigated for its uptake in apoptotic cells. An increased ac-
cumulation was found in Jurkat cells where the programmed cell death
was initiated by growth factor deprivation, anti-CD95 antibody and dox-
orubicin treatment. Also, anti-CD95 treated mice showed a threefold
rise in hepatic 99mTc-Annexin V accumulation in response to severe
liver damage with histologic evidence of apoptosis. Finally, increased
uptake was detected in animal models using the acute rejection of trans-
planted heterotopic cardiac allografts or transplanted murine B cell lym-
phomas treated with cyclophosphamide (Blankenberg et al. 1999).

Since caspases play a key role during the early period of the intracel-
lular signal cascade of cells undergoing apoptosis, benzyloxycarbonyl-
Val-Ala-dl-Asp(O-methyl)-fluoromethyl ketone [Z-VAD-fmk], a pan-
caspase inhibitor, was evaluated as a potential apoptosis imaging agent
(Haberkorn et al. 2001c). Uptake measurements were made with Morris
hepatoma cells (MH3924Atk8), which showed expression of the her-
pes simplex virus thymidine kinase (HSVtk) gene. Apoptosis was in-
duced by treatment of the cells with ganciclovir and a twofold increase
of [131I]I-Z-VAD-fmk uptake was found at the end of treatment with
the HSVtk/suicide system, which consistently remained elevated for
the following 4 h. The slow cellular influx and lack of uptake satura-
tion of [131I]IZ-VAD-fmk are evidence for simple diffusion as a trans-
port mechanism. In addition, the absolute cellular uptake of [131I]IZ-
VAD-fmk was found to be low. Instead of using an inhibitor, synthetic
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caspase substrates that may accumulate in the apoptotic cell by meta-
bolic trapping, thereby enhancing the imaging signal are currently being
investigated. In a recent study, ten radiolabeled peptides containing the
DEVDG sequence, selective for downstream caspases such as caspa-
se-3, were synthesized and evaluated for their uptake kinetics using an
apoptosis test system (Bauer et al. 2005). Within this series of peptides,
radioiodinated Tat49–57-yDEVDG-NH2 and Tat57–49-yDEVDG-
NH2, both containing an additional HIV Tat sequence, were taken up
by apoptotic cells to a significantly higher extent than with the controls.
The enhanced uptake was interpreted as the interaction of the labeled
peptide or fragment with activated caspases. Current efforts are focused
on alternative radioisotopes that include radiometal complexes to fur-
ther improve these characteristics.

4 Hypoxia

Because of uncontrolled growth and a misbalance between tumor mass
and vascularization, oxygen limitation is a common feature of malig-
nant tumors. Oxygen concentration inside solid tumors is reduced,
which contributes to the tumor aggressiveness and poor prognosis of
patients (Stadler et al. 1999). Genomes of tumor cells become unsta-
ble under hypoxic conditions, and hypoxia can be the selective pressure
for the expansion of clones with anti-apoptotic treatment-resistant or
highly metastatic potential (Young et al. 1988; Graeber et al. 1996).
Resistance to chemotherapy and radiation therapy can be attributed, at
least in part, to the hypoxic condition of tumor cells (Teicher 2004).
Hypoxia confers these aggressive properties on the tumors through ei-
ther the remodeling of tumor vasculature or the direct phenotypic
changes of tumor cells themselves. Tumor cells under hypoxia can ac-
quire anti-apoptotic and chemoresistant properties through changes in
the expression of apoptosis-related molecules. Furthermore, the involve-
ment of HIF-1α in the tumor progression to an anti-apoptotic phenotype
was reported (Erler et al. 2004).

Oxygen deprivation is encountered by the induction of various genes.
Hypoxia inducible factor 1 (HIF) plays a central role in this regulatory
system. HIF can induce the production of a variety of gene products
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relevant for metabolism, vascularization, survival, pH and cell migra-
tion. Active HIF-1 is a heterodimer composed of two subunits, HIF-1α

and HIF-1β. HIF-1β is constitutively expressed independent of environ-
mental oxygen concentration, while the expression of HIF-1α is negli-
gible under normoxia and induced under hypoxia. Up to now, HIF-1α,
HIF-2α and HIF-3α have been identified and cloned as the members of
HIF α family that can dimerize with HIF-1α and bind to hypoxia respon-
sible elements (HRE) in the genes of hypoxia-responsive molecules.

Among HIFα family members, HIF-1α is thought to be the key mole-
cule regulating the cellular response to physiological and pathological
hypoxia. Mechanisms of hypoxia-induced expression of HIF-1α have
been intensively studied, and the intracellular level of HIF-1α protein
under reduced oxygen concentration was found to be increased mainly
through stabilization of the protein. Turnover of the HIF-1α protein
is regulated by the ubiquitin–proteasome system, in which target pro-
teins are degraded by proteasome depending on their ubiquitylation (Se-
menza 2002). Under normoxia, the level of the HIF-1α protein is kept
low through rapid ubiquitylation and subsequent proteasomal degrada-
tion. HIF-1α becomes susceptible to rapid ubiquitylation through hy-
droxylation of proline residues at Pro-402 and Pro-564 by prolyl hy-
droxylase 2 (PHD2), which requires oxygen for its enzyme activity
(Berra et al. 2003). In cells under hypoxia, the ubiquitylation and sub-
sequent degradation of HIF-1α is suppressed because of the decrease in
PHD2 activity, and therefore the level of HIF-1a protein increases. In
addition, the activity of HIF-1 as a transcription factor is also controlled
by hydroxylation of HIF-1α protein. Hydroxylation of asparagine resi-
due at Asn-803 inhibits the interaction between HIF-1α and p300, which
is essential for the transcriptional activity of HIF-1 (Lando et al. 2002b).
Because the factor inhibiting HIF (FIH) that hydroxylates Asn-803 is
also an oxygen-dependent enzyme, the transcriptional activity of HIF-1
increases under hypoxia due to the suppressed hydroxylation at Asn-
803 (Lando et al. 2002a; Hewitson et al. 2002). Cells can control the
transcription of HIF-1-regulated genes by sensing the oxygen concen-
tration through the activities of oxygen-dependent enzymes PHD2 and
FIH, and consequently regulating the intracellular level as well as the
transcriptional activity of HIF-1 (Haddad 2002).
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Although HIF-1 can be activated by nonhypoxic pathways, hypoxia
inside the growing tumor mass is the most probable candidate for the
activation of HIF-1α cascade in tumor cells. This is supported by the
fact that both HIF-1α and VEGF expression are upregulated predomi-
nantly in tumor cells around the necrotic areas of highly vascularized
tumor mass in glioblastoma (Plate et al. 1992). Therefore, angiogene-
sis triggered by the hypoxia-HIF-1α-VEGF cascade seems to play an
important role in tumor progression to the more aggressive phenotypes.

The noninvasive imaging of hypoxic areas may be used for the de-
velopment of individualized therapies, new therapeutic approaches or
as a prognostic marker. At present, oxygen partial pressure (pO2) is
measured with the Eppendorf probe, which showed significant corre-
lations of pO2 and therapy response in clinical studies. This method has
several limitations: its application is restricted to lesions located at sur-
face areas and its invasiveness precludes it from being done routinely or
repeatedly. Furthermore, differentiating between areas of necrosis and
areas with anoxic/hypoxic but living cells is not possible.

Nitroimidazoles are reduced under hypoxic conditions by intracellu-
lar reductases to reactive intermediate metabolites. This process is de-
pendent on the hypoxia level and may lead up to a 40-fold increase
in the amount of reduced products. The metabolites bind covalently
to thiol moieties of intracellular proteins, leading to an accumulation
in living hypoxic cells. The resulting complexes can then be detected
with antibodies, MRS, flow cytometry, autoradiography and scintigra-
phy or PET. 2-nitroimidazole can be labeled with 18F, 123I, 131I (io-
dinated azomycinarabinoside, IAZA) and 99mTc. In vitro studies and
animal experiments showed the selectivity of [18F]Fluoromisonidazole
for hypoxic cells. Tracer accumulation was quantitated with mathemat-
ical models as well as by determining the SUV. The results obtained
so far show that [18F]FMISO uptake measurements underestimate the
amount of hypoxia at very low pO2-values (2–3 mmHg). This is prob-
ably caused by the fact that below a defined cutoff level the reduction
processes can no longer be increased.

Clinically, [18F]FMISO was applied for the assessment of myocar-
dial ischemia, tumor hypoxia in head and neck tumors, gliomas, non-
small cell lung tumors and in soft tissue sarcomas (Padhani et al. 2007;
Lee and Scott 2007). Quantitation was done by determining the hypoxic
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fraction volume (FHV), which is defined as the procentual fraction of
tumor pixels showing a tracer accumulation at 2 h after infection at least
1.4-fold higher than the activity in plasma. After radiation therapy, a sig-
nificant decrease of the FHV has been observed. However, the tracer
uptake was not dependent on the tumor size, grading or VEGF expres-
sion. In patients with non-small cell lung cancer or head and neck can-
cer, 97% of the tumors showed accumulation of the tracer, with a great
variability in the extent in different tumor entities, however, but also in
different lesions from the same patient.

4-[18F]Fluoro-2,3-dihydroxy-1–2(2′-nitro-1′-imidazolyl)butane([18F]
Fluoroerythroimidazol, [18F]FETNIM) showed higher tumor:blood
and tumor:muscle ratios in animal experiments than [18F]FMISO (Grön-
ros et al. 2004). The tracer accumulates strongly in liver and tumor,
with no binding to plasma proteins and no peripheral metabolization.
In patients with head and neck tumors, better tumor:muscle ratios were
obtained in comparison to [18F]FMISO.

Preliminary results have been reported for the evaluation of 62Cu-
labeled diacetyl-bis(N4-methylthiosemicarbazone) (62Cu-ATSM) as
a possible hypoxia imaging agent (Padhani et al. 2007). 62Cu-ATSM
showed a rapid clearance from the blood in all patients, with a low
uptake in lung tissue and an intense accumulation in tumors. Further-
more, a negative correlation was found between blood flow and the
flow-normalized 62Cu-ATSM uptake in three out of four patients. This
was interpreted as evidence for an increased 62Cu-ATSM accumulation
under conditions of low blood flow.

In summary, all these imaging procedures may be used to character-
ize the biological features of tumors and their metastases with respect
to metabolism, apoptosis and microenvironment. The information ob-
tained with these techniques can be expected to individualize treatment
and make radioisotope-based methods promising tools for tumor detec-
tion, therapy planning, and therapy monitoring.
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Abstract. Development of new drugs and optimal application of the drugs
currently in use in clinical chemotherapy requires the application of biomark-
ers. Ideally, these biomarkers would stratify patients so that only those patients
likely to respond to a particular therapy receive that therapy. However, that is
not always feasible, and an alternative is to make use of early response biomark-
ers to determine the responding population. In this paper, a number of generic
(i.e. not necessarily specific to the action mechanism of the compound) early-
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response biomarkers are discussed and compared in different models and with
three compounds with quite different mechanisms of action: a VEGF-R in-
hibitor (PTK787), an mTOR inhibitor (RAD001) and a microtubule stabiliser
(EPO906). The methods include noninvasive DCE-MRI and PET imaging for
measuring tumour vascularity, metabolism and proliferation, as well as the min-
imally invasive WIN method for measuring tumour interstitial pressure (IFP).
The data show that drug-induced changes in IFP (∆IFP) involve mechanism-
dependent changes in the tumour vascular architecture, and that ∆IFP may
be considered a universal generic early-response marker of tumour response
to therapy.

1 Introduction

Chemotherapy remains a mainstay for the treatment of cancer, which
until 10 years ago involved predominantly cytotoxics, including alky-
lating agents, anti-metabolites and agents acting against microtubules.
More recently, targeted agents have been added to the arsenal such as
trastuzumab (Herceptin), imatinib (Glivec) and bevacizumab (Avastin).
The successful development of the new generation of targeted agents
demands the application of biomarkers so that the patient population
is stratified, i.e. the right people get the right drugs. In fact, suitable
biomarkers would aid the application of all chemotherapies since in
some cancer indications response rates do not predict progression-free
survival (PFS) or overall survival (OS). Furthermore, biomarkers are
important for determining the optimal biological dose of a new com-
pound in Phase-I/II trials, since these newer agents may not cause rapid
changes in tumour size and thus RECIST (response-evaluation crite-
ria in solid tumours), which was developed for the cytotoxics, may no
longer be appropriate. Finally, generic biomarkers, i.e. markers not nec-
essarily specific to the drug in question, can also be useful for measuring
an early response of the tumour, before a change in tumour size (if any)
or as an alternative or indeed better surrogate for some later endpoints.

A number of these generic biomarkers are now being used in the
clinic to aid drug development of both traditional cytotoxics and the
targeted agents. The approaches include monitoring blood biomarkers
such as PSA or CA-125 as well as imaging biomarkers such as dy-
namic contrast-enhanced magnetic resonance imaging (DCE-MRI),
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positron-emission tomography using the glucose analogue 18FDG
(2′-[18F]-fluoro-2′-deoxyglucose) or the thymidine analogue 18FLT
(3′-deoxy-3′-[18F]-fluorothymidine) and the minimally invasive method
of measuring tumour interstitial fluid pressure (IFP). Imaging methods
are a powerful means of investigating fairly specific aspects of the tu-
mour vasculature, metabolism and proliferation. Tumour IFP has for
some time been identified as a parameter that in tumours is raised above
normal tissue values, including human tumours in the clinic (Jain 1994),
where it was identified as an independent prognostic indicator (Milose-
vic et al. 2001). Furthermore, recent clinical studies have shown that
chemotherapy with bevacizumab (Willet et al. 2004) or paclitaxel (Tag-
hian et al. 2005) can cause decreases in tumour IFP, which may be re-
lated to tumour response. Although the biological basis of a raised IFP
is known to be related to a high vessel permeability, poor lymphatic
drainage, poor perfusion and high cell density around the blood ves-
sels as well as elevated glycolysis (Rutz 1999). The biology underlying
a drug-induced change in IFP is less well studied.

The main aim of this paper was to focus on the three different early-
response markers of MRI, PET and IFP and compare the response and
biological data obtained for three different compounds currently in drug
development, each with a different mechanism of action. In this way,
the biological basis of a drug-induced change in IFP could be explored
and the most appropriate early-response biomarker for each compound
could be identified.

2 Methods

2.1 Compounds

Most studies utilised Novartis compounds synthesised in the Chem-
istry Department, Basel, Switzerland. This included the following com-
pounds: NVP-AEE788, a dual inhibitor of VEGF-R and EGFR,
EPO906 (generic name, patupilone), a microtubule stabiliser (MTS),
PTK787 (generic name, vatalanib, aka PTK/ZK), a pan-VEGF-R in-
hibitor, RAD001 (generic name, everolimus), an mTOR inhibitor,
STI571 (generic name, imatinib), a BCR-ABL, PDGF-R and c-Kit in-
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hibitor, as well the alkylating agent cyclophosphamide (CP) and the
anti-metabolite gemcitabine (Gemzar). Various pilot experiments were
conducted to determine the optimal dose and schedule of the compounds
to be used in vivo based upon achieving good anti-tumour efficacy and
reasonable tolerability normally manifested as less than 15% body-
weight loss.

Compounds were dosed daily (qd), weekly (qw) or two/three times
per week (2qw, 3qw).

2.2 Animals

All animal studies conducted were in accordance with approved licenses
as governed by the laws of the Kanton Basel.

2.2.1 Tumour Models

Human tumour xenografts were grown in Harlan nude mice (Novartis
stock) following s.c. injection of cells in the animal flank. The human
cell lines used were H-596 lung, HCT-116 colon, KB-31 cervical, HeLA
cervical, U87MG glioma, 1A9 ovarian wild type and the paclitaxel-
resistant form 1A9ptx10. In addition, two rat tumour xenografts in mice
were created in the same way following s.c. injection of either C6 glioma
or PROb colon cells. Tumour-bearing mice were used for efficacy, IFP
and imaging studies once the tumour volume (TVol) was greater than
100 mm3.

Syngeneic models used either rats or mice. The rat models were (a)
A15 glioma and (b) PROb colon cells injected s.c. in the flank of BDIX
rats and (c) BN472 breast tumour fragments implanted in the mammary
fat-pad (orthotopic) of brown-Norway (BN) rats. Rats were normally
in the range of 150–200 g body weight and tumours were used once
the TVol was greater than 200 mm3. The mouse models were (a) RIF-1
fibrosarcoma cells injected s.c. (effectively orthotopic) in the flank of
C3H/He mice and (b) B16/BL6 melanoma cells injected under the skin
(orthotopic) in the ear of C57/BL6 mice; the B16 tumours rapidly metas-
tasise to the lymph nodes of the neck and the B16-mets were used for
most studies. Both mouse models were used for studies after
10–14 days’ growth. Mice were normally in the range of 20–25 g body
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weight. Further details of the models are available in Rudin et al. (2005)
and Ferretti et al. (2005).

2.3 Interstitial Fluid Pressure

Tumour interstitial fluid pressure (IFP) was measured using the wick-in-
needle (WIN) method in which a standard 23-gauge needle connected to
a pressure transducer was inserted into the central part of the tumours,
and the pressure monitored for a period of 10 min in animals anaes-
thetised with 2.5% isoflurane delivered at 2 l/min. (Ferretti et al. 2005).

2.4 Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) was performed on both mouse B16/
BL6 lymph-node metastases and rat BN472 mammary tumours. For all
studies, animals were anaesthetised using 1.5% isoflurane in a 1:2 v/v
mixture of O2/N2O and placed on an electrically warmed pad for can-
nulation of one of the tail-veins using a 30-guage needle attached to
an infusion line of 30 cm and volume 80 µl to permit remote adminis-
tration of the contrast agent. The animals were positioned on a cradle
in a supine position inside the 30 cm horizontal bore magnet and the
body temperature was maintained at 37±1°C using a warm air flow and
was monitored with a rectal probe. MRI experiments were performed
on a Bruker DBX 47/30 spectrometer at 4.7 T equipped with a self-
shielded 12-cm bore gradient system, as previously described (Rudin
et al. 2005).

2.4.1 Dynamic Contrast-Enhanced MRI

The low-molecular-weight (MW) contrast agent GdDOTA (gadolinium
tetra-azocyclododecane-tetra-acetate, Dotarem®) was injected
(0.1 mmol/kg) to determine tumour vascular permeability (initial slope
of GdDOTA uptake, VP) and extravasion, i.e. tumour extracellular leak-
age space (final value for GdDOTA uptake, LS) and the first 20 points
(102 s) from the injection of GdDOTA were used to calculate the ini-
tial area under the enhancement curve for the contrast agent (iAEUC).
A similar approach was taken in some experiments using the high-
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MW (>1 kD) contrast agent, Vistarem (P792, a dendrimeric Gd-based
macromolecular contrast agent), which was injected at 200 µl/100 g
body weight. Using an average arterial input function, Ktrans estimates
were obtained from a nonlinear regression analysis of the signal en-
hancement curves after Vistarem administration.

In some experiments, the iron oxide particle intravascular contrast
agent, Endorem®, was injected (6 mmol/kg of iron) 15–30 min after
the other contrast agent, to determine the tumour relative blood volume
(rBVol), and the initial slope of uptake of Endorem by the tumour was
used as a blood flow index (BFI). The principles behind measurement of
these parameters have already been fully described (Rudin et al. 2005).

2.4.2 Dynamic Susceptibility Contrast MRI

In rats bearing BN472 tumours, the contrast agent Sinerem, which is an
iron oxide particle intravascular contrast agent, was injected i.v.
(0.2 mmol/kg iron) for measurement of tumour vessel size and abso-
lute tumour blood volume as a percentage of the total tumour size (aB-
Vol). Briefly, the method is based on the measurement ∆R2 and ∆R2*
relaxation rate constants induced by the injection of an intravascular
slow-clearance superparamagnetic contrast agent. Based on relaxation
theory, it was shown in vivo that the ∆R2*/∆R2 ratio is related to the
diameter of the vessels (Tropres et al. 2001).

2.5 Positron Emission Tomography

All experiments were conducted at the ETH as previously described
(McSheehy et al. 2007). Briefly, a quad-HIDAC tomograph with a cam-
era and four detector banks, each comprising four high-density ava-
lanche chamber (HIDAC) modules, was used. The field of view was
280 mm axially and 170 mm in diameter, allowing the acquisition of
whole-body images in a single bed position. Animals were anaesthetised
with isoflurane in an air/oxygen mixture 20 min after injection of a max-
imum of 200 µl of the radiotracer 18FDG (15–25 MBq per mouse) or
18FLT (5–15 MBq per mouse) via a lateral tail vein. Acquisition of PET
data was initiated 30 min after injection and lasted for 20–30 min. Data
were acquired in list mode and reconstructed in a single time frame us-
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ing the OPL-EM algorithm with a bin size of 0.5 mm, a matrix size of
160×160×200 and a resolution recovery width of 1.3 mm. Reconstruc-
tion did not include scatter, random and attenuation correction.

Image files were evaluated by region-of-interest (ROI) analysis using
the dedicated software Pmod. This provided total activity concentra-
tions in the tumour (counts/ml), which were normalised to the injected
dose per body weight (kBq/g) to give a unitless normalised uptake value
(NUV).

2.6 Histology and Immunohistochemistry

At the endpoint of some experiments following efficacy, IFP or imaging
studies, the nuclear staining dye, H33342, was injected i.v. at 20 mg/kg
(2 mg/ml in normal saline) into anaesthetised animals and after 45 s, the
animals were sacrificed by cervical dislocation and the tumour removed.
The tumour was sliced through the central plain and analyzed using
a magnification of 100x to determine the blood vessel width and blood
vessel density (Rudin et al. 2005).

In other experiments, nothing was injected and tumour slices were
harvested from the largest circumference of the tumour and fixed in 4%
phosphate buffered formaldehyde for 24 h at 4°C and processed into
paraffin before preparation and staining by (a) haematoxylin and eosin
(H&E) for evaluation of necrosis, (b) caspase-3 to measure apoptosis
and (c) Ki67 to measure proliferation, as previously described (Ferretti
et al. 2005).

2.7 Data Analysis

2.7.1 Efficacy and Tolerability

Body weight, BW (g) and tumour volume (TVol) were measured three
times per week. Efficacy was assessed as the T/C from the change (dif-
ference) in TVol using the endpoint (at 1–3 weeks after treatment initi-
ation) to give a T/CTVol. In a similar manner, the effect of the drug on
BW was also quantified to give the fractional change in BW (∆BW),
i.e. BWafter/BWbefore, for both vehicle-control and drug-treated groups
so that the T/CBW = ∆BW(treated)/∆BW(control) .
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2.7.2 Biomarkers: IFP, MR, PET and IHC

Individual values for each tumour at each different time point from be-
fore treatment (day 0) and after treatment (1–10 days after treatment ini-
tiation) are presented. Alternatively, or in addition, the fractional change
(∆F) in the parameter (final value/starting value) for each tumour at
each time point after treatment is also presented from which the T/C for
that parameter may be determined as described for BW, e.g. T/CIFP or
T/CBVol or T/CFLT etc.

2.7.3 Statistics

Differences between the means of TVol and BW of vehicle or com-
pound-treated animals were assessed using a two-tailed t-test or one-
way ANOVA, as required. If the normality and/or the equal variance
test failed, a logarithmic transformation was applied; however, this did
not always normalise the data.

For the biomarker analysis, data was examined in two different ways:
(a) using the raw values and a two-way repeated measures analysis
of variance (2W-RM-ANOVA) with Tukey post-hoc and (b) compar-
ing the differences in fractional changes of the mean values induced by
treatments using a one-way ANOVA with Tukey-test post-hoc or a two-
tailed t -test, as appropriate.

All data are shown as mean±SEM except where stated to be ±SD,
with the significance value set at p < 0.05. In all the figures, significance
is represented as follows: * p < 0.05, ** p < 0.01, *** p < 0.001.

3 Results

3.1 Tumour IFP

We evaluated basal tumour IFP (mm Hg) in ten different experimental
tumour models, including human tumours in nude mice as well as syn-
geneic models in mice and rats (Table 1). The highest mean IFPs were
all associated with rat tumours, whether grown in mice or rats s.c. or or-
thotopically. However, rat colon PROb tumours implanted s.c. (ectopi-
cally) in rats exhibited an IFP of 15.2±0.7 mm Hg, (n = 45), whereas the
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Table 1 Basal tumour IFP in different experimental models

Tumour Histotype Species Host, Strain Type n IFP

PROb Colon Rat Rat, BDIX S.c. 45 15.2 ± 4.7
C6 Glioma Rat Nude mouse, S.c. 36 14.6 ± 9.0

Harlan
C6 Glioma Rat Nude mouse, S.c. 35 13.7 ± 9.5

Balb/c
BN472 Breast Rat Rat, BN S.c. 12 13.1 ± 5.4
BN472 Breast Rat Rat, BN Ortho 218 12.3 ± 4.4
HeLa Cervical Human Nude mouse, S.c. 15 11.2 ± 5.8

Harlan
PROb Colon Rat Nude mouse, S.c. 14 10.5 ± 8.6

Harlan
1A9 Ovarian Human Nude mouse, S.c. 62 7.2 ± 4.7

Harlan
1A9ptx10 Ovarian Human Nude mouse, S.c. 65 6.2 ± 4.0

Harlan
B16/BL6 Melanoma Mouse Mouse, Ortho 35 6.7 ± 3.0

C57/BL6
B16/BL6 Melanoma Mouse Mouse, S.c. 14 6.3 ± 3.3

C57/BL6
RIF-1 Fibrosarc Mouse Mouse, S.c./orth 29 6.3 ± 3.2

C3H/He
U87MG Glioma Human Nude mouse, S.c. 24 4.4 ± 3.4

Harlan

The results show the mean ± SD IFP in mmHg. Tumours were implanted either
ectopically (s.c.) or orthotopically (ortho)

same tumour also implanted s.c. in the flank of nude mice had a signifi-
cantly (p = 0.01) lower IFP (10.5±2.3 mm Hg, n = 14). This observation
emphasises the important role of the host in the growth of a tumour and
thus also the basal IFP of that tumour. In contrast, the IFP of C6 tumours
was not significantly altered when grown s.c. in two different types of
nude mouse (Harlan or Balb/c). Furthermore, in two syngeneic ortho-
topic models (BN472 in rats and B16/BL6 in mice), there was no evi-
dence that the implantation site was important (Table 1). In the BN472
and B16 models, tumours were in some cases grown both s.c. and or-
thotopically in the same animal allowing a paired comparison which
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Table 2 Examples of the effect of different compound treatments on tumour
IFP in different tumour models

Day 2/3 Day 6/7
Compound Dose and T/CTVol T/CIFP T/CTVol T/CIFP

schedule

BN472 rat breast model
AEE788 60 mg/kg, 0.44 0.48∗ 0.48∗ 0.49

3 qw
PTK787 200 mg/kg, 0.47 0.66 0.3 0.5∗

qd
RAD001 5 mg/kg, 0.96 0.74 0.75 0.62∗

3 qw
EPO906 1.5 mg/kg, 0.36 0.52∗ 0.06∗ 0.32∗

once
STI571 100 mg/kg, 0.04∗ 0.75∗ – –

2 qd
CP 50 mg/kg, 0.01∗ 0.82 −0.2∗ 0.65∗

qw
Gemzar 150 mg/kg, 0.07 0.51∗ 0.07∗ 1.18

qw
1A9 human ovarian model

EPO906 4 mg/kg, 0.30 0.47∗ 0.14∗ 0.18∗
once

PROb rat colon model
STI571 200 mg/kg, 0.54 0.59∗ – –

qd

The results show the drug-induced change TVol (efficacy) and the IFP in a one
or two (pooled) experiments (n = 6–21) with respect to vehicle-treated animals
as the respective T/C (see Methods), where ∗indicates a significant difference
(p < 0.05) to vehicle

showed no significant difference and thus indicating that implantation-
site had no effect on IFP (P < 0.7). In general, most human tumour s.c.
xenografts had rather low IFPs and in some cases (e.g. U87MG), there
were several tumours that were almost unmeasurable (<2.0 mm Hg).
One other paired comparison was possible: human ovarian tumours 1A9
(wild type) and the paclitaxel-resistant tumour (1A9ptx10), which has
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mutations in the drug’s molecular target of β-tubulin; here there was
also no significant difference in IFP.

3.1.1 Effect of Different Compounds on Tumour IFP

All compounds tested, independent of the tumour type and their mecha-
nism of action, reduced tumour IFP significantly either fairly rapidly
(after 2–3 days) or after 1 week (Table 2). The largest decreases in
IFP were associated with the microtubule inhibitor EPO906, typically
greater than 70% decreases in IFP at maximal doses, and an example of
a longitudinal experiment in the RIF-1 model with EPO906 is shown
in Fig. 1. For all compounds tested, the decrease in IFP was dose-
dependent and there was a plateau in the maximum decrease achievable.
Significant decreases in tumour IFP only occurred when there was a sig-
nificant decrease in tumour volume (TVol) caused by compound treat-
ment. This suggested there was a relationship between decreases in IFP
and the effectiveness of anti-tumour efficacy. In fact, highly significant
positive correlations could be shown between early (day 2/3) decreases
in IFP (expressed as the fractional change for each tumour, ∆IFP) and
the eventual change (i.e. ∆TVol) of that tumour (see Fig. 2). Again, the
strength of the correlation was independent of the mechanism of action
of the compound, with the targeted agents PTK787, EPO906 and gem-
citabine all showing similar r-values (0.61–0.68; p < 0.01). However,
these correlations were only significant when the studies were done on
orthotopic tumours (BN472, RIF-1); other studies using the 1A9ptx10,
PROb, HeLa or the U87MG models failed to reach significance except
for 1A9wt, but then only after 7 days (Table 3).

3.1.2 Basal IFP and Compound Response

In general, the basal IFP of tumours showed no correlation with the
outcome of tumour therapy. In part this may reflect that experimental
tumour models are designed to show minimal heterogeneity and also
that many of the studies from one dose were relatively small even when
pooling different experiments. Nevertheless, in two cases in the BN472
model, PTK787 (n = 19) and EPO906 (n = 11) showed trends for a sig-
nificant (p = 0.04 to 0.07) negative correlation between the basal IFP and



164 P. McSheehy et al.

a

Day 0 Day 2 Day 6 Day 0 Day 2 Day 6
0

2

4

6

8

10

**

***

**

Vehicle EPO906

IF
P

(m
m

H
g

)

b

Day 2 Day 6 Day 2 Day 6
0.0

0.5

1.0

1.5

2.0

2.5 **

T/CIFP = 0.41, 0.58

Vehicle EPO906

IF
P

:

fr
a

c
ti

o
n

a
l

c
h

a
n

g
e

Fig. 1a,b. Longitudinal effect of EPO906 on the IFP of RIF-1 tumours. C3H
mice bearing RIF-1 tumours were treated with EPO906 (5 mg/kg i.v.) or vehi-
cle once on day 0 and tumour IFP measured using the WIN method. The results
show (a) IFP values for individual tumours and associated mean±SEM on re-
spective days (significance assessed using a 2W-RM-ANOVA), (b) individual
fractional changes in IFP and associated mean±SEM relative to baseline mea-
surements (significance assessed using a two-tailed t-test)
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Fig. 2a,b. Correlation between fractional change in IFP and efficacy. The re-
sults show the compound-induced fractional change in IFP (∆IFP) 2–3 days af-
ter treatment initiation and the tumour volume change (∆TVol) after 6–7 days
for individual tumours treated with different compound doses (mg/kg) shown
on the right-hand side of the graphs. PTK787 treatment was daily, EPO906 and
Gemzar weekly (q.w.) or twice weekly (2 q.w.)

TVol on day 7 (Fig. 3). Since a smaller change in TVol reflects a better
response, this data implies that tumours with a higher IFP may actually
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Gemzar on BN472
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Fig. 2c,d. Correlation between fractional change in IFP and efficacy. The re-
sults show the compound-induced fractional change in IFP (∆IFP) 2–3 days af-
ter treatment initiation and the tumour volume change (∆TVol) after 6–7 days
for individual tumours treated with different compound doses (mg/kg) shown
on the right-hand side of the graphs. PTK787 treatment was daily, EPO906 and
Gemzar weekly (q.w.) or twice weekly (2 q.w.)

be expected to respond better to drug treatment, and thus measurement
of the basal IFP of tumours might also aid patient stratification.
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Fig. 3a,b. Correlation between basal IFP and efficacy. The results show individ-
ual BN472 tumour IFP values before treatment and correlation with the eventual
change in TVol after 7 days for (a) EPO906 (b) PTK787

�
Fig. 4a,b. Longitudinal effect of EPO906 on the IFP and BVol of BN472 tu-
mours. Rats bearing BN472 tumours were treated with EPO906 (0.8 mg/kg i.v.)
or vehicle once on day 0 and tumour IFP and aBVol were measured as described
in Methods. The results show the individual fractional changes in IFP and aB-
Vol relative to baseline measurements (significance assessed using a two-tailed
t-test)
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3.2 Tumour IFP and MR-Measured Vascular Parameters

3.2.1 Comparison of Effects of EPO906 and PTK787

The effects of these two compounds on tumour growth, IFP and MR-
measured vascular parameters were investigated in two different mod-
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els. In the murine B16/BL6 orthotopic melanoma model, both com-
pounds at optimal tolerable doses were able to significantly reduce tu-
mour growth and caused significant decreases in IFP 2–4 days after
treatment initiation. For EPO906, this was paralleled by a significant de-
crease in tumour blood volume (rBVol), with no change in blood vessel
permeability (VP), intracellular leakage space (LS) or the composite pa-
rameter of iAUEC for the contrast agent Dotarem (Ferretti et al. 2005).
For PTK787, VP and especially LS and iAUEC were reduced while the
intravascular contrast agent, Endorem, showed that tumour blood flow
(BFI) increased and BVol was not significantly affected (Rudin et al.
2005; Lee et al. 2006). To a certain extent, these results were consistent
with the known mechanism of action of the two compounds; this will be
discussed further below. However, IFP and the MRI-measured vascular
parameters were not determined in the same animals, so the relationship
of these parameters was not clear.

The effects of both PTK787 and EPO906 were investigated more
extensively using the rat syngeneic orthotopic model of BN472 breast
tumours.

EPO906 (0.8 mg/kg i.v. once) decreased significantly both IFP and
BVol (Fig. 4a, b) and also tended to reduce the mean vessel size by day 6
(T/C = 0.37, p = 0.15). After 6 days, there was a significant inhibition
of tumour growth, actually regression (T/CTVol = –0.3), and histological
analysis ex vivo demonstrated a 2.4-fold increase in apoptosis with re-
spect to vehicle-treated rats but no change in necrosis. IFP and aBVol
were strongly positively correlated with each other on day 6, and also
with apoptosis and TVol (Fig. 5). Other experiments (data not shown)
showed that the epothilone could significantly increase apoptosis in the
BN472 tumour model and RIF-1 tumours after just 2 days of treatment.
Thus, although both BVol and apoptosis were strongly correlated with
IFP on day 6, the changes in BVol were slower than those in IFP, sug-
gesting that at least at early time points, decreases in IFP may reflect
more tumour cell death than destruction of the vasculature. Finally, fur-
ther experiments in this model using either Dotarem or the higher-MW
contrast agent Vistarem also failed to demonstrate significant decreases
in Ktrans either at day 2 or day 7 (maximum T/CKtrans = 0.9 and 0.8, re-
spectively with Vistarem), confirming the lack of effect of EPO906 on
vascular permeability observed in the B16/BL6 model.
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In the BN472 model, PTK787 (100 mg/kg p.o. daily) significantly
decreased tumour IFP by 25% and increased BFI by 40% after 3 days
of treatment (Fig. 6a, b). However, changes were rather variable and
significant changes could not be detected in blood vessel permeabil-
ity, although there were strong trends indicating a decrease in leak-
age space and the composite parameter of iAUEC, as well as vessel
width and rBVol (data not shown). Histological analysis also tended
to show a decrease in the mean blood vessel width from 20.8±1.3 µm
(n = 14) to 17.7±1.0 µm (n = 15) (p = 0.068) but not blood vessel den-
sity (14–16 vessels/mm2). In the experiments where both IFP and MR
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Fig. 5a,b. Correlations between IFP, aBVol, TVol and apoptosis in BN472 tu-
mours following EPO906 treatment. Rats bearing BN472 tumours were treated
with EPO906 (0.8 mg/kg); apoptosis, IFP, aBVol and TVol were measured on
day 6. Data show the Pearson correlation coefficient and associated p-value
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parameters were measured in the same rat tumour, there was a signif-
icant correlation between the pretreatment IFP and the BVol and BFI
(r = 0.45, p < 0.05). Furthermore, as for EPO906, the change in IFP
correlated with the change in BVol (r = 0.71, p < 0.01), although this
did not reach significance for IFP and BFI. Thus, decreases in IFP
in the BN472 tumour induced by PTK787 were associated with in-
creased blood flow and narrower blood vessels rather than decreased
blood volume and narrower blood vessels as for EPO906. The effects
on tumour blood flow may have masked the decrease in vascular per-
meability that PTK787 would be expected to cause, since transfer of
the low-MW contrast agent, Dotarem (GdDTPA), across the vascula-
ture is influenced by both permeability and flow. Indeed, subsequent ex-
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Fig. 5c,d. Correlations between IFP, aBVol, TVol and apoptosis in BN472 tu-
mours following EPO906 treatment. Rats bearing BN472 tumours were treated
with EPO906 (0.8 mg/kg); apoptosis, IFP, aBVol and TVol were measured on
day 6. Data show the Pearson correlation coefficient and associated p-value
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periments using a higher-MW contrast agent (Vistarem) in the BN472
model were able to demonstrate marked (T/CKtrans = 0.37) and highly
significant (p < 0.01) decreases in the vascular transfer constant, Ktrans

after only 2 days of treatment (Schnell et al. 2008).

3.2.2 Effects of RAD001 on MR-Measured Parameters

RAD001 at 10 mg/kg p.o. daily was an effective inhibitor of growth,
if not highly potent, of both B16/BL6 and BN472 tumours, leading to
T/CTVol of 0.5 and 0.63, respectively. As discussed above, RAD001 also
caused a significant decrease in the IFP of BN472 tumours, but this was
a late (day 7) rather than early effect (day 2/3). The effect of RAD001
on the IFP of B16/BL6 tumours was not investigated. RAD001 did
not significantly affect any MR-measured vascular parameter after 2–
3 days of treatment in either tumour model. There was a trend for the
iAUEC (Dotarem or Vistarem) and Ktrans (Vistarem) to increase, and in
one experiment in B16/BL6 tumours, Ktrans was significantly increased
relative to vehicle (T/CKtrans = 2.3) after 6 days, while BVol tended to
decrease and BFI to increase. No experiments were conducted in which
both IFP and MR-measured vascular parameters were determined. Nev-
ertheless, the data for RAD001 suggest that decreases in IFP were slow,
but as for PTK787, eventually reflected increases in tumour blood flow
manifested as a raised BFI and Ktrans.

3.2.3 IFP and Tumour Vasculature: Conclusions

The data presented support the concept of a relationship between tu-
mour IFP and tumour blood flow, permeability and blood volume. Al-
though all compounds tested could reduce IFP either rapidly or after
several days, the underlying reasons for the change in IFP depend upon
the nature of the compound’s mechanism of action. Thus, the classic
anti-angiogenic agent, PTK787, which interferes with VEGF-R sig-
nalling on endothelial cells, reduced Ktrans, narrowed the blood vessels
and increased blood flow, events consistent with a normalisation of the
tumour vasculature. The mTOR inhibitor RAD001, which inhibits both
tumour cell and endothelial cell proliferation, slowly increased Ktrans

and blood flow. The MTS, EPO906, did not affect vascular permeabil-
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ity, but did rapidly reduce blood volume, consistent with a strong anti-
vascular effect.

3.3 Effects of Compounds on FDG and FLT-PET

3.3.1 In vivo Tumour Uptake of 18FDG

Uptake and retention of the glucose analogue, 18FDG, is considered to
reflect both tumour cell glycolysis and cell viability but may also be
influenced by other nonspecific factors including blood flow and in-
filtration by inflammatory cells such as macrophages (Mankoff et al.
2003). Indeed, our FDG-PET studies have shown that in the poorly vas-
cularised s.c. xenograft models, the FDG signal is rim-limited while in
well-vascularised orthotopic models (BN472, B16/BL6, RIF-1 and oth-
ers) the signal is more homogeneous across the tumour.

PTK787 dosed at 100 mg/kg p.o. daily, failed to significantly affect
FDG uptake by BN472 tumours after either 2 or 7 days of treatment
(Fig. 7a, b).

In contrast, EPO906 (0.8 mg/kg i.v. once) in the same model, sig-
nificantly reduced the FDG NUV at both time points, with the greatest
effect being apparent after just 2 days, after which there was some re-
covery (Fig. 7c, d).

RAD001 (10 mg/kg p.o. daily) was tested in several different mouse
models using either human tumour xenografts implanted in nude mice
or the syngeneic orthotopic B16/BL6 model (McSheehy et al. 2007).
The models used could be divided into two types based upon their sen-
sitivity to inhibition of proliferation by RAD001 in vitro, i.e. the IC50.
Thus, the human lung H-596 and murine melanoma B16/BL6 models
had low IC50s of 5 nM and 0.7 nM, respectively, while the human cer-
vical KB-31 and human colon HCT-116 had high IC50s of 1.8 and

�
Fig. 6a,b. Effect of PTK787 on the IFP and BFI of BN472 tumours. Rats bear-
ing BN472 tumours were treated with PTK787 (100 mg/kg p.o. daily) or vehi-
cle; tumour IFP and BFI were measured as described in methods on day 0 and
day 3. The results show the individual fractional changes in IFP and BFI relative
to baseline measurements (significance assessed using a two-tailed t-test)
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Fig. 7a,b. Effect of PTK787 or EPO906 on FDG uptake by BN472 tumours.
Rats bearing BN472 tumours were treated with PTK787 (100 mg/kg p.o. daily)
or EPO906 (0.8 mg/kg once) and the FDG uptake semi-quantified as the nor-
malised uptake value (NUV) measured on days 0, 2, 6 or 7. The results show
the values for individual tumours (a,c) and associated mean±SEM on respec-
tive days (significance assessed using a 2W-RM-ANOVA) and individual frac-
tional changes (b,d) and associated mean±SEM relative to baseline measure-
ments (significance assessed using a two-tailed t-test)

4.2 µM, respectively. A single oral dose of RAD001 leads to a Cmax
in tumour-bearing mice of approximately 100 nM with a half-life in
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Fig. 7c,d. Effect of PTK787 or EPO906 on FDG uptake by BN472 tumours.
Rats bearing BN472 tumours were treated with PTK787 (100 mg/kg p.o. daily)
or EPO906 (0.8 mg/kg) and the FDG uptake semi-quantified as the normalised
uptake value (NUV) measured on days 0, 2, 6 or 7. The results show the values
for individual tumours (a,c) and associated mean±SEM on respective days (sig-
nificance assessed using a 2W-RM-ANOVA) and individual fractional changes
(b,d) and associated mean±SEM relative to baseline measurements (signifi-
cance assessed using a two-tailed t-test)
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Fig. 8. Efficacy of RAD001 in different tumour models. Tumours were cre-
ated as described in “Methods”, and once they reached approximately 200 mm3

they were treated daily with RAD001 (10 mg/kg p.o.). The results show the
mean±SEM

the tumour and plasma of 8 and 16 h, respectively. Thus, the KB-31
and HCT-116 models would not be expected to respond to RAD001
in vivo, assuming the tumour cells were the only target. However, as
Fig. 8 shows, after 1 week or more of treatment, significant inhibition
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Fig. 9a,b. Effect of RAD001 on FDG uptake by different tumour models. The
results show the fractional change in FDG-NUV after 2 or 7 days of daily treat-
ment (10 mg/kg p.o. daily) and the associated T/C. The results show the values
for individual tumours and associated mean±SEM on respective days (signifi-
cance assessed using a 2W-RM-ANOVA) and individual fractional changes and
associated mean±SEM relative to baseline measurements (significance assessed
using a two-tailed t-test)
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Fig. 9c,d. Effect of RAD001 on FDG uptake by different tumour models. The
results show the fractional change in FDG-NUV after 2 or 7 days of daily treat-
ment (10 mg/kg p.o. daily) and the associated T/C. The results show the values
for individual tumours and associated mean±SEM on respective days (signifi-
cance assessed using a 2W-RM-ANOVA) and individual fractional changes and
associated mean±SEM relative to baseline measurements (significance assessed
using a two-tailed t-test)
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�
Fig. 10a–c. Effect of RAD001 on FLT uptake in two different tumour models
and comparison with IHC measurements ex vivo. The results show the frac-
tional change in FLT-NUV after 2–10 days daily treatment (10 mg/kg p.o. daily)
and the associated T/C. In addition, for each model the IHC analysis of the Ki67
and apoptotic index is shown for each treatment group. For FLT, the results
show the values for individual tumours and associated mean±SEM on respective
days (significance assessed using a 2W-RM-ANOVA) and individual fractional
changes and associated mean±SEM relative to baseline measurements (signif-
icance assessed using a two-tailed t-test). For IHC, the values for individual
tumours and associated mean±SEM are shown for the respective endpoint

of growth, albeit modest, could be achieved, presumably reflecting the
anti-angiogenic/anti-vascular activity of the compound. In confirmation
of this hypothesis, significant (p < 0.001) decreases in blood vessel den-
sity were seen in the HCT-116 model: 4.8±0.5 vessels/mm2 (n = 10), re-
duced to 2.6±0.6 vessels/mm2 (n = 10) after 3 weeks of RAD001 treat-
ment. Despite these growth-inhibitory effects, no significant changes in
FDG NUV were apparent in either of the less sensitive models after 2–
7 days of treatment, while in contrast, the more sensitive models showed
significant decreases after just 2 days of treatment (Fig. 9).

3.3.2 In vivo Tumour Uptake of 18FLT

EPO906 (5 mg/kg i.v. bolus) caused a rapid decrease in the FLT-NUV
of murine RIF-1 tumours (T/CFLT = 0.78) and this was associated, as
expected, with a similar decrease in Ki67, which correlated significantly
with the FLT-change after 24 h (r = 0.42, p = 0.02).

Daily RAD001 treatment (10 mg/kg p.o.) for 2 days caused a small
but highly reproducible decrease in the 18FLT-NUV of H-596 tumours
(T/CFLT = 0.87, 0.82, 0.80 for three independent experiments) but did
not alter uptake in HCT-116 tumours even after 10 days of treatment
(Fig. 10). IHC analysis showed that in neither of these models was there
any significant change in apoptosis or Ki67.
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Fig. 10e–f. Effect of RAD001 on FLT uptake in two different tumour models
and comparison with IHC measurements ex vivo. The results show the frac-
tional change in FLT-NUV after 2–10 days daily treatment (10 mg/kg p.o. daily)
and the associated T/C. In addition, for each model the IHC analysis of the Ki67
and apoptotic index is shown for each treatment group. For FLT, the results
show the values for individual tumours and associated mean±SEM on respective
days (significance assessed using a 2W-RM-ANOVA) and individual fractional
changes and associated mean±SEM relative to baseline measurements (signif-
icance assessed using a two-tailed t-test). For IHC, the values for individual
tumours and associated mean±SEM are shown for the respective endpoint
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4 Conclusions

The basal IFP of a tumour is dependent both upon the individual tu-
mour cells and the milieu in which it grows so that the type of host (e.g.
mouse vs rat) can strongly affect the basal IFP, but not the site within an
individual host. If one can draw a further conclusion from this relatively
small study it would be that rat tumour cells in rats tend to have higher
IFPs than mouse or human tumour cells grown in mice. With regard to
drug response, there was some evidence that the basal IFP could also
be a stratifier, since tumours with a higher IFP tended to show the best
response to the compounds EPO906 and PTK787. However, these were
not highly significant correlations (approximately p = 0.05), especially
in comparison to the correlations found for the early fractional change in
IFP (∆IFP) and the eventual change in tumour volume (∆TVol) for the
compounds EPO906, Gemzar and PTK787 in the two orthotopic mod-
els of BN472 and RIF-1. Such data suggest that IFP changes could be
a useful generic early-response marker for tumour response to therapy.
However, these significant correlations were not evident in the ectopic
models, except in the 1A9 model treated with EPO906, where there
was a weaker correlation (r = 0.3, p < 0.01) but only when comparing
late ∆IFP and ∆TVol. This may well reflect the different vascular ar-
chitecture of ectopic and orthotopic tumours, as illustrated by a number
of methods discussed in this report. DCE-MRI showed that the ectopic
models were much better perfused on the rim than in the large, often
necrotic portion of the tumour, and FDG-PET also showed very strik-
ingly that viable cells and/or blood flow were rim-limited; of course this
was confirmed ex vivo by H&E histology. In general, this suggests that
only the well-vascularised tumour models clearly demonstrated a cor-
relation between an early decrease in IFP and the eventual tumour re-
sponse.

Consistent with the above hypothesis were the results obtained with
EPO906 and PTK787, which showed that both basal IFP and the drug-
induced changes in IFP were related to vascular permeability, blood
flow and total blood volume. The precise relationship depended on the
compound’s mechanism of action. Thus, the cytotoxic anti-vascular
agent caused large decreases in BVol and also appeared to reduce the
mean vessel size, without significantly affecting vascular permeability
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or blood flow, while the VEGF-R targeted agent reduced permeability
and increased blood flow without affecting blood volume. Histological
analysis also confirmed a trend showing reduced mean vessel width.
Both compounds therefore caused the tumours to manifest examples
of a normalisation of the vasculature, albeit in different ways, with the
anti-angiogenic activity being associated, perhaps transiently, with an
increase in blood flow, thus masking the expected primary effect of re-
ducing vascular permeability.

The data obtained in the FDG-PET experiments with PTK787 and
RAD001 could also be considered to support the notion that anti-angio-
genic activity is associated with an increase in tumour blood flow. De-
spite significantly inhibiting BN472 tumour growth, PTK787 failed to
significantly impact FDG uptake after 2 or 7 days, and a similar phe-
nomenon was seen with RAD001 in the less sensitive tumour models
where the growth-inhibitory effect of RAD001 is considered to be at
the level of the endothelium. The reason for this may be that a drug-
induced increase in blood flow could mask a change in the number of
viable actively glycolytic cells, since the method could not distinguish
between FDG (intra- or extracellular) or phosphorylated FDG. Indeed,
EPO906, which did not affect tumour blood flow, caused a large and
rapid decrease in FDG uptake by BN472 tumours. In sensitive models,
RAD001 was also able to significantly decrease tumour FDG uptake.

To a certain extent, similar data have so far been obtained using the
PET-proliferation marker of FLT. RAD001 caused small but consistent
decreases in FLT uptake by H-596 tumours, but not in the less sensi-
tive HCT-116 tumour, a result similar to that seen with FDG-PET; and
EPO906 caused a rapid decrease in FLT uptake of RIF-1 tumours.

Thus to sum up. Tumour IFP, and especially drug-induced changes
in IFP, reflect the tumour vascular architecture and may be used as
a generic early marker of tumour response. In all models studied, signif-
icant tumour efficacy is always eventually associated with a decrease in
IFP. Interestingly, the same cannot be said of other noninvasive imaging
methods measuring various aspects of tumour vasculature, metabolism
and proliferation. This is because a drug can induce many different re-
sponses in the tumour that are specific but also nonspecific to the mech-
anism of action. Therefore, a more generic marker of cell viability or
vascular status is likely to be the better universal early-response marker
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Table 4 Effect of different compound classes on minimally invasive parameters
2–3 days after treatment initiation

Compound Molecular iAUEC Ktrans BVol IFP FDG FLT
target

EPO906 Micro- 1.03 0.82 0.7∗ 0.41∗ 0.54∗ 0.78∗
tubules

PTK787 VEGF-R 0.80∗ 0.37∗ 0.97 0.64∗ 0.94 –
RAD001 mTOR 1.13 1.34 1.1 0.74 0.70∗ HS 0.82∗

1.02 LS

The values shown reflect the average T/Cs (fractional change in parameter for
compound-treated divided by vehicle-treated) determined in several different
experiments across one or frequently two different tumour models (BN472,
B16/BL6, RIF-1, H-596, HCT-116, KB-31), where ∗indicates there was a sig-
nificant difference relative to vehicle. For RAD001 on FDG, two values are
shown to reflect the very different behaviour in low- and high-sensitivity mod-
els

of successful therapy. Unfortunately, IFP measurements in the clinic are
not always feasible because of the position of the tumour, patient agree-
ment, or indeed the perception of the treating clinician. This is under-
standable, and it means we still await the development of a fast, safe,
easy, noninvasive and robust method to measure a parameter that al-
ways changes in the same direction when there is a significant response
of the tumour to therapy. Therefore, for now, the optimal early-response
biomarker for a particular compound remains to be identified preclini-
cally before clinical trials are in place, because, as Table 4 illustrates,
a biomarker change is not always predictable.
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Abstract. The metabolic phenotype of tumor cells promote the proliferative
state, which indicates that (a) cell transformation is associated with the activa-
tion of specific metabolic substrate channels toward nucleic acid synthesis and
(b) increased expression phosphorylation, allosteric or transcriptional regula-
tion of intermediary metabolic enzymes and their substrate availability together
mediate unlimited growth. It is evident that cell transformation due to various
K-ras point mutations is associated with the activation of specific metabolic
substrate channels that increase glucose channeling toward nucleic acid syn-
thesis. Therefore, phosphorylation, allosteric and transcriptional regulation of
intermediary metabolic enzymes and their substrate availability together me-
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diate cell transformation and growth. In this review, we summarize opposite
changes in metabolic phenotypes induced by various cell-transforming agents,
and tumor growth-inhibiting drugs or phytochemicals, or novel synthetic an-
tileukemic drugs such as imatinib mesylate (Gleevec). Metabolic enzymes that
further incite growth signaling pathways and thus promote malignant cell trans-
formation serve as high-efficacy nongenetic novel targets for cancer therapies.

1 Introduction

There are over 300 tumor-inducing genes, environmental factors, and
signal transduction pathways identified to date. The most common ge-
netic abnormalities reported include frequent mutations of the K-ras,
p53, p16, and Smad4 genes, which were reported to be associated with
accelerated cancer progression and poor prognosis (Yatsuoka et al.
2000; Sakai et al. 2000). Genetic abnormalities that influence cellular
responses to hormonal growth regulators and their signaling pathways
have been reported in connection with all major tumor types (Szabo
et al. 2000; Ozen and Pathak 2000; Largaespada 2000; Martin and We-
ber 2000; Jung and Messing 2000; Issa 2000). The general understand-
ing of malignant tumors emphasizes strong genetic regulation of human
cell functions. In this chapter, we emphasize that the diverse mecha-
nisms of tumor induction commonly influence metabolism and thus the
potential for differentiation, cell cycle arrest, and apoptosis (Fig. 1).

In spite of their great genetic potential to express different pheno-
types corresponding to the different degree of differentiation, a great
majority of human tumors exhibit a simple high glucose-utilizing phe-
notype and poor differentiation (Warburg 1930, 1956; Krebs et al. 1950).
Tumor cells primarily utilize glucose for intracellular macromolecule
synthesis, mainly nucleotide synthesis, as well as other anabolic reac-
tions such as lipid and protein synthesis (Horecker 1965).

2 Metabolic Profiles of Tumor Cells

Malignant cells compete for glucose ten to 50 times more intensely
than the surrounding normal tissue (Warburg 1930, 1956; Krebs et al.
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Fig. 1. Cell growth-controlling signals regulate metabolic enzymes through
protein phosphorylation or via the transcription of genes. Nutrients affect
cell metabolism by altering substrate availability for macromolecule synthe-
sis and energy production. Glucose and nutrient components directly influence
metabolism as allosteric regulators of enzymes of intermediary metabolism.
Substrate flow is also influenced by substrate/product ratios and by intracel-
lular substrates and products acting on nuclear receptors. The overall metabolic
effect of these regulatory pathways can be determined by tracer substrate-based
metabolomics using mass spectrometry or NMR by measuring the flux of nutri-
ent carbons through various metabolic pathways as the flow of carbons toward
the synthesis of different macromolecules depicts the metabolic phenotype of
cancer cells

1950). This is the biochemical basis of tumor diagnosis with the ra-
dioactive glucose analog tracer 18fluoro-deoxy-glucose using positron
emission tomography (FDG-PET). An increased rate of glucose accu-
mulation strongly correlates with poor biological behavior and invasive-
ness (Raylman et al. 1995; Torizuka et al. 1995; Strauss and Conti 1991;
Bares et al. 1994). Proliferating cells are highly dependent on purine
and pyrimidine synthesis as well as ribose for nucleic acids. Glucose
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is a particularly important substrate from which tumor cells produce
ribose, the backbone of RNA and DNA molecules.

The advantage of stable isotope-based mass spectrometry is in its
ability to determine the quantity and position of label incorporation into
macromolecules that promote cell cycle progression and proliferation
in tumor cells. Such capability was first demonstrated in the study of
the glycogen synthesis pathway using uniformly labeled U 13C-glucose
in experimental animals (Katz et al. 1989). In consequent studies, the
analysis of label incorporation into glutamate for the purpose of sam-
pling α-keto-glutarate pools provided the basis for the study of pyruvate
dehydrogenase (PDH) and pyruvate carboxylase activity as well as the
anaplerotic flux of the TCA cycle (Lee 1993). Taking advantage of the
knowledge of mass isotopomer distribution of a biomolecule, fatty acid
synthesis can directly be studied using 13C-labeled acetate or deuter-
ated water (D2O) (Lee et al. 1995). [1, 2-13C2]-d-glucose is also com-
monly used in metabolic phenotyping studies, which provides unique
information on the carbon flow through the oxidative and nonoxida-
tive branches of the pentose cycle by its labeling patterns in various in-
termediates and products required for cancer growth. For example, [1,
2-13C2]-d-glucose readily labels oxaloacetate when it is carboxylated
via pyruvate carboxylase and carbon 2 and 3 of α-keto-glutarate within
the TCA cycle. On the other hand [1, 2-13C2]-d-glucose is converted to
acetyl-CoA by pyruvate dehydrogenase, which readily labels carbons 4
and 5 of α-keto-glutarate and also generates 13C-labeled fatty acids de-
picting lipid synthesis as well as acetate enrichment of fatty acids from
glucose (Boros et al. 2001a).

Alternate substrates using labeled fatty acids, glycerol, or ribose can
be developed to further characterize the role of these nutrients in dif-
ferent metabolic phenotypes. Such studies can reveal metabolic activ-
ity and the identification of structural and regulatory macromolecules
that are synthesized using primarily glucose carbons in human cells
(Horecker et al. 1958; Katz and Rognstad 1967). Extensive reviews
and methodologic reports published in specialty journals have demon-
strated the usefulness of the stable isotope method in combination with
biologic mass spectrometry in mammalian cell metabolic studies to re-
veal glucose-derived specific synthesis pathways of nucleotides, lipids,
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and amino acids associated with tumor proliferation, differentiation, or
apoptosis (Lee et al. 1992, 1995; Kingsley-Hickman et al. 1990).

In general, molecular biology methods using PCR hybridization and
sequencing of DNA and RNA reveal genetic abnormalities and depict
the expression of genes or identifies gene sequences being expressed.
Proteomics methods using chromatography in combination with mass
spectrometry reveal peptide, protein composition and structure of cell
skeletal and enzyme proteins. Enzymology and enzyme activity mea-
surements readily determine enzyme activities and reveal metabolic
control characteristics of enzymes on substrate flow. On the other hand,
tracer substrate-based biological mass spectrometry by the intracellular
labeling of RNA, DNA, amino acids, lipids as intermediates of tracer-
labeled substrate molecules determine substrate flux through metabolic
pathways and thus identify the contribution of substrates to macro-
molecule synthesis during genetic and signaling events in fully func-
tioning cells. Therefore, the stable isotope tracer substrate approach in
combination with biologic mass spectrometry complements molecular
genetic studies.

In summary, although molecular genetic studies provide information
on the regulatory action of genes, hormones, and signal transduction
pathways, it is the nutrients and substrate availability that ultimately in-
fluence the rate and patterns of substrate distribution and tumor cell
functions and proliferation. The most measurable significance of di-
rectly characterizing substrate distribution in tumor cells is the ability
to determine the overall metabolic effect of tumor growth-regulating
agents and substrate availability, which constitute together the most fun-
damental constraints of growth in all living organisms.

3 Tumor Growth-Promoting Signals Influence
Phenotype Expression via Nonoxidative Metabolism

There are two major growth signal types: one, such as steroid hormones,
which acts on intracellular receptors and influences gene expression,
and the other, such as transforming growth factors, which acts on cell
surface receptors and influences multiple enzyme activities by protein
phosphorylation. For example, transforming growth factor (TGF-β) on
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Fig. 2a,b. Ribose mass spectra of TGF-β-treated H441 lung epithelial carci-
noma cells in culture. The chemical ionization mass spectral analysis reveals
a significant increase in 13C-carbon deposition into RNA from glucose after
TGF-β treatment as shown by the increase in the shaded areas on the spec-
trum (b). Ribose mass spectra in nature show less 13C abundance (a). Ribose
mass spectra using [1,2-13C2]-d-glucose tracer (50%) and biologic mass spec-
trometry; and mass isotopomers shown as m0, m1, m2, and m3 represent ribose
molecules in RNA with 0, 1, 2, or 3 13C substitutions, respectively

lung epithelial carcinoma cells uses the tyrosine kinase signaling mech-
anism through the cell surface TGF-β receptor family and promotes the
invasive transformation of various human cells (Hojo et al. 1999). The
accumulation of glucose carbons in nucleic acid ribose demonstrated
a significant, dose-dependent increase in response to this growth factor
(Fig. 2).

Concomitant metabolic changes in response to TGF-β treatment in-
cluded decreased complete glucose oxidation in the TCA cycle, indi-
cating that invasive cell transformation is accompanied by nonoxidative
metabolic changes and increased glucose utilization toward anabolic
synthetic reactions of nucleotides (Boros et al. 2000c). This increase
in the nonoxidative metabolism of glucose in the pentose cycle pro-
vided an explanation at the molecular level for the principal metabolic
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disturbance observed in human tumors: increased glucose uptake with
increased glucose utilization for nucleic acid synthesis and decreased
glucose oxidation. These metabolic changes also reflect how tumor cells
are capable of dividing rapidly in the hypoxic environment.

4 Tumor Growth-Inhibiting Signals Limit Nonoxidative
Metabolism

Genistein, the natural tumor growth-regulating agent found in soy bean,
has marked tyrosine kinase- and protein kinase-inhibiting properties
(El-Zarruk and van den Berg 1999; Waltron and Rozengurt 2000), re-
sulting in cell cycle arrest (Lian et al. 1998) and limiting angiogenesis
(Zhou et al. 1999) in several tumor models. Genistein decreases glu-
cose uptake and glucose carbon incorporation into nucleic acid ribose
adenocarcinoma cells (Fig. 3) (Boros et al. 2001a; Katz and Rognstad
1967).

The opposite changes in glucose carbon deposition into nucleic acid
ribose, lactate, glutamate, and fatty acids after treating tumor cells with
growth-promoting (Boros et al. 2000c) or growth-inhibiting agents
(Boros et al. 2001a) indicate that glucose carbon redistribution between
major metabolic pathways plays a critical role in tumor cell prolifera-
tion.

5 Metabolic Constraints of Cell Growth

There is specific distribution of substrates between macromolecule syn-
thesis pathways and energy production driven by the metabolic needs of
the major cellular phenotypes. Substrate availability directly determines
the rate of proliferation and differentiation, which are characterized as
metabolic constraints for the production of energy and substrates nec-
essary for cells to function under different pathologic conditions. It is
clear from work on pancreatic, lung, and other epithelial malignancies
that invasive transformation is associated with characteristic metabolic
changes. The typical metabolic phenotypes related to tumor cell forma-
tion or death are summarized as follows:
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Fig. 3a,b. Ribose mass spectral changes after genistein treatment in cultures of
MIA pancreatic adenocarcinoma cells. The chemical ionization mass spectral
analysis reveals a significant decrease in 13C-carbon deposition into RNA from
glucose after genistein treatment (b) in reference to MIA cells grown in fetal
bovine serum containing media (a). Ribose mass spectra using [1,2-13C2]-d-
glucose tracer (50%) and biologic mass spectrometry; mass isotopomers shown
as m0, m1, m2, and m3 represent ribose molecules in RNA with 0, 1, 2, or 3 13C
substitutions, respectively

1. Proliferation and S phase cycle dominance requires the contin-
uous flow of glucose carbons through the oxidative and nonox-
idative steps of the pentose cycle for de novo DNA and RNA
synthesis. Therefore metabolic constraints exist in the pentose cy-
cle, as demonstrated in H441 lung adenocarcinoma, K562 mye-
loid blasts after TGF-β or isofenphos pesticide treatments via
tyrosine/protein kinase activation (Boros et al. 2000c).

2. Differentiation G0–G1 phase cycle dominance requires a shift of
glucose carbons to direct oxidation through glucose-6P dehydro-
genase (G6PDH) and recycling of ribose carbons back into gly-
colysis; increased lipid and amino acid synthesis from glucose.
Therefore, metabolic constraints exist in the oxidative pentose
cycle, direct glucose oxidation and glycolysis, as well as pyru-
vate kinase. Genistein, Avemar and STI571 typically inhibit vari-
ous tyrosine/protein kinases (Boros et al. 2001a; Rais et al. 1999)
along these pathways.
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3. Cell cycle arrest and G0 or G2-M phase cycle dominance are
characterized by limited carbon flow through both the oxidative
and the nonoxidative branches of the pentose cycle. Limited
RNA/DNA synthesis and limited NADPH production restrain
nonoxidative metabolism, transketolase and the oxidative branch
of the pentose cycle. Cycle arrest may occur from the simple
results of enzyme inhibition in MIA pancreatic carcinoma and
Ehrlich’s ascites cells in mice after oxythiamine treatment com-
bined with DHEA-S while no signal transducer pathways are
needed (Chesney et al. 1999; Boros et al. 2000a).

4. Apoptosis or G0 cycle arrest is induced by limited glucose avail-
ability or the direct inhibition of glycolytic, pentose and TCA
cycle enzymes (Shim et al. 1998; Osthus et al. 2000) using false
glucose analogs such as deoxy-d-glucose (DOG).

Macromolecule synthesis is highly dependent on the availability of
glucose carbons and increased activity of glycolytic, pentose, and TCA
cycle enzymes. As a feedback mechanism, the production of interme-
diary metabolites also regulates gene expression through intracellular
nuclear receptors. In support of our model, there are strong interactions
between newly discovered signal transduction pathways and fundamen-
tal metabolic pathways such as glycolysis and the pentose cycle. Glu-
cose deprivation is capable of inducing apoptosis of tumor cells on its
own, even when other nutrients are plentiful (Spitz et al. 2000; Shim
et al. 1998) and exerts as the strongest metabolic constraint of cellu-
lar growth. For example, the c-myc oncogene directly regulates glu-
cose transporter 1 and glycolytic gene expression in several tumor cells
(Osthus et al. 2000). Our model emphasizes that there is an apparent
functional hierarchy within growth signaling, the translation of genes
into proteins and enzymes that regulate various key metabolic path-
ways for macromolecule synthesis and energy production. The flow of
information from the exterior of cells using specific signal transducer
pathways and the flow of substrates to restrain these signals are key el-
ements in the regulation of cell function. These events also regulate the
optimum activity of metabolic enzymes, which also represent key reg-
ulatory check posts of carbon redistribution between major metabolic
pathways. The direct and indirect interactions between signal transducer
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pathways, substrates, and their intracellular target enzymes allow a fine
regulatory mechanism in a functional hierarchy of genes and proteins,
which together control cellular events. Accordingly, multiple genetic al-
terations and signaling pathways that cause tumor development directly
affect glycolysis (Kun-Schughart et al. 2000), the cellular response to
hypoxia (Boros et al. 2000c), and the ability of tumor cells to recruit
new blood vessels (Oku et al. 1998).

Examples of metabolic constraints via enzyme activation and sub-
strate availability of cell transformation and growth are overwhelming
in the medical literature. For example, the E7 oncoprotein, encoded by
the oncogenic human papillomavirus (HPV) type 16, binds to the gly-
colytic enzyme type M2 pyruvate kinase (M2-PK). Pyruvate kinase ex-
hibits a tetrameric form with a high affinity to its substrate phospho-
enolpyruvate in normal cells and a dimeric form with a low affinity to
phosphoenolpyruvate in tumor cells. As a result, tumor cells accumu-
late high levels of phosphorylated glycolytic metabolites to support nu-
cleic acid synthesis at the expense of the carbon pools for lipid and
amino acid syntheses. Investigations of HPV-16 E7 mutants and the
nononcogenic HPV-11 subtype suggest that the interaction of HPV-16
E7 with M2-PK is linked to the transforming potential of the viral onco-
protein through metabolic adaptive changes (Zwerschke et al. 1999).
Another example involves the c-Myc oncogenic transcription factor,
which regulates lactate dehydrogenase A and induces lactate overpro-
duction. c-Myc, however, also controls other genes regulating glucose
metabolism. In Rat1a fibroblasts and murine livers overexpressing c-
Myc, the mRNA levels of the glucose transporter GLUT1, phospho-
glucose isomerase, phosphofructokinase, glyceraldehyde-3-phosphate
dehydrogenase, phosphoglycerate kinase, and enolase were elevated. c-
Myc directly transactivated genes encoding GLUT1, phosphofructoki-
nase, and enolase and eventually increased glucose uptake (Osthus et al.
2000). These metabolites are necessary for nonoxidative nucleic acid
synthesis (Chesney et al. 1999), which can be precisely characterized
using stable isotopes and GC/MS. Such an approach is an excellent
screening method for studying the direct metabolic effects of new anti-
tumor drugs.

One specific target site where the metabolic constraint approach
could bring new remedies for the treatment of cancer has been estab-
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lished within the nonoxidative reactions of the pentose cycle. Transke-
tolase has been identified as the key enzyme in the regulation of glu-
cose carbon recruitment for the de novo synthesis of nucleic acid ribose
(Boros et al. 2000a), and it also has an exceptionally high growth control
coefficient in in vivo tumor proliferation. Because the blood plasma of
mammalians contains only a very limited supply of five carbon sugars, it
is inevitable that glucose recruitment for nucleic acid synthesis is one of
the key metabolic regulatory steps where effective tumor growth control
can be achieved. In previous studies, we successfully applied the chem-
ically modified transketolase co-factor, oxythiamine, for the treatment
of experimental cancer in animals (Boros et al. 1997). Oxythiamine
treatment induced a dose-dependent arrest in the progression of the
cell cycle in Ehrlich’s tumor-hosting animals (Rais et al. 1999). Recent
studies using novel tumor growth-inhibiting agents, such as the wheat
germ extract Avemar for the treatment of human colorectal malignan-
cies with advanced liver metastases (Boros et al. 2000b, 2001b; Jakab
et al. 2000) or STI571 (Glivec) for the treatment of chronic myeloid
leukemias (Boren et al. 2001), reveal strong inhibitory action on glu-
cose use for nucleic acid synthesis as the central mechanism of antipro-
liferative action.

6 Concluding Remarks

Tumor cells assume their unique characteristics according to their di-
verse genetic aberrations. Their invasive and proliferative characteris-
tics, however, are limited by the availability of substrates, nutrients,
and metabolic pathway enzyme activities. Based on these factors, tu-
mor cells exhibit distinct metabolic phenotypes determining the rate of
proliferation, apoptosis, cell cycle arrest, and differentiation. Hormones,
signaling pathways, environmental factors, and nutritional habits have
a strong influence on these metabolic phenotypes. Understanding the
adaptive metabolic changes in glycolysis and anabolic reactions in re-
sponse to tumor growth-modulating agents is fundamental to the un-
derstanding tumor pathophysiology. The proposed metabolic constraint
model of tumor growth and death permits a wide range of basic and clin-
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ical studies in order to develop new strategies to revert tumor-specific
metabolic changes for the benefit of the human host.
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Abstract. For several solid human malignancies, currently available serum
biomarkers are insufficiently reliable to distinguish patients from healthy in-
dividuals. Metabonomics, the study of metabolic processes in biologic sys-
tems, is based on the use of 1H-NMR spectroscopy and multivariate statistics
for biochemical data generation and interpretation and may provide a charac-
teristic fingerprint in disease. Here we review our initial experiences utilizing
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the metabonomic approach for discriminating sera from women with epithelial
ovarian cancer (EOC) from healthy controls. 1H-NMR spectroscopic analysis
was performed on preoperative serum specimens of 38 EOC patients, 12 pa-
tients with benign ovarian cysts and 53 healthy women. PCA analysis allowed
correct separation of all serum specimens from 38 patients with EOC (100%)
from all of the 21 premenopausal normal samples (100%) and from all the sera
from patients with benign ovarian disease (100%). In addition, it was possible
to correctly separate 37 of 38 (97.4%) cancer specimens from 31 of 32 (97%)
postmenopausal control sera. ROC analysis indicated that the sera from patients
with and without disease could be identified with 100% sensitivity and speci-
ficity at the 1H-NMR regions 2.77 parts per million (ppm) and 2.04 ppm from
the origin (AUC of ROC curve = 1.0). These findings indicate that the 1H-NMR
metabonomic approach deserves further evaluation as a potential novel strategy
for the early detection of EOC.

1 Background

Cancer is a major public health problem. Current estimates suggest that
approximately three out of every ten individuals will be diagnosed with
cancer at some point during their lifetime (Wingo et al. 1995). Screen-
ing and early detection are two strategies with the potential to reduce
morbidity and mortality from a particular cancer among the screened
population. Although significant advances have been made in screen-
ing/early detection of cancers of the breast, cervix, skin, and colon,
there are no reliable early detection strategies for cancers of the pan-
creas, lungs and epithelial ovarian cancer (EOC). This review focuses
on the use of 1H-NMR-based metabonomics as a potential method for
early detection of EOC.

Ovarian cancer is the leading cause of death from gynecologic ma-
lignancies. There are more than 23,000 cases annually in the United
States, and approximately 14,000 women can be expected to die from
the disease in 2007. Survival rates remain disappointing for patients
with advanced EOC and primary peritoneal carcinomas despite modest
improvements in response rates, progression-free survival and median
survival using adjuvant platinum and paclitaxel chemotherapy follow-
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ing cytoreductive surgery (Armstrong et al. 2006; McGuire et al. 1996).
This has been attributed to two important reasons. First, in contrast to
most other solid tumors, more than 75% of EOC patients present with
advanced-stage disease (FIGO III or IV). Whereas the small proportion
of patients with accurately diagnosed stage I disease have 5-year sur-
vival rates in excess of 90% (Young et al. 1990), the survival rate for
women diagnosed with distant disease is only 25%. Secondly, although
most patients with advanced disease initially respond to platinum- and
paclitaxel-based chemotherapy including complete responses, the re-
lapse rate is approximately 85% (Greenlee et al. 2001). Within 2 years
of cytoreductive surgery and systemic chemotherapy, tumors usually
recur and once relapse occurs, there is no known curative therapy. The
link between stage and mortality suggests that early detection may have
a significant impact on disease morbidity and mortality in EOC. The
need for early detection is especially acute in women who have a high
risk of ovarian cancer due to family or personal history of cancer, and
for women with a genetic predisposition to cancer due to abnormalities
in predisposition genes such as BRCA1 and BRCA2.

Although a number of potential early detection strategies have been
studied in EOC (Menon and Jacobs 2000), these have shown only lim-
ited promise. The ideal test for the early detection of EOC should be
noninvasive, acceptable to the screened population, have high validity,
and have a relatively low cost. The application of novel approaches such
as functional genomics, proteomics and metabonomics may improve
the ability to detect EOC at an early stage, with the potential of reduc-
ing morbidity and mortality from the disease.

2 Current Status of Early Detection of EOC
in the General Population

The majority of patients with EOC come from low-risk families and
are usually diagnosed due to symptoms of advanced disease. Current
candidate strategies for early detection of EOC in this population are
based on biochemical tumor markers evaluated mainly in the blood and
biophysical markers assessed by ultrasound and/or Doppler imaging of
the ovaries. The only biomarker that has been extensively studied for
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possible use in the early detection of EOC is CA125, a high-molecular-
weight glycoprotein of unknown function (Dorum et al. 1996; Fures
et al. 1999). Although CA-125 has good utility for monitoring effects
of treatment and for recurrence of ovarian cancer, its effectiveness as
a screening tool is limited. A systematic review of the performance of
the multimodal strategies of CA125 and ultrasound indicated that ap-
proximately 50% (95% confidence interval [CI] 23; 77) and 75% (95%
CI 35; 97) of patients were diagnosed at stage I in CA-125-based and ul-
trasound screening studies, respectively (Reviews 2003). Unfortunately,
the positive predictive values (PPV) of these strategies for the early
detection of EOC using these modalities have been consistently less
than 10% (Reviews 2003; van Nagell et al. 2000). Attempts to improve
the PPV of these early detection strategies in EOC have met with lim-
ited success. These include the utilization of complex longitudinal algo-
rithms for CA125 (McIntosh et al. 2002; Skates et al. 1995, 2003; Zhang
et al. 1999), sequential testing (Berek and Bast 1995; Jacobs et al. 1999)
and the addition of newer markers such as OVX-1 (Bast et al. 1983),
M-CSF (Suzuki et al. 1993), lysophosphatidic acid (Xu et al. 1998), os-
teopontin (Kim et al. 2002) and Kallikrein 11 (McIntosh et al. 2007). In
light of these considerations, novel approaches are needed for the early
detection of EOC.

3 NMR-Based Metabonomics for the Analysis
of Biofluids

An alternative approach for early detection of EOC is to utilize a novel
and unique strategy that provides a coherent perspective of the com-
plete metabolic response of organisms to pathophysiological insult or
genetic modification (Nicholson et al. 1999). This approach to the study
of metabolic processes in biological systems has been termed metabo-
nomics (Nicholson et al. 1999) and is the focus of this paper. We have
hypothesized that the analysis of a global view of metabolites in serum
would enhance the possibility of identifying metabonomic signatures
for EOC. Metabonomics is based on the use of NMR (and other spec-
troscopic methods) and multivariate statistics for biochemical data gen-
eration and interpretation. NMR spectroscopy is based on using nu-
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clear spins to probe their chemical environment when placed in a static
external magnetic field. Nuclei with a spin quantum number 1/2 are
best suited and include 1H, 13C, 15N and 31P. Since protons are present
in almost all metabolites in body fluids, a 1H-NMR spectrum allows
the simultaneous detection and quantification of thousands of proton-
containing, low-molecular-weight species within a biological matrix,
resulting in the generation of an endogenous profile that may be altered
in disease to provide a characteristic fingerprint (Lindon et al. 1999,
2000; Nicholson et al. 1999, 2002).

There are several advantages of NMR-based metabonomics in a clin-
ical setting. It can be performed on standard preparations of serum,
plasma, saliva or urine, circumventing the need for specialist prepa-
rations of cellular RNA and protein required for genomics and pro-
teomics, respectively (Lindon et al. 2000, 2001; Nicholson and Wil-
son 1989; Holmes et al. 2001). Moreover, since cancer is now known
to be a product of the tumor–host microenvironment (Liotta and Kohn
2001), the organ-specific milieu can generate, and enzymatically mod-
ify, multiple proteins, peptides, metabolites, and cleavage products at
much higher concentrations than for molecules derived only from the
tumor cells.

4 1H-NMR Analysis of Plasma and Cancer Detection

The initial report indicating that 1H-NMR spectroscopy of plasma might
be useful for cancer detection was published in 1986 by Fossel et al.
(Fossel et al. 1986). The report was based on the measurements of 1H-
NMR spectra of plasma samples (at either 360 or 400 MHz 1H reso-
nance frequency and at 20–22°C) for 331 subjects, including controls,
patients with various types of malignant and benign tumors and preg-
nant women, and examination of the spectra by applying a parameter,
Fossel Index (FI) which is calculated as a mean of the approximate
widths at half-height of the methylene and methyl resonance envelopes.
Although it appeared possible to clearly and reliably distinguish be-
tween normal controls (FI = 39.5 ± 1.6 Hz) and patients with malignant
tumors (FI = 29.9 ± 2.5 Hz), in many subsequent studies, a remarkable
overlap between cancer patients and controls was noted. This led to an
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intensive interlaboratory evaluation of the reproducibility and accuracy
of the NMR human blood test for cancer by Chmurny et al. (Chmurny
et al. 1988). This test was found to be reproducible but not accurate for
screening a general asymptomatic population for cancer.

There are several limitations of these early studies. First, affected
subjects in these studies had cancer of different organ sites and his-
tologies. Clearly, there is great variability in the biology, invasiveness
and metastatic potential of different tumors, and it would be surprising
to find a single test that could reliably detect all or even a large num-
ber of cancers (Chmurny et al. 1988). Secondly, the predictive value of
a positive screening test for cancer needs to be considered not only in
the context of sensitivity and specificity, but also the prevalence of dis-
ease in the population (for example, the prevalence of EOC is relatively
low). Finally, and most importantly, the early NMR studies are different
from metabonomics because of the significant improvements in high-
resolution NMR technology and novel computationally intense and ro-
bust analytic methods for 1H-NMR spectroscopic data interpretation.
These approaches, previously unavailable, have opened new avenues
for disease diagnosis and management, as evidenced by the recent suc-
cessful application of metabonomics to coronary heart disease (Brindle
et al. 2002) and hypertension (Brindle et al. 2003), and in our studies of
women with ovarian cancer.

5 1H-NMR-Based Metabonomics
for Ovarian Cancer Detection

We recently conducted a study to evaluate the utility of using 1H-NMR-
based metabonomic analysis to discriminate samples from women with
EOC from healthy controls, and women with benign ovarian diseases
(Odunsi et al. 2005). Preoperative serum samples of 38 patients with
EOC undergoing surgery at the Roswell Park Cancer Institute (RPCI)
were collected under an approved institutional review board (IRB) pro-
tocol. The stage distribution of the EOC patients were as follows: stage I:
two patients; stage IIIC: 34 patients; stage IV: two patients. Among
patients with advanced disease (stages IIIC and IV), four (11%) had
normal preoperative serum CA125 levels (<35 units/ml). In addition,



Cancer Diagnostics Using 1H-NMR-Based Metabonomics 211

preoperative CA125 was normal in one of the two patients with stage I
disease. The age range of the study patients was 46–86 years. For con-
trols, the sera of 53 normal healthy women (pre- and postmenopausal
controls), and 12 patients with benign ovarian cysts were collected un-
der two additional IRB protocols at RPCI. The age range of the healthy
premenopausal controls was 22–44 years, while the remaining 32 post-
menopausal controls had an age range of 45–75 years. The age range
of the 12 patients with benign ovarian cysts was 22–68.There were no
significant differences between the study subjects and postmenopausal
controls with respect to age, parity and use of oral contraceptives. Ali-
quots of serum were stored at –80°C until assayed.

5.1 1H-NMR Spectroscopic Analysis of the Serum Samples

Samples (100 µl) were diluted with solvent solution (99.9% D2O)
(450 µl) in 5-mm precision NMR tubes (Norell, Inc., Landisville, NJ,
USA). Conventional 1H-NMR spectra of the serum samples were mea-
sured at 600.22 MHz on a Bruker AMX-600 spectrometer (Billerica,
MA) operating at 600 MHz 1H frequency, using the pulse sequence:
RD–90°–t1–90°–tm–90°, acquire free induction decay (FID) (i.e., the
NOESYPR1D pulse sequence). RD represents a relaxation delay of
1.5 s during which the water resonance is selectively irradiated, and t1
corresponds to a fixed interval of 4 µs. The water resonance is irradiated
for a second time during the mixing time (tm, 100 ms). For each sample,
128 FIDs were collected into 64 k data points using a spectral width of
12.2 kHz and an acquisition time of 2.69 s. The FIDs were multiplied by
an exponential weighting function corresponding to a line broadening
of 0.25 Hz before Fourier transformation. The acquired NMR spectra
were corrected for phase and baseline distortions using UXNMR (ver-
sion 97) and referenced to lactate (CH3δ1.33). Chemical components
were assigned to the spectra on the basis of previously published data
(Ala-Korpela 1995; Nicholson et al. 1995). Figure 1a shows the 600-
MHz 1H-NMR spectra of serum from a postmenopausal patient with
stage 1 EOC, Fig. 1b shows the spectra from a healthy postmenopausal
patient, Fig. 1c shows the spectra from a healthy premenopausal patient,
while Fig. 1d shows the spectra from a patient with ovarian endometrio-
sis. In order to remove any ambiguity in assigned chemical shift values,
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�
Fig. 1. Comparison of patients with EOC with healthy subjects. The 600-MHz
1H-NMR spectra of serum samples from a postmenopausal stage 1 EOC patient
(a), a premenopausal healthy subject (b), a postmenopausal healthy subject (c),
and a patient with benign ovarian cyst (endometriosis) (d). The chemical shifts
of a selection of major metabolites are indicated, based on comparison with
published metabolites (Pretsch et al. 1989)

samples were spiked with a small amount of three reference compounds
to test whether perfect superposition of the signals could be achieved.
A sample of alanine was added first, followed by valine, and then glu-
cose with spectra acquired after each addition. In each case, the reso-
nances of the reference fell directly on top of the assigned resonances
in the biofluid.

5.2 Data Reduction of NMR Data

The 1H-NMR spectra (δ10–0.2) were automatically data-reduced to
200–250 integral segments of equal length (δ0.04) using NutsPro (ver-
sion 20021122, Acorn NMR, Inc., Livermore, CA, USA). Each segment
consisted of the integral of the NMR region to which it was associated.
To remove the effects of variation in the suppression of the water res-
onance, the region δ5.5 to 4.75 was set to zero integral. The data were
normalized to total spectral area and centered scaling was applied.

5.3 Pattern Recognition Analysis of the 1H-NMR Spectra

Principal component analysis (PCA) is an unsupervised method (i.e.,
analysis performed without use of knowledge of the sample class) that
reduces the dimensionality of the data input while expressing much
of the original n-dimensional variance in a 2D or 3D map (Eriksson
et al. 1999). Prior to PCA analysis, all NMR data were mean-centered
and pareto-scaled (Wold et al. 1998) to give each variable a variance
numerically equal to its standard deviation. PCA was carried out on
the 1H-NMR data from the sera of EOC patients and controls to plot
data in order to indicate relationships between samples in the multidi-
mensional space. The principal components were displayed as a set of
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Fig. 2a. PCA plots of factor scores for the first two principal components (t[1],
t[2]) showing the considerable separation achieved between (A) EOC serum
samples (X, �) and healthy premenopausal controls (�)

scores (t), which highlight clustering or outliers, and a set of loadings
(p), which highlight the influence of input variables on t. This data set
of NMR spectra displayed good discrimination between EOC patients
and controls. Thus, we were able to correctly separate all of the 38 can-
cer specimens (100%) and all of the 21 premenopausal normal samples
(100%) (Fig. 2a). In addition, it was possible to correctly separate 37
of 38 (97.4%) cancer specimens and 31 of 32 (97%) postmenopausal
control serum specimens (Fig. 2b). When patients with benign ovarian
disease were included in the PCA analysis, it was still possible to cor-
rectly separate all of 38 cancer specimens (100%) from the sera of all
12 patients with benign ovarian disease (Fig. 2c). Although sera from
patients with benign disease overlapped with sera from the healthy con-
trols, it was possible to achieve separation of cancer versus noncancer
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Fig. 2b. PCA plots of factor scores for the first two principal components (t[1],
t[2]) showing the considerable separation achieved between EOC serum sam-
ples (X, �) and healthy postmenopausal controls (�)

cases. All PCA plots indicated that most of the variation occurred in the
first two principal components.

5.4 Soft Independent Modeling of Class Analogy

In order to provide validation of the results, a supervised analysis of
the data was performed based on soft independent modeling of class
analogy (SIMCA). Since the majority of EOC patients in our study
and in clinical practice are postmenopausal, we chose to perform fur-
ther analysis by comparing the benign and cancer patients with healthy
postmenopausal controls. SIMCA utilizes the features of PCA to con-
struct significance limits for specified classes of samples in the scores
and the residual direction. Mapping of unknown samples onto the cal-
culated models provides the class identity based on similarity between
the unknown samples and the samples in the predefined class models.
A method of visualizing the SIMCA approach is the Cooman’s plot
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Fig. 2c. PCA plots of factor scores for the first two principal components (t[1],
t[2]) showing the considerable separation achieved between EOC serum sam-
ples (X, �), healthy postmenopausal controls (�) and benign ovarian cysts (◦).
Note that optimum separation occurred in the second principle component. Pa-
tients with stage I EOC are denoted by X

(Coomans et al. 1984), which plots class distances against each other.
We built separate PCA models for the sera of EOC patients and post-
menopausal healthy controls. SIMCA was then applied to the models
using the Cooman’s plot and the classification performance was as-
sessed by predicting class membership in terms of distance from the
model. The critical distance from the model used corresponded to a 0.05
level, and defined a 95% tolerance interval. The resulting Cooman’s plot
demonstrated that sera classes from patients with EOC, benign ovarian
cysts and the postmenopausal healthy controls did not share multivariate
space, providing validation for the class separation (Fig. 3). Therefore,
it should be possible to predict whether future samples can be classi-
fied as cancer or noncancer. This preliminary data demonstrated that
1H-NMR-based metabonomic analysis of serum samples could achieve
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a clinically useful performance for the identification of serum samples
of patients with EOC.

5.5 Receiver Operating Characteristic Curve Analysis

Univariate receiver operating characteristic curve (ROC) analyses were
carried out via individual logistic regressions for each of 219 1H-NMR
regions in order to examine their utility for predicting EOC. The sensi-
tivity and specificity trade-offs were summarized for each variable us-
ing the area under the ROC curve denoted AUC, and calculated us-
ing the trapezoidal rule. An AUC value of 1.0 corresponds to a predic-
tion model with 100% sensitivity and 100% specificity, while an AUC
value of 0.5 corresponds to a poor predictive model (see Pepe et al.
1997 for an overview of ROC analyses via logistic regression model-
ing). The best two variable models were then fit starting from the uni-
variate information via a forward stepwise selection using the AUC as
the criteria for a variable’s entry into the model. The data showed that
a two variable model consisting of 1H-NMR regions 2.77 ppm from the
origin and 2.04 ppm from the origin provided a perfect fitting model,
i.e., AUC = 1.0. A scatterplot is provided in Fig. 4, which clearly il-
lustrates the delineation between the two groups. Of note, the univari-
ate model that considered only region 2.04 ppm gave an AUC = 0.942,
while the AUC for the univariate model for region 2.77 ppm gave an
AUC = 0.689, i.e., prediction based upon region 2.04 is enhanced condi-
tional upon the information contained in region 2.77 ppm. We hypoth-
esize that the preliminary information that we have derived from this
ROC analysis will allow us to refine this model for early-stage EOC,
and that this approach could represent a novel strategy for the early de-
tection of EOC.

5.6 Analysis of Spectral Pattern Differences

Based on the promising results showing complete separation of patients
with EOC and controls using unsupervised PCA, supervised SIMCA,
and ROC analyses applied to 1H-NMR spectra of sera, we have pro-
ceeded to identify the molecules responsible for the differences in spec-
tral patterns utilizing a previously described methodology (Gavaghan
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the regression coefficients (data not shown). The coefficients were de-
rived from the PCA models and each bar represents a spectral region
covering 0.04 ppm, showing how the 1H-NMR profile of the EOC sam-
ples differed from the 1H-NMR profile of the healthy serum samples.
A negative value indicates a relatively greater concentration of metabo-
lite (assigned using NMR chemical shift assignment tables) present in
EOC samples and a positive value indicates a relatively lower concen-
tration, with respect to EOC samples. In general, the regression coeffi-
cients, or loadings, most influential for the EOC samples compared with
postmenopausal controls lie around δ3.7 ppm (due to various sugar hy-
drogens) while the loadings most influential for the EOC samples com-
pared with premenopausal controls lie around δ2.25 (due to acetoac-
etate). Other loadings suggest greater amounts of 3-hydroxybutyrate
and isobutyrate in the sera of EOC patients compared with pre- and
postmenopausal controls. These differences are also readily apparent
on visual inspection of the spectra. The biological significance of these
observations is currently unclear.

5.7 Validation of EOC Results in an Independent Set
of Serum Specimens

In an effort to validate the results described above, we recently exam-
ined an independent set of specimens from the Databank and Biorepos-
itory core facility at Roswell Park Cancer Institute. We compared 20
patients with stage III ovarian cancer with age-matched controls. The
results confirm our original data and indicate considerable separation
of EOC patients from healthy controls by PCA and PLS-DA methods
(Fig. 5a and b).

5.8 Mass Spectrometry-Based Metabolic Profiling
in Ovarian Cancer

In a recent study, the combination of gas chromatography/time-of-flight
mass spectrometry (GC-TOF MS) was used to analyze 66 invasive ovar-
ian carcinomas and nine borderline tumors of the ovary (Denkert et al.
2006). After automated mass spectral deconvolution, 291 metabolites
were detected, of which 114 (39.1%) were annotated as known com-
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Fig. 5a, b. Validation of 1H-NMR metabonomics in an independent set of EOC
specimens. a PCA plot and b PLS-DA plot showing considerable separation
between EOC cases (red) vs healthy controls (black)

pounds. Principal component analysis (PCA) revealed four principal
components that were significantly different between the two groups,
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with the highest significance found for the second component
(p = 0.00000009). PCA as well as additional supervised predictive mod-
els allowed a separation of 88% of the borderline tumors from the carci-
nomas. Using the KEGG database, the authors linked metabolic changes
to putative key enzymes that play an important role in the corresponding
pathways. These include enzymes that regulate pyrimidine metabolism
such as dihydropyrimidine dehydrogenase and thymidine phosphory-
lase. The unique aspect of the study is the demonstration that metabolic
profiling using GC-TOF MS is suitable for analysis of fresh frozen hu-
man tumor samples. Moreover, there appears to be a consistent and sig-
nificant change in primary metabolism of ovarian tumors, which can be
detected using multivariate statistical approaches.

In another recent study, peptides were extracted from frozen tissues
of 25 ovarian carcinomas (stages III and IV) and 23 benign ovaries; and
analyzed using MALDI-TOF MS, nanoESI MS and MS/MS (Lemaire
et al. 2007). A marker with anm/z of 9744 corresponding to 84 amino
acid residues from the 11S proteasome activator complex (PA28 or
Reg-alpha) was identified. This marker was subsequently validated us-
ing MALDI imaging, classical immunocytochemistry with an antibody
raised against the C-terminal part of the protein, and Western blot anal-
ysis. Together these two studies (Denkert et al. 2006; Lemaire et al.
2007) indicate that direct tissue analysis by mass spectrometry-based
strategies can facilitate biomarker discovery and validation in human
cancers.

6 Conclusions and Future Directions

There have been remarkable efforts by several groups of investigators to
identify reliable markers for early detection of a wide range of solid tu-
mors, including epithelial ovarian cancer (EOC). High-throughput
metabolite profiling and protein expression analysis aimed at the identi-
fication of metabolites that are generated as a consequence of tumor–
host interaction could provide a strategy for (a) discriminating can-
cer cases from healthy control candidates and (b) identifying a panel
of metabolites that could be useful as biomarkers of early detection
and targets of therapy. The rapid development of metabonomics and
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proteomics-based technologies are bringing new perspectives that will
likely integrate both approaches leading to a comprehensive and global
view of cancer cell behavior. Widespread and routine use of metabo-
nomics for cancer diagnosis will require the implementation of care-
fully developed SOPs based on larger studies in various cancer types.
The identification of a repertoire of metabolites and proteins that mark
the transition from normal to the transformed phenotype should allow
detection of cancer at a preclinical stage, where the chances for cure
would be highest.
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Abstract. Metabolic phenotyping in large-scale population studies can yield
crucial information regarding the impact and interaction of genetic and envi-
ronmental factors with regard to the prevalence and risk of chronic diseases.
Spectroscopic technologies such as nuclear magnetic resonance (NMR) spec-
troscopy and mass spectrometry (MS) can be used to generate multi-parameter
profiles of biological samples and together with automated sample delivery and
mathematical modelling systems, can be used as a high throughput screening
tool. The adaptation of these metabolic profiling tools from pre-clinical studies
in animal models to population studies in man is explored and an overview of
the current and future roles of metabolic phenotyping is described, including
the idea of “Metabolome Wide Association Screening” focussing on key dis-
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ease areas such as cardiovascular disease and metabolic syndrome, cancers and
neurodegeneration.

1 Introduction

Recognition of the inadequacy of the genome sequence to explain the
fundamental nature of many disease processes has precipitated a marked
increase in the evaluation of approaches that relate gene expression to
phenotypic outcomes. There is also increasing recognition of biological
complexity and the conceptual paradigm has been shifted from simple
univariate measurements of response to the need to integrate technolo-
gies and their outputs in order to operate at a systems biology level.
Interactions of genes, proteins and metabolites at different levels of
biomolecular organization can be probed by various technologies and
integrated using bioinformatic and chemometric strategies to extract la-
tent information that carries a diagnostic or even prognostic signature.
One of the major goals of twenty-first century medicine will be the in-
troduction of personalized health care through a holistic understanding
of an individual’s overall biochemical status. In order to achieve this
aim, the effects of both genetic predisposition and a wide range of envi-
ronmental factors such as diet, drug intake, smoking habits, stress and
amount of physical activity, etc., need to be taken into account. Metabo-
nomics (variously referred to as metabolomics or metabolic profiling)
(Nicholson et al. 1999, 2002; Fiehn et al. 2000) is a rapidly emerg-
ing field of research combining sophisticated analytical tools such as
nuclear magnetic resonance (NMR) spectroscopy and mass spectrome-
try with multivariate statistical analysis to generate complex metabolic
profiles of biofluids and tissues. Pathological stimuli or genetic modi-
fication influence metabolite profiles in a characteristic and consistent
manner, involving adjustment of the intra- and extracellular fluids as
the organism strives to maintain homeostatic equilibrium. By harness-
ing appropriate mathematical and pattern recognition procedures to in-
terrogate the data produced by high-resolution spectral analysis, char-
acteristic profiles of physiological or pathological responses can be es-
tablished.
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The global objective of this chapter is to review the potential of
metabolic profiling methods for characterizing the complex metabolic
phenotype of humans in health and disease. Metabolic profiling has
been successfully applied across a wide range of fields in plant and an-
imal biology such as characterization of natural products (Bailey et al.
2002), monitoring response to therapeutic or nutritional interventions
(Neild et al. 1997; Lamers et al. 2003; Wang et al. 2004), toxicology
(Ebbels et al. 2007), drug metabolism (Foxall et al. 1996; Plumb et al.
2003), functional genomics (Gavaghan et al. 2000) and disease diag-
nosis and prognosis (Brindle et al. 2002; Yi et al. 2006; Clayton et al.
2006). The vast majority of metabolic profiling studies have been con-
ducted in laboratory models of disease or toxicity where control over
genetic and environmental conditions can be exercised. However, given
the substantial array of animal studies that identify the metabolic re-
sponse to controlled interventions, it is now appropriate to expand the
available knowledge to address more complex phenotypes and, in par-
ticular, to extend the methodology to investigate human metabolism.
The potential of metabolic profiling to address complex human clinical
and even epidemiological questions has vastly increased due to recent
advances in both analytical and mathematical technology; including ca-
pacity for higher throughput of samples, increased analytical sensitivity
and the evolution of mathematical methods for accommodating analyt-
ical and biological variation. In this chapter, illustrations of research
where metabolic profiling has already been employed in investigating
human health and disease is summarized, and potential areas which
would benefit from application of such technology are outlined.

2 Defining the “Normal” Phenotype

Prior to utilizing metabolic profiling technology for diagnostic purposes
in human studies, it is first necessary to define the metabolic range cov-
ered by normal physiological variation. Only then can robust and spe-
cific biomarkers of disease be extracted. Metabolic variation is depen-
dent on both genetic and environmental parameters, and each biological
tissue or fluid has its own unique metabolic signature (Fig. 1). Ethnic-
ity, gender, age, activity, nutritional status, medication, stress, polymor-
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Fig. 1. Standard 600 MHz 1H NMR spectra showing characteristic profiles for
urine, plasma and bile
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Fig. 2. Selected regions of standard 600-MHz 1H NMR spectrum of urine sam-
ples from a healthy male before and after consuming an evening meal showing
characteristic metabolic changes associated with the consumption of fish and
a glass of wine (vertical scale for region on right hand side of plot x5)

phisms, hormone levels and circadian cycles are all known to impact
upon mammalian metabolite profiles (Holmes et al. 1994; Slupsky et al.
2007; Williams et al. 2006; Bollard et al. 2001; Teague et al. 2004,
2006) (Fig. 2). Evaluation of normal ranges of mammalian metabolite
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composition under various physiological and analytical conditions can
be found in the literature for several biological matrices, including urine
(Holmes et al. 1994; Maher et al. 2007), plasma (Teahan et al. 2006;
Lenz et al. 2003), cerebrospinal fluid (CSF) (Koschorek et al. 1993),
feces (Saric et al. 2008) and various tissues (Tsang et al. 2005; Wang
et al. 2008; Garrod et al. 1999). The extent of variation and the dynamic
ranges of metabolite concentrations in metabolite profiles are depen-
dent upon the influence of homeostatic mechanisms on that biological
matrix (Fig. 1). For example, plasma composition is maintained under
homeostatic control and metabolite concentrations are found to be rel-
atively stable in terms of both qualitative and quantitative differences
in comparison with excretory biofluids such as urine, where metabolite
concentrations vary greatly in terms of both the presence and quantity.

3 Detecting Pathophenotypes: Diagnostics

In many instances, diagnosis of the presence of a disease is achievable
by routine and inexpensive clinical assays or genetic tests, for example
type 2 diabetes, inborn errors of metabolism such as phenylketonuria,
and many neurodegenerative disorders (Guthrie and Susi 1963; Inter-
national Huntington Association and the World Federation of Neurol-
ogy Research Group on Huntington’s Chorea 1994). However, for some
diseases, early diagnosis remains the key issue, and even for those dis-
eases that are easily diagnosed by simple assays, in some cases the
stage of disease is harder to determine accurately. Therefore, improved
diagnostics are required in order to establish the optimal therapeutic
management. Here the application of metabolic profiling can be an ef-
ficient tool for differential diagnosis of various disease conditions, as
has been shown for a wide range of diseases, including cardiovascu-
lar, intestinal disorders, cancers, renal disease (Fig. 3), osteopathies and
neuropathologies. Several examples are discussed in the following sec-
tions.

3.1 Metabolic Profiling of Insulin Resistance

Insulin resistance (IR) is one of the fastest growing human pathologi-
cal conditions, and is now an increasing health burden in the develop-
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Fig. 3. Principal Components scores plot derived from the NMR and MS pro-
files of urine obtained from humans with different types of Fanconi syndrome.
(Adapted from Vilasi 2007)

ing world as well as westernized societies. IR has been studied across
a wide range of animal models using metabolic profiling and large-scale
epidemiological studies are now being undertaken in human popula-
tions. Several studies on models of insulin resistance and type 2 dia-
betes have been undertaken in animal models. For example, the effects
of streptozotocin-induced diabetes have been profiled using NMR with
principal components analysis (PCA) (Nemoto et al. 2007). The effects
of a high-fat diet were explored in inbred mouse strains selected for
their resistance (BALB/c) and susceptibility (129S6) to IR and nonalco-
holic fatty liver disease (NAFLD). High plasma concentrations of phos-
phocholine and increased urinary excretion of methylamines, associated
with changes in gut microflora were found (Dumas et al. 2006a). Several



234 E. Holmes, J.K. Nicholson

studies have also been conducted on the Zucker rat, which is a com-
mon animal model for IR and obesity (Dumas et al. 2006b; Yi et al.
2006). Several recent EU-funded initiatives such as MolPAGE, FGENT-
CARD, PROCARDIS involve or even focus on metabolic profiling of
the human IR phenotype. Most of the early publications arising from
these studies encompass an exploration of variation in human biofluids
(Teague et al. 2004; Maher et al. 2007; Plumb et al. 2005), but several
smaller studies targeting IR have identified specific metabolic pheno-
types or metabotypes associated with IR and type 2 diabetes (Williams
et al. 2005; Atherton et al. 2006). Indeed, type 2 diabetes was first pro-
filed using NMR spectroscopy in 1984 (Bales et al. 1984). Although
as yet there are few substantive papers exploring the more subtle and
substantive metabolic consequences of IR, an explosion in the litera-
ture reporting on some of the major epidemiological studies is immi-
nent.

3.2 Cardiovascular Disease

Like IR, cardiovascular disease (CVD) is also a part of the metabolic
syndrome spectrum and is also growing at an alarming rate. CVD has
been studied across several small populations using metabolic profiling
approaches. Predominantly NMR spectroscopy-based studies on plasma
or serum, in particular, have yielded metabolic profiles that are differ-
entiated from control or healthy profiles in both the lipoprotein pro-
files, choline metabolites and in some of the lower molecular weight
metabolic components (Brindle et al. 2002; Kirschenlohr et al. 2006).
One LC-MS study, conducted on patients with myocardial ischaemia,
some of whom demonstrated inducible ischemia and some of whom
did not, was able to separate the two groups clearly on the basis of
citric and lactic acid amongst other metabolites. However, of the 23
metabolites identified as candidate biomarkers, few were identified and
the study lacked a matched control group. Nevertheless, the potential of
LC-MS methodology to characterize myocardial ischemia was clearly
demonstrated (Sabatine et al. 2005). Although early studies have pro-
duced promising results in terms of obtaining a diagnostic signature,
due to confounders such as medication, the higher prevalence of the
disease in men and the high dependency on diet and lifestyle, there is
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still a requirement for larger-scale definitive studies in this area. Identi-
fication of an early diagnostic for CVD, or even a prognostic signature,
would undoubtedly be one of the “Holy Grails” of metabolic profiling.
Several population-based epidemiology studies have been designed to
test hypotheses regarding the relationship between the development of
hypertension, a condition that predisposes to CVD, and various lifestyle
factors. In particular, the INTERMAP study (International Study of
Macronutrients and Blood Pressure) was launched in 1996 to investi-
gate the relationship of dietary intake of macronutrients and other fac-
tors to blood pressure across four countries: China, Japan, the United
Kingdom and the United States (Stamler et al. 2003). This study in-
volved collection of two 24-h urine samples from 4,680 participants,
in addition to blood pressure measurements and NMR spectroscopy;
the first results are beginning to emerge (Dumas et al. 2006b; Homes
et al. 2007). Furthermore we have recently introduced the concept of the
“Metabolome-wide association study” (Holmes et al. 2008) demonstrat-
ing broad metabolite profile screening is linked statistically to disease
risk factor data to identify new molecular targets in metabolism that can
be physiologically tested. Thus, whilst large epidemiological studies
present a practical and logistical challenge, they are at least feasible and
metabolic profiling is well suited to characterizing the metabolic phe-
notypes of populations, which have high risk and prevalence of patho-
logical or prepathological conditions such as CVD and hypertension.

3.3 Metabolic Investigations of Neuropathological Disease

Disease progression in many neurodegenerative and psychological dis-
orders is difficult to assess with batteries of cognitive or psycholog-
ical tests forming part of the diagnostic for disease stage. For these
pathologies, it would be ideal to have a metabolic indicator of dis-
ease stage in order to achieve the optimal therapeutic intervention strat-
egy. In the neurodegeneration field, there are many more studies using
magnetic resonance spectroscopy (MRS) of tissues than high-resolution
NMR spectroscopy; however, MRS profiles lack sensitivity in compar-
ison. Again, in experimental models such as the transgenic R6/2 mouse
model of juvenile Huntington’s disease (Bates et al. 1997), NMR-based
metabonomic studies in the R6/2 mouse characterized the metabolic
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signature of HD in several tissues and body fluids (urine, plasma, skele-
tal muscle, striatum, cerebral cortex, cerebellum and brain stem) at 4, 8
and 12 weeks of age (Tsang et al. 2006b). This study supported previ-
ous results obtained by Jenkins et al. (1993) using MRS, but addition-
ally was able to resolve choline and glycerophosphocholine resonances.
Choline levels were observed to decrease in most of the neuroanatom-
ical regions analysed in the R6/2 mouse, whereas glycerophospho-
choline increased suggestive of a pro-catabolic phenotype in the R6/2
mouse model. This has also been shown in a small number of HD
patients where glycerophosphocholine levels correlated with disease
progression (Underwood et al. 2006). Currently, the European Hunt-
ington’s Disease Network is focused on collaborating across European
cohorts to establish biomarkers of HD and is actively employing a sys-
tems biology approach combining transcriptomic, proteomic and meta-
bonomic data from HD patients and age-matched controls. For schizo-
phrenia, the metabolic profiling strategy has been taken one step further,
and not only has the metabolic phenotype of the pathology been de-
fined (Tsang et al. 2006a), but a preliminary study evaluating response
to therapeutic intervention with antipsychotics has been profiled, show-
ing that those patients treated on the first episode of the disease were
able to achieve normalization of their spectral profiles (Holmes et al.
2006).

3.4 Intestinal Disorders

Although it is relatively easy to diagnose irritable bowel disorders, dis-
criminating between them, for example Crohn’s disease (CD) and ulcer-
ative colitis, can provide more of a challenge. Moreover, monitoring the
condition generally involves an invasive series of surgical procedures
such as colonoscopy. Recently spectroscopic methods have been ap-
plied to stool samples from CD, ulcerative colitis, polyposis and colon
cancer to achieve discriminatory profiles for each of these conditions
(Marchesi et al. 2007; Scanlan et al. 2008). Faecal water profiles from
each of these conditions were found to have higher levels of amino
acids, lower levels of short chain fatty acids and characteristic bile acid
signatures, although the specific amino acids and short chain fatty acids
that changed were different for each condition.
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3.5 Cancers

Cancer is one area where a specific and distinctive metabolic profile has
remained elusive. The first studies performed on profiling cancer using
NMR spectroscopy as a diagnostic tool were unfortunately badly con-
founded (Fossel et al. 1986), which resulted in avoidance of this area
for many years. Two of the main problems with cancer diagnostics are
the lack of specificity and the fact that many of the metabolic changes
are associated with inflammation. Now, however, with the recent ad-
vances in technology, several studies on small cohorts of patients have
produced promising results. In one such study Odunsi et al. were able
to differentiate between patients with ovarian cancer and matched con-
trols using NMR analysis of blood plasma (Odunsi et al. 2005), whilst
in another study, excised tumour tissue was analysed using GC-MS and
ovarian cancers were differentiated from borderline tumours with high
sensitivity (Denkert et al. 2006). Because of the difficulty of finding
cancer-specific biomarkers, several studies have employed more than
one “omics” platform. For example, renal cell carcinoma has been char-
acterized using a combined proteomic and MS-based metabolic profil-
ing approach (Perroud et al. 2007). Due to the obvious effect on glycol-
ysis in tumours, studies on cancer cell lines often employ 13C-labelled
glucose. Using this labelling approach, characterization was achieved
for a breast cancer mammary epithelial line from a normal mammary
epithelial line (Yang et al. 2007) using a combination of NMR and GC-
MS. Whilst such studies can potentially throw light on mechanisms and
aid drug target discovery, the metabolic situation is very different and
inherently more complex inside the human, and one must bear in mind
the biomarkers discovered via metabolic profiling of cell lines may not
always be translatable.

3.6 Infectious Diseases

There have been a number of metabolic profiling initiatives in the infec-
tious disease area, including parasitic infection, tuberculosis and menin-
gitis (Singer et al. 2006; Glickman et al. 1994; Coen et al. 2005). In
reality, infectious diseases are predominant in developing countries and
therefore relatively little metabolic profiling work has been done in this
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area due to financial constraints and practicality. Further complications
of applying the technology in this area is the fact that multiple infection
is the norm for many of these populations (Buck et al. 1978), thereby
rendering extraction of a panel of biomarkers for single infection dif-
ficult, although arguably it would be preferable to profile the multi-
ple diseases simultaneously. Since metabolic profiling is an inexpensive
technology, particularly when used in an exploratory capacity with sub-
sequent development of biomarker assays, it has great potential in the
diagnosis and surveillance of infectious diseases.

4 Defining Biomarkers

In order to be truly useful, a biomarker must be quantifiable, repro-
ducible and analytically simple to measure (Atkinson et al.). Other de-
sirable qualities of biomarkers are that the biomarker is inexpensive to
measure, its concentration or level does not vary across a large range,
it is specific to the condition of interest and that it is not affected by
co-morbid factors.

The capacity for metabolic profiling approaches to generate diagnos-
tic molecular signatures has been demonstrated for a range of conditions
in human studies, but many studies have been preliminary in nature and
now require extensive validation across larger cohorts on individuals.

Biomarker detection plays a key role in the discovery and develop-
ment of new treatments for human disease and therefore there has been
a great deal of method development in the area of improving biomarker
detection and extraction from large multivariate data sets.

Increased sensitivity of analytical detection is useless without the
means to interpret the greater number of candidate molecules or sig-
nals generated by an analytical platform. The three major analytical
platforms—GC-MS, LC-MS and NMR spectroscopy—have strengths
and weaknesses that are partially determined by the nature of the dis-
ease or intervention under investigation. Although GC-MS typically
requires time-consuming derivatization steps, there are several good
databases for molecular identification once the data are acquired. To
improve molecular identification, GC-MS data can be deconvolved us-
ing hierarchical multivariate curve resolution to resolve the spectra into
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pure profiles of compounds (Jonsson et al. 2006). GC-MS is well suited
to measuring diseases where targeted analysis can be applied to a set
of molecules which are known to carry a signature for a particular dis-
ease, for example the measurement of organic acids for characteriza-
tion of many inborn errors of metabolism. LC-MS, and more particu-
larly UPLC-MS, with its enhanced resolution and sensitivity, provides
a comprehensive signature of metabolic perturbation and is becoming
increasingly useful as the databases associated with molecular identi-
fication from retention-time–m/z pairs improve. NMR spectroscopy is
the most reproducible of the three techniques and the least prone to arte-
fact. Sensitivity remains lower than MS methods even with the use of
cryoprobes, but the technique is inherently more amenable to structural
elucidation. For a few well-funded laboratories, the obvious choice is to
employ all three techniques. For the rest then, a sensible choice has to
be made based on cost, laboratory infrastructure and the clinical, thera-
peutic or nutritional areas of interest.

Whatever the platform of choice, there is a continuous stream of new
chemometric and bioinformatics processing and preprocessing tech-
niques for optimization of the analysis of spectral data including algo-
rithms for curve resolution (Jonsson et al. 2006), peak alignment (Jons-
son et al. 2005; Csenki et al. 2007; Stoyanova et al. 2004), normalization
(Dieterle et al. 2006) and quantification (Vehtari et al. 2007) in order to
provide the best chance of capturing potential biomarkers. Other meth-
ods focus more on the identification of correlation within the data struc-
ture in order to provide as much information as possible regarding the
identity of biomarkers, for example statistical correlation spectroscopy
(Cloarec et al. 2005; Crockford et al. 2006).

5 The Way Forward

Arguably, the most valuable type of biomarker is either an early diag-
nostic or even prognostic, i.e. one which allows detection of a disease
prior to the manifestation of clinical symptoms. Identification of prog-
nostic biomarkers can result in prevention of the development of that
pathology, or even the reversal of the pathology. Several recent studies
have indicated that for certain conditions metabolic profiling can un-
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cover a prognostic signature. For example, from the predose 1H NMR
urine profile, it is possible to predict animals who will develop toxicity
after an oral dose of galactosamine and to predict toxicity associated
with paracetamol ingestion (Clayton et al. 2006).

Psychological and physiological stress have also been shown to pre-
dispose individuals to a number of illnesses and conditions and the con-
cept of allostatic load, the indication of wear-and-tear on multiple bio-
logical systems as they adapt and respond, within the individual, to life’s
demands (McEwen 2002). It was found that for men at highest risk of
mortality, a cluster of five biomarkers are usually present at elevated
levels, namely CRP, IL-6, fibrinogen, norepinephrine, and epinephrine
(Gruenewald et al. 2006). Application of metabolic profiling strategies
to epidemiological cohorts should finally give enough power to make
associations between gene-gene and gene-environment factors and the
associated consequence on the metabolic phenotype.

As the world turns towards systems biology, there is a pressing need
to begin to integrate multiple “-omics” data sensibly. Simply making
lists of genes, proteins and metabolites that are altered by a particular
disease, mathematical modelling solutions can help to extract latent in-
formation and can use aspects of one “-omics” data set to strengthen
another. This integration has been attempted at a preliminary level in
animal models with relatively small group sizes, but has yet to be ap-
plied on a large scale to human clinical or population studies. Examples
of co-analysis of “-omics” data include integrating metabolic profiles
with quantitative trait locus data in a diabetic rat model (Dumas et al.
2007), combining metabolic and proteomic data for a mouse model of
prostate cancer (Rantalainen et al. 2006). Bayesian methods for estab-
lishing correlations between two disparate sets of data show promise
and have the added advantage of being nonlinear. Preliminary studies
linking clinically measured lipoprotein measurements to 1H NMR spec-
tra enable some resolution of the highly overlapped lipoproteins in the
NMR plasma spectra (Vehtari et al. 2007).

Metabolic profiling technology has come a long way since its ori-
gins in small-scale animal studies looking at gross metabolic changes.
It is now an exquisitely sensitive tool for profiling multiple dynamic
biological processes and cannot only accommodate the high degree of
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Fig. 4. Schematic showing genetic and environmental factors that contribute to
the global metabolic profile of humans
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metabolic variation typical of human data sets, but can help to unravel
the various contributions from a range of genetic, epigenetic and envi-
ronmental influences (Fig. 4). We are now standing on the threshold of
a new era as this technology comes of age and is increasingly applied
in the systems biology arena. With judicious application, this technol-
ogy promises to deliver advances both in personalized health care and
in population screening.
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Abstract. A major charter for modern nutrition is to provide a molecular ba-
sis for health outcome resulting from different food choices and how this could
be designed to maintain individual health free of disease. Nutrigenomic tech-
niques have been developed to generate information at various levels of bio-
logical organization, i.e. genes, proteins, and metabolites. Within this frame,
metabonomics targets the molecular characterization of a living system through
metabolic profiling. The metabolic profiles are explored with sophisticated data
mining techniques mainly based on multivariate statistics, which can recover
key metabolic information to be further linked to biochemical processes and
physiological events. The power of metabonomics relies on its unique ability to
assess functional changes in the metabolism of complex organisms stemming
from multiple influences such as lifestyle and environmental factors. In par-
ticular, metabolic profiles encapsulate information on the metabolic activity of
symbiotic partners, i.e. gut microflora, in complex organisms, which represent
a major determinant in nutrition and health. Therefore, applications of metabo-
nomics to nutrition sciences led to the nutrimetabonomics approach for the clas-
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sification of dietary responses in populations and the possibility of optimized or
personalized nutritional management.

1 Metabonomics Technology Set-up

High-resolution proton nuclear magnetic resonance (1H NMR) spec-
troscopy is an efficient and non destructive tool for generating data on
a multitude of metabolites in biofluids or tissues. However, it is inher-
ently less sensitive than mass spectrometry. When coupled to a liquid
chromatography system, mass spectrometry (MS) provides a rapid plat-
form for metabolite profiling at a concentration range of a few nM to
pM. With the advent of ultraperformance liquid chromatography (Ac-
quity UPLC system, Waters, Milford, MA, USA) combined with a time-
of-flight mass spectrometer (MicroMass LCT-primers, Waters, Milford,
MA, USA) equipped with an electrospray interface, complementary
data to 1H NMR profiling can be generated in 15–30 min per sam-
ple, thus enlarging the metabolite window for biomarker extraction (see
Fig. 1 for a typical metabonomic analytical platform). The acquired
spectral profile of a biofluid such as urine, plasma or saliva reflects the
metabolic status of a living organism. Information recovery, in terms
of relationships between the NMR, MS spectral profiles and their bio-
chemical interpretation, can be maximized by applying multivariate sta-
tistical tools to analyze the information-rich spectroscopic data (see
Fig. 2 for a typical data workflow). 1H NMR and/or MS spectroscopy
of complex biological mixtures combined with multivariate statistical
analysis provides better visualization of the changing endogenous meta-
bolite profile in response to physiological challenge or stimulus such as
a disease process, administration of a xenobiotic, environmental stress,
genetic modification, changes in nutrition and other physiological ef-
fects.

2 Nutrimetabonomics

Over the past decade, metabonomics has been shown to be a power-
ful tool to assess metabolic effects associated with toxicological insults
(Coen et al. 2007; Ebbels et al. 2007; Skordi et al. 2007; Yap et al.
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Fig. 1. Schematic drawing describing typical NMR- and MS-based metabo-
nomic analytical platform

2006) and pathophysiological states (Brindle et al. 2002, 2003; Odunsi
et al. 2005; Wang et al. 2005; Yang et al. 2004). Nutrimetabonomics
provides a systems approach to characterize metabolic health and phe-
notypes of individuals. An individual human phenotype is determined
by a complex interplay between genes, environmental and lifestyle fac-
tors, as well as intestinal symbionts (Gavaghan et al. 2004; Martin et al.
2007a; Nicholson et al. 2004; Nicholson and Wilson 2003). Recently,
nutrimetabonomic strategies were successfully applied to classify di-
etary responses in populations and personalized nutritional management
(Rezzi et al. 2007a).

Application of metabonomics to nutrition sciences, i.e. nutrimetabo-
nomics, attempt to decipher metabolic effects of specific ingredients or
diets in healthy human populations. This makes the task of nutrimetabo-
nomics even more challenging than pharmaceutical or clinical metabo-
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Fig. 2. Schematic description of a typical metabonomics data analysis workflow

nomics, since food-induced metabolic modulations appear as a result
of complex interactions between the food and consumer metabolomes.
In nutrition, effects indeed cannot be reduced to the effect of a sin-
gle active molecule and are of low amplitude when compared to tox-
icological and clinical stressors. An additional source of complexity is
attributable to inherent intra- and inter-individual variability that is re-
flected in the metabolism as a consequence of circadian rhythms, ovar-
ian cycle, genetic polymorphism, different gut microflora activity, envi-
ronmental and lifestyle components, and age. These variability sources,
seen as confounding factors, can led to artifactual interpretation and
therefore need to be controlled through an appropriate experimental de-
sign. In terms of analytical strategy, nutrimetabonomics requires well-
established technical approaches most of the time based on NMR spec-
troscopy and MS in combination with multivariate statistics (Lindon
et al. 2006).
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Fig. 3. Schematic representation of nutritional metabonomics concept. Differ-
ent individual metabolic phenotypes (represented by colored lines) are under
homeostatic controls maintaining metabolic variability within a healthy range
(green line). Metabolic profiling will enable the prediction of individual sus-
ceptibility to develop well-defined diseases and optimizing nutrition for health
maintenance and to restore homeostasis, as illustrated by the blue line. (Repro-
duced with permission from Rezzi et al. 2007a)

The sheer complexity of the web of interactions between host, gut
microorganisms and the complex food metabolome is an important de-
terminant to the response of the organism to a stressor or interven-
tion that can easily be captured using metabolic profiling (Fig. 3). We
have exemplified this nutrimetabonomic concept in a recent study where
spectroscopically generated metabolic phenotypes obtained from
healthy human volunteers were correlated with behavioral or psycho-
logical dietary preferences (Rezzi et al. 2007b). Dietary preferences and
habits, which are predominantly cultural in origin, affect the health of
both individuals and populations. In this study, we reported that meta-
bolic profiling of urine and plasma samples revealed differential
profiles for lipoproteins, basal energy metabolism and human-gut–
microbial metabolic interactions. The observed metabolic imprinting
findings provide evidence for a link between specific dietary prefer-
ences and metabolic phenotypes in both human basal metabolism and
gut microbial activity, which in turn may have long-term health con-
sequences.
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These data suggested that gut microbial metabolism in humans may
be modulated by the diet more than previously thought, which was pre-
viously suggested in previous studies. For instance, the changes in the
metabolism of human subjects caused by variations in their vegetarian,
low-meat, and high-meat diets were investigated in a crossover design
(Stella et al. 2006). Individuals consuming the vegetarian diet showed
metabolic signatures indicative of an altered metabolic activity of gut
bacteria with variations in the urinary levels of 4-hydroxyphenylacetate
and p-cresol sulfate. The authors reported that conversion of 4-hydro-
hyphenylacetate to p-cresol was carried out by a limited number of mi-
crobial species and could be used to assess changes in gut bacterial
activities in response to nutritional interventions. More recently, po-
tential metabolic imprinting in the bacterial activities in response to
aging and specific dietary intervention were exhaustively described in
a long-term study on caloric restriction (CR) in dog (Wang et al. 2007).
Metabolic profiling of urine samples revealed signatures related to ag-
ing and growth-related biological processes as well as CR-induced ef-
fects on basal energy metabolism. The authors highlighted that both
aging and CR led to differential profiles of mammalian-microbial co-
metabolites, such as aromatic derivates, i.e. hippurate, 3-hydroxy-
phenylpropioniate, as well as aliphatic methylamines, which may in-
dicate altered activities of the gut microbiome.

3 The Complex Host–Microbiome Interactions:
A Challenge for Nutrition

The recent discovery of the contribution of gut microbiota in the predis-
position to gastritis and obesity has raised new interest in gut microbial
activities of human and their implications in future nutritional health-
care. The gut microbiome-mammalian superorganism (Lederberg 2000)
represents a level of biological evolutionary development in which there
is extensive transgenomic modulation of metabolism and physiology
that is a characteristic of true symbiosis (Martin et al. 2007c). The
gut microbial community contains multiple cell types providing an ex-
tended genome interacting with a number of important mammalian
metabolic regulatory functions. As the microbiome interacts strongly



Nutrimetabonomics 257

with the host to determine the metabolic phenotype (Dumas et al. 2006;
Martin et al. 2007a) and metabolic phenotype influences on the out-
comes of drug interventions (Clayton et al. 2006; Nicholson et al. 2004),
there is clearly an important role of understanding these interactions as
part of personalized healthcare solutions. Several mammalian–microbial
associations, both positive and negative, have already been studied with
metabonomics (Dunne 2001; Gill et al. 2006; Ley et al. 2006; Nicholson
et al. 2005; Verdu et al. 2004).

Recently, the contribution of the gut microflora on mammalian
metabolism was revisited using metabolic profiling. The importance of
the metabolic relationship between gut microflora and host physiology
was demonstrated in a study assessing the effect of dietary changes,
i.e. switching from a 5% control low-fat diet to a 40% high-fat diet, on
the metabolic status of insulin-resistant mice (Dumas et al. 2006). In
this experiment, mice showed a significant association between a spe-
cific metabolic phenotype, e.g. low plasma phosphatidylcholine and
high urinary methylamines, and genetic predisposition to high-fat diet-
induced dyslipidemia and nonalcoholic fatty liver. The urinary excretion
of methylamines was directly related to microflora metabolism, sug-
gesting that conversion of choline into methylamines by microbiota in
this experimental design mimics the effect of choline-deficient diets,
causing nonalcoholic fatty liver disease. These data also indicate that
gut microbiota may play an active role in the development of insulin
resistance.

The intimate relationship that animals have with the organisms in-
habiting their guts is also very well illustrated by Martin et al., who
describe the results of a top-down view of these microbial–mammalian
interactions, showing the effects of different gut flora on the metabolic
profiles of the mouse organism (Martin et al. 2007a). This study aimed
at assessing the metabolic effects of inoculating germ-free mice with
human-derived flora (nonadapted microflora) or exposing them to con-
ventional mice (re-conventionalization), enabling the acquisition of
a normal mouse microbiome. Metabolic profiling revealed that recon-
ventionalized mice tend to converge metabolically and ecologically
toward conventional mice with a healthier physiology. Inoculation of
germ-free mice with a nonadapted microflora modifies the physiology
of the murine host toward a prepathologic state and maintains the gut
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tract and the liver outside a sustainable mouse ecological equilibrium.
It was shown that a nonadapted gut microbiota is critically involved in
supplying host calorific requirement via reprocessing of bile acids. This
is part of what Martin et al. have termed the microbiome–host metabolic
axis, i.e. “the multi-way exchange and co-metabolism of compounds
between the host organism and the gut microbiome resulting in transge-
nomically regulated secondary metabolites which have biological activ-
ity in both host and microbial compartments.” Understanding the effects
of bacterial metabolism on the balance of bile acids in enterohepatic re-
circulation is a major challenge due to the implications of microbiota
in fat absorption, lipid metabolism, drug therapeutic or toxic effects as
well as direct effects within the gastrointestinal tract and its contents. In
that regard, recent advances in microbial and metabolic profiling make
possible the multicompartment study of bile acids and their effects on
intermediary metabolism.

Much attention has recently been focused on the use of probiotic
supplements as a means to promote gut health, thus preventing the in-
cidence of allergies and inflammatory states. A probiotic is generally
defined as a “live microbial feed supplement added to appropriate food
vehicles,” which is expected to benefit intestinal microbial balance and
consequently the host physiology (Gibson and Fuller 2000). In a follow-
up study, Martin et al. have assessed the transgenomic metabolic effects
of exposure to either Lactobacillus paracasei or Lactobacillus rham-
nosus probiotics in this humanized microbiome mouse model (Mar-
tin et al. 2008). The authors have illustrated the robust capabilities of
metabonomics to capture subtle metabolic fluctuations in diverse bio-
logical compartments including biofluids, tissues, and cecal content in
relation to modulation of microbial population. The authors exemplified
how multicompartmental transgenomic metabolic interactions could be
resolved at the compartment and pathway level. They have described
how probiotic exposure exerted microbiome modification with subse-
quent alteration of lipid metabolism and glycolysis. Probiotic treatments
also altered a diverse range of pathways, including metabolism of amino
acids, methylamines and short-chain fatty acids. These integrated sys-
tem investigations demonstrate the usefulness of a top-down systems
biology concept based on metabolic profiling to investigate the mecha-
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nistic bases of probiotics and the monitoring of their effects on the gut’s
microbial activity.

These investigations bring further evidence on the crucial role of the
gut microbial activity on human health that have previously been raised
in studies exploring the physiological effects of probiotic interventions
in different mouse models. To begin with, the effects of a therapeutic
intervention with L. paracasei probiotic on normalizing the metabolic
disorders have been assessed in a model of Trichinella spiralis-induced
irritable bowel syndrome (Martin et al. 2006). Both systemic and tissue-
specific metabolic changes were captured using a metabonomic ap-
proach, which were consistent with an increase in energy requirement
due to muscular hypercontractility and hypertrophy, inflammation and
alteration of gut microbial activities. The authors illustrated partial re-
gression of the metabolic disorders achieved by intervention with a L.
paracasei probiotic. The probiotic treatment moved the energetic meta-
bolism toward normality, reduced the gut microbiota disturbances and
might contribute to normalization of the late inflammatory markers.

In other investigations, we have also explored the role of single probi-
otic inoculation on physiological status of different sections of the gas-
trointestinal tract of animals that were raised without any resident mi-
croorganisms (Martin et al. 2007b). Metabolic signatures reflecting the
structure and function of the different compartments were obtained with
variations in concentrations of amino acids, antioxidants, osmolytes and
creatine. For instance, jejunum and colon showed metabolic signatures
ascribed to lipogenesis and fat storage. More interestingly, meta-
bonomic allowed capturing region-dependent metabolic changes trig-
gered by ingestion of live L. paracasei in the upper gut, consistent with
modulation of intestinal digestion, absorption, amino acid homeosta-
sis, lipid metabolism and protection against oxidative stress. Contrary
to the effects induced by live L. paracasei, no changes were seen with
supplementation of irradiation-killed bacteria, which suggested that the
differential metabolism observed with live bacteria is probably due to
genuine host–bacteria interactions.
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4 Characterizing the Metabolic Status of Individuals:
A Step Toward Personalized Nutrition

As the microbiome interacts strongly with the host to determine the
metabolic phenotype, metabolic health and nutritional status, there is
clearly an important role of understanding these interactions as part
of optimized nutrition. Nutrimetabonomics provides a system approach
that is potentially able to assess metabolic status of individuals consid-
ering their specificity in terms of genetic and environmental factors, gut
microbiota activity, lifestyle and food habits.

The characterization of the metabotype of individuals could open ac-
cess to important information on dietary variations in humans and on
the degree of response to dietary modulations. This may ultimately pro-
vide new insights into the role of diet and nutrition for health mainte-
nance and personalized healthcare nutrition programs. Personalization
of nutrition is the outcome for individuals who will adapt their diet and
lifestyle according to knowledge about their current and future health
status, and their subsequent nutritional requirements (see Fig. 4 for the
conceptualization of nutritional metabonomics for health and risk man-
agement). This implies the development of analytical strategies leading
to the characterization of the initial nutritional status on which diet or
lifestyle recommendations could be applied to maintain or even improve
metabolic health. In this way, the concept of “pharmaco-metabonomics”
developed by Clayton et al. is interesting because providing a means
to predict the metabolic response of a living organism from a sim-
ple preintervention metabolic profile (Clayton et al. 2006). Transposed
to nutrition, such a concept could be used to optimize dietary recom-
mendations for individuals. In order to achieve this goal, information
contained in complex metabolic profiles would need to be validated
for well-determined physiological and nutritional outcomes. In such
cases, a dietetics professional could use this metabolic information to
develop coordinated approaches to optimize and maintain metabolic
health, proposing nutritional solutions consistent with the metabotype
of individuals considering their lifestyle and health aspirations.
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Fig. 4. Metabolic profiling as an approach to personalized health and nutrition
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