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Abstract. Echo State Networks (ESN) have demonstrated their effi-
ciency in supervised learning of time series: a "reservoir” of neurons
provide a set of dynamical systems that can be linearly combined to
match the target dynamics, using a simple quadratic optimisation al-
gorithm to tune the few free parameters. In an unsupervised learning
context, however, another optimiser is needed. In this paper, an adap-
tive (1+1)-Evolution Strategy is used to optimise an ESN to tackle the
"flag” problem, a classical benchmark from multi-cellular artificial em-
bryogeny: the genotype is the cell controller of a Continuous Cellular
Automata, and the phenotype, the image that corresponds to the fixed-
point of the resulting dynamical system, must match a given 2D pattern.
This approach is able to provide excellent results with few evaluations,
and favourably compares to that using the NEAT algorithm (a state-
of-the-art neuro-evolution method) to evolve the cell controllers. Some
characteristics of the fitness landscape of the ESN-based method are also
investigated.

1 Introduction

Neural Networks (NNs) can be used to tackle a variety of problems. In classifi-
cation or regression problems, some examples of inputs/outputs of the network
are available during the learning phase: the training is supervised, and the fit-
ness function is generally some Mean Square Error (MSE) between the network
outputs and the actual outputs over the know examples. On the other hand,
unsupervised learning regards cases where no such examples are available. When
the network is used as a component of some computational model for a physical
process, an explicit optimisation criterion (or oracle) is nevertheless available:
the optimal network is the one for which the model reaches a target behaviour.
Typical examples of such situation include control problems (e.g. robotics), and
engineering inverse problems. Finally, the optimisation criterion can be implicit,
and rely on some internal stabilisation of the network under external stimulation,
as for instance in the case of Kohonen maps [24], where the task is to cluster
pattern examples.

Two crucial programmer’s decisions impact the choice of a learning method to
train the network: the type of topology — feedforward or recurrent, i.e. without
or with loops in the connection graph — and the choice of what will be learnt —
the weights of a fixed topology, or both the topology and the weights.
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For static problems, feedforward NNs will more likely be used, because the
resulting learning problem is generally easier, while dynamical problems (where
data k depends on data k — 1,k — 2,...) will bias the choice toward recurrent
NNs, that include some memory of the past in the activations of their internal
neurons. However, feedforward NN fed with multiple past inputs can also capture
the essence of dynamical systems, sometimes better than recurrent NNs [§].

Regarding the choice of the free parameters, very powerful methods are avail-
able to learn the weights of a fixed topology (e.g. for supervised learning, the
back-propagation algorithm for feedforward [32] or recurrent [30] NNs), that
would favour such approach. However, the choice of the topology itself then only
relies on the programmer’s expertise, and a poor guess will hinder the whole
process. On the other hand, whereas learning both the weights and the topology
opens up a much larger search space, the best topology can stay out of reach
of the chosen learning method. The versatility and robustness of Evolutionary
Algorithms make them perfect candidates for this latter task (see Section [2 for
a brief survey).

Recently, however, an alternative to topology learning for recurrent NNs was
proposed in the context of supervised learning of dynamical systems, namely the
prediction of times series: the Echo State Network (ESN) approach [I9] turns
the search for the best topology into the search for the best combination of many
randomly connected neurons: if sufficiently many different dynamics are present
in the reservoir of neurons, then any dynamical system can be approximated
by a linear combinations of those dynamics [29]. The learning problem is thus
quadratic, and can be solved rapidly and efficiently by any standard optimisation
method (more details in Section B]). However, this straightforward approach is
limited to supervised learning, and very few attempts, if any, have tried to use
ESNSs in other contexts.

This paper proposes to use Evolutionary Computation to train an ESN in
the context of unsupervised learning with explicit optimisation criterion, more
precisely, to find the best controller of the cells of a multi-cellular approach
to embryogenic design. As said above, training an ESN amounts to learning
a vector of real parameters. However, because the context is unsupervised, no
gradient-based approach applies. Moreover, because of the huge number of differ-
ent dynamics that exist in the reservoir, it is expected that the fitness landscape
will be quite rough. Hence Evolutionary Algorithms seem to be a good choice
here. Unfortunately, an additional difficulty arises from the number of weights
to learn: even though only the output weights are to be learnt (see again Section
[B), the need for a large reservoir usually requires dozens or hundreds of internal
neurons, resulting in as many weights per output of the network to be adjusted.
Hence special care must be taken when choosing the optimisation method that
will adjust those weights.

The paper is organised as follows : section [2] gives an overview on the state
of the art of NN learning, focusing more precisely on evolutionary methods,
and detailing in particular the NEAT algorithm [33], that constructively evolves
the topology of a recurrent NN. Section [ briefly introduces the Echo State
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Networks and their (supervised) training before detailing the proposed approach
for unsupervised optimisation of the weights of the ESN using an adaptive (1+1)
Evolution Strategy. Section @] describes the multi-cellular artificial embryogeny
benchmark problem. Such problem has been addressed by the authors in a recent
work using NEAT [9]. Those latter results are the baseline for the experimental
validation of the proposed ESN-based approach, in section Bl where the fitness
landscape is also studied in more detail. Finally, conclusions and further direc-
tions of research are given in section [Gl

2 Artificial Evolution of Neural Network

The start of the Golden Age for Neural Networks was the invention of the back-
propagation algorithm for supervised learning of feed-forward networks in the
early 80’s [32]. Several improvements have been proposed since then (e.g. variants
of gradient methods for accelerated convergence, modification of the method for
supervised learning of recurrent networks [30] ). However, while theoretical results
proved the representation power of such networks even with a single hidden layer
[1I77], the issue of setting the correct number of hidden neurons for a given task
remains open.

Some works addressed this issue by modifying the structure of the neural
network prior to, or during, the learning process. Proposed approaches rely on
hand-crafting the NN topology [25], pruning arcs or nodes from fully connected
NN [26] or even growing NN by adding new nodes during the course of learning
[I12]. In this context, Evolutionary Algorithms (EAs) quickly appeared as a
relevant approach towards NN learning (see [35] for a detailed survey). And
though they can also be useful for the optimisation of the weights of a feed-
forward NN, because backpropagation, as a gradient-based method, can easily
get stuck in some local optima, EAs have been mainly used for their flexibility
to handle complex search spaces: variation operators acting on the topology can
easily be designed.

But evolutionary learning of NNs can be applied as soon as some performance
measure for a given network is available, i.e. in both supervised or unsupervised
(with an explicit optimisation criterion) context, or for feed-forward as well as for
recurrent network topologies. Indeed, evolutionary learning of both the topology
and the weights of recurrent NNs has been widely adopted in domains that could
benefit from the wide variety of rich dynamical behaviours they offer; e.g. for
control problems, in evolutionary robotics . ..

Notable works in this field include: the GNARL approach [I] which uses direct
encoding of a neural network for building a robot controller; SANE [28] (Sym-
biotic Adaptive Neuro-Evolution), ESP [I3] (Enforced Sub-population) evolve
a population of neurons (rather than network) and combine these neurons to
form effective neural networks; GASNET [I8] combines optimising the position
of neurons in an euclidean space with diffusion of chemicals; Gruau’s Cellular
Encoding [T5l34] and his followers use indirect encoding, evolving a set of in-
structions that creates the network.



Unsupervised Learning of Echo State Networks 281

More recently, NEAT (Neuro Evolution of Augmenting Topologies) [33] and
AGE (Analog Genetic Encoding) [10] have both been able to provide some rel-
evant results, both in pure performance and speed of convergence, on classical
benchmarks such as the double pole balancing. While AGE relies on an approach
inspired from Genetic Regulatory Networks [5] where (regulatory) part of the
genome encodes information on how to interpret (coding) parts, NEAT uses a
direct encoding, as detailed in next section.

2.1 NEAT: Revolution of Augmenting Topologies

The NEAT algorithm [33], is an evolutionary neural network optimisation al-
gorithm. It evolves both the topology and the weights of a neural network,
either feedforward or recurrent. It relies on a direct encoding of neural network
topologies and is based on a specific evolutionary scheme, using different sub-
populations to preserver diversity along evolution. The main feature of NEAT is
that it explores the topologies from the bottom-up: it starts from an empty net-
work (direct connections from inputs to outputs), and proceeds constructively,
using several mutation operators (and no crossover operator) to stochastically
add neurons and connections to the networks while preserving as much as possi-
ble the behaviour of the network (e.g. new connections have very small weights,
new neurons have no connections to start with, ...). Some Gaussian mutation
operator modifies the weights so as to fine tune the network.

NEAT has been applied successfully to a wide range of problem, from the
classical two pole balancing problem to particle systems rendering [16]. However,
it should be noted that direct encoding methods poorly scale up, and sometimes
have trouble to catch problem regularities (such as symmetries). Extensions of
the original NEAT implementation have been proposed to tackle this issue, such
as HyperNEAT [7], which has been successfully applied in an autonomous robotic
context. Nevertheless, NEAT is currently one of the (if not ”the”) state-of-the-art
NN optimisation algorithm and will be considered in this paper as the reference
algorithm.

3 Echo State Networks

Echo state networks (ESN) have been proposed by Jaeger in 2001 [T9J20] with the
objective to endow a neural network with rich dynamics behavioural patterns
while keeping learning complexity at a low level. An ESN is a discrete time,
continuous state, recurrent neural network using a sigmoidal activation function
for all neurons. A typical ESN is shown in figure [Il, and will be used in this
paper: the input layer is totally connected to the hidden layer, both the hidden
and input layers are totally connected to the output layer. Moreover, the output
layer is connected backward to the hidden layer. In this setup, the hidden layer,
or reservoir, is randomly generated: N neurons are randomly connected up to
a user-defined density of connections p. The weights of those connections are
randomly set uniformly in [—1,1], and are scaled so that the spectral radius of
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Input layer Hidden layer Output layer

Fig. 1. Schematic view of an Echo State Network. Plain arrows stand for weights that
are randomly chosen and remain fixed, while dashed arrows represent the weights to
be optimised ((K + N) x N) if N is the number of neurons in the reservoir.

the connection matrix is less than a given value a < 1, ensuring that the network
exhibits the ”echo state property”, i.e. stays out of the chaotic behaviour zone
whatever the input sequence (see e.g. [21]). The random construction of an ESN
is thus determined by the 3 parameters N, p and a.

The main point in ESN is that only the weights going from the input and
hidden nodes to the output nodes are to be learnt. If the problem has K inputs
and L outputs and a reservoir of size N, this amounts to (K + N) x L free pa-
rameters. Moreover, the learning problem is reduced to a quadratic optimisation
problem that can be efficiently and quickly solved by any deterministic optimi-
sation procedure, even for very large values of V. In some sense, an ESN can be
seen as a universal dynamical system approximator, which linearly combines the
elementary dynamics contained in the reservoir [29]. ESN have been shown to
perform surprisingly well in the context of supervised learning, in particular for
problems of prediction of times series, though it has also been successfully used
in the context of (supervised) robot control learning (see [22] for an overview of
ESN applications).

3.1 Unsupervised Learning of ESN

It is rather straightforward to replace the default learning algorithm of ESN
with any derivative-free optimisers, such as Evolution Strategies or Simulated
Annealing, to train an Echo State Network for supervised learning [4]. Yet, to
date, and despite its intrinsic properties, ESN has not been applied to unsuper-
vised problem with explicit criteria.

In order to address this class of problems, this unsupervised learning task is
turned into an optimisation task: optimising an ESN amounts to optimising a
real-valued vector representing the plastic weights of the network (from inputs
and reservoir to outputs, see Figure [I]). In such situation, Evolution Strategies
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(ES) B16] provide an efficient and well-grounded framework. However, although
only a limited amount of weights have to be optimised, the size of the reservoir
may quickly lead to a high dimensional search space depending on the number
of outputs, which impacts on the type of ES to be chosen.

This is why an adaptive (1 + 1) — ES has been chosen here: this simple
yet efficient ES scales up well with the dimension of the search space, in term
of memory and computation time needed. In this algorithm, the ”population”
contains only a single individual X}, that generates a single offspring Y; using
Gaussian mutation as follow :

th = Xt +O’t./\[(0,].)

N(0,1) is a realisation of the normal probability distribution, and o, is the
mutation strength at time t. The selection is deterministic: X4 is the best
performing individual among {X;,Y;}

The idea behind this (1 + 1) — ES is to adapt the o value during the course
of evolution with regards to the success of creating better offspring. Following
[23], the o value is updated according to the so-called one-fifth rule:

oot 20 if f(V}) < f(Xy)
17 2745, otherwise

4 Multi-cellular Artificial Embryogeny

The model for Artificial Embryogeny considered here was originally proposed
in [9]. It can be viewed as a continuous state discrete space and time cellular
automata. Cells are placed on a two dimensional regular square grid (the whole
grid is filled with cells, no cell division or migration is used). The state of each
cell is a continuous value, representing here a grey level. The whole grid, or
organism, can hence be interpreted as a grey image. Each cell communicates
with its 4 neighbours by exchanging some “chemicals”: each cell has an internal
controller (a neural network) that determines its state as well as the amount
of chemical it emits at time ¢ toward its neighbours, according to the amount
of chemical it received from its neighbours at previous time step ¢t — 1 (cells on
the boundary of the grid don’t receive anything from the external environment).
Starting from a given state for all cells at time 0, this developmental process is
repeated until some stopping condition is reached. The goal is here to reach a
target 2D image when the development stops.

The original feature of the proposed model lies in the stopping criterion for
the development: whereas previous works used a fixed number of development it-
erations, this model waits for the organism to stabilise (and penalises individuals
whose organism doesn’t stabilise within a prescribed number of iterations). The
controller used in [9] was a neural network, evolved using the NEAT approach
(described in section 2T)). Thanks to the stopping criterion, the evolved organ-
isms exhibited very strong robustness to perturbation: the target image seemed
to be the only fixed point of the best organisms considered as dynamical systems,
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Fig. 2. Developmental stages for the disc problem. The right-most plots show the
fixed-point image.

even though a single starting point was used during evolution. Figure[2] shows an
example of a complete development of such result toward the fixed-point shape
(the target shape was a black disc on white background). In the following, a
maximum number of iterations of 1024 steps is fixed. If the organism has not
reached a stable pattern before this limit, its fitness is set to the worst value.

4.1 The Flag Problems

In order to evaluate multi-cellular approaches, it is common to consider matching
with simple geometric 2-dimensional images, like “flags” (French and Norwegian
flags are quite popular in the literature [2712]) or other regular patterns [14]).
Figure Bl shows the two 32 x 32 target grey-level images used in this work,
respectively called the disc and the half-disc.

The fitness function (to be minimised) is based on the MSE between two
images. It takes value in [0, 1], the optimal value is 0 when both images are
identical:

disc half-discs

Fig. 3. The two target pictures (with grid lines)
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5 Experimental Results

Three algorithms are compared on the two target flags for the embryogenic
approach described in previous section: NEAT (results from [9]), and two Echo
State Networks with different reservoir sizes.

5.1 Settings

The NEAT implementation used here includes the latest features from the litera-
ture. Our implementation has been validated with regards to the original results
presented in [33]. NEAT explores recurrent topologies without constraints using
a population of 500 individuals while all other parameters are set to default
values (see [9] for a detailed information).

Two variants are tested for the Echo State Networks: reservoirs of sizes 10
and 50, with connection factor of respectively 50% and 10%. In both cases, the
damping factor (spectral radius) was set to 0.9. These are refered to as 10- and
5-ESN respectively.

The settings for the (14 1) — ES optimiser are as follows : oy is set to 1071,
and the starting point xy has all weights set to 0. The algorithm is stopped and
restarted (with the same reservoir) whenever o, < 107%. In any case, the run is
stopped when the total number of evaluations reaches 250000. Figure [ displays
the evolution of the fitness for a typical run: the restarts are clearly visible (note
that it is a coincidence that the best fitness is reached after the final restart).

Note that the CPU cost of a single evaluation cannot be estimated alone,
whatever the algorithm: it of course depends on the reservoir size for ESN, and
on the (dynamic) number of neurons for NEAT, but also heavily on the number
of developmental steps before stabilisation. Globally, the 16 ESN runs lasted
around 2 days for reservoir size 10 and 5 days for reservoir size 50. In contrast,
NEAT needed 7 days for the same experimental conditions.

0.25 T T T LI
“run.dat" using 1:3 ——

0.15 H 1

fitness

0.1 1

0.05 4

0 1 1 1 1
0 50000 100000 150000 200000 250000

nb evaluations

Fig. 4. A typical run for ESN with 10 neurons on the disc problem
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5.2 Results

On-line results of best-so-far fitness averaged over 16 independent runs are dis-
played on figures[Bl Note that NEAT plot starts after the evaluation of the initial
population (of size 500). The corresponding off-line results (i.e. after 250 000
evaluations) are detailed in Table [II

It is clear that the ESNs outperform NEAT on the disc problem, and con-
firmed by a two-tailed t-test at 99% confidence level. Furthermore, though a
bigger reservoir gives more parameters to optimise, it also makes the problem
easier: the performances of ESN-10 and ESN-50 are not statistically distinguish-
able. An important remark is that the results of ESN are much more stable, as
witnessed by the standard deviations in Table[I] one order of magnitude smaller
for ESN (whatever the reservoir size) than for NEAT.

Table 1. Off-line results out of 16 runs: minimum — average(std. deviation)

NEAT 10-ESN (14+1)ES | 50-ESN (1+1)ES | 10-ESN CMAES
Disc_|0.076 — 0.105(0.135) [0.021 — 0.030(0.009)]0.027 — 0.033(0.008)
Half-disc[0.135 — 0.201(0.171)] 0.205  0.207(0.002) [0.206 — 0.209(0.002)[0.184 — 0.194(0.004)

ESN vs NEAT on disc ESN vs NEAT on half-discs

" NEAT ——
ESN-10 (1+1)ES -
ESN-10 CMAES b

" NEAT ——
ESN-10 (1+1)ES -
ESN-50 (1+1)ES

Average minimum fitness

Average minimum fitness

o 50000 100000 150000 200000 250000 o 50000 100000 150000 200000 250000
Evaluations Evaluations

(a) The disc problem (b) The half-disc problem
Fig. 5. On-line average minimal fitness reached by NEAT and both 10- and 50-ESN in
250000 evaluations, on the disc and half-disc problems with one chemical. Y-axes have
different scales for both problems.

The picture is somewhat different for the half-discs problem. The first re-
mark is that the best fitness is much worse for all algorithms than for the disc
problem. Moreover, there is no statistically significant difference (whatever the
confidence level in a 2-tailed t-test) among the 3 results. However, here again,
the standard deviation among the NEAT runs is much larger than among the
ESN runs ...and this does make a difference here when considering the best fit-
ness reached among the 16 runs: NEAT reaches 0.135 while no ESN run can find
a better fitness than 0.206. Additional experiments are needed to give this some
statistical significance. Nevertheless, this is a typical “design” situation where a
large variance is a better indicator of possible good performance for equivalent
averages.
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5.3 The Fitness Landscape

In order to investigate the characteristics of the fitness landscape, projections on
random directions of RV )% % (gee Figure ) have been plot, both around the
initial point of all optimisation, i.e. with all weights set to 0 (Figure[d) and the best
point reached by one of the ESN-10 runs on the disc problem (Figure[l). Whereas
the landscape around the initial point seems very smooth and almost convex, that
around the final solution looks much more rough. In particular, there exist points
very close to the solution that have the worst possible fitness value of 1, i.e. whose
development never reaches a fixed point. This suggests that some gradient-based
algorithm could be used at the beginning of evolution, but will rapidly stop being
efficient when reaching lower-fitness regions, with rougher landscapes.

0.36
0.34
0.32

0.3
0.28
0.26
0.24
0.22

0.2

distance to the center distance to the center distance to the center

Fig. 6. Typical sections of fitness landscape for ESN-10 on the disc problem around
the initial null point (centre of x-axis)

T T 1 T 1
R 0.9 0.9
R 0.8 ’ ‘ 0.8
E 0.7 0.7

o1 L3 P o1l P o1 B P
4 2 0 2 4 4 2 0 2 4 4 2 0o 2 4

distance to the center distance to the center distance to the center

S0oc«
~
T T

Fig. 7. Typical sections of fitness landscape for ESN-10 on the disc problem around
the best individual of one of the successful runs (centre of the x-axis)

6 Conclusion

Echo State Networks are able to perform rich dynamic behavioural patterns with
only few real-valued parameters to optimise. This makes ESN a very good choice
for classification, regression and time-series prediction, even compared to more
complex approaches such as NN weight and topology optimisation algorithms.
Yet, to date, applications of ESN have been limited to supervised learning tasks.

This paper has introduced ESN in the context of an unsupervised learning
task. The proposed approach combines ESN with a simple yet efficient Evolution
Strategy algorithm (a (1+1)— ES implementing the 1/5 rule). Experiments con-
ducted on two benchmark problems from Multi-Cellular Artificial Embryogeny
have shown that the proposed approach is competitive with that using NEAT,
a state-of-the-art Neural Network topology optimisation algorithm.
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ESN clearly outperform NEAT in one of the two problems, have similar per-
formance on the other, and converge much faster in both cases: this confirms
both their ability to model complex dynamics and the possible gain due to opti-
mising in a smaller search space. Furthermore, NEAT results have a much larger
variance. Whereas this can be thought as a defect demonstrating some lack of
robustness, it can also turn out to be an advantage when the average values are
comparable, as in the second experiment, as it witnesses the ability for the algo-
rithm to find some very good solution, though very rarely. A deeper statistical
study is required to assess (or not) this property.

Further analysis showed that the fitness landscape is very smooth around the
initial solution, which might explain the good results in terms of speed of min-
imisation obtained with such a simple optimiser. This also suggests to try other
optimisation strategies, using, or at least starting with, gradient based method
in the first steps. At the other end of the process, it seems that the landscape
is rather rough close to the (local) optima reached on the flag problems, in part
due to the non-stabilisation of the developmental dynamical systems very close
to the solution. This in turn suggests to use an adaptive stopping criterion rather
than a fixed user-defined number of iterations.

Finally, all experiments have been performed with default parameters, both
for generating ESN and tuning the (141)— ES optimiser. Results might possibly
be improved with a fine tuning of these parameters. Future directions include
optimising the meta-parameters implied in the generation of the ESN reservoir,
as well as relying on more powerful Evolution Strategy algorithms, such as the
state-of-the-art CMA-ES algorithm [3], whenever the size of the reservoir is small
enough to make possible.
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