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Preface

This book is based on the best papers presented at the 8th Conference on Arti-
ficial Evolution, EA1 2007, held in Tours (France). Previous EA meetings took
place in Lille (2005), Marseille (2003), Le Creusot (2001), Dunkerque (1999),
Nimes (1997), Brest (1995), and Toulouse (1994).

Authors were invited to present original work relevant to artificial evolu-
tion, including, but not limited to: evolutionary computation, evolutionary op-
timization, co-evolution, artificial life, population dynamics, theory, algorith-
mics and modeling, implementations, application of evolutionary paradigms to
the real world (industry, biosciences, ...), other biologically inspired paradigms
(swarm, artificial ants, artificial immune systems, ...), memetic algorithms, multi-
objective optimization, constraint handling, parallel algorithms, dynamic opti-
mization, machine learning and hybridization with other soft computing
techniques.

Papers submitted to the conference were reviewed by at least three members
of the International Program Committee, and 30 out of the 62 submissions were
selected to be presented at the Conference. As for the previous editions (see, in
the same collection, volumes 1063, 1363, 1829, 2310, 2936, and 3871), 27 of those
papers were revised according to the reviewers’ comments, and are now included
in this volume, resulting in a 43.5% acceptance rate for this volume.

We would like to thank the Program Committee for the conscientious work
during the paper selection stage of this conference. We are also very grateful
to the Organizing Committee for their efficient work and dedication to provide
a pleasant environment for conference attendees. We take this opportunity to
thank the different partners whose financial and material support contributed
to the success of the conference: PolytechTours, University of Tours, DGA, Min-
istère de l’Éducation Nationale, de l’Enseignement Supérieur et de la Recherche,
City of Tours, INRIA, AFIA, Région Centre, ROADEF, and EA association.
Last but not least, we thank all the authors who submitted papers, and the
authors of accepted papers for revising and sending their final versions on time.

December 2007 Nicolas Monmarché
El-Ghazali Talbi

Pierre Collet
Marc Schoenauer

Evelyne Lutton

1 As with previous editions of the conference, the EA acronym is based on the original
French name “Évolution Artificielle”.
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Treating Noisy Data Sets with Relaxed Genetic

Programming

Luis Da Costa1,2, Jacques-André Landry1, and Yan Levasseur1

1 LIVIA, École de Technologie Supérieure, Montréal, Canada
2 INRIA Futurs, LRI, Univ. Paris-Sud, Paris, France

Abstract. In earlier papers we presented a technique (“RelaxGP”) for
improving the performance of the solutions generated by Genetic Pro-
gramming (GP) applied to regression and approximation of symbolic
functions. RelaxGP changes the definition of a perfect solution: in stan-
dard symbolic regression, a perfect solution provides exact values for each
point in the training set. RelaxGP allows a perfect solution to belong to
a certain interval around the desired values.

We applied RelaxGP to regression problems where the input data is
noisy. This is indeed the case in several “real-world” problems, where
the noise comes, for example, from the imperfection of sensors. We com-
pare the performance of solutions generated by GP and by RelaxGP in
the regression of 5 noisy sets. We show that RelaxGP with relaxation
values of 10% to 100% of the gaussian noise found in the data can out-
perform standard GP, both in terms of generalization error reached and
in resources required to reach a given test error.

1 Motivation and Background

Darwinian evolution and Mendelian genetics are the inspiration for the field of
Genetic Programming (GP); GP solves complex problems by evolving popula-
tions of computer programs, and is particularly relevant in approaching non-
analytical, multiobjectives and (practically) infinite solution space dimension
problems (for details on GP, we invite interested readers to consult [6] or [1]).
GP has proved its utility for supporting human analysis of problems in a vari-
ety of domains: computational molecular biology [7], cellular automata, sorting
networks, analogical electrical circuits [5], among them.

We showed, in [2] and [3], that calculating fitness values with “relaxed” points
on a GP problem helps avoiding the overfitting of the best solutions, as well as
reducing the use of resources on the course of a GP run. Specifically, we designed
a variation of GP where a perfect solution is not defined as the solution whose
training points are reached with error zero, but as a solution that is close enough
to them. In practical terms, this means that the fitness calculation is modified:
a solution has fitness 0 (“perfect”) if its approximation falls within an interval
around the real targeted values. This concept is depicted in Fig. 1; the original
(“perfect”) point is (x1, y1). Now, with an absolute relaxation value of δ, any
point with y value in (y1 − δ, y1 + δ) has a perfect (zero) fitness.

N. Monmarché et al. (Eds.): EA 2007, LNCS 4926, pp. 1–12, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. Relaxation (δ) at one point. For fitness matters, the distance between (x1, y1)
and (x1, y2) is 0 if y2 ∈ [y1 − δ, y1 + δ], |y2 − y1| otherwise.

This definition enables a “relaxation” of the data, as the selection of individu-
als over the genetic process is more permissive. As an example, in Fig. 2, GP was
used to evolve an individual well-trained to a certain training set (Fig. 2(a)); that
best individual resulted in a sinusoidal function. On the other hand, a population
evolved by RelaxGP yielded a straight line as best individual (the relaxation is
noticeable by the vertical segments at each training point); a straight line being
a simpler mathematical model than a sinusoidal function, the best individual
generated by RelaxGP is then simpler than the one generated by GP. Their test
errors are similar (right part of Figures 2(a) and (b)).
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(b) RelaxGP

Fig. 2. Solutions by standard and relaxed GP for a problem. The sinusoidal function
(left) was produced by standard GP, and corresponds to sin(x)/x+x/1000. The straight
line was produced by relaxed GP.

Our basic working hypothesis is that relaxing the data set gives more freedom
to the solutions generated by GP, avoiding in this way overfitting to the training
set, and guiding the population towards a generalizing solution. At the same
time, giving some latitude to the individuals in a population produces more
compact solutions than with regular fitness calculation.
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In this paper we start from the idea that the proposed RelaxGP technique
should be very useful in treating data that is, from the beginning, noisy and
uncertain. We feel it is counterproductive to try to reach a perfect fit on points
that are not perfect, by themselves. This is the case for most practical applica-
tions, where uncertainty in measurements is always present, and is considered
part of the problem by the researchers.

To measure the adequacy of the technique for solving this kind of problems,
we compared the performance of regular GP with those of RelaxGP (with var-
ious relaxations) on the task of predicting the output of a noisy set of points.
These points were generated by introducing Gaussian noise to the output of the
“quartic polynomial function” (Q(x) = x4 + x3 + x2 + x).

In the remaining of the paper, we present our experimental protocol and
experiments; our main objective is to find a relation between the quantity of
gaussian noise in data and the best relaxation value for RelaxGP. This allows for
an appropriate relaxation value to be chosen if gaussian noise can be found and
measured in a problem’s input data. We also show how the RelaxGP technique
can outperform standard GP in terms of both the (computational) resources
required for the experiments and the actual test performance when the optimal
relaxation value is used.

2 Experimental Setting

2.1 Sets of Noisy Points

Gaussian Noise. A point y, perturbed by an amount of Gaussian noise a, yields
a value y′; y′ belongs to the interval [y −a, y +a] with probability .95. a is called
an absolute noise (a can be seen as approximately twice the standard deviation
of the data).

A relative noise r is defined with respect to the total range δY of values
Q(x) can take when x ∈ [−10, 10]. The absolute value corresponding to r is
a = (r ∗ δY )/100. For x ∈ [−10, 10], δY = 1.111 ∗ 104

For this paper, we used 5 relative noise values: 0.5, 1, 2, 5 and 10.

Training Points. We generated several sets of “noisy” points used for training.
Each set has 80 points in the region x ∈ [−10, 10] (one set for each noise value),
generated from the mathematical definition of the quartic polynomial (Q(x) =
x4+x3+x2+x) and introducing the given amount of Gaussian noise. In Fig. 3(a)
the 80 points generated for training with noise 10% are shown.

Test Points. 160 noisy points were generated for testing, for each noise value, in
the region on interval x ∈ [−20, 20]. In Fig. 3(b) the points generated for testing
with noise 10% are shown.

2.2 RelaxGP: Relaxation Values

We applied an amount of relaxation relative to the noise present in the points of
the set. In that way, different experiments, with different noises, can be compared
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Fig. 3. Values from the quartic function. 80 values were generated for training in the
interval x ∈ [−10, 10] for each noise value. 160 values were generated for testing in
the interval x ∈ [−20, 20] for each noise value. The values generated with noise 10%
are shown as crosses. The full line is the plot of Q(x). Sub-plot (a) was zoomed from
sub-plot (b).

to each other. For a given (relative) noise the amounts of relaxation applied to
the fitness functions were: 0 (regular GP), 10%, 100% (so relaxation = noise),
200% and 500%.

2.3 GP (and RelaxGP) Runs’ Parameters

500 runs for each experiment were conducted, with the following parameters for
each run (for details on the meaning of each parameter, please refer to [6]):

– Population of 500 individuals.
– Roulette selection reproduction.
– Crossover probability: 95%
– Mutation rate = 10%.
– Elitism defined by selection after reproduction: children are generated from

the population of parents, and from this new population (parents and chil-
dren together) only the best 500 are kept.

– A run stops when either (a) the best solution of the population solves the
success predicate or (b) generation 50 is reached.

The experiments were conducted with GPLAB [8], a GP toolbox for MAT-
LAB, modified in order to allow optimization by intervals.

2.4 Measures

In this problem we’re studying resource utilization and generalization power.

Resource utilization. We presented in [3] a complete method for measuring the
performance of the genetic programming paradigm in terms of the amount of
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computer processing necessary to solve a particular problem. This is an extension
of the method presented by Koza in [6, chap. 8]. A quick refresher is presented
here.

The need for a careful inspection of the results of GP runs arises from the
fact that there is randomness in the normal functioning of the GP algorithm: in
the creation of the initial population, selection of individuals for reproduction,
selection of crossover points, number of genetic operators to be executed and
(possibly) the election of the points where fitness is calculated. Because of these
probabilistic steps, there is no guarantee that a given run will yield an individual
that satisfies the success predicate of the problem after being run for a number
of generations [6, page 191].

One way to minimize this effect is to do multiple independent runs; the amount
of computational resources required by GP1 is then determined by (a) the num-
ber of independent runs needed to yield a success with a certain probability p and
(b) the resources used for each run. The total number of resources is calculated
as the sum of all resources used on each of the runs.

The method presented in [3] and [6, chap. 8] aims at estimating, in a robust
statistical way, the amount of processing needed to reach a certain success pred-
icate with a certain probability. For that we perform an important number of
replications (500, in [3]) and we calculate (1) the practical probability of reaching
the predicate at a certain generation, and (2) the amount of resources needed
to reach a certain generation. Combining these two pieces of information yields
the best couple (k, g), indicating the need to replicate the experiment k times
up to generation g to reach the objective.

The result of such an analysis produces a curve and a table of values (see Fig. 4
and the accompanying Table). We can observe on Fig. 4 that the number of nodes
to be evaluated is minimized when running 5 replications up to generation 40.
The objective would then be reached at the evaluation of 1.63 ∗ 106 nodes.

Generalization Power. A central problem in the field of statistical pattern
recognition is how to design a classifier that could, based on a set of examples
(the training set), suggest actions when presented with novel patterns[4]. This
is the issue of generalization.

Since good generalization is our objective, our data will be split in two parts:
one is used as the traditional training set for designing the approximating func-
tion. The other (the “test” set) is used to estimate the generalization error. As
mentioned in Subsec. 2.1, the training set for each experiment has 80 points on
the interval [−10, 10], the test set has 160 points on the interval [−20, 20].

3 Results

For each noise we performed 6 groups of experiments, each with a relaxation
relative to the noise. Each group corresponds to a relaxation of 10%, 50%, 100%,

1 Or by the conventional genetic algorithm.
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Fig. 4. Total resources (nodes) to evaluate to reach a given objective. The solid line is
the average of the value, the dotted lines correspond to average ± standard deviation.
The values are presented in the following table:

Generation Runs Number of Generation Runs Number of
required nodes (106) required nodes (106)

20 31 3.51 40 5 1.63
36 6 1.64 46 5 1.70
39 6 1.87 47 4 1.76

200% and 500%. For example, for noise 0.5, the points were relaxed a relative
amount of 0.05, 0.25, 0.5, 1, and 2.5

For each experiment we measured, at each generation g:

1. The test error for the best individual at g: the test error for an appro-
ximation f to Q is calculated on the (160) test points as:

ta =
160∑

i=1

|f(x(i)
t ) − y

(i)
t | (1)

where (x(i)
t , y

(i)
t ) is the i-th test point.

2. The number of nodes evaluated to reach g

The first results are presented as boxplots showing the values obtained for the
test error of the best individual after 50 generations. Results for noise 0.5 are
presented in Fig. 5(a), for noise 1 in Fig. 5(b), for noise 2 in Fig. 6(a), for noise 5
in Fig. 6(b) and for noise 10 in Fig. 7.

We observe that, for all noise values, the best results are obtained when the
value of the relaxation is less than the noise itself (relaxation ≤ 100 on all
boxplots). It is interesting to notice that standard GP (relaxation 0 on boxplots)
does not (statistically) outperform RelaxGP with relaxation ≤ 100.

To obtain more precise information we show the results of the study con-
cerning resource utilization coupled with performance values (see 2.4, page 4 for
details).
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Fig. 7. Noise 10%

Comparing target errors with resources. We are interested in measuring the num-
ber of resources required to reach a certain test error t, for a certain relaxation
r. For this we define a success criteria S:

S : “to reach test error t”

We choose to look for the values that reach S with probability .99. The analysis
of Subsec. 2.4 is then undertaken, and then the minimum value of nodes, n,
reaching S, is kept. The pair (t, n) is then interpreted as:

With probability .99 (based on 500 runs), RelaxGP with relaxation r needs
n nodes to reach error t.
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Fig. 8. Typical extended curve for a given relaxation r

Repeating this procedure for a set of test errors t yields a curve for relaxation
r (Fig. 8). A point (t, n) is read as “replications of experiment with relaxation
r having reached a test error of at most t have evaluated n nodes”; two points
resulting from such calculations have been linked by a straight line.

For comparing the effects of two relaxation values r1 and r2 we plot the two
curves together (Fig. 9). Certain comparisons can then be made; for example
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Fig. 9. Extended curve for relaxations r1 and r2

the curve for relaxation r1 shows a set of points whose value can not be reached
by the curve of relaxation r2. Test error t1 can not be reached with relaxation
r2, while with relaxation r1 error t1 is reached using, in average, n1 nodes.

The relative position of the curves is also important; for example, we observe
that for test error t2 relaxation r1 uses n3 nodes, while relaxation r2 uses n2

nodes, and n2 > n3. So, if we are interested in using less resources for reaching
error t2, we should relax the training data by r1 (instead of by r2).
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This idea is now being applied to the comparison of all the relaxations to-
gether. In order to compare different experiments, with different values, an ab-
solute error ta (defined in (1), page 6) is expressed as a percentage of (a) the
number of test points and (b) the total range δY of values Q(x) (the quar-
tic polynomial) when x ∈ [−20, 20] (interval from where the test points were
generated). So, tr, the relative test error corresponding to ta, is:

tr =
ta

160 ∗ δY
∗ 100 (2)

The analysis of the results yields several interesting points. First, for all sets of
noisy values there are relaxations that outperform standard GP (i.e., non-zero
relaxations resulted in a best relative test error than relaxation 0). The best
values for each noise are depicted in Table 1 (see Fig. 10 and Fig. 11 for details).
An interesting fact from this Table is that relaxations 10% and 100% are always
the best performers.

We also noticed that non-zero relaxations are generally better (in terms of
resources required to reach a certain error) than standard GP in all experi-
ments (Table 2), the only exception being a range around relative error 3.25
in noise 0.5% (Fig. 10(a)). In other words, relaxing the fitness function results
in a better utilization of resources for reaching a given test error. The relative
gain is the smallest in the case of the smaller noise (0.5, a gain of 12.57%), and
comparable in the other cases (in the range [22 − 28]%).

These and other results of our analysis are now presented in terms of resources
required to reach a set of target relative errors: noises 0.5 and 1 are presented

Table 1. Best relative error reached

Noise Standard GP RelaxGP
Test Error Best relaxation Test Error

0.5 3.258 10% 3.257
1 6.731 10%, 100% 6.724
2 11.14 100% 11.11
5 33.70 10% 33.62
10 52.12 100% 51.76

Table 2. Utilization of resources

Noise Relative error RelaxGP Standard GP. Gain
for measure Relaxation Resources Resources (%)

0.5 3.26 10% 8.83 ∗ 106 1.01 ∗ 107 12.57%
1 6.73 10% 1.57 ∗ 107 2.02 ∗ 107 22.17%
2 11.14 100% 1.20 ∗ 107 1.63 ∗ 107 26.38%
5 33.70 10% 2.06 ∗ 107 2.86 ∗ 107 27.97%
10 52.12 50% 8.13 ∗ 106 1.05 ∗ 107 22.57%



10 L. Da Costa, J.-A. Landry, and Y. Levasseur

3.25 3.26 3.27 3.28 3.29

10
7

[Noise = 0.5] Nodes by error target, confidence = .99

N
od

es
 r

eq
ui

re
d 

(t
ot

al
)

Relative target test error

relax=200%

relax=100%

relax=
10% relax=0%

(a) noise=0.5%

6.73 6.75

10
7.1

10
7.2

10
7.3

10
7.4

[Noise = 1%] Nodes by error target, confidence = .99

N
od

es
 r

eq
ui

re
d 

(t
ot

al
)

Relative target test error

relax=10%

relax=100%

relax=50%

relax=0%

relax=200%

(b) noise=1%

Fig. 10. Noises 0.5% and 1%

11.12 11.14

10
7

[Noise=2%] Nodes by error target, confidence = .99

N
od

es
 r

eq
ui

re
d 

(t
ot

al
)

Relative target test error

relax=100%

relax=50% relax=10%

relax=0%

(a) noise=2%

33.65 33.30 33.80 33.88

10
6

10
7

[Noise=5%] Nodes by error target, confidence = .99

N
od

es
 r

eq
ui

re
d 

(t
ot

al
)

Relative target test error

relax=10%

relax=100%

relax=0%
relax=50%

relax=200

(b) noise=5%

51.76 52 52.25 52.48

10
7

[Noise=10%] Nodes by error target, confidence = .99

N
od

es
 r

eq
ui

re
d 

(t
ot

al
)

Relative target test error

relax=100% relax=10%

relax=0%

relax=50%

(c) noise=10%

Fig. 11. Noises 2%, 5%, and 10%

in Fig. 10. Noise 2, 5 and 10 are in Fig. 11. In all plots, the thick black line
corresponds to the standard GP. For being considered into the plot, a target
error of value t must have been reached by at least 30 of the (500) replications.
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An observation made from the plots reaffirms the results presented earlier in
the boxplots (Figs. 5, 6 and 7): only relaxations equal or less than the noise are
competitive with standard GP: curves of relaxations 200% and 500% are worse
than relaxation 0 both in best error reached and in terms of resources used.

4 Discussion

In this paper we proposed the use of a technique we developed earlier (RelaxGP,
in [2] and [3]) as an alternative to treat noisy data sets in the context of regression
and approximation of symbolic functions. RelaxGP stands on a new definition
of a perfect solution: in standard symbolic regression, a perfect solution provides
exact values for each point in the training set. RelaxGP allows a perfect solution
to belong to a certain interval around the desired values.

Our main hypothesis was that RelaxGP should outperform classical GP in
the solving of regression problems where the input data is originally noisy. Noisy
data is actually found in several “real-world” problems, where the noise comes,
for example, from the imperfection of sensors. We compare the performance of
solutions generated by GP and by RelaxGP in the regression of 5 noisy sets. The
performance was assessed through the measure of the solutions’ generalization
error (cumulative error on a set of values not used for training) and the amount
of resources (in number of nodes) used for attaining a certain performance.

For all our experiments, RelaxGP, using an appropriate relaxation value, out-
performed standard GP, both in terms of generalization error reached and in
number of resources required to reach a certain given test error. Moreover, the
amount of relaxation “optimal” for each noise n is experimentally discovered to
be between 10 and 100% of the noise of the data (always assuming a Gaussian
noise). In other words, if we can have an idea of “how large” the noise of the
measures making up the input to a problem is, the best way to attack that
problem is by using RelaxGP with relaxation lower than this noise.

These results are positive and motivate the need for another set of experi-
ments, where we could understand more precisely the exact nature of the influ-
ence of relaxation on the dynamics of the evolutionary process, in general, and
on the “cleaning” of noisy data, in particular.
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Cost-Benefit Investigation of a

Genetic-Programming Hyperheuristic

Robert E. Keller and Riccardo Poli
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Abstract. In previous work, we have introduced an effective, grammar-
based, linear Genetic-Programming hyperheuristic, i.e., a search heuristic
on the space of heuristics. Here we further investigate this approach in
the context of search performance and resource utilisation. For the chosen
realistic travelling salesperson problems it shows that the hyperheuris-
tic routinely produces metaheuristics that find tours whose lengths are
highly competitive with the best results from literature, while population
size, genotype size, and run time can be kept very moderate.

1 Introduction

A heuristic is a method that, given a problem, often finds a good solution within
acceptable time, while it cannot be shown that a found solution cannot be bad,
or that the heuristic will always operate reasonably quickly. A metaheuristic
is a heuristic that approaches a problem by employing heuristics. The term
hyperheuristic [21], see [22] for its origin, refers to a heuristic that explores the
space of metaheuristics that approach a given problem.

Over the past few years, hyperheuristics (HH) have increasingly attracted re-
search interest. For example, [7] suggests a method of building low-level heuristics
for personnel scheduling, [6] proposes tabu search on the space of heuristics, [9]
describes a timetabling application of a hyperheuristic, and [8] suggests simu-
lated annealing as learning strategy for a hyperheuristic. [19] employs Genetic
Programming (GP) [2, 15, 16] for evolving Evolutionary Algorithms that are
applied to problems of discrete optimisation. For the bin-packing problem, [4]
introduces a hyperheuristic that is driven by GP. This system successfully re-
produces a human-designed bin-packing method.

While the approaches presented in these papers use fixed, problem-specific
languages implying sequential execution of actions, our linear GP hyperheuristic,
introduced in [13] and further investigated in [14], uses grammars to obtain
independence from a given problem domain and to contribute to guiding the
search for a solution to a given problem.

In our previous work we saw that the introduction of a looping construct
in one of the investigated grammars proved crucial to the effectiveness of the
hyperheuristic: it routinely produced metaheuristics that actually delivered best-
known solutions to larger TSP benchmark instances despite the simplicity of the
underlying grammar. Also the low-level heuristics, given to the hyperheuristic

N. Monmarché et al. (Eds.): EA 2007, LNCS 4926, pp. 13–24, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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as building material, were basic, showing that a user is only required to provide
simple heuristics.

The advantage of the approach is that domain knowledge becomes a free
resource for the GP hyperheuristic that does not have to rediscover the provided
component heuristics. Moreover, by crafting a grammar appropriately, one can
direct evolutionary search towards promising types of metaheuristics.

The demonstrated principle and its real-world effectiveness clearly confirmed
the original hope behind hyperheuristics that they can lead to optimisation meth-
ods that are more flexible in their application to different practical domains. In
this context, the domain-independence of the principle is of particular relevance
since a fixed HH that efficiently operates for all domains cannot be designed
[24]. This obstacle can be circumvented with our GP hyperheuristic because a
decision maker can specialise it for a given problem domain by changing the
supporting grammar.

As seen in our previous work, the demands on the user of the hyperheuristic
are very modest in terms of sophistication of heuristics to be supplied to the
HH. In the present paper, we shall investigate the question whether the HH
is also easy on its computing resources, in particular in terms of the sizes of
populations and genotypes, and whether obtaining a significant increase in search
performance does only require a modest additional investment of resources. To
the end of experimenting, we use those grammars from our previous work that
have shown most beneficial in guiding the hyperheuristic search.

The paper is organised as follows. In Section 2, we introduce the hyperheuristic
in detail. In Section 3, we describe the types of problem used in experiments
with the hyperheuristic. In Section 4, we describe the grammars that we then
use for experiments described in Section 5. In Section 6, we give a summary and
conclusions, while in Section 7 we describe interesting avenues for future work.

2 A Linear-GP Hyperheuristic

Our GP hyperheuristic accepts the definition of the structure of desired meta-
heuristics for D, an arbitrary, fixed domain of problems. Then, in principle, af-
ter changing this description appropriately, one can apply the HH to a different
domain.

To give the definition, one may represent some of D’s low-level heuristics or
well-known metaheuristics as components of sentences of a language that one
describes by a grammar G. In this manner, σ ∈ L(G) defines a metaheuristic
for D. Then, any form of grammar-based GP (e.g., [20] [23] [18] [12] [25] [10]),
evolving programs from L(G), is a hyperheuristic for D. Here, we describe our
HH implementation that is a flavour of linear GP [3].

A metaheuristic is represented as a genotype g ∈ L(G) with a domain-specific
grammar G. T shall designate the set of terminals of G. L(G) ⊂ T∗, the set
of all strings over T . We call a terminal t ∈ T a primitive (and T a primitive
set) to avoid confusion regarding “terminal” as used in the field of GP. Primitives
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Algorithm 1. GP-based HYPERHEURISTIC
1: given: grammar G, population size p, length l
2: repeat
3: produce next random primitive-sequence σ : |σ| = l
4: EDITING(σ,G) → g genotype
5: until p genotypes created
6: while time available do
7: Selection: 2-tournament
8: Reproduction: Copy winner g into loser’s place → g′

9: Exploration: with a given probability
Mutate copy g′ → δ
EDITING(δ,G)→ g′′ genotype

10: end while

may represent manually created metaheuristics, low-level heuristics, or parts of
them.

The execution of a metaheuristic, g, with g = i0 i1...in, ij ∈ T , means the
execution of the ij . This execution constructs a complete structure, s, that is a
candidate solution to the given problem. More specifically, s is obtained from an
initial, complete structure, i0():

s = in(...(i1( i0() ))...).

All ij with j �= 0 accept a complete structure as input. All ij deliver a complete
structure as output. In particular, i0, in some straightforward fashion, delivers
an initial, complete structure.

g’s fitness shall depend on the quality of s because the execution of g’s prim-
itives builds s in the described manner.

At the beginning of a run of the GP hyperheuristic (s. Algorithm 1), given
population size p, initialisation produces p random primitive-sequences from T ∗.
All such sequences are of the same length, l. Mutation of a genotype g ∈ L(G)
randomly selects a locus, j, of g, and replaces the primitive at that locus, ij ,
with a random primitive, t ∈ T, t �= ij.

Naturally, both initialisation and mutation may result in a primitive-sequence,
σ = i0..ij ..ik ∈ T ∗, that is not a valid genotype, i.e., σ �∈ L(G) ⊂ T ∗. In this
case, the sequence is passed to an operator called EDITING that starts reading
σ from left to right.

If EDITING reads a primitive, p, that represents a syntax error in its current
locus, EDITING replaces it with the no-operation primitive, n. These steps are
repeated until the last primitive has been processed. Then, either the current σ
is in L(G), and EDITING ends, or still σ �∈ L(G). In the latter case, EDITING

keeps repeating the above steps on σ, but this time processing it from right to
left. The result is either a σ ∈ L(G) or a σ that consists of n-instances only.
In this latter, unlikely case, EDITING then assigns the lowest available fitness
value to σ. This way σ will most likely disappear from the population during
tournament selection.
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Note that, although we initialise the population using sequences of a fixed
length, l, the application of EDITING effectively leads to a population containing
genotypes of variable lengths not longer than l. This variation in genotype size
is beneficial, as, in principle, it allows the evolution of parsimonious heuristics.

We actually observed this effect and described it in [14]. It may contribute
to saving run time since a shorter genotype may execute faster. In any case, l,
the maximally available genotype size, controls the actual genotype sizes, and
we shall investigate its influence on search performance later.

3 Problem Domain

To study aspects of resource use in the context of the performance of the GP hy-
perheuristic, we select the NP-hard set of travelling salesperson problems (TSP)
[17].

In its simplest form, a TSP involves finding a minimum-cost Hamiltonian
cycle, also known as “tour”, in a given, complete, weighted graph. Let the n
nodes of such a graph be numbered from 0 to n − 1. Then, one describes a tour
involving edges (v0, v1), (v1, v2), ..., (vn−1, v0) as a permutation p = (v0, ..., vn−1)
over {0, ..., n − 1}.

We call permutation (0, 1, ..., n−1) the natural cycle of the graph. The weight
of an edge (i, j) represents the cost of travelling between i and j. Here, we shall
interpret this cost as the distance between i and j. Thus, the shorter a tour is,
the higher is its quality.

4 Grammars

We describe TSP-specific languages that will support experimenting. To that
end, we require a few simple routines, including basic heuristics, that are re-
presented as primitives of terminal sets of the describing grammars.

The primitive NATURAL designates the method that creates the natural cycle
for a problem.

The low-level heuristic 2-CHANGE identifies a minimal change of a tour H into
a different tour: given two of H ’s edges (a, b), (c, d) : a �= d, b �= c, 2-CHANGE
replaces them with (a, c), (b, d). When the hyperheuristic is about to call a
2-CHANGE primitive, it randomly selects two appropriate edges, (a, b), (c, d), as
arguments for 2-CHANGE.

Another primitive, IF 2-CHANGE, executes 2-CHANGE only if this will shorten
the tour under construction. As every greedy operator, IF 2-CHANGE is a boon
and a curse, but its introduction is safe here since there is a randomising coun-
terweight in the form of 2-CHANGE.

Another low-level heuristic is known as a 3-change: delete three mutually
disjoint edges from a given tour, and reconnect the obtained three paths so that
a different tour results. Given this method, we define the heuristic IF 3-CHANGE:
randomly select edges as arguments for 3-change;
if 3-change betters the cycle for the arguments, execute 3-change.
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metaheuristic ::= NATURAL
| NATURAL search

search ::= heuristic
| heuristic search

heuristic ::= 2-CHANGE
| IF_2-CHANGE
| IF_3-CHANGE
| IF_NO_IMPROVEMENT

Fig. 1. Grammar ThreeChange

Preamble

heuristic ::= 2-CHANGE
| IF_2-CHANGE
| IF_3-CHANGE

Fig. 2. Grammar NoNoImprove

Since IF 3-CHANGE introduces a further greedy bias if it is used in combination
with IF 2-CHANGE, it may or may not be helpful to provide a counter-bias, for
instance by occasionally allowing for possibly worsening a tour, such as in the
heuristic

IF NO IMPROVEMENT:
if none of the latest 1, 000 individuals produced has found a
better best-so-far tour, execute a 2-change.

Using the defined primitives, we give grammar ThreeChange (s. Figure 1).
In further grammars, we shall represent the top two grammar rules, i.e.,
metaheuristic and search, by the symbol Preamble.

A small language is desirable, as it means a small solution space for the hyper-
heuristic. To understand, by means of a coming experiment, whether IF NO IM-
PROVEMENT does or does not improve the effectiveness of the GP hyperheuristic,
we remove it from grammar ThreeChange. We call the resulting grammar and
its language NoNoImprove (s. Figure 2).

So far, only sequential and conditional execution of user-provided heuristics
are available to evolved metaheuristics. A loop element is required to complete
the set of essential control structures. To that end, we introduce the primitive
REPEAT UNTIL IMPROVEMENT p:
execute primitive p until it has lead to a shorter tour or until
it has been executed ι times for user-given ι.

An example for the use of REPEAT UNTIL IMPROVEMENT in a grammar, DoTill-
Improve, is shown in Figure 3.
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Preamble

heuristic ::= 2-CHANGE
| loop IF_2-CHANGE
| loop IF_3-CHANGE

loop ::= REPEAT_UNTIL_IMPROVEMENT
| /* empty */

Fig. 3. Grammar DoTillImprove

5 Experiments

5.1 Setup

We number the loci of genotypes, beginning with zero. For the present setup of
the hyperheuristic, its random choice of an element from a set shall be uniform.
For all experiments, mutation probability (cf. Algorithm 1, step 9) shall be 0.5.
The GP-HH shall measure time in terms of the number of offspring individuals
produced after creation of the initial individuals (cf. Algorithm 1, step 6).

5.2 First Problem

We consider problem eil51 from [1]. Its dimension is n = 51 nodes, its best
known solution has a length of 428.87 [11] with natural length of approximately
1,313.47. For a symmetrical TSP instance, the number of tours that are different
in human terms equals (n − 1)!/2.

The evolved metaheuristics operate on permutations of n nodes, so that the
size of their search space is n!. n = 51 gives about 1.6× 1066 search points and
1.52× 1064 different tours. Table 1 reports a subset of results from [14] obtained
with grammars ThreeChange and NoNoImprove, the latter lacking the primitive
IF NO IMPROVEMENT.

Here, we comment on an effect that was not in the focus of our previous work:
surprisingly, eliminating the non-destructive primitive IF NO IMPROVEMENT from
grammar ThreeChange yields better search performance (s. bottom row of table).

A possible explanation of this phenomenon is the much smaller size of the
resulting language which is the solution space of the hyperheuristic. This smaller
size may at least partially compensate for the loss of IF NO IMPROVEMENT. For
each of both grammars, given its primitive set T and genotype length l, the size
of the induced solution space equals

|L(G)| =
l−1∑

i=0

(|T | − 1)i, (1)

since the grammar generates language
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Table 1. Performance for eil51 over ThreeChange and NoNoImprove, 30 runs. Basic
parameters: pop.size 100, genotype size 500, offspring 1× 105, mut. prob. 0.5. “Best”
mentions the best value over all runs.

eil51 Mean best SD Best

Natural length 1,313.47 n.a. n.a.

ThreeChange 874.96 26.55 810.73
NoNoImprove 798.32 15.98 763.30

L(G) =
l−1⋃

i=0

{NATURAL} ⊗ (T \ {NATURAL})⊗i ,

where ⊗ is the Cartesian product and the superscript ⊗i represents the Cartesian
product iterated i times. The largest term of the finite geometric series (1) is
(|T |−1)l−1. So, for grammar G = ThreeChange , where |T | = 5, and for genotype
length l = 500, this term equals 4499 ≈ 2.7× 10300. For G = NoNoImprove, we
obtain merely 3499 ≈ 1.2× 10238.

Therefore, in terms of enhancing effectiveness and efficiency of the GP hy-
perheuristic, it may well be recommendable in general to approach a problem
first with a small primitive set for the underlying grammar. This is because ev-
ery language increases in size, often exponentially, when one adds an element
to its primitive set. Should the problem at hand resist solution, one can still
incrementally add beneficial primitives.

5.3 Second Problem

While the metaheuristics’ search space for eil51 already has a realistic size, next,
we consider eil76 [1], a 76-node problem with a size of about 1.9× 10111 search
points.

We use the same basic parameters as given in Table 1, and, from here, gram-
mar DoTillImprove with parameter ι for the loop primitive. The best known
result from literature [11] is α = 544.37, obtained by a highly specialised, man-
ually designed hybrid Genetic Algorithm.

An individual of the GP hyperheuristic that locates a tour whose length is at
least as good as α shall be called a top metaheuristic.

Table 2 shows results regarding our GP hyperheuristic. The mean best over
all runs is well within one percent of α. Our evolved top metaheuristics yield tour
lengths that are actually shorter than α = 544.37. Unfortunately, [11] does not
specify whether α is a rounded value. Thus, we report that our GP hyperheuristic
has found an overall best tour length of αHH = 544.36908.

In any case, since the hyperheuristic at least finds α, the used parameters are
a good starting point for further experiments.

Population size. We ask how the performance of the GP hyperheuristic de-
pends on the population size. Therefore, we vary the population size over several
orders of magnitude for different experiments.
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Table 2. Performance of metaheuristics evolved over language DTI, on problem eil76.
100 runs of GP hyperheuristic. Basic parameters: pop.size 100, genotype size 500,
offspring 1×106; mut. prob. 0.5. Evolved top metaheuristics at least match effectiveness
of hand-crafted Hybrid GA. P.%: Mean best or natural length in terms of % of best
known result α. All real values rounded off to nearest hundredth.

eil76 Mean best S.D. Best ι P.%
Nat. length 1,974.71 n.a. n.a. n.a. 262.75

DTI 548.99 1.67 544.37 2× 103 0.85
Hybrid GA n.a. n.a. 544.37 best known n.a.

Table 3. Performance of metaheuristics evolved over language DTI, on problem eil76.
100 runs of GP hyperheuristic for each given population size. Other basic parameters:
genotype size 500, offspring 1× 106, ι 2,000; mut. prob. 0.5. Bottom row gives best
known rounded result as found by GP hyperheuristic and Hybrid GA. Over all runs,
column First gives the mean of the serial number of the first metaheuristic of a run
that finds a shortest tour of the run, rounded off to the nearest 1,000, given in the unit
of 1,000 individuals.

eil76 Mean best S.D. Best Pop.size P.% First[k]

Nat. length 1,974.71 n.a. n.a. n.a. 262.75 n.a.

677.53 13.76 614.55 10 24.46 476
548.99 1.67 544.37 100 0.85 627

DTI 547.48 1.69 544.37 500 0.57 845
552.86 2.55 546.74 1,000 1.56 905
722.89 29.03 651.82 10,000 32.79 955

GPHH/HGA n.a. n.a. 544.37 best known n.a. n.a.

Table 3 shows the results. Starting at p=10,000, smaller population sizes yield
better results, up to a point: the drop to p=10 clearly worsens the effectiveness of
the GP hyperheuristic. This can be explained by the enhancement of tournament-
selection pressure that comes with a smaller population size, which prematurely
stalls progress when the pressure becomes too high too early during a run.

We are interested in the efficiency of a run of the GP hyperheuristic in terms
of the number of individuals it produces before it locates the first of its best
individuals.

Table 3 gives these values in its “First” column. While p=10 yields the highest
efficiency, the resulting effectiveness (column “Best”) is poor. However, p=100
gives best effectiveness (column “Best”), best reliability (“S.D.”), second best
overall effectiveness (“Mean best”), and second best efficiency (“First”). Thus,
an investment in a larger population size is of secondary interest only, as it, at
best, yields a marginal improvement in the overall effectiveness, without yielding
a better metaheuristic.

Genotype size. Next, we ask for the connection of efficiency and genotype
size in the context of effectiveness. To that end, we fix p=100 as it has given
best effectiveness, and we shall vary the genotype size, l. For the chosen p-value,
Table 3 suggests setting the number of offspring to be produced to 627,000.
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Table 4. Runs of GP hyperheuristic for given genotype sizes. Other parameters: pop-
ulation size 100, offspring 627,000; ι 2,000; mut. prob. 0.5. Over all runs done for a
given genotype size l, column Firstbest gives the mean of the serial number of the top
metaheuristic discovered first, if any, else “—”; unit: 1,000 individuals. Column Runs
gives the number of runs performed for given l. Other details as given in caption of
Table 3.

eil76 Mean best S.D. Best Geno.size P.% Firstbest[k] Runs

Nat. length 1,974.71 n.a. n.a. n.a. 262.75 n.a. n.a.

1,314.000 17.55 1,263.400 50 141.38 — 100
713.601 14.89 677.980 250 31.09 — 100
642.870 12.4 613.129 300 18.11 — 100
568.134 4.57 556.451 400 4.37 — 100

DTI 556.043 3.46 545.667 450 2.14 — 55
548.990 1.67 544.369 500 0.85 621 100
546.531 1.1 544.369 600 0.4 494 16
544.765 0.79 544.369 700 0.07 463 10

544.369 0.0 544.369 900 0.0 255 15

GPHH/HGA n.a. n.a. 544.370 best known n.a. n.a. n.a.

Table 4 collects the results. Already for modest values of l, such as 400, the GP
hyperheuristic produces competitive metaheuristics. Higher values, still in the
same order of magnitude, increase all aspects of performance, such as efficiency
(“First best”) and effectiveness. l=900 even guarantees the best known result
for every observed run. Thus, clearly, if one considers making an additional
investment of memory, it should be spent on the genotype size.

Iteration number. Finally, we are interested in the question whether, for
p=100, l=500, 1× 106 offspring, and mutation probability 0.5 (cf. Table 3), at
a reasonable expense of more run time per metaheuristic, the hyperheuristic
can clearly improve its overall effectiveness. For ι = 2, 000, on average, the
hyperheuristic produces 97 metaheuristics per second. To approach our question,
we run the HH for ι = 15, 000.

We find that the mean best’s P.% value drops to 0.26, less than a third of
its previous value, 0.85. On average, the GP hyperheuristic still produces 56
metaheuristics per second. Thus, the run-time increase by factor 1/56/(1/97)≈
1.7 has more than tripled the overall effectiveness of the hyperheuristic. Also,
while we consider only 30 runs, a very low standard deviation (0.97) indicates
reliable search behaviour.

6 Summary and Conclusions

We have investigated our domain-independent, linear GP hyperheuristic (HH)
[14, 13] with respect to its demand for computing resources in the context of its
effectiveness and efficiency. The HH produces metaheuristics from a user-given
language, employing provided heuristics. We experimented on this approach,
using the domain of travelling-salesperson problems. To this end we provided the
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hyperheuristic with elementary heuristics for this domain and with a progression
of simple grammars.

On the used, realistic benchmark problems, it shows that the GP hyperheuris-
tic shows excellent competitiveness, yielding best known tour lengths usually
only produced by specialised, sophisticated, man-made solvers initialised with
selected tours as good starting points.

We observed that one can increase efficiency and effectiveness of the hy-
perheuristic by making only modest additional investments of population size,
genotype size, and production time of an evolved metaheuristic. Favourable scal-
ability may well be a common property of GP-based hyperheuristics over differ-
ent problem domains, since [5] reports related results for a different challenge.

Also, regarding our GP hyperheuristic, we noted that decreasing the size of
the primitive set of the underlying grammar may help solve a problem. We
argued that this is at least due to the resulting, exponentially smaller solution
space facing the hyperheuristic. It may thus be beneficial to start out with a
small primitive set, before incrementally adding primitives if solution quality
stays unacceptable.

In our experiments with the TSP domain, it was important to approach a
problem with a medium-sized population when using tournament selection, as
neither small nor high selection pressure appeared beneficial. It is also useful,
if run time is acceptable and memory available, to rather increase the genotype
size instead of the population size. These two approaches may also work well for
problems other than TSP, but further research is needed to confirm this.

We conclude that, in addition to asking for only little domain knowledge of
its user, the GP hyperheuristic, while being competitive, is also undemanding in
terms of computing resources.

7 Further Work

In the future we intend to test the presented GP hyperheuristic on further real-
world problems from several domains, again comparing the produced metaheuris-
tics to domain-specific algorithms.

Also, it would be interesting to explore what happens if one breaks up low-
level heuristics into their components and represents them as primitives. In this
way, in principle, the hyperheuristic would be able to produce even more novel
and powerful metaheuristics.

Furthermore, on the level of search guidance, we intend to have the GP hy-
perheuristic collect and use information on the topology of the search space of
an underlying problem.
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Abstract. The work presented in this paper is part of the development
of a robotic system able to learn context dependent visual clues to navi-
gate in its environment. We focus on the obstacle avoidance problem as
it is a necessary function for a mobile robot. As a first step, we use an off-
line procedure to automatically design algorithms adapted to the visual
context. This procedure is based on genetic programming and the can-
didate algorithms are evaluated in a simulation environment. The evolu-
tionary process selects meaningful visual primitives in the given context
and an adapted strategy to use them. The results show the emergence
of several different behaviors outperforming hand-designed controllers.

1 Introduction

Obstacle avoidance is an essential function for any mobile robot. Range sensors
are the most commonly used devices for detecting obstacles but the accuracy
of sonars depends on the angle of reflection and the material of the detected
object and laser range sensors are expensive and can be harmful. More, both
are active sensors which is undesirable for military applications for instance. On
the contrary, video cameras are now cheap, low consumption and high resolution
sensors. Nevertheless detecting obstacles with a single camera is a difficult prob-
lem. Different solutions exist, using either optical flow or more simple contextual
information, but none is generic enough to deal with changing environments.

Ideally, the robot should be able to adapt itself dynamically to the current
context and to select its behavior (here, the obstacle avoidance algorithm) in real
time depending on its environment. The robot would learn those most efficient
behaviors only by interacting with the environment. As a first step towards this
goal, we propose here an offline method based on genetic programming for the
automatic design of obstacle avoidance controllers within a given environment.
The next steps will be to develop a set of algorithms adapted to different en-
vironments and to design a high level controller able to select in real time the
best algorithm for the current environment. Our system uses a simulation en-
vironment to test different algorithms. We will show that the evolved solutions
use relevant visual primitives and that they perform better than hand-designed
controllers.

N. Monmarché et al. (Eds.): EA 2007, LNCS 4926, pp. 25–36, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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2 Inspiration and Principles

2.1 Vision Based Obstacle Avoidance

One commonly used method to perform obstacle avoidance using a single camera
is based on the calculation of optical flow. Optical flow represents the perceived
movement of the objects in the camera field of view. It is commonly represented
by a vector field, each vector representing the displacement of the corresponding
pixel. According to the parallax principle, the perceived displacements will be
greater for nearer objects when the camera has a translational movement. A
simple and robust approach for obstacle avoidance is to move the robot forward
for a few seconds, to calculate the mean of the optical flow on the right and left
sides of the image, then to turn the robot in order to balance the flow on each
side. This technique is inspired by the behavior of bees and has been successfully
applied to center a mobile robot in a corridor [1,2]. More recently it has been
used for the control of an autonomous helicopter [3,4]. However, systems based
on optical flow don’t cope well with thin or lowly textured obstacles.

On the other hand, simple primitives can be used to extract different in-
formations about the image. Those include threshold, Gaussian and Laplacian
filters as well as orientation and frequency filters. In many cases, combinations
of some of those primitives can deliver enough information to discriminate po-
tential obstacles. For instance, Michels implemented a system to estimate depth
from texture information in outdoor scenes [5]. Other obstacle avoidance systems
use this kind of information to discriminate the floor from the rest of the scene
and calculate obstacle distances in several directions [6,7,8]. Nevertheless those
methods suppose that the floor may be clearly discriminated and they neglect
potentially useful contextual information from the rest of the scene. Ideally, a
good obstacle avoidance system should be able to use any visual clue.

2.2 Vision in Evolutionary Robotics

Evolutionary techniques have already been used for robotic navigation and the
design of obstacle avoidance controllers but in general vision is either overly
simplified or not used at all. For instance, Harvey used a 64x64 pixels camera but
simplified the input to a few average values on the image [9]. Marocco used only a
5x5 pixels retina as visual input [10]. A description of several other evolutionary
robotics systems can be found in [11,12] but most of them rely only on range
sensors. On the other hand, genetic programming has been proved to achieve
human-competitive results in image processing systems, e.g. for the detection
of interest points [13,14]. Ebner also developed a navigation system for a robot
using range sensors [15] but he didn’t combine the two approaches for a vision-
based navigation system. Parisian evolution has also been shown to produce very
good results for obstacle detection and 3D reconstruction but those systems need
two calibrated cameras [16,17].

To our knowledge, only Martin tried evolutionary techniques with monocular
images for obstacle avoidance [18]. The structure of his algorithm is based on
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the floor segmentation technique and the evaluation is done with a database
of hand labeled real world image. The advantage of such an approach is that
the evolved algorithms are more likely to work well with real images than those
evolved with computer rendered images. Nevertheless, it introduces an important
bias since the algorithms are only selected on their ability to label images in
the database correctly. In our work, the vision algorithms are not limited to a
particular technique and the selection is based on a functional evaluation of the
algorithms, that is their ability to avoid obstacles in the simulation environment.

3 Material and Methods

3.1 The Vision Algorithms

Generally speaking, a vision algorithm can be divided in three main parts: First,
the algorithm will process the input image with a number of filters to highlight
some features. Then these features are extracted, i.e. represented by a small set
of scalar values. Finally these values are used for a domain dependent task, here
to generate motor commands to avoid obstacles. We designed the structure of
our algorithms according to this general scheme. First, the filter chain consists of
spatial and temporal filters, optical flow calculation and projection that will pro-
duce an image highlighting the desired features. Then we compute the mean of
the pixel values on several windows of this transformed image (feature extraction
step). Finally those means are used to compute a single scalar value by a linear
combination. Several scalar values can be produced with different filter chains,
these values are then combined using scalar operators. A final step will generate
a motor command using the resulting scalar value(s). We extended this purely
vision based algorithmic structure by adding two scalar input variables: the goal
location distance and heading relative to the robot position. These variables can
be used for command generation along with the other scalar values.

An algorithm is represented as a tree, the leaves being input data, the root
being output command, and the internal nodes being primitives (transformation
steps). The program can use different types of data internally, i.e. scalar values,
images, optical flow vector fields or motor commands. For each primitive, the
input and output data types are fixed. Some primitives can internally store
information from previous states, thus allowing temporal computations like the
calculation of the optical flow. Fig. 1 shows an example program for a simple
obstacle avoidance behavior based on optical flow. Here is the list of all the
primitives that can be used in the programs and the data types they manipulate:

– Spatial filters (input: image, output: image): Gaussian, Laplacian, thresh-
old, Gabor, difference of Gaussians, Sobel and subsampling filter.

– Temporal filters (input: image, output: image): pixel-to-pixel min, max,
sum and difference of the last two frames, and recursive mean operator.

– Optical flow (input: image, output: vector field): Horn and Schunck global
regularization method, Lucas and Kanade local least squares calculation and
simple block matching method [19].
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Fig. 1. Algorithmic tree of a program example for obstacle avoidance. Rectangles rep-
resent primitives and ellipses represent data.

– Projection (input: vector field, output: image): Projection on the horizontal
or vertical axis, Euclidean or Manhattan norm computation, and time to
contact calculation using the flow divergence.

– Windows integral computation (input: image, output: scalar): The me-
thod used for this transformation is:
1. A global coefficient α0 is defined for the primitive.
2. Several windows are defined on the left half of the image with different

positions and sizes. With each window is paired a second window defined
by symmetry along the vertical axis. A coefficient αi and an operator (+
or −) are defined for each pair.

3. The resulting scalar value R is a simple linear combination calculated
with the following formula:

R = α0 +
∑n

i=1 αiμi

μi = μLi + μRi or μi = μLi − μRi

where n is the number of windows and μLi and μRi are the means of the
pixel values over respectively the left and right window of pair i.

The number of windows pairs, their positions, sizes, operator and coefficient
along with the global coefficient are characteristic parts of the primitive and
will be customized by the evolutionary process.
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– Scalar operators (input: scalar(s), output: scalar): Addition, subtraction,
multiplication and division operators, temporal mean calculation and simple
if-then-else test.

– Command generation (input: scalar(s), output: command): The motor
command is represented by two scalar values: the requested linear and an-
gular speeds. We created two operators to generate these values:

• Direct generation: The required linear and angular speeds are two input
scalar values.

• Sequential moves: The movement is decomposed in straight moves and
in-place rotations. This facilitates the usage of optical flow based strate-
gies, since optical flow exploitation is more straightforward when the
movement has no rotational part. This operator uses one input scalar
value, which will be the angle of rotation at the end of a straight move.

Most of those primitives use parameters along with the input data to do their
calculations (for example, the standard deviation value for the Gaussian filter).
Those parameters are specific to each algorithm; they are randomly generated
when the corresponding primitive is created by the genetic programming system
described in Sect. 3.3.

3.2 Evaluation of Algorithms

For the evaluation of the different obstacle avoidance algorithms, we use a simu-
lation environment in which the robot moves freely during each experiment. The
simulation is based on the open-source robot simulator Gazebo. The simulation
environment is a closed room of 36 m2 area (6 m x 6 m) with block obstacles or
furniture items depending on the experiments.

The simulation uses ODE physics engine for the movement of the robot and
collisions detection and OpenGL for the rendering of the camera images. The
physics engine update rate is 50 Hz while the camera update rate is 10 Hz. In
all the experiments presented in this paper, the simulated camera produces 8-
bits gray-value images of size 320x160 representing a field of view of 120◦ x 60◦.
This large field of view reduces the dead angles and hence facilitates obstacle
detection and avoidance. All the obstacles are immovable to prevent the robot
from just pushing them instead of avoiding them.

In each experiment, the goal of the robot is to go from a given starting point to
a goal location without hitting obstacles. For that, we place the robot at the fixed
starting point and let it move in the environment during 60 s driven by the obsta-
cle avoidance algorithm. Two scores are attributed to the algorithm depending
on its performance: a goal-reaching score G1 rewards algorithms reaching or
approaching the goal location, whereas score C1 rewards the individuals that
didn’t hit obstacles on their way. Those scores are calculated with the following
formulas:

G1 =
{

tG if the goal is reached
tmax + dmin/V else

C1 = tC
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where tG is the time needed to reach the goal in seconds, tmax is the maximum
time in seconds (here 60 s), dmin is the minimum distance to the goal achieved
in meters, V is a constant of 0.1 m/s and tC is the time spent near an obstacle
(i.e. less than 18 cm, which forces the robot to keep some distance away from
obstacles).

We proceed then to a second run with a different starting point and a different
goal location. Scores G2 and C2 are calculated the same way and the total scores
GT and CT are obtained by adding the scores from the two runs:

GT = G1 + G2

CT = C1 + C2

The goal is hence to minimize those two scores GT and CT. Performing two
different runs favors algorithms with a real obstacle avoidance strategy while
not increasing evaluation time too much. The starting points are fixed because
we want to evaluate all algorithms on the same problem.

3.3 The Evolution Process

We use genetic programming to evolve obstacle avoidance algorithms with the
least possible a priori on the structure of the algorithm. Genetic programming,
as introduced by J. Koza [20], is the evolution of computer programs by means of
artificial evolution. Like other evolutionary algorithms, it is based on a selection-
breeding process inspired by biological evolution which creates better algorithms
by combining the primitives of the best algorithms of previous generations.

As usual with evolutionary algorithms, the population is initially filled with
randomly generated individuals. The difficulty that arises with algorithms that
use different data types is to ensure that the generated algorithms are valid. Mon-
tana introduced strongly-typed genetic programming to overcome this problem
[21] and Whigham extended it by using a grammar to generate the algorithms
[22]. We decided to use this grammar-based genetic programming as it also al-
lows us to bias the search toward more promising primitives and to control the
growth of the algorithmic tree.

In the same way that a grammar can be used to generate syntactically cor-
rect random sentences, a genetic programming grammar is used to generate valid
algorithms. The grammar defines the primitives and data (the bricks of the algo-
rithm) and the rules that describe how to combine them. The generation process
consists in successively transforming each non-terminal node of the tree with one
of the rules. This grammar is used for the initial generation of the algorithms
and for the transformation operators. The crossover consists in swapping two
subtrees issuing from identical non-terminal nodes in two different individuals.
The mutation consists in replacing a subtree by a newly generated one. For clar-
ity and space reasons, we cannot present the whole derivation process here but
detailed explanations can be found in the paper from Whigham [22]. Table 1
presents the exhaustive grammar that we used in all our experiments.

The numbers in brackets are the probability of selection for each rule. A major
advantage of this system is that we can bias the search toward the usage of more
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Table 1. Grammar used in the genetic programming system for the generation of the
algorithms

[1.0] start → command [0.14] spatial filter → threshold
[0.5] command → sequentialMove(real) [0.14] spatial filter → gabor
[0.5] command → directMove(real,real) [0.14] spatial filter → differenceOfGaussians
[0.1] real → targetDistance [0.14] spatial filter → sobel
[0.1] real → targetHeading [0.15] spatial filter → subsampling
[0.1] real → scalarConstant [0.2] temporal filter → temporalMinimum
[0.05] real → add(real,real) [0.2] temporal filter → temporalMaximum
[0.05] real → subtract(real,real) [0.2] temporal filter → temporalSum
[0.05] real → multiply(real,real) [0.2] temporal filter → temporalDifference
[0.05] real → divide(real,real) [0.2] temporal filter → recursiveMean
[0.05] real → temporalRegularization(real) [0.33] optical flow → hornSchunck(image)
[0.05] real → ifThenElse(real,real,real,real) [0.33] optical flow → lucasKanade(image)
[0.4] real → windowsIntegralComputation(image) [0.34] optical flow → blockMatching(image)
[0.3] image → videoImage [0.2] projection → horizontalProjection
[0.4] image → spatial filter(image) [0.2] projection → verticalProjection
[0.15] image → projection(optical flow) [0.2] projection → euclideanNorm
[0.15] image → temporal filter(image) [0.2] projection → manhattanNorm
[0.15] spatial filter → gaussian [0.2] projection → timeToContact
[0.14] spatial filter → laplacian

promising primitives by setting a high probability for the rules that generate
them. We can also control the size of the tree by setting small probabilities for
the rules that are likely to cause an exponential growth (rules like REAL →
ifThenElse(REAL,REAL,REAL,REAL) for example).

As described in the previous section, we wish to minimize two criteria GT and
CT. There are different ways to use evolutionary algorithms to perform optimiza-
tion on several and sometimes conflicting criteria. For the experiments described
in this paper, we chose the widely used multi-objective evolutionary algorithm
called NSGA-II introduced by K. Deb. We will not describe this algorithm here,
as detailed and thorough explanations can be found in [23].

For the parameters of the evolution, we use a crossover rate of 0.8 and a prob-
ability of mutation of 0.01 for each non-terminal node. The population size is
100 individuals and the experiments last for 100 generations. We use a classical
binary tournament selection in all our experiments. Those parameters were de-
termined empirically with a few tests using different values. Due to the length
of the experiments, we didn’t proceed to a thorough statistical analysis of the
influence of those parameters.

4 Experiments and Results

4.1 Experiment in a Simple Environment with Block Obstacles

The experiment described in this subsection uses only simple block obstacles.
The goal is to cross the environment diagonally without hitting those block ob-
stacles. We use a single brick texture for all the walls, floor, ceiling and blocks.
We also manually created a simple obstacle avoidance controller for this envi-
ronment based on optical flow. It manages to avoid some obstacles but it is quite
slow and gets stuck in some situations. For this problem, the evolution created
more efficient solutions, as shown on Figure 2.
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Fig. 2. Left: Snapshot of the simple environment with textured block obstacles. Right:
Evolution of the best algorithms along the generations. Only the Pareto front for each
generation is shown here.

Different kinds of controllers emerged, from slow ones only covering a few
meters to fast ones quickly reaching the goal but bouncing on obstacles rather
than avoiding them. The interesting point is that all those controllers use either
an optical flow based technique, which is the most straightforward, or a Gabor
filter detecting near obstacles. The evolution didn’t find the ideal compromise
between obstacle avoidance and speed but it selected reasonable and usable
visual primitives for the environment efficiently. The resulting trajectories for
the reference controller and two evolved ones are shown on Fig. 3.

Starting point 1
Starting point 2

Target point 1
Target point 2

Trajectory 1
Trajectory 2

Contact points

Fig. 3. Left: Trajectory of the reference controller. Middle: Trajectory of an evolved
controller with a careful behavior. Right: Trajectory of a faster evolved controller
bouncing on obstacles.

The two corresponding evolved controllers are shown on Fig. 4. It is inter-
esting to note that these controllers use only a few primitives. In this kind of
experiment, several primitives are seldom selected: edge detectors for example
(Laplacian or Sobel) are almost never used, probably because the integral com-
putation step is not adapted for the extraction of this kind of feature. On the
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Fig. 4. Left: Algorithm of an evolved controller with a careful behavior. Right: Algo-
rithm of a faster evolved controller.

contrary, optical flow is very often used but mainly to detect near obstacles
because the flow computation is very imprecise at high speed or with a rotary
movement. Gabor filter is also often selected as it can detect textured obstacles
at a given distance.

4.2 Experiment in a More Realistic Environment

In this experiment, the block obstacles have been replaced by bookshelves. The
floor and the walls have different textures. The environment is less cluttered but
the obstacles are larger than in the previous experiment. As there is more free
space and the target location is nearer from the starting point, the experiment
time is reduced to 30 seconds. We manually designed another reference controller
to compare with the evolution results. It is also based on optical flow but it has
been slightly changed to perform better in this environment. Figure 5 shows the
environment and the performance of these controllers.

Once again, one of the evolved controllers avoids obstacles correctly but it is
far from perfect as it doesn’t reach the goal from the first starting point. Other
evolved controllers reach the goal quickly but hit obstacles and walls several
times on their way. This time, almost all the evolved controllers use direct in-
tegral computations on the image to detect obstacles. When approaching the
bookshelves, the bottom of the shelves becomes more visible. Those areas are
darker because the light comes from the ceiling in these experiments, thus with
a simple integral computation in the upper part of the image, the robot brakes
when approaching an obstacle. This obstacle detection technique is coupled with
a target heading behavior and a seemingly random back and forth move that
partially prevents the robot from getting stuck behind large obstacles. The com-
bination of those three techniques achieves a rather good obstacle avoidance
performance, as shown on Fig. 6.
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Fig. 5. Left: Snapshot of the environment with several furniture items. Right: Evolution
of the best algorithms along the generations.

Starting point 1
Starting point 2

Target point 1
Target point 2

Trajectory 1
Trajectory 2
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Fig. 6. Left: Trajectory of the hand-designed controller. Middle: Trajectory of an
evolved controller avoiding obstacles. Right: Trajectory of another evolved controller
quickly reaching the goal but not avoiding obstacles.

4.3 Discussion

The results of these two experiments show that the evolution process introduced
in this paper is able to produce interesting solutions, generally outperforming
hand-designed controllers. The evolution caused the emergence of original solu-
tions to the obstacle avoidance problem depending on the context. The visual
primitives selected in each case are coherent and can be used to avoid obstacles.
This is promising for the next necessary step which will be the validation of the
evolved algorithms on a real robot.

Nevertheless it should be noted that these performances are far from per-
fect. More, in other experiments with an even simpler environment where hand-
designed controllers are really efficient, evolution gets stuck in local minima
and achieves far worse performance. This underlines the major drawback of our
approach at the moment: the population is much too small compared to the
size of the search space, so evolution only explores a small part of it and hence
misses many interesting solutions. We currently investigate solutions to overcome
this problem without increasing the evolution time too much. The first possible
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solution would be to introduce a diversity metric to prevent premature con-
vergence. This solution has been proved efficient on several problems but it is
not straightforward to define a good diversity metric for tree based algorithms.
An easier and probably more efficient solution would be to change population
parameters. We could either split the population in several independent sub-
populations or change the population size during the evolution to explore more
solutions in the beginning. A combination of these two solutions is also possible
and is likely to improve the results greatly. Another drawback is that our fea-
ture extraction operator is not adapted for linear or punctual features (edges or
corners for instance). The addition of others feature extraction operators should
increase the diversity of usable features.

5 Conclusion

In this paper, we used multi-objective genetic programming to create obstacle
avoidance controllers making use of visual information. We use a simulation en-
vironment with computer rendered images to evaluate the candidate controllers.
The evolution allowed the emergence of original strategies using relevant visual
primitives in the environment. For future research, we intend to improve the
results by controlling more precisely the population parameters of the evolution
process. We also plan to design a more realistic simulation environment and
robot model to evolve more robust controllers and to test them on a real robot.
We will then adapt our system for the online selection of relevant controllers in
order to develop strategies adapted to the visual context in real time. This will
bring us closer to our goal of an adaptive and reactive robot able to face the
complex and ever-changing environments of the real world.
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Abstract. We present GP-HH, a framework for evolving local-search 3-
SAT heuristics based on GP. The aim is to obtain “disposable” heuristics
which are evolved and used for a specific subset of instances of a problem.
We test the heuristics evolved by GP-HH against well-known local-search
heuristics on a variety of benchmark SAT problems. Results are very
encouraging.

1 Introduction

Hyper-heuristics could simply be defined as “heuristics to choose other heuris-
tics” [4]. A heuristic is considered as “rule of thumb” or “educated guess” that
reduces the search required to find a solution. The difference between meta-
heuristics and hyper-heuristics is that the former operate directly on the targeted
problem search space with the goal of finding optimal or near optimal solutions.
The latter, instead, operate on the heuristics search space (which consists of the
heuristics used to solve the targeted problem). The goal then is finding or gener-
ating high-quality heuristics for a target problem, for a certain class of instances
of a problem, or even for a particular instance.

There are two main classes of hyper-heuristics. In a first class of hyper-
heuristic systems, which we term HH-Class 1, the system is provided with a
list of preexisting heuristics for solving a certain problem. Then the hyper-
heuristic system tries to discover what is the best sequence of application for
these heuristics for the purpose of finding a solution. Different techniques have
been used to build hyper-heuristic systems of this class. Algorithms used to
achieve this include, for example: tabu search [5], case-based reasoning [6], ge-
netic algorithms [7], ant-colony systems [22], and even algorithms inspired to
marriage in honey-bees [1].

The second approach used to build hyper-heuristic systems aims at evolving
new heuristics by making use of the components of known heuristics. We term
this class HH-Class 2. This is the approach we will adopt also in this paper.
The process starts simply by selecting a suitable set of heuristics that are known
to be useful in solving a certain problem. However, instead of directly feeding
these heuristics to the hyper-heuristic system (as an in HH-Class 1 discussed
above), the heuristics are first decomposed into their basic components. Differ-
ent heuristics may share different basic components in their structure. However,
during the decomposition process, information on how these components were
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connected with one another is lost. To avoid this problem, this information is
captured by a grammar. So, in order to provide the hyper-heuristic systems
with enough information on how to use components to create valid heuristics,
one must first construct an appropriate grammar. Hence, in the hyper-heuristics
in HH-Class 2, both the grammar and the heuristics components are given to
the hyper-heuristic systems. The system then uses a suitable evolutionary algo-
rithm to evolve new heuristics. For example, in recent work [3] genetic program-
ming [13,14] was successfully used to evolve new heuristics in HH-Class 3 for
one-dimensional online bin packing problems. Very positive results with evolv-
ing offline bin-packing heuristics have recently been obtained in [16] where GP
was used to evolve strategies to guide a fixed solver. In general, we can say that
the HH-Class 2 approach has more freedom to create new heuristics for a given
problem than HH-Class 1. However, HH-Class 1 is easier to implement since it
does not require the decomposition of heuristics nor the use of a grammar.

The long term goal in our research is investigating the use of GP as a hyper-
heuristic framework for evolving instance-dependent heuristics. That is, the aim
is not to obtain general heuristics, but effectively “disposable” heuristics which
are evolved and used for a specific instance of a problem. Here, we will make a
first step in this direction, by exploring the evolution of heuristics which are spe-
cialised to solve specific subsets of instances of a problem. In particular we evolve
heuristics specialised to solve SAT problems with a fixed number of variables.
We do this with a grammar based strongly-typed GP hyper-heuristic system,
which we call GP-HH.

2 SAT Problem

The target in the satisfiability problem (SAT) is to determine whether it is
possible to set the variables of a given Boolean expression in such a way to make
the expression true. The expression is said to be satisfiable if such an assignment
exists. If the expression is satisfiable, we often want to know the assignment that
satisfies it. The expression is typically represented in Conjunctive Normal Form
(CNF), i.e., as a conjunction of clauses, where each clause is a disjunction of
variables or negated variables.

There are many algorithms for solving SAT. Incomplete algorithms attempt
to guess an assignment that satisfies a formula. So, if they fail, one cannot
know whether that’s because the formula is unsatisfiable or simply because the
algorithm did not run for long enough. Complete algorithms, instead, effectively
prove whether a formula is satisfiable or not. So, their response is conclusive.
They are in most cases based on backtracking. That is, they select a variable,
assign a value to it, simplify the formula based on this value, then recursively
check if the simplified formula is satisfiable. If this is the case, the original formula
is satisfiable and the problem is solved. Otherwise, the same recursive check is
done using the opposite truth value for the variable originally selected.

The best complete SAT solvers are instantiations of the Davis Putnam Lo-
gemann Loveland procedure [8]. Incomplete algorithms are often based on local
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Algorithm 1. General algorithm for SAT stochastic local search heuristics

L = initialise the list of variables randomly
for i = 0 to MaxFlips do

if L satisfies formula F then
return L

end if
select variable V using some selection heuristic
flip V in L

end for
return no assignement satisfying F found

search heuristics (see Section 2.1). These algorithms can be extremely fast, but
success cannot be guaranteed. On the contrary, complete algorithms guarantee
success, but they computational load can be considerable, and, so, they cannot
be used for large SAT instances.

2.1 Stochastic Local-Search Heuristics

Stochastic local-search heuristics have been widely used since in the early 90s
for solving the SAT problem following the successes of GSAT [21]. The main
idea behind these heuristics is to try to get an educated guess as to which
variable will most likely, when flipped, give us a solution or to move us one step
closer to a solution. Normally the heuristic starts by randomly initialising all the
variables in the CNF formula. It then flips one variable at a time, until either a
solution is reached or the maximum number of flips allowed has been exceeded.
Algorithm 1 shows the general structure of a typical local-search heuristic for
the SAT problem. The algorithm is normally repeatedly restarted for a certain
number of times if it is not successful.

2.2 Evolutionary Algorithms and SAT Problem

Different evolutionary techniques have been applied to the SAT problem. There
are two main research directions: direct evolution and evolution of heuristics.

An example of methods in the first direction – direct evolution – is FlipGA
which was introduced by Marchiori and Rossi in [15]. There a genetic algorithm
was used to generate offspring solutions to SAT using the standard genetic op-
erators. However, offspring were then improved by means of local search meth-
ods. The same authors later proposed, ASAP, a variant of FlipGA [17]. A good
overview of other algorithms of this type is provided in [12].

The second direction, which we also adopt in this paper, is to use evolutionary
techniques to automatically evolve local search heuristics. A successful example
of this is the CLASS system developed by Fukunaga [9,10]. The process of evolv-
ing new heuristics in the CLASS system is based on five conditional branching
cases (if-then-else rules) for combining heuristics. Effectively CLASS can be con-
sidered as a very special type of the genetic programming system where these
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rules are used instead of the standard GP operators (crossover and mutation).
The results of the evolved heuristics were competitive with a number of human-
designed heuristics. However, the evolved heuristics were relatively slow. This is
because the conditional branching operations used evaluate two heuristics first
and they then select the output of one to decide which variable to flip. Also,
restricting evolution to use only conditional branching did not give the CLASS
system enough freedom to evolve heuristics radically different from the human-
designed heuristics (effectively, the evolved heuristic are made up by a number of
nested heuristics). Another example of system that evolves SAT heuristics is the
STAGE system introduced by Boyan and Moore in [2]. STAGE tries to improve
the local search performance by learning (online) a function that predicts the
output of the heuristic based on some characteristics seen during the search.

3 GP-HH for SAT

To construct a grammar suitable to guide GP-HH in the solution of SAT prob-
lems, we used a number of the well-know local-search heuristics. We decomposed
these heuristics into their basic components. The heuristics considered are the
following:

– GSAT: [21] which, at each iteration, flips the variable with the highest gain
score, where the gain of the variable is the difference between the total
number of satisfied clauses after flipping the variable and the current number
of satisfied clauses. The gain is negative if flipping the variable reduces the
total number of satisfied clauses.

– HSAT: [11] In GSAT more than one variable may present the maximum gain.
GSAT chooses among such variables randomly. HSAT, instead, uses a more
sophisticated strategy. Its selects the variable with the maximum age, where
the age of the variable is the number of flips since it is was last flipped. So,
the most recently flipped variable has an age of zero.

– GWSAT: [19] with probability p selects a variable occurring in some unsat-
isfied clauses while with probability (1− p) flips the variable with maximum
gain as in GSAT.

– WalkSat: [20] starts by selecting one of the unsatisfied clauses C. Then it
flips randomly one of the variables that have a gain score of 0 (leading to
a “zero-damage” flip). If none of the variables in C has a “zero-damage”
characteristic, it selects with probability p the variable with the maximum
score gain, and with probability (1 − p) a random variable in C.

We have designed a simple but flexible grammar, which gives GP-HH enough
freedom to evolve really new heuristics. By analysing the previous heuristics, we
classified the main components of these heuristics into two main groups. The
first group of components, Group 1, returns a variable from an input list of
variables (e.g., the selection of a random variable from the list or of the variable
with highest gain score). The second group, Group 2, returns a list of variables
from the CNF formula (e.g., the selection of a random unsatisfied clause which,
effectively, returns a list of variables).
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After trying different grammar representations we decided to design the gram-
mar in such a way to produce nested functions to avoid using variables for pass-
ing data from a function to another. The aim was to reduce the constraints on
the crossover and mutation operators, and to make the GP tree representing
each individual simpler. The grammar we used and its components are shown in
Figure 1.

In Group 2 we have two more components which are not directly taken from
the list of heuristics above. The first, which we call ALL USC (which stands for
all unsatisfied clauses), returns a list of non-repeated variables found in all the
unsatisfied clauses. We found that this component performed well especially on
instances with a relatively small number of variables, as will be shown later. The
second additional component, which we call RAND USC (which stands for random
unsatisfied clause), returns the variables in a randomly selected clause. The main
difference between RAND USC and USC, which also returns a random unsatisfied
clause, is that USC returns the same unsatisfied clause during the course of the
execution of a heuristic, while RAND USC randomly selects a different clause each
time it is invoked.

The primitive SCR Z selects a zero-damage variable (as in WalkSAT). We
placed this component in group 2. It returns the input list if no variable with
zero score gain is found. If, instead, a zero-damage variable is found, it returns
a list which includes this variable only.

Most primitives which accept a list as input are provided in two versions: one
with a single list argument, and one with a list and an object of type op. The non-
terminal symbol op in the grammar specifies how to break ties between variables
whenever multiple variables in a list satisfy a selection criterion. When op is not
provided, a default tie-breaking strategy is used. For example, in MAX SCR – the
component that returns the variable with the highest score gain – if multiple
variables have the same highest score, the first variable is returned by default.
However, if the optional parameter op is provided and it is TIE AGE, the tie will
be broken by favouring the variable which has least recently been flipped. In
some cases a specific option may have no meaning with a particular component.
For example, TIE SCR breaks ties by favouring the variable with highest score.
Naturally, when used in conjunction with MAX SCR this option has no effect.

We also included probabilistic branching components (IFV and IFL) in our
heuristics. We classify branching components on the basis of their return type.
For example, if the branch is between selecting a random variable from a list and
selecting the variable with the highest gain score, we consider this probabilistic
branching component as in Group 1 since it returns a variable. The parameter
prob represents the probability of returning the first argument of an IFV or an
IFL primitive.

The grammar in Figure 1 could describe any of the heuristics discussed above.
For example, a statement describing the GWSAT heuristic with a noise pa-
rameter of 0.5 could be written as FLIP IFV 50, MAX_SCR ALL, TIE_RAND,

RANDOM USC, where ALL returns all the variables in the CNF formula, TIE RAND
stands for “break ties randomly”, MAX SCR selects a variable with highest score



42 M. Bader-El-Den and R. Poli

start → FLIP v
v → RANDOM l

| MAX_SCR l | MAX_SCR l, op
| IFV prob, v, v
| MIN_SCR l | MIN_SCR l, op
| MAX_AGE l | MAX_AGE l, op

l → ALL | ALL_USC
| RAND_USC | USC
| IFL prob, l, l
| SCR_Z l | SCR_Z l, op

op → TIE_RAND | TIE_AGE
| TIE_SCR | NOT_ZERO_AGE

prob → 20 | 40 | 50 |
70 | 80 | 90

Fig. 1. The grammar used for evolving heuristics for SAT using GP-HH

Fig. 2. GWSAT heuristic represented using the grammar adopted in GP-HH

and RANDOM selects a random variable from USC (unsatisfied clause). A tree rep-
resentation of this individual is shown in Figure 2.

4 Experimental Setup

We have implemented the full genetic programming hyper-heuristic framework
for the SAT problem in C++ compiled with the gcc compiler. The system con-
sists of two main parts: a grammar based GP engine and a SAT engine for
handling SAT formulas.

The GP-HH system was applied to solve benchmark cases taken from the uni-
form random 3-SAT library SatLib.1 All the problems in our benchmarks were
satisfiable uniform random 3-SAT problems with 20, 50, 75 and 100 variables.

1 A full set of benchmarks is available from http://www.cs.ubc.ca/~hoos/SATLIB/
benchm.html

http://www.cs.ubc.ca/~{}hoos/SATLIB/benchm.html
http://www.cs.ubc.ca/~{}hoos/SATLIB/benchm.html
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Fig. 3. Operations and interactions in the GP-HH framework

To reiterate, the objective of the experiments was to evolve a separate heuristic
that best performs on SAT instances of a given size, and not a general heuristics
for 3-SAT problem. So, we are not trying to evolve heuristics that compete with
general SAT solvers, although, as it will become clear later, unexpectedly we
obtained solvers with a considerable degree of generality.

Normally a local-search heuristic starts by randomly initialising all the vari-
ables in the formula to either zero or one. We did this in testing. However, during
evolution we started the evolved heuristics with all variables set to zero. This
may have slightly reduced the total number of solved cases and may even have
slightly increased the mean number of flips required by each heuristics in each
run. We used this approach, however, because it reduces the randomness in the
evolutionary process and makes it easier to compare results. Once again, this
was done only during the evolution of heuristics, while in testing we initialised
all the variables randomly, as customary.

The GP system initialises the population by using the grammar and selecting
random primitives out of the functions and terminals that are consistent with
the grammar. So, all initial heuristics are guaranteed to be syntactically valid
SAT heuristic. The population is then manipulated by the following operators:

– We use truncation selection, where only the best 40% of the population is
allowed to reproduce.
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Table 1. GP parameters

SAT set Population size Crossover rate Mutation rate Fitness cases Max Flips

uf20 300 35% 1% 80 1000
uf50 250 40% 1% 100 4000
uf75 300 40% 1% 40 10000
uf100 250 40% 1% 100 12000

– Offspring are created using a specialised form of crossover. A random cross-
over point is selected in the first parent, then the grammar is used to select
the crossover point from the second parent. It is randomly selected from all
valid crossover points. If no point is available, the process is repeated again
from the beginning until crossover is successful.

– Single point mutation is applied to 1% of the population. Again the grammar
is used to ensure that all individuals are valid heuristics throughout the
course of evolution.

– Individuals that have not been effected by any genetic operator are not
evaluated again to reduce the computation cost of the evolution phase.

Figure 3 shows how the framework works and how the interaction between
the two main engines, GP and SAT, operates.

As we mentioned before, we apply GP-HH to discover high-quality SAT solvers
specialised for SAT instances of a particular size. So, we pass to the system sets
of SAT instances all with the same number of variables. These form a training
set of fitness cases on which individuals are tested. The fitness of each individual
is based on three factors: a) how many cases have been solved out of the given
fitness cases (SAT instances), b) the mean number of flips needed in the solved
cases, and c) how many primitives (nodes) are present in an individual. Table 1
summarises the GP parameters used for each set of benchmarks.

During the evaluation of the initial population, we use only a fraction of the
training set. Also, the number of maximum flips allowed is smaller, than during
the other generations. This is done to reduce the computation load involved
with the evaluation of the initial population. Since this is randomly generated,
a high percentage of individuals have very low performance. These time saving
techniques help filter them out quickly.

Although the initial population in GP-HH is randomly generated and includes
no handcrafted heuristics, individuals representing GSAT, HSAT and GWSAT
were created in the initialisation in almost all experiments we did. This is because
of their simple representation with our grammar. This gave evolved heuristic a
chance to start competing with previously known good heuristics from the be-
ginning. In some cases the standard heuristics dominated the early generations
of runs. Nonetheless, GP was always able to eventually discover new and bet-
ter heuristics, despite our using in all our training and testing sets hard SAT
instances, where the clause-to-variable ratio is grater than or equal to 4.3. None
of the instance used in testing and comparing the evolved heuristics have been
used in the evolution phase.
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5 Results

Evolving heuristics for SAT is hard, with each GP-HH run taking between a few
hours to several days (for the biggest training sets) to complete. So, we cannot
provide here a statistical analysis of GP-HH runs. All we can say is that most
of our runs successfully evolved high-quality heuristics for the SAT instances in
their training set. We feel that this deficiency is acceptable, since this is one of
those cases where one is more interested in the results of a set of runs rather
than the runs themselves, since the results of our runs are actual problem solvers.
These we can study in great detail. So, in this section we present some of the
results of the evolved heuristics for each instance set of the 3-SAT problem.
We also compare the performance of these heuristics with that of well-known
local-search SAT heuristics.

We start by showing a typical example of the heuristics evolved using the GP-
HH framework. Figure 4 shows one of the best performing heuristics evolved for
the 50-variables instance set (brackets were introduced to increase readability).
As one can see evolved heuristics are significantly more complicated than the
standard heuristics we started from (e.g., GWSAT). So, a manual analysis of how
the component steps of an evolved heuristic contribute to its overall performance
is very difficult.

FLIP( IFV( 90, IFV( 40, MAX SCR( ALL,
TIE RAND), IFV( 70, RANDOM(USC)), IFV( 80,
MAX SCR( RAN USC, NOT ZERO AGE), IFV( 20,

MAX SCR( ALL, TIE RAND), MAX SCR( RAND USC,
TIE AGE))))), IFV( 80, IFV( 50, MAX SCR( ALL,

TIE AGE), MAX SCR( RAND USC, TIE RAND)),
MAX SCR( IFL( 70, ALL USC, USC)

NOT ZERO AGE))))

Fig. 4. SAT heuristics evolved by GP-HH. Training set taken from the uf50 benchmark
set.

However, it is possible to characterise the performance of SAT local search
heuristics using certain numerical measures [18]. Depth and mobility are, per-
haps, the two most important ones. Depth measures how many clauses remain
unsatisfied during the execution of a heuristic. Mobility is a measure of how
rapidly the heuristic moves in the search space. In general it is desirable to have
algorithms with large mobility values which indicate that the heuristic is moving
rapidly in the search space. Instead, it is better to have small values of depth,
indicating that the average number of unsatisfied clauses is small during the
course of execution of the heuristic.

Table 2 compares the depth and mobility of the GP-HH evolved heuristics
against depth and mobility of reference human-designed heuristics. The com-
parison is done on the uf100-0953 SATLib benchmark, which consists of SAT
instances with 100 variables and 430 clauses. The results for GSAT, HSAT and
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Table 2. Comparison of evolved and known SAT solvers on the uf100-953 instance set

Solver Mean depth Mean mobility Mean flips

GSAT() 2.13 5.7 99,006
WSAT(0.5) 5.65 15.7 9,421
Novelty(0.5) 4.76 18.9 4,122
GPHH100a 5.23 35,2 6,864
GPHH50a 8.17 42.9 11,154

WSAT are taken form [18]. In this table we show two of the local search heuris-
tics evolved using GP-HH, GPHH100a, which was evolved using 100-variable in-
stances, and GPHH50a, which was evolved on 50-variable instances. In both cases
SAT training instances were taken from the SATLib benchmark library. The
results show that GPHH100a performs better than GSAT, HSAT and WSAT in
terms of mobility and the average the number for flips used. However, GSAT
and HSAT have lower (better) values of depth. This is because they use a very
large number of flips, which cause these algorithms to have a smaller average
number of unsatisfied clauses. GPHH100a did not outperform the Novelty heuris-
tic, but the results are very close. We think this is a good result because Novelty
is an extremely high performing heuristics and it wasn’t one of the heuristics
decomposed to construct our GP-HH grammar. So, we hope that by including
components from Novelty in future research we may be able to further improve
GP-HH. Table 2 also shows the performance of GPHH50a, that was trained on
50-variable instances. Despite this, it appears to perform rather well also on
instances with 100 variable, showing some generalisation capability.

Some benchmark suites consisting of a number of SAT instances with between
30 and 100 variables were used in [12], where comparative results between a
number of heuristics, some of which evolutionary, were presented. These suites
have been used in a number of other studies. So, we chose the same suites to
perform a wider range of tests on our evolved heuristics. In particular, we used
Suite A, which encompasses instance with 30, 40, 50 and 100 variables, and Suite
B, which includes instances with 50, 75 and 100 variables. More details can be
found in [12].

In Tables 3 and 4 we provide comparative results of the GP-HH heuristics
against other state-of-the-art evolutionary heuristics and human-designed heuris-
tics on Suites A and B. The results of the GP-HH evolved heuristics are averages
of 5 runs on the benchmark sets. In Tables 3 and 4 the results of the FlipGA and
WSAT are taken from [12], while in Table 4 the results for Novelty+ and C2-D3
are taken from [10]. The number of runs of these heuristics on the suites varied
from 4 to 10. Note that we are testing evolved heuristics on all the instances in
the suites. So, for example, heuristics evolved for 50 variable instances are also
tested on the 75 and 100 variables instances. This gives us an indication of how
general the heuristics are, though a thorough analysis of this issue is beyond the
scope of this study.

In Table 3 and 4 two measures of the heuristics performance are shown: the
success rate (SR) on the set and the average number of flips (AF) used by each
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Table 3. Results for benchmark suite A. SR=success rate, AF=average number of flips
(out of a maximum of 300,000). Results for FlipGA and WSAT are taken from [12].

n = 30 n = 50 n = 100
SR AF SR AF SR AF

FlipGA 1.0 25,490 1.0 127,300 0.87 116,653
WSAT 1.0 1,631 1.0 15,384 0.8 19,680

GPHH100a 1.0 1,864 1.0 12,872 0.92 54,257
GPHH50a 1.0 2,035 1.0 16,273 0.84 24,549
GPHH20a 1.0 1,457 0.95 18,384 0.66 32,781

Table 4. Results for benchmark suite B

n = 50 n = 75 n = 100
SR AF SR AF SR AF

FlipGA 1.0 103,800 0.82 29,818 0.57 20,675
WSAT 0.95 16,603 0.84 33,722 0.6 23,853
Novelty+ N/A N/A 0.966 17,018 0.716 34,849
C2-D3 N/A N/A 0.972 19,646 0.786 40,085

GPHH100a 0.96 12,527 0.93 27,975 0.74 41,284
GPHH75a 1.0 18,936 0.95 26,571 0.59 29,495
GPHH50a 0.97 11,751 0.81 36,215 0.46 22,648

heuristic. The results show that the heuristics evolved by GP-HH performed well
compared to most local-search heuristics, outperforming some. The tables also
show that the heuristics evolved by GP-HH outperformed FlipGA in terms of
both the success rate and average number of flips.

From the results it can also be noticed that in some cases heuristics evolved
for a instances with a larger number of variables have a considerable degree of
generality, performing well also on problems with a smaller number variables.

6 Conclusion

In this paper we presented GP-HH, a framework for evolving “disposable” heuris-
tics for the SAT problem, i.e., heuristics that are relatively fast to evolve and
are specialised to solve specific sets of instances of the problem. We presented
a comparison between GP-HH and other well-known evolutionary and local-
search heuristics. The results show that the heuristics produced by GP-HH are
competitive with these.

GP-HH produced heuristics that are on par with some of the best-known
SAT solvers. We consider this a success. However, the heuristics evolved using
CLASS2 are slightly better than the ones evolved by GP-HH. As mentioned
in [10], these heuristics are slower than ours. This is because of the use of condi-
tional branching as a GP primitive. As mentioned in Section 2.2 in most cases this
requires to run two heuristics. We don’t use this form of conditional branching
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(our branching instructions are probabilistic branches). So, GP-HH heuristics are
faster than CLASS2 ones. Also the CLASS2 system used a large training sets and
much longer evolutionary runs compared to GP-HH. It remains to be explored
if by including more components in the grammar (e.g., those from Novelty),
performing longer runs and feeding the GP-HH with a set of the well performing
heuristics in the initial population, GP-HH could outperform CLASS2. This will
be the target of our future research.

Furthermore, in future work we intend to test and evolve heuristics for a
wider range of SAT problems. We also want to study the behaviour of GP-HH
in more detail. In addition, we aim to further speed up evolution. Like most
other GP systems, GP-HH populations include a large numbers of repeated in-
dividuals. So, a natural speed-up technique is to avoid the evaluation of repeated
individuals. Additional savings could be obtained by avoiding the evaluation of
repeated subtrees. We will also apply GP-HH to different combinatorial optimi-
sation problems, e.g., job shop scheduling.
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Abstract. In this paper, a magnetic resonance image (MRI) segmentation 
method based on two-dimensional exponential entropy (2DEE) and parameter 
free particle swarm optimization (PSO) is proposed. The 2DEE technique does 
not consider only the distribution of the gray level information but also takes 
advantage of the spatial information using the 2D-histogram. The problem with 
this method is its time-consuming computation that is an obstacle in real time 
applications for instance. We propose to use a parameter free PSO algorithm 
called TRIBES, that was proved efficient for combinatorial and non convex 
optimization. The experiments on segmentation of MRI images proved that the 
proposed method can achieve a satisfactory segmentation with a low 
computation cost.  

Keywords: image segmentation, two-dimensional exponential entropy, particle 
swarm optimization, tribes, parameter free. 

1   Introduction 

The increasing need for analyzing the brain magnetic resonance images (MRI) 
allowed to establish MRI segmentation as an important research field. For instance, in 
order to make easy the evaluation of the ventricular space evolution, a multilevel MRI 
segmentation is required. In this paper, we consider the problem of detecting the 
ventricular space from MRI of the brain. The image segmentation problem at hand is 
difficult because of the common occurrence of peri-ventricular lesions in MRI of even 
normal aging subjects, which locally alter the appearance of the white matter 
surrounding the ventricular space. 

The segmentation problem has received a great deal of attention, thus any attempt to 
survey the literature would be too space-consuming. The most popular segmentation 
methods (tissue classification methods) may be found in [1] to [13]. The common class 
of parametric methods used in brain MRI segmentation is based on an expectation-
maximization framework. This class of methods is based on the assumption that a 
mixture Gaussian distribution is assumed as a model for the voxel intensity probability 
distribution. However, in most cases, the distribution is far from being Gaussian. Many 
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authors tried to overcome this problem by regularizing the misclassification error 
through spatially constraining the segmentation process with prior information from a 
probabilistic atlas [4]. However, the method becomes very sensitive to the correct 
alignment of the atlas with the image and too time consuming. Actually, doctors do not 
want to spend a lot of time waiting the result of segmentation, because of the large 
number of subjects. That induces the need for a fast segmentation algorithm.  

Many authors have applied to brain MRI classical segmentation methods, details 
are given in [3], [6], and [7] to [13]. In order to overcome the problem of these 
methods, some post-classification methods were proposed [7]. 

The main contribution of the work we present here is a novel method for brain 
MRI segmentation based on an information measure, defined in [8], called 
exponential entropy (EE). The EE information measure solves the different problems 
related to the use of the classical Shannon entropy, pointed out in [9], i.e. Shannon’s 
entropic description is not defined for distributions that include probabilities of 0. To 
avoid the problem of the spatial distribution, we defined a two-dimensional 
histogram, that takes into account the pixel spatial distribution. We also extended the 
EE to the two-dimensional and multilevel case.  

As the computation complexity of the problem at hand exponentially increases 
with the increase of the number of classes, a fast optimization metaheuristic is needed 
to search for the optimal solution. Most metaheuristics have the drawback of having 
parameters which must be set by the user. According to the values given to these 
parameters, the algorithm is more or less efficient. However, there are many 
applications for which the user of the algorithm has no time to waste with parameter 
tuning. Practically, if the values of the objective function result from an experimental 
time costly process, it would be not possible to lead tests on the values of parameters, 
particularly in industrial applications. Tuning the parameters requires a minimum of 
experience about the used algorithm, so, it would be difficult and time consuming for 
a novice user to find the optimal set of parameters. 

In this paper, we propose to use a parameter free PSO algorithm, called TRIBES, 
that does not need any parameter fitting [14]. Many authors tried to make the PSO 
algorithm free of parameters [15], [16] and [17]. But the first really parameter free 
algorithm, called TRIBES, was proposed by Clerc [14]. 

This paper is outlined as follows: in the next section, the computation of the two-
dimensional histogram is presented. In section 3, definition of the exponential entropy 
is given and the extension of the exponential entropy to the two-dimensional case is 
presented. A quick description of the TRIBES parameter free Particle Swarm 
Optimization algorithm is given in section 4. The proposed segmentation algorithm is 
presented in section 5. Experimental results are discussed in section 6. Finally, we 
conclude in the last section. 

2   Two-Dimensional Histogram 

The two-dimensional (2D) histogram [18] of a given image is computed as follows. 
One calculates the average gray-level value of the neighborhood of each pixel. Let 
w(x, y) be the averaged image of f(x, y) using a window of size 3x3 defined by: 
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where x⎢ ⎥⎣ ⎦  denotes the integer part of the number x. In order to solve the frontier 

problem we disregard the top and bottom rows and the left and right columns. Then 
the 2D histogram is constructed using expression (2). 
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The joint probability is given by: 

           ( , )ijp h i j=  ,           (3) 

where { }, 0,1,2, , 255i j ∈ …  . 
 

The 2D histogram plane is represented in figure 1: the first and the second quadrant 
denote the background and the objects respectively, the third and the fourth quadrant 
contain information about noise and edges alone, they are not considered here. A 
threshold vector is (s, t), where s, for g(x, y), represents the threshold of the average 
gray-level of the pixel neighborhoods and t, for f(x, y), represents the threshold of the 
gray level of the pixel. The quadrants containing the background and the objects (first 
and second) are considered to be independent probability distributions; values in each 
case must be normalized in order to have a total probability equal to 1. In the case of 
image segmentation into N classes, a posteriori class probabilities are given by: 
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Fig. 1. Two-dimensional histogram plane, where s and t are the thresholds for w(x,y) and f(x,y), 
respectively 
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3   Two-Dimensional Exponential Entropy 

We define the 2D exponential entropy (2DEE) by: 
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where α ∈ℜ and 1α ≠ . 
Thus the exponential entropies associated with different image classes' distributions 
are defined below: 

- The 2DEE of the class m-1 can be computed through: 
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- The 2DEE of the class m can be computed through: 
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According to the maximum entropy principle, the optimal 

vectors ( )* * * * *
1,..., 1 1 1 1 1( ) ( , ),..., ( , )N N Na s t s t− − −≡  should meet: 

                                
( ) { }*

1,..., 1 1,..., 1max ( )T T
N NH a H aα α− −=

                                   
 (10) 

where: 1 2 10 .... 255Ns s s −< < < < <  and 1 2 10 .... 255Nt t t −< < < < < . 
In the case of one threshold (N=2) the computational complexity for determining 

the optimal vector (s*, t*) is O(L4), where L is the total number of gray-levels (usually 
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256). However, it is too time-consuming in the case of multilevel thresholding. For 
the n-thresholding problem, it requires O(L2n+2). In this paper, we further present a 
parameter free PSO algorithm for solving 

{ }1 1 2 2 1 1arg max ( , ), ( , ),..., ( , )T
N NH s t s t s tα − −⎡ ⎤⎣ ⎦  efficiently. 

4   Parameter Free PSO Algorithm (TRIBES) 

The Particle Swarm Optimization (PSO) is a population based stochastic technique 
developed by Kennedy and Eberhart (1995). PSO has similarities with the genetic 
algorithms: a population of potential solutions is used in the search. However there is 
no evolution operator in PSO. The technique starts with a random initialization of a 
swarm of particles in the search space. Each particle is modeled by its position in the 
search space and its velocity. At each time step, all particles adjust their positions and 
velocities, thus their trajectories, according to their best locations and the location of 
the best particle of the swarm, in the global version of the algorithm, or of the 
neighbors, in the local version. Here appears the social behavior of the particles. 
Indeed, each individual is influenced not only by its own experience but also by the 
experience of other particles. 

TRIBES is an adaptive algorithm of which parameters change according to the 
swarm behavior. In TRIBES, the user only has to define the objective function and 
the stopping criterion. The method incorporates rules defining how the structure of the 
swarm must be modified and also how a given particle must behave, according to the 
information gradually collected during the optimization process. 

However, it must be pointed out that TRIBES, like all competing optimization 
algorithms, cannot solve with certainty all the problems. Moreover, TRIBES is a 
stochastic algorithm, thus results given by the algorithm are probabilistic. The aim of 
TRIBES is to be an algorithm which is efficient enough in most cases and which 
permits to the users to gain time by avoiding the fitting of parameters. 

4.1   Swarm’s Structure and Communication 

The swarm is structured in different “tribes” of variable size. The space search is 
simultaneously explored and all tribes exchange results in order to find the global 
optimum. The algorithm includes two different types of communication: intra-tribe 
communication and inter-tribes communication, more details about these types of 
communication are given in [14]. 

To set rules to modify the swarm’s structure, quality qualifiers are defined for each 
particle and likewise for the tribes. These qualifiers allow defining two rules: removal 
of a particle and generation of particles. These structural adaptations are not done  
at all iterations. In practice, if NL is information links number at the moment of the 
last adaptation, the next adaptation will occur after NL/2 iterations. For more details  
see [14]. 
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1. Initialization of a population of particles with random positions and 
velocities. 

2. Evaluate the objective function for each particle and compute g. 
For each individual i, pi is initialized at Xi. 
3. Repeat until the stopping criterion is met 

3.1. Determination of status of all particles 
3.2. Choice of the displacement strategies 
3.3. Update the velocities and the positions of the particles. 

3.4. Evaluate the objective function 0 ,...,T
NH a aα ⎡ ⎤⎣ ⎦  for each 

individual. 
3.5. Compute the new pi and g. 

If n<NL 
 - Determination of tribes qualities 
 - Swarm’s adaptations 
 - Computation of NL 
End if 

4. Show the best solution. 

4.2   Swarm Evolution 

The swarm is initialized by only one particle, that represents a single tribe. A second 
tribe is created if, at the first iteration, the initial particle does not improve its location. 
The same process is then applied for the next iterations. The size of the swarm 
increases until promising areas are found. In other words, the capacity of the swarm to 
explore increases, but the time between successive adaptations decreases. Then, the 
swarm has more and more chances to find a good solution between two adaptations. 
This can be seen as a strategy of displacement. Other implemented strategies are 
described below. 

4.3   Strategies of Displacement 

The second strategy to adapt the swarm to the found results is by selecting a different 
strategy of displacement of each particle according to its recent past. Then the 
algorithm chooses to call for the best strategy of displacement in order to move the 
particle to the best possible location, that can be reached.  

TRIBES tries to overcome an important problem of metaheuristics: the fitting of 
parameters. TRIBES frees users of defining parameters by adapting the structure of 
the swarm and the strategies of displacement of the particles. The particles use their 
own history and the history of the swarm to decide the way of their move and the 
organization of the swarm in view of approaching as efficiently as possible the global 
optimum. Fig. 2 shows a summary of TRIBES process. 
 

Fig. 2. Principle of TRIBES, where g is the best location reached by the swarm, pi is the best 
location for particle I, Xi the position vector of the particle i, NL is the number of information 
links at the last structure of the swarm, and n is the number of iterations since the last 
adaptation of the swarm. 
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Fig. 3.  Example of the evolution of the fitness function in logarithmic scale (for image of Fig. 
4 (a)) for : (a) 2000 evaluations, (b) 1000 evaluations. The curves are the result of the averaging 
of 25 runs. 

5   The Proposed Image Segmentation Algorithm 

The proposed image segmentation algorithm is based on the maximization of the total 
2DEE using TRIBES. The method exploits the particle swarm approach to solve the 
segmentation problem expressed by (10). The algorithm does not require any special 
initialization. The number of evaluations was used as stopping criterion. Looking at 
our experiments (Fig. 3), the value of the fitness function does not increase 
significantly after 1000 evaluations of the objective function, that explains our 
decision to fix the maximum number of evaluations of the objective function at 1000.  

6   Experimental Results and Discussion 

In this section, we discuss the selection of the optimal thresholds and the presentation 
of some MR images. The performances of the method are compared to those of five 
other methods, over the segmentation of a synthetic images. The results on MRI 
segmentation were compared to those provided by the 2D Shannon entropy (2DSE) 
method [11]. Here, are presented only the results in the case of four and five classes’ 
segmentation.  

The value of the optimal threshold depends on the 2DEE order (α). In order to find 
the optimal value (α*), the well known uniformity criterion is used. This criterion is 
given by: 

                                ( )
2 2

max min
0

1 2
( ) ( )

j

N

i i
j i C

N
U f µ f f

Mα
= ∈

−⎛ ⎞= − −⎜ ⎟
⎝ ⎠∑∑

.                         (11) 

where N is the number of thresholds, Cj the jth class, M the number of pixels in the 
image, fi the gray level of pixel i, µi the mean gray level of pixels in jth class, fmax and 
fmin the maximum and the minimum gray levels of pixels in the image, respectively. U 
has a positive value and lies between 0 and 1. When U is close to 1, the uniformity is 
very good and vice versa. 
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6.1   Comparison to Other Methods 

We compared the performance of the proposed method to those of five other methods: 
EM algorithm based method (EM) [20], one method based on valley-emphasis (VE) 
[21], the well known Otsu method [9], the classical Kapur et al. method [9], and 
Sahoo et al. method based on 2D Tsallis entropy (TE) [22]. The comparison is based 
on synthetic images, noised with different degrees of noise (Fig. 3). To measure these 
performances, the misclassification error (ME) criterion was used [9]. ME is defined 
in terms of correlation of the images with human observation. ME is expressed by: 

   
(%) 1 100O T O T

O O

B B F F
ME

B F

⎛ ⎞∩ + ∩
= − ×⎜ ⎟⎜ ⎟+⎝ ⎠

                 (12) 

where background and foreground are denoted by BO and FO for the original image, 
and by BT and FT for the thresholded image, respectively. In the best case of ideal 
thresholding, ME is equal to 0% and, in the worst case, ME value is 100%. 
 

 
(A) 

 
(B) 

 
(C) 

 
(D) 

Fig. 4. (A) Original synthetic image, (B) to (D) noised images 

Table 1. Performance evaluation of the proposed method compared to competing methods 

Segmentation methods 
EE2D 

Test 
images of 
Fig. 4 

Otsu 
ME(%) 

Kapur 
ME(%) 

EM
ME(%) 

VE 
ME(%) 

TE 
ME(%) ME(%) α 

Image B 0.45 5.61 8.68 0.34 0.64 0.23  0.4 
Image C 0.88 4.50 12.50 0.63 1.12 0.56  0.4 
Image D 12.22 4.97 28.87 11.59 12.90 3.57  0.6 

 
The quantitative comparison of the results provided by our method and the five 

other methods, based on segmentation of synthetic images, is presented on table 1. As 
it can be seen, the proposed method provides better results than the other methods, 
only VE method provides a better performance in the case of image B. 

 
Table 2. Experimental results for image in Fig. 4 (a) 

 

Number of 
classes (N) 

Time (s) Speed gain factor 

3 14.8 106. 104 
4 19.6 687.108 
5 26.7 194.1016 
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6.2   Examples of Results and Discussion 

The obtained results through the application of our segmentation algorithm are 
illustrated with two brain MRI. Fig. 5 shows the original images and their multilevel 
classification (segmented) version when N=4 and 5. The results in the case of a sane 
subject are in Fig. 5 (c) and (e); those in the case of an atrophy pathology are shown 
in Fig. 5 (d) and (f). Our goal is to detect the different spaces and the white matter 
surrounding the ventricular space quickly. In order to quantify the performance of the 
optimization algorithm, we define the speed gain factor, that corresponds to the ratio 
of the number of the exhaustive search solutions to the evaluation number of the 
objective function. 

(a) (b) 

(c) (d) 

(e) (f)  

Fig. 5. Segmentation of sane and pathologic MRI. (a) Original image of a sane brain, (b) 
Original image of a pathologic brain, (c) 4 classes segmented image T=(30, 112, 134) with 
α=0.1, where T is the threshold vector, (d) 4 classes segmented image  T=(49, 88, 180) with 
α=0.3, (e) 5 classes segmented image T=(10, 47, 61, 97) with α=0.4, (f) 5 classes segmented 
image T=(36, 82, 138, 153) with α= 0.2. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
Fig. 6. 2DSE segmentation results. (a) 4 classes segmented image T(64, 128, 191), where T is 
the threshold vector, (b) 4 classes segmented image T(65, 131, 192), (c) 5 classes segmented 
image  T(52, 102, 152, 203), (d) 5 classes segmented image T(52, 103, 155, 205). 

The number of points for which the criterion function must be evaluated, in the 

case of an exhaustive search, is ( )( )2
!/ ( 1 )!( 1)!L L N N+ − − , where L is the total 

number of gray-levels (usually 256). For instance, when L=256 and N=2, the number 
of objective function evaluations is 65536 and, when L= 256 and N=3, it is 326402! 
[14]. Table 1 shows the experimental results obtained on the image of Fig. 5 (a). The 
speed gain factor and the time values show effectiveness of TRIBES algorithm and 
confirm that our method is fast compared to those in [1] to [7], where the result is 
obtained after more than 120s [7]. As it can be seen, in table 2, the speed gain factor 
increases by a factor higher than 104 when one class is added to the problem.   

Fig. 6 shows the results obtained via the application of 2DSE. One notices that the 
results provided by our method are more homogeneous than those provided by 2DSE. 
This can be seen clearly, for instance, through the comparison of the detected white 
matter, between Fig. 5 (f) and Fig. 6 (d). 

7   Conclusion 

In this paper, we proposed a new fast approach to find the optimal thresholds, based 
on 2DEE to avoid the problems related to the use of Shannon entropy to segment 
images. We also proposed to use a parameter free PSO algorithm and our experiments 
proved that TRIBES can be used as a black box optimization tool to solve a 
segmentation problem. The use of TRIBES allows to avoid the parameter tuning step 
that requires a minimum of experience about the used algorithm. 
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It is clearly seen from the experimental results that the presented method is more 
efficient than the classical 2DSE and using TRIBES allows to obtain good results 
quickly. However, the use of the method to segment other kinds of images does not 
provide good segmentation results when the images are strongly noised. In the work 
in progress we use a multiobjective optimization based on parameter free PSO in 
order to add information to segment noised images. 
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Abstract. This paper explores artificial collective artistic work inspired by 
natural phenomena, namely the use of pheromone substances for mass recruit-
ment in ants. Our goal is to look for innovative patterns using techniques de-
rived from Artificial Life. We will play 2 variations, based on imitation, on a 
society of anonymous and homogeneous artificial micro-painters (the Colom-
bines). In the Colombines model the virtual canvas, besides being a computa-
tional space for depositing paint, is also a pheromone medium, mirroring the 
painting patterns and influencing the painters’ behaviour. More, the micro-
painters do not exchange information directly with each other, they are simply 
attracted towards non-painting areas of the canvas—the non-painted “tableaux” 
patches diffuse an “environmental produced” chemical and the painters prefer 
to follow the chemical gradient. Thus, this form of stigmergic communication 
simply influences the artistic agents movements. We will expand the Colom-
bines basic model adding direct communication between the micro-artists: they 
will imitate the colour of others. In the first variation, they will imitate the col-
our of who ever they interact with and in the second one they will have a force 
attribute and colour imitation will depend on the force relationship between 
them. 

1   Introduction 

The study of biological self-organization [1] has revealed that numerous sophisticated 
pattern formation, decision-making, and collective behaviour, are the emergent result 
of the interaction of very simply behaviours performed by masses of individuals rely-
ing only on local information. In particular, successful problem solving by social in-
sects made models of their collective mechanisms particularly attractive [4,5]. The 
dissemination of Artificial Life has been an important influence in the media arts [18]. 
Our goal is to explore the artistic possibilities of artificial collective artists that rely on 
auto-organization, furthering on previous work [17,18]. 

There are already examples of collective artistic pieces made by natural and real 
agents. Examples of flocking based artwork include interactive musicians [2] and 
interactive video installations [3,13]. L. Moura [4] has used a small group of robot-
painters inspired by ants’ behaviour that move randomly in a limited space. Stimu-
lated by the local perception of the painting they may leave a trace with one of their 
coloured pens. The painters rely on stigmergic interaction [6,15] in order to create 
confused patterns with some spots of the same colour. Colour has the pheromone role: 
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a spot dominated by a certain colour has the capacity to stimulate the painter-robot to 
add some paint of the same colour. Monmarché et al. [10] have also designed groups 
of painters inspired by ants’ pheromone behaviour and the paintings were evolved 
using an interactive genetic algorithm. It is based on a competition between ants: the 
virtual artists try to superimpose their colours on traces made by others, creating a 
dynamic painting which is never finished. Ants have the capability to “sniff” the 
painted colour and react appropriately. The group is composed by a small number of 
individuals (less than 10). Monmarché et al. [10] have also applied their swarm algo-
rithm to music. Greenfield [7] introduced a non-interactive genetic algorithm to 
evolve swarm paintings. In [17] we developed swarm painters, the Colombines, 
where the environment is responsible for the production and diffusion of pheromones 
which guide the movement of the painters. One of the differences from the other ant-
paintings is that the artistic individuals are not charged for pheromone production, 
(the environment is responsible for that task). More, the diffusion process does not 
occur on any of the ant paintings we have referred. We introduced also populations of 
numerous agents: we have experimented with groups composed of up to 2000 indi-
viduals working in the same artistic piece. Greenfield furthered the Colombines style, 
introducing a multiple pheromone model [8]. 

Following the work of Kaplan [9] and Shoham and Tennenholtz [14] on conven-
tion emergence in multiagent systems, in [18] we have applied a collective mecha-
nism of emergence of random convention sequences, to the generation of collective 
paintings. We introduced the Gaugants, a society of micro-painters where consensus 
(collective choice) around some attributes (colour and orientation) is the source of 
artistic pattern and where the continuously changing collective choices are the source 
of diversity and non-homogeneity. Both the Colombines and Gaugants were imple-
mented in Netlogo, a derivation of Starlogo [12]. 

We will play 2 variations, based on imitation, on the Colombines model referred 
before. We will expand the Colombines model, where stigmergic communication 
simply influences the artistic agents movements, adding direct communication be-
tween the micro-artists: they will imitate the colour of others. In the first variation, 
they will imitate the colour of who ever they interact with and in the second one they 
will have a force attribute and colour imitation will depend on the force relationship 
between them. These variations allow us to explore the possibilities of pattern forma-
tion in swarm societies. 

The remainder of the paper is organized as follows: In section 2 we remember the 
Colombines painters; in section 3 we introduce the first mimetic variation on the basic 
model: besides moving towards the unpainted parts of the canvas they imitate the 
colour of their neighbours which are captured inside a varying perception radius. In 
section 4 we describe the Force-Mimetic Colombines and their artistic pieces. In the 
final section we conclude. 

2   The Colombines 

The Colombines are a swarm of small and homogeneous artificial micro-painters, 
individually very simple, which are able to paint a bi-dimensional virtual canvas, 
composed of small cells.  
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The canvas is bi-dimensional space with a toroidal format, divided in small 
squared sections, called patches or cells, it is a kind of grided paper, with no borders, 
folded in every direction, in which two types of virtual materials coexist: paint and a 
chemical signal. Each patch can have a certain colour and can have a certain quantity 
of chemical. There is a fixed colour (usually grey) for the background. Any other col-
our corresponds to paint. 

The non-painted cells have more attraction power (more chemical). Therefore, 
every cell has the potential ability to release chemical, but only the non-painted cells 
(the background ones) are chemical producers. The squared canvas is a kind of 
chemical medium where every cell is permanently diffusing chemical to their imme-
diate neighbours, independently of being painted or not. The chemical evaporates at a 
constant rate. Without evaporation, the attraction power decay of recently painted 
spots will last more time, disorientating the painters, attracting them to painted spots. 
Foremost, the evaporation phenomenon increases the painters’ efficiency: the painting 
will be completed sooner. 

The cells behaviour is the following: 1) if it is not painted increase its own chemi-
cal quantity by a certain amount, otherwise the chemical level is maintained intact; 2) 
diffuses a percentage of its chemical to their 8 immediate neighbours; 3) delete a per-
centage of its chemical (evaporation). The chemical constant produced by non-painted 
cells, the evaporation and diffusion taxes are parameters modifiable by the user. 

Initially, we launch these painters in a non-painted background, each one occupy-
ing a particular cell, and they will move along, depositing a trace of ink, until the  
canvas is completely fulfilled. Note that each painter is constrained to paint only non-
painted cells and when there isn’t any non-painted cell left, the artistic work cannot 
change and is considered finished. 

Our micro-painters have a very limited perception field—they have an orientation 
and have access just to the three cells in front of them. Each painter is created with a 
particular colour and they never change to another colour. It’s the empty spots that 
guide the painters. They prefer to move towards empty spots. 

If each Lilliputian painter just acted on its own, without any interactions, either with 
the world or with the others, interesting phenomena would never arise. They do no 
more than moving on the virtual canvas, visiting preferentially cells with more amount 
of chemical, (preferring to move towards non-painted spots) and painting cells still 
unpainted, leaving traces of colour behind them. In case of identical chemical values in 
their neighbouring cells they have a tendency to preserve its current direction. Each 
Colombine has a position (real Cartesian coordinates), an orientation (0..360), and can 
only inhabit one cell, the one that corresponds to their coordinates. They see just their 
own cell and also the three cells immediately in front of them. On the other hand, the 
painters are created with a particular colour that is never going to be changed. 

The behaviour of each Colombine is the following: 1) it senses the three immediate 
cells in front of him and chooses the one with more chemical, changing his orientation 
towards that winning cell and moving to it; 2) if that cell is not yet painted, stamps his 
colour on it, otherwise, does not paint it. In detail, the painter senses his three forward 
neighbouring cells and if there is no better patch than the one in front he remains with 
the same orientation and go forward one step (rounding his coordinates). If the left 
path is the most attractive he rotates 45 degrees to the left and moves forward one 
unity, rounding both position coordinates; the same happens when he prefers the right 
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cell: he rotates to the right 45 degrees, moving forward one unity, rounding his coor-
dinates. The round operation influences the patterns generated, as we will see later. 

The evolution of the collective artistic work happens in the following way. Ini-
tially, the virtual canvas is grey and each patch has an identical quantity of chemical 
(normally 0). We create a colony of Colombines, each one with its own colour and 
orientation, distributing them in the environment. The painting process will begin in a 
sequence of iterations until every patch is painted completing the plastic work. Each 
iteration is divided in two steps: in the first, every cell executes its behaviour (chemi-
cal production, diffusion and evaporation); in the second step, the Colombines move, 
attracted by chemical, depositing paint. The paintings are only declared finished when 
there are no grey patches, but, alternatively, we could finish the collective work after 
a random or fixed number of iterations. 

2.1   Dynamics Responsible for Pattern Emergence 

The canvas can be seen as a dynamical chemical landscape, in permanent mutation—
there is a constant interaction between chemical distribution and the painters’ behav-
iour. The chemical world is information floating both in the painted and background 
patches. There is a strong circularity: On one hand, the chemical information guides 
the movement of the Colombines, attracting them toward non-painted spots, On the 
other hand, their painting activity change the information landscape, in an permanent 
auto-catalytic interaction. The patterns, the coloured forms, are the by-product of the 
collaboration between the Colombines and their chemical environment. Figure1 illus-
trates how Colombines pattern emerges. 

We have two painters, one white and one black. They have an initial orientation 
(black moves east and white goes south). They both tend to preserve their directions. 
The black suddenly changes direction, avoiding the trace left by the white painter. 
After a while the white painter reaches his own trace and avoids it, changing direction 
and having to avoid later the black trace and the painting progresses. Sometimes, the 
painters have to cross already painted spots, due to the fact that the three patches 
ahead are already painted and they cannot escape them. 

 

Fig. 1. The interaction between two painters. Illustration of the tendency to conserve direction 
and to avoid painted patches. 

In figure 2 we show a painting progress taken in 4 different instants, made by 300 
micro-painters. Initially the Colombines are scattered randomly on the “tableaux”, 
starting with a colour randomly chosen from a list of 140. Notice that we can find 
spots with the same colour due to the fact that a painter can be on a non-painted area 
which is surrounded by traces, constraining him to be inside, painting that enclosed 
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Fig. 2. The progress of a painting made by 300 Colombines. Each one has a colour chosen 
randomly from a 140 possibilities.  

spot. Population size is important because as density increases the possibility of en-
countering very soon traces of other painters also increases and constrains immedi-
ately our micro-artist that begin to fold their patterns, creating smaller spots with the 
same colour as we are going to see. In this painting the “tableaux” has a dimension 
131*131 patches. 

 

Fig. 3. Four Colombine black and white paintings. From left to right: Alfama of Glass, Opening 
the Head of Pacheco Pereira, Coimbra of Xanana and In the Roof of Hugo Pratt. 

In figure 3 we show four examples of finished paintings made by societies of Co-
lombines of different sizes (from left to right, 1000, 100, 50 and 2000 painters) in a 
world of 125*125 patches. There are only black and white painters equitably distributed 
by each of the colours and which are randomly scattered on the “tableau”. The painters 
were created with random orientations. If we increase the number of micro-painters, the 
possibility of encountering traces also increases. The resulting effect is that the spots 
with the same colour have a smaller area and we find less rectilinear traces.  

 

 

Fig. 4. Four Colombine coloured paintings. From left to right: 50, 100, 500 and 1000 painters 
with a random initial colour. 
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In figure 4 we vary population size and show some coloured paintings, where ini-
tially each painter has a random colour chosen from 140 possibilities (0..139). We can 
conclude that there is a Colombines style made by painters trying to avoid painting 
spots even if they never do not change their colours. 

3   First Variation: Simple Mimetic Colombines 

We will now introduce a variation in the Colombines behaviour. Now they will inter-
act directly with each other exchanging information. They will imitate the colour of 
who ever they happen to meet. 

3.1   Simple Imitation in Convention Emergence 

We will first describe the simple imitation behaviour in the context of convention 
emergence developed in lexical [9] and social rules [14] formation research. Suppose 
we have a number of agents which are able to make their own decisions, and they can 
interact with each other, influencing and being influenced by others. With time, a 
winning option can eventually emerge and a consensus is therefore attained. The main 
goal is to reach a global consensual choice through decentralised mechanisms based 
on self-organisation. In every model each agent has only local access to the society, 
which is composed of anonymous agents. 

In the research of convention emergence, initial situations correspond to situations 
of maximal competition. In the literature, two initial situations of maximal competi-
tion are considered. In the first one we have only two possible choices for being the 
convention adopted, where each one is initially adopted by 50% of the population, 
and in the second one we have a different initial choice per individual.  

The interaction is based on a series of dialogues involving a pair of agents. In each 
dialogue, two of the society members are randomly chosen for interaction, the hearing 
and speaking elements. In what concerns performance analysis, we are interested es-
pecially in the average convergence velocity for several simulations and its variation 
with the number of agents. The convergence velocity is the number of dialogues nec-
essary for reaching a global consensus, starting with options that are equally distrib-
uted among agents—no option dominates in the initial population. 

In the imitation game, during a unilateral dialogue, the speaking agent indicates to 
the hearing agent the option it is currently using, and the latter adopts it immediately. 
Starting with 2 or N options equally distributed in the population (N agents), nothing 
directs the group towards convergence, as every option can increase its influence with 
equal probability. In general, convergence is assured after an important series of oscil-
lations in a time quadratic with the number of agents. 

3.2   Simple Mimetic Colombines 

In convention emergence we want behaviours with fast convergence and the simple 
imitation behaviour surely does not fit this goal. But it is perhaps well suited for our 
artistic purposes. If convergence on some attribute, colour for example, is too fast, it 
means that soon we will have only one colour in the canvas, even starting from a 
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situation of maximal divergence. A slow convergence means we will have diversity 
and full homogeneity will arrive late. 

This way we will change the Colombines introducing a vision radius, defining a 
perception area on each micro-painter. They continue to sense their own patch and the 
three patches ahead for chemical but they can sense other painters inside the vision 
radius. In each painting step, besides following the gradient and depositing paint, they 
will pick a random neighbour (someone inside the perception area) and imitate un-
conditionally its colour. 

The convergence time, towards a consensual situation on colour will increase with 
the number of painters involved and it will increase with shorter perception radius. 
Note also that movement depends on chemical production and diffusion, and they 
depend on the painted spots and movement conditions painters’ positions and theirs 
neighbourhoods. Everything is related and dependent. 

In figure 5 we show three snapshots describing the evolution of a painting made by 
50 painters with a vision radius of 15. Initially there are 25 pink painters and 25 red 
ones. The pink colour wins the convergence game and the painting result is a red pat-
tern on a pink background. Remember that the non-painted background colour was 
grey. Therefore, the resulting pattern will be the result of a balance between the num-
ber of painters and the vision-radius. We will try to show in the following figures, the 
paintings that can result from the tuning of those 2 parameters. 

In figure 6 we show 3 paintings for different population and radius-vision sizes. All 
this populations have mimetic-stigmergic painters of 2 initial colours (blue and red) 
and we begin with 50% reds and 50% blues. 

 

Fig. 5. Evolution of a painting with 50 painters (two colours (red and pink) equally distributed, 
25 pinks and 25 reds. The vision radius is 15 units. 

 

Fig. 6. 3 paintings with 100, 500 and 1000 painters with 15, 30 and 30 of vision-radius respec-
tively. Only 2 colours are competing, blue and red. 
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Fig. 7. The first painting made with 50 painters with a random initial colour and a vision radius 
of 10. The other 3 paintings are made by a group of 100 painters where we vary the vision-
radius, respectively (20, 30 and 10). 

 
Fig. 8. Four mimetic-estigmergic multicoloured paintings made from groups of 200, 500, 500 
and 1000 micropainters with vison-radius of 50, 20, 30 and30. 

In figure 7 and 8 we show 4+4 paintings for different 140-coloured populations 
and different vision-radius. We know that in the simple imitation behaviour, after 
some time, two colours begin to dominate and finally one of them wins, but eventu-
ally there is not enough time to achieve convergence and also it can happen that when 
convergence is achieved there are not many non-painted spots left. Therefore, we can 
find 2 or 3 dominant colours. In conclusion, with this mimetic variation on stigmergic 
painters we have arrived to create new patterns that were not possible with non mi-
metic painters. 

4   Second Variation: Imitation Based on Force: Consensual 
Evolution 

In the context of convention emergence research we have designed a very successful 
behaviour in what concerns speed of convergence and its variation with the number of 
agents involved [17]. We have introduced force as a new attribute of agents, besides 
choice. The force attribute transforms each dialogue in a conflict interaction. The 
main point of conflict interactions is that agents only imitate other agents as strong or 
stronger than them.  

4.1   Double Imitation of Stronger Agents with Reinforcement 

In this behaviour, we will have imitation of option and of force. During unilateral 
encounters, we have again one speaking and one hearing agents. The speaker will tell 
the other how much force it has and what is its option. The behaviour is divided in 
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two parts, in the first one force is compared and there will be imitation eventually; in 
the following part, there is positive reinforcement.  

Part 1: In case the hearing agent looses (it has less or the same force of its inter-
locutor) it will imitate both the force and colour of the speaking agent. If the speaking 
agent is weaker than the hearing agent, this one will conserve both force and option. 
This way, the new recruited agents will have their force increased and will be more 
powerful recruiters than they were before the dialogue started. Agents with more 
power impose their colours in a contagious way.  

Part 2: if they had the same choice or option when they met, the hearing agent will 
now reinforce its force in 1 unit, independently of loosing or winning the interaction 
in part 1. 

In sum, the stronger ones recruit weaker agents (these will be at least as strong as 
the winners imitating their choices, and they can even overpass them in case their 
options were the same) enlarging the influence of their options. 
This behaviour manifests fast convergence, even faster than a known behaviour well 
studied in convention emergence research (positive reinforcement with score) [9, 14], 
which has a complexity of nlogn, where n is the number of agents.  

So, we have a very effective behaviour for consensual choice formation, which is 
well-suited for decentralized convention formation, unlike the simple imitation, but 
let’s try to apply it to artistic creation, and specifically to swarm painting. 

4.2   ForceMimeticColombines 

We will now apply this successful behaviour, concerning convergence velocity, to our 
micro-painters. What we called option will be the colour attribute. So, initially we dis-
tribute the ForceMimeticColombines randomly on the “tableaux” assigning them ran-
dom initial colours and 0 of force. Thus, each time a painter sees another (depending 
on the vision-radius) it compares its force with its interlocutor. In case, it is weaker or 
it has the same force, it will imitate both the stronger force and colour; if it has more 
force, no mimetism. After there is the reinforcement phase—if their colours were the 
same when they met the “hearing” painter will reinforce its strength in one unit. 

 
Fig. 9. Evolution of a painting with 1000 painters (random chosen from 140 possibilities). The 
vision radius is 20 units. 

The difference towards the simple mimetic painters is on the speed of collectively 
choosing a colour. The consensual colour will be found earlier with the ForceMi-
meticColombines, which is perhaps not very desirable for artistic societies composed 
of a small number of agents, unless they have a small vision-radius. Otherwise, one of  
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Fig. 10. Four paintings made with 2000 painters with different vision-radius (from left to right, 
5, 15, 30, 50 

the colour dominates very early and once it dominates the whole population nothing 
will change until the end, which means a lot of homogeneous pattern—a super mini-
malism; a big background colour and some Colombine style traces on it, 

In figure 10 we show images made by societies of numerous painters (2000) where 
colour convergence varies with the vison-radius attribute. We can compare these 
pieces with simple mimetic ones made by 1000 or 2000 thousand painters and the dif-
ference is obvious. Those exposed in figure 10 have much more spots with the same 
colour due to the fact that imitation is more effective. We can turn the knobs of popula-
tion size and vision-radius in order to obtain a wide variation on pattern besides the 
fact that the collective choices on colour are different from simulation to simulation.  

We finish this section comparing this work with previous work with consensual 
behaviour, the Gaugants model [18]. In the Gaugants model there was no stigmergic 
interactions and there was an imitation behaviour of colour and orientation. As a col-
lective choice was obtained very fast we had to create the figure of a dissident and 
contagious painter that after seeing enough clones of itself decides to change its col-
our and orientation attributes and increase its force, imposing its new attributes (in a 
very contagious way) to its painter colleagues. 

5   Conclusions and Future Work 

We have mixed two coordinating models based on auto-organization in order to gen-
erate collective artificial paintings. The first model is based on stigmergy (Colom-
bines) and the second one is based on mimetic behaviours derived for convention 
emergence (Gaugants). The movement of painters is controlled by the stigmergic in-
teraction, a chemical produced by non-painted “tableaux” cells) attracts painters, and 
the colour used by agents depends on mimetic interactions. We have applied two mi-
metic variations on the Colombine models, simple imitation which is not very effec-
tive in what concerns fast convergence towards collective choice on colour and an 
algorithm developed by the author [16] where there is a recruitment based on the 
force of agents, which is very effective. These 2 variations expand the stigmergic 
model creating new patterns, generating innovative swarm paintings. 

We are going to continue exploring new ways of coordinating swarms and of gen-
erating artificial art. 

If you have problems seeing the images you can consult www.di.fc.ul.pt/~ pub/ 
Evo07 where you can generate images and see images at their real scale. 
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Abstract. A simple mechanism is presented for the emergence of recog-
nition patterns that are used by individuals to find each other and mate.
The genetic component determines the brain of an individual, a machine
learning architecture which is then used to transmit knowledge. Thanks
to the interactions between the genetic and the knowledge parts the
agents get to use species-specific recognition patterns, starting from an
initial condition where the species are not distinguishable. Several ma-
chine learning architectures are investigated, as well as the influence of
space and asynchronous genetic algorithm operations. Agents selecting
each other for mating based on their limited recognition capacities is all
that is needed for the emergence of species-specific recognition patterns:
the transition between symbols to sequences with an intrinsic role within
the species.

1 Introduction

Computer simulations are powerful tools to analyze the emergence of language
[1], but despite the progress they entail [2] the field remains controversial [3,4,5,1].
The work introduced here is about interactions between communication and
reproduction. Previous related work have studied for example the knowledge
transmission of the categorization of object attributes [6], or have introduced
specific mappings between meaning and symbols [7]. The present work does not
rely on any a priori semantic concepts. The model is stripped down to the bare
minimum: genetic reproduction, and basic learning capabilities. The model also
omit social interactions [8,9] and ecology [10]. Yet complex patterns emerge for
the mutual recognition of individuals belonging to the same species. The goal is
then to find the necessary and sufficient conditions for the emergence of these
mutual recognition patterns. These patterns may perhaps serve as basis for a
protolanguage [11,5], which may then be extended into a full-featured language
thanks to social interactions [9]. This work is about how some of the precursor
patterns may form in the first place, the transition from isolated symbols to
sequences, not about the later two transitions to a full-featured language.
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Communication is imperfect and takes the form of strings of symbolic values.
Each individual emits a string, and it is presented with the strings from the
other individuals. The task is then to find a suitable mate, which necessarily
implies the formation of specific patterns for higher than random recognition
rates. By design less symbols are available than the number of species, so mono-
symbol sequences cannot uniquely identify a species and more complex patterns
are required. As time passes the agents get to recognize each other better, using
these more elaborated strings.

Genetics alone cannot determine the recognition patterns for the simplest
models. Knowledge transmission alone cannot solve the problem either: there
are few and noisy learning instances. Hence the combination of both is neces-
sary for the agents to agree on more complex recognition patterns. Species are
initially indistinguishable. The individuals who could find a mate may teach the
others, according to the algorithm presented in Section 2 and 3. Genetics act
on the brain structure. Several simple machine learning models are compared
so as to determine the minimal conditions for the emergence of the recognition
patterns. These models are detailed Section 4. Results are presented in Section
5, and the role of space is then investigated in Section 6, together with the influ-
ence of synchronizing or not the genetic algorithm operations in time. Section 7
concludes this work and proposes possible extensions.

2 The Model

The goal of this experiment is to investigate the minimal and necessary condi-
tions for the emergence of species recognition patterns. A simulation model is
built accordingly: Each agent is equated to an AI model for performing string
recognition and symbol production. The parameters of this AI model form the
genome for the agent (See Fig. 1). Several AI models are used, they are pre-
sented in Section 3. Each agent produces a “song”. Each agent then selects a
mate according to how much it likes the other agents songs. Only agents choos-
ing a mate from the same species may reproduce. The symbols that are used to
build the songs are assumed to be available and identical for all agents. Agents

Fig. 1. The simulation model
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communicate only through the sequence exchange. In particular, there is no way
for an agent to assert the species of another agent except by inferring this infor-
mation from the symbol sequence of the other agent. So, this model operates on
the transition from isolated symbols to recognition patterns ; it aims at provid-
ing some reasons why a structure may appear in the symbol sequences. In a first
time, the model is simplistic with discrete time (synchronous genetic algorithm)
and no spatial structure. Section 6 then extends the model to continuous time
(asynchronous genetic algorithm) and three-dimensions, in order to alleviate the
fairly strong assumptions of the discrete model.

3 The Genetic Algorithm/Machine Learning Interactions

The core of the algorithm is a feedback loop between the genetic and the ma-
chine learning algorithm components: Each individual must recognize a mate for
the selection process, amongst all individuals from all species, and only success-
ful individuals may reproduce. There is thus no explicit fitness function. Each
individual produces a ”song” that will be presented to the others during a “mat-
ing parade” (see Fig. 1). The discrete time, synchronous genetic algorithm is
sketched in Fig. 2.

Fig. 2. The core algorithm where both genetic and knowledge components interact.
The main text introduces the algorithm details, like R which is the maximum turnover
rate.

More formally, a song is a series of symbols, (s)i with i = 1..M and M the
maximum song size. Random series are presented to the first generation in order
to bootstrap the experiment. A moving window of size N inputs is applied to
each substring (s)j of each training song, with j = i . . . i+N−1. The individual is
trained to produce si+N the next symbol of the sequence for each such substring
(see Fig. 3). For the first symbols i = −N . . . − 1 of the sequence there are not
enough previous symbols to fill the moving window and genetically determined
symbols fill the substring (Fig. 3). The generation of the songs is the natural
reverse operation: The genetic starter string is presented and the individual is
asked to produce a symbol based on its previous knowledge.

Some genetic starter strings G are better suited than others for learning some
sequences. Suppose G = AAAA and the task is to learn the song AB. In this
case, the system will generate two conflicting training instances AAAA → A and
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Fig. 3. Song production and mate selection from symbol sequences

AAAA → B. On the other hand if G = CDDC there is no conflict. The genetic
part thus has an influence on how well it is possible to learn some sequences.
Conversely there are several possible genetic starters which are all equally suited
with respect to learning a particular song. Hence the genome does not determine
the species song, it merely defines for each individual a subspace of all possible
sequences for which there is no conflict. Any song within these subspaces inter-
section can be learned equally well by all members of the species, even if they
have different genetic material.

In the mate selection task each agent classifies the candidate songs by order
of preference. Each candidate song is fed as input, possibly after alteration by
imperfect communication (symbols are modified at random with a predetermined
probability). The individual then estimates what symbol it would have produced
for each substring (see Fig. 3). When the symbols match the candidate gets one
point. Each individual selects a mate with maximal points, choosing at random
for ex-aequo candidates. The agent may reproduce if the selected partner belongs
to the same species.

The mating process is straightforward: crossover and mutation of the AI model
parameters between the parents so as to produce the offspring. But at this point
the new child has no training and is thus unable to produce its own sequence
at the next generation. The parents songs are used so a child starts with only
two training instances (possibility imperfectly communicated). But now, if all
individuals from one generation successfully reproduce they are all killed and re-
placed by their offspring, destroying the knowledge that accumulated with time.
In order to eliminate this risk a maximum number of children R is introduced
in each species. With this setup the individuals get a chance to survive more
than one generation and accumulate knowledge. However no mechanism has yet
been introduced that would allow this accumulation (only one that prevents the
non-accumulation). In order to get more training instances a selected mate also
trains on the reproducer which selected it (Fig. 2). Thus, as time passes, agents
now have a chance to accumulate knowledge.

4 The Different Machine Learning Models

Any machine learning model may be used in the algorithm in Fig. 2. This
model receives as training instances (sequence, symbol) pairs, and must predict a
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symbol when presented other (possibly unknown) sequences. The models chosen
for this study are simple ones, exploiting different information, since the goal
is to investigate what are the minimal conditions for the emergence of mutual
recognition patterns.

4.1 The Linear Classifier

As often for categorical data (the symbols) each input is duplicated into L entries,
with L the size of the alphabet. Each of these entries is here set to +1 or −1
if the corresponding input matches that entry value. For example: with L = 3
symbols ABC, the input string ABCA is mapped into the 12 entries vector
I = (+1, −1, −1, − 1, +1, −1, − 1, −1, +1, + 1, −1, −1). Similarly the vector P
for the symbol to predict contains S outputs.

The training instances are converted in this (I, P ) format. For T training in-
stances the I vectors form a N.L×T matrix A and the P vectors a L×T matrix
B. The least squared error solution for the equation WA = B gives the weights
W that are used by the linear classifier. Then, for a new unknown instance J ,
the predicted vector is P = WJ . The output symbol for J is extracted from
P as the one with largest entry. For example suppose P = (0.68, −0.87, 0.05),
then the symbol A is returned. When two symbols have equal value one is cho-
sen at random, which makes the machine learning algorithm occasionally non-
deterministic. This is acceptable in our context, especially since any song may
be altered randomly later on by imperfect communication anyway. The linear
classifier model has no genetic component in addition to the initial sequence of
symbols presented in the previous section.

4.2 The 2-Layer Perceptron (MLP)

The same setup as for the linear classifier is reused for mapping the symbols
to categorical data. A 2-layer perceptron then processes the input data. More
precisely, the N.L categorical entries are connected to the input neurons. This
input layer is connected to 10 hidden neurons with sigmoidal transfer function
(f(x) = x/(1 + abs(x)) is used here for its reduced computational costs com-
pared to the more usual tanh, see [12]). An output layer with linear activation
functions finally maps the results of the hidden layer to the L output categori-
cal entries. The training set is formed as before. The MLP is trained simply by
performing 30 steps of batch gradient descent with a learning rate of 0.1 over all
known instances. The MLP initial connection weights and biases before learn-
ing form an additional genetic component, together with the initial sequence of
symbols presented in the previous section. When the training set is fixed (i.e.
when individuals have agreed on a unique species recognition pattern) then indi-
viduals who have a genetic information (initial weights) that is better suited to
this training set have an advantage over the others since they need less training,
hence a Baldwin effect is expected [13].
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4.3 The K-nearest Neighbors (KNN) Classifier, with K = 5

The KNN model represents a simple form of learning by imitation of previously
observed instances. [14] notes that “simple models of cultural transmission solely
based on imitation are not sufficient to permit linguistic co-ordination”. However,
as mentioned in the introduction, the current work in not about the emergence of
a full featured language, just about the emergence of recognition patterns. The
more elaborated mechanisms that would additionally be necessary to turn these
precursor patterns into a full language are out of scope. However the only way
to assert whether the KNN model – imitating previous instances – is sufficient
for the emergence of the recognition patterns, is to test it in practice.

Each training sequence S = (s)i with i = 1 . . .N is kept with the associated
next symbol X , forming a pair (S, X). When a symbol has to be predicted from
an unknown input sequence Σ, the distance between Σ and each known S is
computed. That distance is simply the number of differences between Σ and
S. For example, ABCD and AACD are at distance 1, ABCD and BBCA are
at distance 2, etc. The K nearest S are then selected, with ex-aequo chosen at
random if necessary. Then, for each of the up to K neighbors, the symbol X
associated to that neighbor S is given a weight vk. This weight vk depends on
the neighbor distance order k. Summing over all neighbors, the output symbol
with the largest total weight wins the selection: It is returned by the classifier
as the result of predicting the sequence Σ.

In this model the votes (vk)k=1...K associated to each of the K neighbors
(in distance order) are genetic parameters in addition to the initial sequence of
symbols presented in Section 2. K = 5 has been chosen for this study, though
with the voting mechanism it may happen than some of the vk become null
during the genetic evolution and thus reduce the effective value of K.

4.4 The Assembly of Maximum Likelihood (ML) Estimators

For a sequence S = (s)i, a ML learner seeks to maximize the probability of
this sequence p(s1...sN |t) over all possible output symbols t. Unlike the more
usual approach of maximizing p(t|s1...sN ), the probability of obtaining t given
the observed sequence, the maximum likelihood approach discriminates between
competing sequences. The probabilities are noted from the samples, but unfortu-
nately estimating p(s1...sN |t) requires monitoring LN+1 combinations (one LN

for each t), with L the number of symbols. A simple yet limited solution is to con-
sider that inputs are independent, simplifying p(s1...sN |t) into

∏
i=1...N p(si|t),

hence reducing the complexity to N × K2 combinations. An intermediary so-
lution allowing one level of dependence has been chosen for this work. Inputs
are gathered into mutually independent groups (assumption A1). A main in-
put is chosen in each group, and the other group members are assumed to be
independent conditionally to this input (assumption A2).

Example: Suppose N = 5, with two groups {s1, s2, s3} and {s4, s5}, and with
s1 and s4 the group leaders. In this case:
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– p(s1, s2, s3, s4, s5|t) = p(s1, s2, s3|t).p(s4, s5|t) Using A1
– p(s1, s2, s3, s4, s5|t) = p(s2, s3|s1, t).p(s1|t).p(s5|s4, t).p(s4|t)p(s1, s2, s3, s4, s5|t) =

p(s2|s1, t).p(s3|s1, t).p(s1|t).p(s5|s4, t).p(s4|t) With A2

One level of dependence is thus kept, while maintaining the number of com-
binations to monitor in O(K3) instead of KN+1: one K3 for each p(sj |si, t) with
si a group leader and sj in that group. An assembly of maximum likelihood pre-
dictors was introduced so as to deal with more complex songs: Several predictors
are maintained in parallel, each with its own conditional dependence assump-
tions on the inputs. The final predicted symbol is simply the result of a majority
vote amongst the predictors.

For each possible output symbol t, p(s1...sN |t) is computed using the decom-
position presented above. The symbol with maximum likelihood value is selected.
In the case where some p(si|t) were not observed, the selection operates between
outputs with less unknown p(si|t). This is equivalent to still noting known sub-
sets of inputs when the whole sequence is unknown. When all input combinations
are unknown no output is selected and majority is then voted amongst the other
predictors in the assembly (which use different grouping assumptions). When all
predictors fail the song simply stops. Ex-aequo situations are solved by choosing
one candidate solution at random.

In this study 3 ML estimators are gathered in an assembly. The grouping in-
formation for the conditional dependence between the inputs form an additional
genetic material together with the initial starter sequences.

5 Results for the Synchronous Case

As all species receive equal treatment the results can be averaged over all species
to give synthetic indicators for the whole population. The experiments in this
section use: 6 species, 49 individuals per species, a moving window size of N = 5
inputs, a maximum song size of M = 10 symbols, and a maximum turnover rate
of 20% (fixing R in Fig. 2). A first experiment is performed using 3 symbols.
There is a probability of 0.01 that each time a symbol is transmitted it is replaced
by another one at random. A second experiment reduces the number of symbols
to 2, and a third experiment studies the effect of removing the transmission
errors. 20 batches of runs are performed with the same random seeds for each
experiment, and repeated again for all 4 machine learning algorithms. The results
are plotted in Fig. 4-7.

Fig. 4 highlights the failure of the ML model to produce recognition patterns.
The simplest linear classifier is less efficient than the KNN and MLP models
in the noisy scenarii (left and middle plots). The number of symbols does not
seem to influence much the models, except for the ML recognizer. An hypothesis
would be a lack of training examples so to produce reliable statistics in the ML
model, with more symbols meaning more combinations hence even less instances
for each combination. Experiments performed where all individuals listen to all
the species songs tend to confirm this hypothesis by improving the performance
of the ML model.
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Fig. 4. Evolution of the number of reproducers vs. number of generations, when 2
symbols are in use (left), 3 symbols (middle), and 3 symbols with no transmission
error (right)

Fig. 5. Evolution of the number of songs vs. the number of generations, when 2 symbols
are in use (left), 3 symbols (middle), and 3 symbols with no transmission error (right)

Fig. 5 introduces the number of songs used in each species. It is not obvious
whether the present scenario converges or not to a unique song for each species,
given the limited number of training instances for the children and the trans-
mission errors. Powerful AI models may also learn several songs. Once again the
KNN and MLP models are relatively insensitive to both noise and number of
symbols. The linear recognizer is too sensitive to noise, as is apparent from both
Fig. 4 and Fig 5.

Fig. 6 shows the repartition of the individuals using the few songs that are
present in each species. In this synchronous scenario the dominant song is shared
by a large majority of the individuals. The remaining songs are variants emitted
probably by individuals without enough training (like the children). Some exam-
ples of dominant songs produced at the end of the 300 generations (with symbols
noted as numbers) are the obvious mono-symbol sequences like 2222222222,
etc., the cycle-2 patterns like 0101010101, and other repetitive patterns like
0110110110, 1100011000, 1201201201, etc. The patterns may also be more com-
plex, like 2221102212: Even though the fixed window size of N inputs would
eventually make the trailing sequence in these patterns cyclic, the genetic starter
string must be taken into account for determining the first symbols, which are
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Fig. 6. Number of users for the three main songs in each species, when 2 symbols are
in use (left), 3 symbols (middle), and 3 symbols with no transmission error (right)

Fig. 7. Percentage of songs with given cycle lengths in abscissa (N = no cycle), when
2 symbols are in use (left), 3 symbols (middle), and 3 symbols with no transmission
error (right)

thus not part of the eventual cycle, but nevertheless included in the pattern
recognition between individuals.

Fig. 7 displays the repartition of the songs according to their cycle length.
The number of acyclic (over the first symbols) songs is highest for the linear
recognizer, possibly due to the aforementioned sensitivity of that model. The ML
model fails to produce distinctive patterns for each species, which corroborates
Fig. 4: that model could not produce the more complex songs, necessary to
overcome the symbol limit. Fig. 5, right, shows that the MLP and the KNN
have similar performances. Fig. 7 shows however that the KNN classifier makes
use of simpler recognition sequences on average, while the MLP produces a more
diverse complexity repartition.

In order to investigate what are the intrinsic capabilities of each algorithm,
a simple solution is to disable the genetic or the knowledge transmission part.
Without knowledge transmission only the genetic structure may evolve, and
without the genetic algorithm the initial agents may only learn from each other
without producing new children. Fig. 8 proves that both components are nec-
essary for the emergence of efficient recognition patterns, though the two most
successful models (KNN and MLP) still exhibit limited capabilities with only



82 N. Brodu

Fig. 8. Evolution of the number of reproducers vs. number of generations, with only
knowledge transmission (middle) and with only the genetic algorithm (right). The left
plot from Fig. 2 is reproduced with a similar scale to ease comparison.

one component active. The interactions between the genetic and the knowledge
transmission parts, however, are necessary for producing real recognition pat-
terns: the levels obtained with the partial cases correspond to less than half the
population successfully recognizing each other.

6 Results for the Asynchronous Case

The synchronous selection operation without spatial organization is useful for
determining the respective influence of the models, but it imposes a fairly severe
constraint on the genetic algorithm. Moreover these assumptions go against the
goal of analyzing the minimal conditions for the emergence of the recognition
patterns. A more general framework is thus needed, where the influence of the
spatial distribution of agents may be studied, together with the possibility for
the agents to reproduce at any time. Fig. 9 is a capture of the 3D simulation, with

Fig. 9. Three-dimensional environment with an asynchronous genetic algorithm
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continuous space and time. The agents are embodied as vehicles with definite
mass, position and velocity, and wander in the world with the aim of avoiding
collisions. No further AI is given to the agents. Each agent chooses a mate as
before, but only amongst neighbors present within a predetermined radius. The
influence of space on the simulation is studied by varying the search radius. The
agents reproduce at their own rhythm, determined by a frequency and a phase.
Each agent has its own phase so the genetic algorithm operations are performed
asynchronously in time.

Another change from the basic experiment is necessary due to the spatial
localization: a minimum delay between reproduction events. This minimum delay
ensures that a child has some time to move away from its parent, and that
isolated mates don’t reproduce too fast independently of the rest of the species.
The asynchronous aspect is also enhanced, since the delays are randomly set
for each reproduction event. A negative learning was finally introduced in the
scenario, with agents learning instances that do not lead to a mating operation as
bad sequences, with the hypothesis that it could improve the species recognition.

Fig. 10. Evolution of the recognition level vs. simulation time, when 2 symbols are in
use (left), 3 symbols (middle), and 3 symbols with no transmission error (right)

Results for the recognition capabilities are given in Fig. 10, using the KNN
learning algorithm, by averaging the results for 6 species over 20 experiments.
These plots are the equivalent of Fig. 4 in the present asynchronous scenario.

The base random level is computed by checking how much agents from the
same species were present in each neighborhood at each reproduction event; it
gives the chance an agent would select another one from the same species at
random. As before, at the beginning of the simulation the agents start with no
prior knowledge and do not better than random. As time passes, the average
recognition level over the past 50 time units is monitored, and increases up to
a point where the agents in each species can recognize each other with a good
accuracy.

Figure 11 shows the influence of space on the convergence to recognition pat-
terns, as well as the influence of the negative learning and the transmission
error. The negative learning does not have a significant effect on the agent per-
formances. However space is found to be a major factor: When the search radius
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Fig. 11. Recognition levels and number of songs in each species at the end of the run,
for various asynchronous scenario configurations, with 3 symbols and 6 species

is too small the individuals from the same species do not learn to recognize each
other as efficiently, possibly due to the agents using different recognition pat-
terns at different places, as is reflected by an increased number of songs. The
effect of removing the 1% transmission error is however clearly visible: A better
recognition rate, and much less diversity in the patterns used within a species.
This contrasts from Fig. 5 in the synchronous case, where the number of songs
was not noticeably affected by the removal of the transmission error.

7 Conclusion

A framework was presented where the genetic component and the knowledge
acquired during an agent lifetime interact with each other: The genetic material
defines the innate processing power of an individual, its capabilities for learn-
ing. In turn, the knowledge an agent acquires directly influences its success at
reproduction. Both parts may be transmitted to the next generations: the ge-
netic component using a crossover/mutation algorithm, and the knowledge using
machine learning techniques built according to these genetic instructions.

The main findings of this work may be summarized by:

1. The learning mechanism needs to be simple and robust (failure of the linear
model, Fig. 4 and 5, and of the ML classifier, Fig. 4).

2. Too powerful models are sufficient, but not necessary: the KNN model is
simpler than the MLP and converges to the same performances (Fig. 4).

3. Complex recognition patterns are produced for free (Fig. 7, cycle lengths).
4. Asynchronous reproduction events in continuous time do not seem to alter

the performances of the KNN model (Fig. 10).
5. However when the agents are too spatially isolated the recognition perfor-

mance drops (Fig. 11).

The original problem of determining the minimal and sufficient conditions for
the emergence of mutual recognition patterns can now be answered. According
to the present study results, it seems that good candidate conditions are: 1. A
turnover of agents in the genetic algorithm so as to produce new patterns, and
2. A limited form of knowledge transmission by imitating previous instances.
In particular imperfect transmission is not a necessary condition (though no
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error improves performances), but a sufficient spatial distribution may be neces-
sary. Additional experiments using more species (up to 12) and symbols (2,3,4)
produce similar results that are not included here due to space restrictions.

An extension to this work could be the introduction of an external envi-
ronment, allowing more advanced forms of communication, like stigmergy. The
current setup has been restricted on purpose to a bare-bones model where the
agents interactions are strictly controlled. Yet, this prevents group effects and
other collective behaviors that would be a natural extension to this framework.
Another direction of research would be to investigate the influence of the learned
part on the genetic component, the Baldwin effect [13]. Visual inspection sug-
gests that in the current setup the genetic starter strings resemble the species
specific song at the end of the training, but the more general question is why
this is so and whether this is always necessarily the case. For example, for some
AI architecture a genetic starter similar to the dominant species song introduces
more training substrings, hence provide a selective advantage over individuals
without the correct starter sequence. For more elaborated AI algorithms, and
also for more complex environments with “social” interactions not restricted to
choosing a mate based on its song, it is possible that the Baldwin effect operates
in more complicated ways.

In any case, the current experiments have shown that very few preconditions
are needed for the emergence of species-specific recognition patterns. What this
shows is that the transition from isolated symbols to precursor sequences for
more elaborated forms of communication, like language, is not exceptional. The
more interesting question of how the precursor patterns may then turn or not
into these advanced form of communication is, however, an open question.
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Abstract. Many physically impaired people can meet difficulties when
using a computer and particularly with the keyboard. Often, a virtual
keyboard can improve the usability of the computer system by handi-
capped people and can be adapted to their disabilities. From a combina-
torial point of view, artificial ants have been studied to improve classical
keyboard arrangements. This paper present how this method can fit the
first problem and then become a tool to build new “tailor-made” key-
boards. Then, the artificial ants meta-heuristic can be used as often as
needed as an optimizer that take into account user’s activities of writing.

1 Introduction

Handicapped persons are dependent on their computer to work and communi-
cate. Many of them are heavily disable and computers are the best way to give
them a feeling of autonomy.

Internet has now become to play a prominent role in commercial services (on-
line shopping, train or plan reservation,...) but also in administrative services.
These on-line services can be perceived as a quick mean to get documents, infor-
mations or goods. In order to make internet access easier for handicapped per-
sons, several laws have been voted to improve web sites compliance with WCAG
1.0 (Web Content Accessibility Guidelines) norm [1] from the Web Accessibility
Initiative (WAI) [2]. Since 1998, USA have started to consider the problem of
accessibility and more recently Europe have decided to oblige institutional web
sites to become accessible. This kind of law have only been approved in France
during February 2005.

A poll of INSEE [3] has shown that 8 millions of motor handicapped people
and 6 millions of sensory handicapped people are living in France. About 20 %
of the first group are affected with serious paralysis and as population is getting
older, this tendency will not stop soon.

In order to reach the Internet, handicapped people first have to be able to use
their computer alone. They often have to use specialized devices, called assistive
technologies, adapted to their specific disabilities. For instance blind people can
use braille terminals or voice synthesis instead of the screen and a standard key-
board. Some motor handicapped persons can use a classical computer mouse but
others could prefer other pointing devices like touch-pads or game’s joysticks1.
1 Virtual Projects : JoyMouse. At http://www.vp-soft.com/software/joymouse.php

N. Monmarché et al. (Eds.): EA 2007, LNCS 4926, pp. 87–99, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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In order to assist people with special needs, four kinds of keyboard-like systems
can be found:

– modified and improved real keyboard (hardware)
– software that simulates a standard keyboard on screen (virtual keyboards)
– software that simulates an improved keyboard on screen (virtual keyboards

with static or dynamic improvement of keys’position)
– software that simulates a keyboard on screen and which suggests words (vir-

tual keyboards with prediction ability)

In our work, we focus our effort on the third kind of keyboards, i.e. a virtual
keyboards for which keys’positions are chosen in order to minimize the typing
energy of the user.

The remainder of this paper is organized as follows: next section quickly de-
scribes various real and virtual keyboards, then section 3 deals with artificial
ants and previous works about keyboards. In section 4, we describe our method
for the specific case of virtual keyboards and we give results of our experiments
in section 5.

2 Overview of Assistive Technologies to Take Place of
Keyboards

2.1 Hardware Solutions

There exists a lot of modified keyboards that can help disabled persons to enter
textual data in computer. For instance, the Contoured keyboard (fig. 1.a) pro-
posed by Kinesis Ergo2 has been designed to reduce arms and hands moves while

(a) (b) (c)

Fig. 1. Modified keyboards (Kinesis Ergo): contoured keyboard (a), maxim keyboard
(b) and evolution keyboard (c)

typing. Keys are clustered in two groups, one for each hand. The Maxim keyboard
(fig. 1.b) displays an example of keyboard that can take various angle values be-
tween the two arms (wists can rest on mobile parts, as often provided with key-
boards). The Evolution keyboard if made of two parts, totally independent.

These kind of keyboards can of course be used by ordinary people who are
trying to increase their typing efficiency or their everyday comfort. But more
2 Kinesis Corporation: Computer ergonomics. At http://www.kinesis-ergo.com
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(a) (b)

Fig. 2. Specific keyboards for handicapped people using a stem with mouth: M32h
keyboard by SEVEKE (a) and GT keyboard by GORLO (b)

specific keyboards also exist. For instance small keyboards which are used with
a mouth stick: they must be sensitive to low pressure and most frequently used
keys must be near the center of the keyboard (see fig.2).

Other specific keyboards can also be found: for only one hand (fig.3.a) or with
an improved separation of keys (fig.3.b).

(a) (b)

Fig. 3. Other examples of adapted keyboards: ergonomic keyboard MALTRON for
right hand (A) and improved keyboard SUMO (b)

2.2 Virtuals Keyboards

For a simulated keyboard, also called virtual or screen keyboard, it is necessary
to move a cursor to select a key. Cursor moves can be obtained by a mouse,
joystick or any physical input device. Even if this keyboard is displayed on
screen, for a given user (i.e. with his/her particular handicap and particular
tasks to perform) a bad arrangement of keys can slow down his/her typesetting
rate since the pointer moves are similar to the finger moves of a single finger
user.
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Sometimes, a mouse click is even not possible to obtain from the user and
the click must be automatic. Several virtual keyboards, such as Windows XP
virtual keyboard, Click-N-Type keyboard [4], CVK keyboard [5], ScreenDors
2000 keyboard [6] or Keystrokes for Apple computers [7] propose this “autoclick”
functionality: the key is selected if the cursor does not move for a given time.

Two methods can be used to scroll up and down the key list: linearly and
automatically (one dimension) or bidimensional (within rows and columns). In
case of particular serious handicap, the user can only use the first method and
has to wait that the correct key is present under the cursor, it is then sometimes
possible to first select a group of keys and after the key inside the group. For
instance (see fig.4), keys can be virtually clustered in Microsoft virtual keyboard
as in Clavicom keyboard [8].

(a) (b)

Fig. 4. Microsoft Windows XP virtual keyboard: standard configuration (a), and block
configuration (b) for automatic scrolling

Several improvements are often present: CVK keyboard can zoom on the
selected key, Click-N-Type keyboard can spell scrolled keys. It’s often possible
to use sound to verify typing (CVK, Clavicom, Wivik [9]). Moreover, virtual
keyboards can modify their display characteristics: size of keyboard/keys can
vary (ScreenDoor and Wivik).

In order to improve the typing rate, keyboards are equipped with a predic-
tion system (except Microsoft windows XP virtual keyboard): CVK, Vitipi [10],
Wivik, Clavicom, ScreenDoors, Keystrokes and Click-N-Type all use a word pre-
diction system. Thanks to a dictionary, they can provide a word list from the
first selected letters. Skippy keyboard uses the probability to use a word after
another one to sort the proposed list. A multi-lingual dictionary is used in Vitipi
but without any grammatical rules. At the opposite, the HandiAs system [11] can
use French grammar but can also be extended to foreign grammars. Sometimes,
the dictionary can be automatically filed with new words (ScreenDoors).

Figure 5 displays the CVK keyboard with its word prediction system. This
keyboard is an open source software and can be embedded in any Windows
application (here the notepad).

As words can be predicted, letters probability can also be exploited: for in-
stance with Keyglasses [12] and Sibylettre [13] virtual keyboards. With Key-
glasses (see fig.6), the most probable letters that could be typed appears with
transparency around the last typed one (in order to reduce the distance to reach
these keys). This can be particularly useful for people using a pointing device
(like a mouse). With Sibylettre, after each letter, the keyboard is re-organized
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Fig. 5. Words prediction system with CVK keyboard

in order to first present the most probable letters. This can be useful for peo-
ple using a linearly scrolling of keys but, of course, if the keyboard is modified
at each key stroke, this can be a problem when the user selects letters with a
pointing device.

Fig. 6. Virtual keyboards with letters prediction system: Keyglasses keyboard after
the letter ‘b’

In our work, we try to improve the typing rate (or typing tiredness) by re-
organizing the keyboard according to user habits.

3 Artificial Ants for Combinatorial Optimization

Since 70’s, new paradigms inspired by natural systems have arisen in computer
science. One of the recent successful idea is the artificial ant paradigm: artificial
ant-agents are used to solve collectively hard problems while they use only sim-
ple interactions within the colony or with their environment. These works are
referred as Swarm intelligence methods and most of the published ones are in
the field of combinatorial optimization [14,15].

The ant-colony paradigm has met a great success with combinatorial opti-
mization because problem’s underlying graph structure is not too far from the
food network that ants can build and exploit with the help of a global shared
memory known as pheromones. Artificial ants can build solutions to the problem
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while they move between vertices of the graph and reinforce edges that belong
to promising solution. Then, this positive feedback will orient other ants toward
these regions of the search space. The multiple interactions of ants throught
this global shared memory tend to collectively provide the emergence of good
solutions.

Regarding to the keyboard arrangement problem, a recent work has shown
that artificial ants can be efficiently used to find the best arrangement of key-
boards [16]. However, this work has two major limitations: (1) once the optimum
keyboard for a given language has been found, it is of no use to run the optimiza-
tion tool once more (unless we consider new keys or new languages) and (2) even
if actual keyboards are not optimal, new arrangements, even if they are better,
are not spread at all by the keyboard manufacturers or adopted by users. Then,
with the adaptation of visual keyboard to disable people, we think that these
two limitations would be bypassed: disabilities are most often different from on
user to another one (a different keyboard for each user) and if the advantage of
a new keyboard can be felt for every days’ typing tasks, a user could have more
motivation to use a personalized keyboard.

We can notice that genetic algorithms have been recently introduced to tackle
this optimization task, for diseable people [17] or for air traffic controller [18].

4 Optimization of a Virtual Keyboard by Artificial Ants

The derived combinatorial problem can then be formulated as follows:

– a keyboard of m × n keys is considered,
– a set of texts that have to be typeset, or a set of document that are usually

produced by the considered user in a given context (i.e. emails, financial
reports,...),

We need to know the best arrangement of the keyboard that minimizes the
total length of pointer’s moves for the given set of texts. Of course, we can note
that this problem can be exactly considered as a traveler salesman problem and
consequently is NP-complete.

The work of ants is then to assign symbols (i.e. letters or keys) to keyboard
locations. To make this assignment, they take into account pheromone quanti-
ties as a global information built by the whole colony. At this stage, different
possibilities of using pheromones are possible:

– Pheromone quantities are used by ants to choose the next symbol to assign
at each time step of their solution building,

– or, pheromones are used by ants to choose, for each symbol, a location on
the empty keyboard.

Ant decisions are also influenced by randomness in the same way that they can
do in real life when exploring ground around their nest.

Let us notice that we will only consider the first semantic direction for phero-
mones’ role in the following of this paper. This is due to the fact that first ex-
periments of the second method have quickly shown that assigning a pheromone
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value on the link between a symbol and a location on the keyboard is not a
good idea. We have noticed that a small change in location can induce large
irregularities in objective function: therefore it is difficult for ants to converge
gradually. Then we have decided to consider pheromones between symbols in
order to concentrate ants on the order of symbols to be assigned to keyboard
locations.

The general framework of the algorithm is given in algorithm 1. This frame-
work is quite classic with this class of population based algorithm: ants build
solutions, best solutions are used to update the global memory and this mecha-
nism is repeated for a given number of iterations.

Algorithm 1. Keyboard arrangement optimization with artificial ants
1: Initialize pheromone values τ 0

i,j

2: for Tmax iterations do
3: for all ant k do
4: Build a keyboard arrangement Kk

5: Evaluate the quality of Kk

6: end for
7: Update pheromone values according to quality of new solutions and pheromone

natural evaporation
8: end for
9: Return the best keyboard arrangement found since the beginning

4.1 Solution Building

During each iteration T ∈ {1, . . . , Tmax}, each ant k builds a solution (i.e. a
keyboard) Kk and uses a collective memory called pheromones in their natural
world. Artificial pheromones are real values that are used by artificial ants to
build a solution. We note τi,j , the pheromone quantity between symbol i and
symbol j. They also use a local information ηi,j called desirability which repre-
sents a kind of heuristic value specific to each problem instance. This value is
calculated once at the beginning of one run whereas pheromones are modified
and evolve along the T max iterations.

At time t of iteration T the ant has built the partial solution Kk(t) with the
last symbol assigned i and performs a new assignment of a symbol j using the
following probability:

P (t)(i, j) = P (T )
e × τα

i,j × ηi,j∑

l∈N(Kk(t))

τα
i,l × ηi,l

+(1−P (T )
e )×

{
1 if j = arg max

l∈N(Kk(t))
{τα

i,l × ηi,l}

0 else

(1)

where j is chosen in N(Kk(t)) which corresponds to the set of symbols that
are still not assigned in the partial solution Kk(t). The exponent α is used as
a parameter to scale the relative importance of pheromones against desirability.
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P
(T )
e is the exploration/exploitation probability, which is often a constant in

ant algorithms, but here varies along the iterations : P
(T )
e = 0.8(T/T max) in

order to increase exploitation vs exploration behavior of ants as the iterations
are increasing.

At time t = 0 the ant starts from a factious symbol only used as a start
node. At time t = m × n the ant has completed its solution building and the
obtained keyboard can be evaluated. Figure 7 shows a small example of keyboard
assignment.

0 1 2 3 4 5 6 7 8 9 10 11

0 ( a z e r t y u x b : )

1 ! i o p q s d f c n . ;

2 * , g h j k l m w v ?

Fig. 7. Keyboard of size 12 × 3

4.2 Solution Evaluation

The quality Q(K, S) of an arrangement K is calculated according to a sequences
of symbols S = {s[1], s[2], . . . , s[|S|]} of length |S| and corresponds to the total
length of moves that are necessary to typeset the sequence on a given keyboard
K.

Q(K, S) =
100
|S|

|S|−1∑

i=1

dε(s[i], s[i + 1]) (2)

where dε(x, y) stands for the euclidean distance between keys x and y of coordi-
nates (x1, x2) ∈ {0, . . . , m − 1}2 and (y1, y2) ∈ {0, . . . , n − 1}2 on the keyboard
K:

dε(x, y) =
√

(x1 − y1)2 + (x2 − y2)2

4.3 Pheromones Update

Once all the ants have built their solution, each pheromone value is updated
according to the following rule:

τi,j ← (1 − ρ)τi,j + ρ

A∑

k=1

Δk
i,j (3)

ρ is called evaporation coefficient and Δ is computed in order to favor good
choices of ants:

Δk
i,j =

⎧
⎨

⎩

min
l∈{1,...,A}

{Q(Kl, S)}
Q(Kk,S)×(Rank(Kk)+1) if symbol j follows symbol i in keyboard Kk

0 else
(4)
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with A the number of ants. In this case, Δk
i,j is increased each time there is

one ant with the symbol j after symbol i in its keyboard and proportionally to
the relative quality of the keyboard and its rank in a decreasing order ofquality
(Rank(Kbest) = 1). If no ant have decided to set j after i, the pheromone quantity
is only decreased according to the parameter ρ. Finally, pheromones are kept
inside bounds [τmin; τmax].

5 Experimental Results

5.1 Experimental Settings

In order to study the algorithm performances, we have built a set of 12 different
documents of 4 types (see table 1). For all these documents, the same character
set is used:

azertyuiopmlkjhgfdsqwxcvbn,;:!.?&"’(-_)][$* 1234567890{}\n

and the same keyboard size is used: 20 × 3.

Table 1. 12 documents used as testbed

Name Type Lengths

S1, S2, S3 blog extracts 1564, 3269, 2370
S4, S5, S6 C programming code 1943, 3495, 2934
S7, S8, S9 tales of Grimm extracts 8802, 9425, 6193
S10, S11, S12 newspaper extracts 4103, 2105, 4701

Parameters of ants have been chosen as follows:

– pheromone bounds: [τmin; τmax] = [0.1; 0.9],
– initial pheromone value: τ0

i,j = τmax if i �= j and τ0
i,i = 0.0,

– evaporation rate : ρ = 0.01,
– desirability ηi,j is computed as the relative frequency of co-occurrence of

symbols i and j in the considered text,
– number of ants = number of symbols to set on the keyboard (57 in our case),
– number of iteration : 500 (each ant builds 500 keyboards).

5.2 Parameter Study

We have introduced several measures to study ants’work at iteration T but we
only focus in this paper on pheromone entropy:

Ent(T ) = −
m∑

i=1

n∑

j=1

|τi,j − τ̄ |
max
u,v

{τu,v} − min
u,v

{τu,v}
log

|τi,j − τ̄ |
max
u,v

{τu,v} − min
u,v

{τu,v}
(5)

Figure 8 shows the evolution of keyboard quality, pheromone values and
pheromone entropy for document S1 (blog). Three cases of α are compared :
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Fig. 8. Plots for document S1 (blog): (a) evolution of keyboard quality (best of run,
best of iteration, mean over the population), (b) pheromone values (max, min and
mean over all the edges) and (c) pheromone entropy. First row: α = 2, second row:
α = 1, third row: α = 0.5 and fourth row: α = 0.

α = 1 (pheromones and desirability are of same importance in ant’s probabilis-
tic decision rule), α = 0.5 (pheromones are twice less used than desirability) and
α = 0 (pheromones are not used!). Each plot is the average of 30 independent
runs. Plots obtained for other documents are very similar. We can notice that the
pheromone entropy curve (column (c)) is more or less similar for each value of α:
pheromone entropy does only depend on the mean pheromone value which de-
creases similarly (when most of the edges have reach the minimum value of τmin

around iteration T = 220, see column (b)). But, we can see that if pheromones
are not used (last row, in this case the algorithm is then similar to a greedy
algorithm restarted 500 times), the mean quality of the population and the best
keyboard for a given iteration remain constant while for α = 2.0 the quality of
the whole population increases (with a slow down around iteration T = 220).
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Table 2. Relative mean performances of the best keyboard found for each document
(rows) over all 12 documents (columns). results are given in %.

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12

S1 1.89 5.43 1.47 37.24 73.75 29.69 1.90 4.30 2.90 3.40 3.19 3.50
S2 9.84 1.66 0.73 44.49 80.19 29.87 3.68 5.37 5.78 6.17 6.77 4.53
S3 11.77 7.29 0.20 39.42 82.88 26.97 6.07 8.82 7.23 7.30 7.75 7.28

S4 21.57 19.86 15.13 1.09 42.07 10.46 17.49 20.04 18.21 17.28 16.87 17.94
S5 50.35 47.34 45.06 38.04 0.00 33.10 47.63 46.64 42.21 49.04 50.38 47.10
S6 74.34 70.69 69.15 90.06 109.08 0.00 73.23 72.12 70.19 71.02 69.74 70.33

S7 8.39 7.65 4.12 41.56 74.31 30.33 0.25 4.31 3.95 5.27 6.59 5.29
S8 7.83 5.26 1.80 38.73 75.70 25.43 1.48 2.53 2.53 5.21 5.22 4.74
S9 8.35 8.04 4.50 41.61 76.80 31.86 2.18 5.31 0.60 7.53 7.15 5.80

S10 7.24 5.94 1.64 36.87 74.87 25.55 2.85 5.07 4.10 1.29 4.01 2.84
S11 6.81 7.32 2.68 41.08 78.09 25.35 3.01 5.69 4.79 3.85 1.27 3.72
S12 6.16 7.46 2.39 42.00 87.65 31.73 2.51 5.56 4.52 3.91 5.07 1.41

We can conclude that pheromones are useful for ants’progression and if we
would like to obtain still better results, we should try to keep pheromone entropy
at the first level (during the 220 first iterations). To do this, we can play with
parameters ρ.

5.3 Experimental Comparison

For each document {S1, . . . , S12} and each of the 30 independent runs, we have ob-
tained a best virtual keyboard. This keyboard is then used to compute its quality
when typing the 12 documents. Values reported in table 2 give the mean relative
performance of one keyboard over the 12 documents. We can notice that for a given
“keyboard” (i.e. which is learned with the given document), the relative best typ-
ing performances are obtained for the given document and more widely for the
same class of documents (for instance, learning with S5 is always the best way to
type in S5). This confirms us that it seems to be useful to train the keyboard with
representative documents of user’s activity. We see clearly that keyboards built
from C documents are much more efficient for typing C documents.

6 Conclusion

In this paper, we have presented a work which is taking advantage of artificial
ant optimization:

– the first work on artificial ants and keyboards [16] was interesting and well
conducted but it was missing a real need, and in our opinion, helping disabled
persons is a good one. Moreover, as needs of handicapped persons are always
different from each other and because their capabilities are often in evolution
(positive or negative) our method will be for many persons and many times!
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– preliminary results presented in this paper show that the algorithm has the
needed characteristics to follow our goal: an adaptive behavior according to
simple document different types,

– other properties of ant algorithms can be useful, for instance we can provide
an online-version that can dynamically modify the keyboard according to
every day use and then follows the user’s evolution in its habits.

Many experiments will be added to this first study. For instance in order to
compare artificial ants with other population based metaheuristics. Performances
can surely be improved by introducing a local search step. We will also improve
the fitness computation by introducing classical measures or user models used
in the field of adapted input devices and interfaces [19].

The next step of this work would be to provide a virtual keyboard with the
ant algorithm inside. Then, it will be possible to perform experiments with real
users. As we have seen it in section 2, it will not be possible to ignore to include
a prediction mechanism.
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Abstract. The paper deals with a self-organizing system in a evolutionary 
framework applied to the Euclidean Vehicle Routing Problem (VRP). 
Theoretically, self-organization is intended to allow adaptation to noisy data as 
well as to confer robustness according to demand fluctuation. Evolution 
through selection is intended to guide a population based search toward near-
optimal solutions. To implement such principles to address the VRP, the 
approach uses the standard self-organizing map algorithm as a main operator 
embedded in a evolutionary loop. We evaluate the approach on standard 
benchmark problems and show that it performs better, with respect to solution 
quality and/or computation time, than other self-organizing neural networks to 
the VRP presented in the literature. As well, it substantially reduces the gap to 
some classical Operations Research heuristics.  

Keywords: Neural network, Self-organizing map, Evolutionary algorithm, 
Vehicle routing problem. 

1   Introduction 

In this paper we are concerned with the Vehicle Routing Problem (VRP) [3]. The 
VRP is defined on a set V = {v0, v1, ..., vN} of vertices, where vertex v0 is a depot at 
which are based m identical vehicles of capacity Q, while the remaining N vertices 
represent customers, also called requests or demands. A non-negative cost, or travel 
time, is defined for each edge (vi, vj) ∈ V × V. Each customer has a non-negative 
demand qi and a non-negative service time si. A vehicle route is a circuit on vertices. 
The VRP consists of designing a set of m vehicle routes of least total cost, each 
starting and ending at the depot, such that each customer is visited exactly once by a 
vehicle, the total demand of any route does not exceed Q, and the total duration of any 
route does not exceed a preset bound D. As it is the most often done in practice 
[7][20], we shall be concerned in this paper with the Euclidean VRP, where each 
vertex vi has a location in the plane, and where the travel cost is given by the 
Euclidean distance d(vi, vj) for each edge (vi, vj) ∈ V × V. Then, the main objective of 
the problem is the total route length. 

This problem is one of the most widely studied problems in combinatorial 
optimization. It has a central place for the determination of efficient routes in distribution 
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management. The problem is NP-hard. Then, for large instances, using heuristics is 
encouraged in that they have statistical or empirical guaranty to find good solutions 
possibly for large scale problems with several hundreds of customers. For example, ones 
of the most powerful Operations Research (OR) heuristics for the VRP, referred in the 
extensive surveys [7][14][20], are based on metaheuristic frameworks as the Tabu Search 
[6][28][32], simulated annealing, and population based methods, such as evolutionary 
algorithms [22][25], adaptive memory [31] and ant algorithms [26]. Other methods can 
hybridize several metaheuristics principles, as for example the very powerful active 
guided local search [22], which is maybe the overall winner approach considering both 
quality solution and computation time.  

Here, we focus on the Euclidean VRP and propose a Euclidean solving approach. 
The method presented in this paper takes its origin in neural networks (NN) visual 
patterns that evolve and distort in the plane according to an underlying data 
distribution. The neural network considered in this paper is the self-organizing map 
(SOM) [19], which is often presented as a non supervised learning procedure 
performing a non parametric regression that reflects topological information of the 
input data. The underlying concept, that we call adaptive meshing, lets envisage 
application to many spatially distributed problems, as radio-mobile and terrestrial 
transportation dimensioning, clustering k-median, and unified clustering and routing 
problems [8][9][10][11][12]. By preserving density and topology of a data 
distribution, SOM allows positioning of facilities in accordance to the demand, 
respecting the inter-component network architecture. As well, its O(N) spatial 
complexity theoretically allows application to very large instances. Furthermore, 
continuous visual feedback during simulations is naturally allowed. 

To solve the combinatorial optimization problem, we present an evolutionary 
framework which incorporates self-organizing maps as internal operators. The 
approach is called memetic SOM by reference to memetic algorithms [24], which are 
hybrid evolutionary algorithms (EA) incorporating a neighborhood search. 
Furthermore, since the communication times at the level of selection is relatively 
small, the long running times of independent SOM processes favor parallel execution 
of the method on standard computer systems.  

In the literature, many applications of neural networks have addressed the traveling 
salesman problem (TSP). For more information on this subject, we refer the reader to 
the extensive survey of Cochrane and Beasley [5]. However, extending SOM to the 
more complex vehicle routing problem remains a difficult task. Few works were 
carried out trying to extend SOM, or elastic nets, to the VRP. As far as we know, the 
most recent approaches are [15][18][21][23][29][30][33]. They are generally based on 
a complex modification of the internal learning law, altered by problem dependant 
penalties. Here, to apply SOM to the VRP and to improve performances as well, the 
standard SOM execution interleaves with other processes, or operators, following the 
evolutionary method. The standard SOM is a main operator embedded into an EA and 
combined with other greedy insertion operators, fitness evaluation and selection 
operators. 

Evaluation of the proposed approach is performed against neural networks and some 
of the recent Operations Research heuristics presented in [7]. Mainly, we will try to 
show that the memetic SOM yields a substantial gain of accuracy in comparison to the 
previous SOM based approaches. Considering OR heuristics, memetic SOM does not 
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compete with the most powerful ones, which beneficiate of the considerable effort 
spent over more than thirty years, but we claim that it substantially reduces the gap. 

The paper is organized as follows. Section 2 presents the memetic SOM approach. 
Section 3 reports experiments carried out on the capacitated VRP, as well as on its 
time duration version. Evaluations against SOM based approaches and OR heuristics 
are performed. Finally, the last section is devoted to the conclusion and further 
research. 

2   Evolutionary Algorithm Embedding SOM 

2.1   Method Principle 

To illustrate the “philosophy” of the SOM behavior, an example of its application to 
the TSP is illustrated in Fig. 1 on the bier127 instance from TSPLIB [27], at different 
steps of a long simulation run. The TSP can be seen as a VRP, with no capacity and 
no time duration constraint, and using a single vehicle. The example shows a tour 
construction using a ring network, which is a planar graph with a fixed number of 
vertices having a ring shape. The network dispatches its vertices among cities, or 
customers (dots in the figure), in a massively parallel manner. At the beginning, the 
local moves in the plane are performed with a great intensity in order to let the ring 
deploy toward cities, starting from scratch (a). Then, the intensity of moves slightly 
decreases in order to progressively freeze the vertices near cities (b-c). At a final step, 
customers have just to be assigned to their nearest vertex in the ring in order to 
generate a final tour ordering. 

  
(a) (b) (c) 

Fig. 1. A TSP tour construction by SOM using the TSPLIB bier127 instance 

This massive parallelism, using an intermediate structure in the plane, differentiates 
the approach from classical Operations Research heuristics. Such methods operate 
(sequentially) on a graph, where the vertices stand for the customers. They generally 
model routes by a customer ordering, and apply local search operators performing 
customer swaps and/or arc exchanges between routes [7][14][20]. 

Here, routes are defined by an ordering of cluster centers, or neurons, moving in 
the plane, and having to be assigned to customers in a subsequent step. We think that 
separating the transportation network from the underlying customer demands has 
several positive aspects. One of the goals is to give the natural potential to deal with 
noisy or incomplete data, and with fluctuating demand. As well, we think that this 
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independent structure more closely models usual transportation networks, which are 
physical interconnected infrastructures more or less adapted to the many potential 
customers. A characteristic of the method is that non standard solutions are admitted 
during the course of the optimization process. This allows to deal with combined 
clustering and routing problems, in a unified way. For example, [10][11][12] present a 
combination of the Euclidean k-median problem [1] and classical VRP. It consists of 
positioning bus stops according to customer locations (k-median problem) and 
generating vehicle routes among bus-stops (VRP). Bus-stops define clusters where 
customers are grouped and where they have to walk to take the bus. 

To extend SOM applicability to complex problems, such as the VRP, it becomes an 
operator embedded into an evolutionary algorithm, yielding to what we call the 
memetic SOM algorithm. An advantage is that operators can be designed 
independently and then combined. The term used to describe and qualify our method 
focuses on the analogy with the memetic algorithm [24] which incorporates a local 
search into a standard evolutionary loop. The SOM algorithm stands for local search. It 
is used here as a long run process applied to a population of solutions, and interrupted 
during its progress by application of evolutionary operators. Here, no recombination, 
nor crossover, operators are considered. The method is a descendant approach just like 
evolution strategies [2] and memetic algorithms, and at the contrary of genetic 
algorithms [16] that are ascendant methods (solutions are constructed) centered around 
crossover. By following the two kind of spatial and natural metaphors of self-
organization and evolution, and by using standard algorithm structures, such as SOM 
and EA, the goal is also to address the build of a simple and effective distributed 
method for the solving of hard combinatorial optimization problems.  

2.2   The Kohonen’s Self-Organizing Map 

The standard self-organizing map [19] algorithm operates on a non directed graph G = 
(A, E), called the network, where each vertex n ∈ A is a neuron having a location wn = 
(x, y) in the plane. The set of neurons A is provided with the dG induced canonical 

metric ( ), ' 1d n nG =  if and only if ( ), 'n n E∈ , and with the usual Euclidean 
distance d(n, n'). 

The training procedure applies a given number of iterations niter to a graph 
network, the vertex coordinates of which being randomly initialized into an area 
delimiting the data set. Here, the data set is the set of demands, or customers. Each 
iteration follows four basic steps. At each iteration t, a point p(t)∈ℜ2 is randomly 
extracted from the data set (extraction step). Then, a competition between neurons 
against the input point p(t) is performed to select the winner neuron n* (competition 
step). Usually, it is the nearest neuron to p(t). 

( ) ( ) ( ) ( ) ( )( )1 . *, .w t w t t h n n p w tn n t nα+ = + −  (1) 

Then, the learning law (1) (triggering step) is applied to n* and to all neurons within a 
finite neighborhood of n* of radius σt, in the sense of the topological distance dG, 
using learning rate α(t) and function profile ht. The function profile is given by the 
Gaussian in (2). 
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( ) ( )( )2 2*, exp *,h n n d n nt G tσ= −

 
(2) 

Finally, the learning rate α(t) and radius σt slowly decrease as geometric functions 
of time (decreasing step). To perform a decreasing run within tmax iterations, at each 

iteration t coefficients α(t) and σt are multiplied by ( )( )exp ln maxx x tfinal init , 

with respectively x = α and x = σ, xinit and xfinal being respectively the values at 
starting and final iteration. In our evolutionary algorithm, a SOM simulation becomes 

an operator specified by its running parameters ( ), , , , maxtinit initfinal finalα α σ σ . 

2.3   Evolutionary Loop and Operators 

A construction loop as well as an improvement loop are instantiated based on the 
following generic memetic loop structure, where the parameter setting has been 
determined empirically after a preliminary round of experiments : 
 

Initialize population with Pop=50 individuals. 
Gen = 0 
While not Gen=N/2 generations are performed /* Gen=5N for 
long runs */. 
 1.  In construction mode only, apply a standard SOM 
operator, with parameters (α

init
, α

final
, σ

init
, σ

final
, t

max
)= (0.5, 

0.5, 2×N/m, 4, Gen×niter), to each individual in population 
separately, performing niter=N/4 iterations by individual at 
each generation. 
 2.  In improvement mode only, apply a standard SOM 
operator, with parameters (α

init
, α

final
, σ

init
, σ

final
, t

max
)= (0.9, 

0.5, 2×N/m, 0.5N/m, Gen×niter), to each individual in 
population separately, performing niter=1 iteration by 
individual at each generation. 
 3.  In improvement mode only, apply derived SOM 
operator, denoted SOMVRP, with parameters (α

init
, α

final
, σ

init
, 

σ
final

, t
max
)= (0.5, 0.5, 10, 4, Gen×niter), to each individual in 

population separately, performing niter=N/m iterations by 
individual at each generation. 
 4.  Apply mapping operator MAPPING to each 
individual in population to assign each demand to a closest 
vertex, then move vertices to demand locations. 
 5. Apply fitness evaluation operator FITNESS to 
each individual in population. 
 6. Save the best individual encountered. 
 7. Apply selection operator SELECT. 
 8. Apply elitist selection operator SELECT_ELIT. 
 9. Apply derived operator SOMDVRP, to each 
individual in population separately to perform greedy 
insertion moves to the residual demands. */ 
 8.  Gen = Gen +1 
End while. 
Report best individual encountered. 
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The memetic loop applies a set of operators to a population of Pop individuals, at 
each iteration (called a generation). A loop executes a fixed number of generations Gen, 
depending on the problem size N. The number of individuals is constant. One individual 
encapsulates exactly one solution, that is, a set of m routes, called the network. Each 
route is represented by a planar graph having a ring structure with 5×N/m vertices. To 
each route corresponds exactly one vehicle. Each ring has a vertex fixed at the depot 
location. Other vertices are free to move anywhere in the plane. Vertices are the 
variables which have to be located on, and assigned to, customer locations in order to 
define the different tour orderings which stand for the VRP solution. The number of 
vertices by vehicle corresponds to the maximum of customers a vehicle can visit. It has 
been adjusted empirically to allow a good compromise between number of customers 
visited, equilibration of route lengths and computation speed. 

The construction loop starts its execution with solutions having randomly 
generated vertex coordinates into a rectangle area containing demands. The 
improvement loop starts with the single best previously constructed solution, which is 
duplicated in a new population. Mainly, the behavior consists of applying a SOM 
process and interrupting its progress, at each generation, by application of a mapping 
operator which generates a VRP solution by projecting vertices to customer locations. 
Other operators have a complementary role, trying to direct the search toward better 
quality solutions. The construction loop is responsible for creating an initial solution 
from scratch, whereas the improvement loop is responsible of local improvements on 
solutions. It follows that the SOM process embedded in the former loop performs a 
greater number of iterations by generation, using a larger neighborhood. The 
improvement loop performs very few and punctual moves at each generation. 

The two loops are managed by a master loop controlling restart executions, from 
random solutions at each time. A complete run executes construction followed by 
improvement until all customers are inserted and all constraints satisfied, at least 
NExec times, and at most a predefined large number of times. For fast runs, we take 
NExec = 1 and Gen = N/2. For long runs, we take NExec = 5, Gen = 5N, the 
improvement phase being also restarted as soon as the fitness is improved. 

The construction and improvement phases are illustrated in Fig. 2 on the c5 
instance with 200 customers of the publicly available Christofides, Mingozzi, and 
Toth (CMT) [3] benchmark, showing the visual pattern moving in the plane. The 
construction phase is illustrated in (a-d). Two consecutive pictures show the network, 
at a given generation, as distorted by the SOM operator followed immediately by the 
admissible, or near admissible, solution generated by the mapping operator. This 
mapping operator creates a VRP solution by projecting nearest vertices to each 
customer. (a-b) present the network at the beginning of construction and (c-d) several 
generations later. In (e-f) is shown the network at different steps of the improvement 
phase, illustrating the local perturbations responsible for local improvements. 

Details of operators are the followings: 

1) Self-organizing map operator. It is the standard SOM applied to the graph 
network. It is denoted by its name and its internal parameters, as 

( ), , , , maxSOM tinit final init finalα α σ σ . One or more instances of the operator, 

with their own parameter values, can be combined. A SOM operator is executed   
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(a) (b) (c) 

 
(d) (e) (f) 

Fig. 2. Two phases algorithm with the CMT c5 instance. (a)-(d) Construction phase. (e)-(f) 
Improvement phase. 

performing niter basic iterations by individual, at each generation. Parameter tmax is 
the number of iterations defining a long decreasing run performed in the stated 
generation number Gen, for each individual. Other parameters define the initial and 
final intensity and neighborhood for the learning law. The operator can be used to 
deploy the network toward customers in construction phase, or to introduce punctual 
moves to exit from local minima in improvement phase. 

2) SOM derived operators. Two operators are derived from the SOM algorithm 
structure for dealing with the VRP. The first operator, denoted SOMVRP, is a 
standard SOM restricted to be applied on a randomly chosen vehicle, using customers 
already inserted into the vehicle/route. It helps eliminate remaining crossing edges in 
routes. While capacity constraint is greedily tackled by the mapping/assignment 
operator below, the second operator, denoted SOMDVRP, deals with the time duration 
constraint specifically. It performs few insertion moves of customers, not already 
assigned, to a vehicle vertex with least route time increase. 

3) Mapping/assignment operator. This operator, denoted MAPPING, generates a 
VRP solution by inserting customers into routes and modifies the shape of the 
network accordingly. The operator greedily maps customers to their nearest vertex, 
considering vertices not already assigned, for which vehicle capacity constraint is 
satisfied. Then, the operator moves the vertices to the location of their assigned 
customer (if exist) and dispatches regularly (by translation) other vertices along edges 
formed by two consecutive customers in a route.  

4) Fitness operator, denoted FITNESS. Once the assignment of customers to routes 
has been performed, this operator evaluates a scalar fitness value for each individual 
that has to be maximized and which is used by the selection operator. The value 
returned is fitness = sat − 10−5 × length, where sat is the number of customers that are 
successfully assigned to routes, and length is the length of the routes defined by the 



 Self-organization and Evolution Combined to Address the Vehicle Routing Problem 107 

ordering of such customers mapped along the rings. Admissible solutions are the ones 
for which sat = N, N being the number of customers. 

5) Selection operators. Based on fitness maximization, the operator denoted 
SELECT replaces Pop/5 worst individuals, which have the lowest fitness values in the 
population, by the same number of bests individuals, which have the highest fitness 
values in the population. An elitist version SELECT_ELIT replaces the Pop/10 worst 
individuals by the single best individual encountered during the current run. 

3   Computational Results 

3.1   Influence of the Main Algorithmic Components 

Using the parameter settings given in the previous section, we apply the construction 
and improvement loops in sequence, one time each, and study the influence of the 
main algorithmic components, for a fixed population size of 50 individuals. The 
generation numbers GenC and GenI are set to N. The tests are done using the c10 
instance of the Christofides, Mingozzi, and Toth (CMT) [3] benchmark, with 200 
customers and time duration constraint, performing 10 runs by test with a chosen 
component being removed from the algorithm. Fig. 3(a) presents the mean fitness 
values obtained at the last generation within 95% confidence intervals. Fig. 3(b) 
presents the mean route lengths, as well in 95% confidence intervals. 

(a) (b) 

Fig. 3. Performances of memetic SOM removing algorithmic components. (a) Fitness values in 
95 % confidence intervals. (b) Route lengths in 95 % confidence intervals. 

Clearly, as shown in Fig. 3(a), selections operators have a great influence on the 
algorithmic performance. Without any selection operator, the algorithm behaves like 
executing 50 independent runs on a single individual. In that case, only 196 demands, 
on a total of 200, are satisfied on average. As well, the SOMDVRP operator, 
responsible for random insertions according to time duration constraint, plays an 
important role. Removing this component yields to solution with less than 200 
customers successfully inserted, thus to non admissible solutions. 

Removing elitist selection only, or SOMVRP operator responsible for single route 
improvement, yields to fitness values overlapping with the standard case Pop = 50. 
Then, to decide whether these two operators play a significant role, we need to look at 
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the secondary fitness component, which is the total route length, in fact the main VRP 
objective to minimize. Fig. 3(b) clearly shows that removing the elitist selection has a 
non negligible impact on route length minimization. Removing the SOMVRP however 
has a weaker impact on this value, but this can be explained by the particular test case 
used, where time duration constraint is predominant. The standard Pop = 50 case wins 
in all cases, considering both fitness and length. 

3.2   Comparative Evaluation 

Evaluation of the memetic SOM approach is done against neural network algorithms 
and against some recent Operations Research heuristics. In the former case, we 
compare memetic SOM to the three representative approaches of Ghaziri [15], 
Modares et al. [23] and Schwardt and Dethloff [30]. Only these authors have made 
significant use of the publicly available Christofides, Mingozzi, and Toth (CMT) [3] 
test problems. Other neural network versions [18][21][29][33] are quite 
algorithmically similar or clearly worse performing. Only Ghaziri [15] addresses the 
time-duration version of VRP and solves almost all the corresponding CMT test 
cases. We also evaluate the approach against the Clarke and Wright construction 
heuristic [4], the Unified Tabu Search Algorithm (UTSA) [6], the Active Guided 
Evolution Strategy (AGES) [22], and the Very Large Neighborhood Search (VLNS) 
[13] approach. Considering the survey of Cordeau et al. [7], the UTSA approach has 
displayed good performances on solution quality and is considered very simple and 
flexible, but time consuming. Other recent OR heuristics present similar accuracy 
within less computation time. An exception is the AGES approach, which displays a 
very high performance considering both solution quality and computation time. At the 
opposite, VLNS appears to be the less performing OR heuristic presented in [7]. 
Results on the large test problems of Golden et al. [17], with up to 483 customers, will 
be mentioned briefly.  

Numerical results on CMT instances are given in Table 1. The fourteen CMT 
instances of the capacitated VRP are composed of two subsets containing seven 
instances of each VRP types, with (D subset) or without time duration constraint (C 
subset). The first column “Name-size-veh” indicates the name, size and number of 
vehicles of the instance. Second column indicates the best known values that were 
obtained initially for a large part by [28] through a long run. The memetic SOM 
results are averaged on a basis of 10 runs. We used the two configurations “fast” and 
“long” of the algorithm, to adjust computation time. Approaches are mentioned in 
Table 1 using the name of the method and/or the author names and date of 
publication. For each method, the percentage deviation to the best known value of the 
mean solution is reported in column “%PDM” and the average computation time (if 
exist) in column “Min” in minutes. Some results that are best values over many runs 
are reported in column “Best”. Results in Table 1 show the improvement carried out 
by memetic SOM against earlier neural network approaches. Accuracy is substantially 
improved since the average deviation to the best known value is reduced from roughly 
5 % to 3.39 % on average for fast runs, and to 1.20 % for long runs. 

Here, all CMT test cases are addressed successfully. Modares et al. [23] and 
Schwardt and Dethloff [30] do not report computation time. Furthermore, they do not 
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address the time duration version of the problem. Only Ghaziri [15] deals with it. 
Taking care of the rough approximation performed when comparing computation 
times, memetic SOM clearly improves solution quality. We also report in Table 1 
results obtained by the Clarke and Wright construction heuristic [4], available at VRP 
Web http://neo.lcc.uma.es/radi-aeb/WebVRP/. Neural networks perform better than 
the construction heuristic, for more computation time. Finally, results obtained by the 
UTSA approach [6] are given in the two last columns. They illustrate the gap to such 
a recent Operations Research heuristic. With roughly 30-40 % computation time more 
on a similar computer, UTSA yields 0.56 % of average deviation, whereas memetic 
SOM 1.20 %. At the opposite, referring to [7], the best performing, but complicated, 
AGES [22] yields 0.03 % deviation to best known in 7.72 minutes on a Pentium IV 
(2000 MHz), and 0.07 % deviation in 0.27 minutes. 

Considering Operations Research heuristics, we also used the large test problems 
of Golden et al. [17], with up to 483 customers. On all the tests, memetic SOM yields 
2.70 % deviation in 39 minutes on a AMD Athlon (2000 MHz) computer, whereas 
UTSA yields 1.45 % in 56 minutes on a Pentium IV (2000 MHz), using results 
reported in [7]. Memetic SOM appears to be more accurate on instances with time 
duration constraint. In that case, the average deviation obtained was 1.96 % in 44 
minutes, whereas UTSA yields 1.60 % in 38 minutes. On such instances, the proposed 
memetic SOM performs better than the VLNS [13] heuristic. It yields 3.45 % of 
average deviation in 10 minutes, whereas VLNS yields 3,76 % in 22 minutes 
normalized to the same computer.  

Table 1. Numerical results for the CMT instances 
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4   Conclusion 

By combining self-organization in evolution, we presented an approach that extends 
and improves neural networks applied to the VRP. Operators have a similar structure 
based on closest point findings and simple moves performed in the plane. They can be 
interpreted as performing parallel and massive insertions, simulating the behavior of 
spatially distributed agents which interact continuously, having localized and limited 
abilities. The evolutionary framework adds another level of parallel computation and 
direct the search toward problem goals. Application within a dynamic and stochastic 
context is now a question to be addressed. Exploiting the natural parallelism of the 
approach for multi-processor implantations is also a key point to address. 
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Abstract. How has a stack of n blocks to be arranged in order to max-
imize its overhang over a table edge while being stable? This question
can be seen as an example application for applied statics and at the same
time leads to a challenging optimization problem that was discussed re-
cently in two theoretical studies.

Here, we address this problem by designing an evolutionary algorithm;
the proposed method is applied to two instances of the block stacking
problem, maximizing the overhang for 20 and 50 block stacks. The study
demonstrates that the stacking problem is worthwhile to be investigated
in the context of randomized search algorithms: it represents an abstract,
but still demanding instance of many real-world applications. Further-
more, the proposed algorithm may become useful in empirically testing
the tightness of theoretical upper bounds proposed for this problem.

1 Introduction

What is the largest overhang beyond the edge of a table that can be reached
with a stack of n blocks (see Fig. 1)? A question that can be reformulated into
the following optimization problem: Find a stable stack consisting of n blocks
with a maximal overhang beyond the edge of a table. This is an example system
to demonstrate the principles of static equilibrium that was discussed in two
recent theoretical studies by Hall [3] and Paterson and Zwick [6].

Although this problem is mentioned in several engineering mechanics textbooks
throughout the years [7,4] as well as in mathematics [1,5], until now optimal so-
lutions are only known for strongly restricted variants. Nevertheless construction
schemes and upper bounds for some scenarios are available [3,6]. Up to now, there
exists no algorithm generating stacks where each block is explicitly represented;
both studies, Hall’s and Paterson and Zwick’s, present algorithms involving im-
plicit representations for parts of the stacks by introducing additional weights.
� This study arose from a student project within the Bachelor’s program in Informa-
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Fig. 1. An example Stack and its overhang over a table edge

Therefore developing a technique generating fully represented stack provides an
interesting complement to the theoretical studies, empirically substantiating the
proposed bounds. In addition, following Hall, the described problem “ ... could
pose a worthy test for general optimization algorithms.” (page 1115 in [3]). This
problem is an interesting addition to the set of test problems for stochastic op-
timization techniques like evolutionary algorithms (EAs) and expands the set of
representatives of stacking problems often considered in EA studies [2].

Therefore, taking up Hall’s suggestion in the following, we describe an EA
designed to work on the described problem, addressing the questions of (i) how
to represent the problem and how to design appropriate variation operators such
that an EA can explore the space of stack configurations effectively, and (ii) what
overhang can be reached by an EA - regarding a 20 block and a 50 block setup.

2 Related Work

The block stacking problem has a long history and was mentioned already in the
19th century [8] recurring from then on regularly in textbooks, providing only
limited information on how a general optimal solution could look like. Recently,
two theoretical studies examined the problem in more detail. In the first study,
Hall [3] investigated the influence of different restrictions of the problem on the
achievable overhang. He showed that the widely believed to be optimal overhang
Dn for a stack of n blocks of

Dn =
1
2

n∑

i=1

1
i

(1)

only holds for the most restricted variant: a scenario considering only vertical
forces on the blocks and further demanding that all blocks are lying one-on-one.
Non-intuitively, since Eq. 1 diverges for n → ∞, the overhang for stacks following
these restrictions can already reach an infinite overhang. Additionally he tested
two less restricted variants, one where as well only vertical forces are considered
but more than one block is allowed to rest on top of another and one extending
the former scenario by considering friction as vertical contribution. For both less
restricted settings better overhangs could be achieved.
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Taking up the work by Hall and focusing on stacks of where more than one
block is allowed per level and only vertical forces are considered, in a succession
study Paterson and Zwick [6] further formalized the problem and introduced
upper bounds, whereas their tightest bounds remain unproven. Further on they
propose construction schemes for a slightly varied problem where they only con-
sider a set of blocks producing the actual overhang and the remaining blocks are
only implicitly represented by point forces applied from above. Using this vari-
ated problem (loaded stacks), empirical results for different numbers of blocks
are presented.

Thereby these two studies provide formalizations and theoretical background
for the considered problem, paving the way to consider the described problem as
a demanding test problem for general optimization techniques. In addition, the
tightest proposed bounds for optimal overhangs are given for loaded stacks only
therefore posing the questions what an algorithm designing stacks with optimal
overhang looks like and if the bounds can be reached.

3 The Block Stacking Problem

The problem considered here is to find a stack of n blocks producing a maximal
overhang over the edge of a table while being stable, see Fig. 1. In this study the
two dimensional block stacking problem is investigated for which it is assumed
that:

– all blocks are rectangular,
– all blocks are of same size,
– all blocks are rigid,
– all blocks are perfectly smooth (no friction between blocks),
– all blocks are of equal and same density,
– all blocks have to lie on their long edge.

Further on, it is assumed that the table on which the stacks are built covers the
third quadrant (x, y ≤ 0) of a Cartesian coordinate system in which the origin
marks the upper right corner of the table.

In a stack built from such blocks, contacting blocks exert forces onto each
other. These forces can be summed up to a single resulting force acting at one
point in the contact interval. Resulting from the assumption that there is no
friction between blocks, no horizontal forces but only vertical forces are present
and since their is no drag between blocks, all forces F exerted have to be non-
negative (F ≥ 0). Following Newton’s third law of motion, for each force FA

exerted by a block A on a block B, there has to be a counterforce FB = −FA

exerted from block B onto block A.
Now, for a stack to be stable it is necessary that all blocks in this stack are

in equilibrium—a condition met if all forces exerted by blocks lying on top of a
considered block C (plus the weight force FW of C) and the moments imposed
by these forces are evened out by counter forces and moments exerted by blocks
lying below C. For the example stack shown in Fig. 2, for the middle light gray



An Evolutionary Algorithm for the Block Stacking Problem 115

Fig. 2. To determine the forces exerted on or by a block A, a stack like the one shown
on the left is decomposed into single blocks (shown on the right). Adhering gravity,
each of these blocks has a downwards directed weight force FW . In addition, there are
forces exerted between the blocks, summed up to resulting forces that act on a certain
point of the contact surface and for each of these forces exists an exact counterforce
(F1, F2, F3). Finally, momenta act on each block. They are defined by the forces acting
on the block times the horizontal parts of the vectors between the forces’ points of
application and the block’s centroid.

block this results in the following equations, Eq. 2 and Eq. 3, that need to be
satisfied:

F1 + FW = F2 + F3 (2)
x1F1 + x3F3 = x2F2 , (3)

where xi denotes the horizontal part of the distance of the point where Fi is
exerted to the centroid of the block. If and only if there exists a set of non-
negative forces for which these equations for all blocks in the stack are satisfied,
the stack is stable.

The model described here is the same that was already used in the studies
of Hall and Paterson and Zwick, representing an abstraction of the full three
dimensional block stacking problem that, i.e., can be tested by using wooden
blocks like in the game J enga and allows for fast fitness function evaluations due
to its simplicity. Additionally, it can be easily extended by, i.e., incorporating
friction between blocks or using non-identical block shapes. Still, the principles
underlying the optimization will stay the same, only the question if a stack is
stable or not will become harder to answer.

4 An EA for the Block Stacking Problem

In the following, an EA for the block stacking problem is proposed, in particular
(i) the choice of a suitable representation, (ii) evolutionary operators for gen-
erating offspring, and (iii) the considered fitness function are described. Here,
choosing a suitable stack representation poses the most important but most dif-
ficult task since straight forward representations often suffer from resulting in
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Fig. 3. Schematic overview on the transition process from representation to a stack

physically invalid stacks due to overlapping blocks and thereby make it hard to
design functioning evolutionary operators.

4.1 Representation and Candidate Stack Initialization

How to represent a stack in a way that no two blocks overlap is less obvious
then it appears. For example, when representing the stack by storing the x, y
coordinates of a certain point of each block, without using a repair mechanism
overlapping blocks can occur. To avoid this problem we have decided to use a
representation which by default produces feasible stacks: A stack s is represented
by an ordered list s = [b1, . . . , bn] of blocks where for each block bi the x co-
ordinate of its lower left corner is stored. To generate the stack represented by
this list, the blocks are dropped from above onto the table one-by-one according
to their order given in the list. Their y coordinate is then determined by the
level down to which they fell before hitting either the table or another block (cf.
Fig. 3). Further on, since only stacks with just a single block lying directly on
the table can have an optimal overhang, stacks have to fulfill this criterion to
be valid. If invalid stacks are occurring during optimization or initialization, the
process leading to the invalid stack is repeated until a valid stack is generated.
In addition to this validity condition, during initialization of the first individuals
further criteria are posed on the stacks that need to be fulfilled. For initializa-
tion, x coordinates are randomly drawn from a normal distribution N (−1, σ)1,
where σ is iteratively increased as the stack grows from bottom to top: starting
from σ = 0 with each new x coordinate drawn for a stack (one block is added),
σ is increased by a constant s. For a stack to become valid, it is then required
that each of the newly placed blocks has a minimum contact surface to blocks on
top of which they are placed. For the first block the minimal overlap in percent
o is defined by an offset constant ooff, iteratively increased with each block so
that for the last block a predefined overlap value omax is reached. The iterative

1 Since each block is represented by the x coordinate of its lower left corner and
each block has a breadth of 1, the normal distribution the x coordinates are drawn
from has a mean of −1: this allows for generation of stacks where the first block in
expectation comes to rest with its centroid above the table.
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increase for o is calculated by linearly distributing omax − ooff on the n blocks
of the stack. Using this method, a hundred times the number of required stacks
are generated and those stacks with the minimal stack height are chosen.

4.2 Operators

The proposed algorithm involves two selection steps, mating selection and en-
vironmental selection as well as mutation and crossover. For mating selection
a tournament selection with tournament size two is used. Taking thereby se-
lected pairs of individuals, they are first recombined and one of the resulting
offspring individuals is afterwards mutated. Recombination takes place accord-
ing to a predefined crossover probability pcross and in case no recombination is
applied, simply the first parent is handed over to mutation. After mutation, a
plus-selection scheme on parent population and offsprings is used to determine
the new population by taking the best individuals from this set.

Crossover and mutation are working in detail as follows: For recombination, one
point crossover is used, choosing the crossover point Pcross uniformly distributed
Pcross ∈ {1, 2, . . . , n}, where n is the number of blocks in the stack. Afterwards the
resulting offspring stack is collapsed to check if it adheres to the validity constraint
(only one block lies on the table, none is falling in the void beyond the table). If
the resulting stack is invalid, crossover is repeated up to 99 times and if within
these 100 tries no valid stack is produced, crossover is omitted.

For mutation, one of the blocks in the stack is chosen uniformly random.
This block and all the blocks on top of it in the collapsed representation are
then moved according to a random movement drawn from a normal distribution
N (0, σ), where σ is a predefined mutation strength. If this movement results in
an invalid stack, mutation is repeated up to 99 times and if within these 100
tries no valid stack is created, the parent remains unchanged and is added to
the set of offsprings. By using this mutation, stacks that are loosing height are
only scarcely created although in Sec. 2 it was shown that it is necessary to
have stacks with a height smaller than their number of blocks to reach optimal
overhang. Therefore, in one percent of all mutation cases a different type of
mutation is used: only the x coordinate of the chosen block is changed while all
the others stay the same. This mutation variant is more likely to produce stacks
loosing height.

4.3 Fitness Evaluation

The aim of the optimization process is to identify stable stacks with a maximal
overhang, therefore to evaluate a given stack two questions need to be answered:
first, is the considered stack stable and second, what is its overhang.

For a stack to be stable, in Sec. 3 it was shown that all blocks need to be
in equilibrium. Therefore, for each block the corresponding equations for forces
and resulting moments under the constraint that forces between blocks are non-
negative and that weight forces are strictly positive, have to be set up. If and
only if there exists a feasible force distribution for this usually under-determined
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problem, the tested stack is stable. The question if there exists a feasible solu-
tion can be formulated as a linear programming problem that in turn can be
solved using standard solvers like Matlab, an operation consuming about three
milliseconds for a 20 block stack on one core of a Dual Core Double CPU AMD
Opteron 2.6GHz 64 Bit machine with 8GB RAM.

The overhang on the other hand can be calculated by determining the position
of the rightmost block boundary or the greatest x-extension of a block—the table
was located in the third quadrant and therefore the table edge is located at the
origin of the Cartesian coordinate system fitted into the two dimensional space.

Since we deemed it easier for the optimization process to improve the over-
hang starting from a stable stack than stabilizing an instable stack with good
overhang, we decided to use as a fitness f(x) of stack x its overhang over(x) if
the stack is stable and zero otherwise which is given by the following equation:

f(x) =

{
over(x) if x stable
0 else.

(4)

Thereby stable stacks are always preferred compared to instable ones.

5 Simulation Results

The proposed approach is tested by applying it to two instances of the block
stacking problem, one using 20 block stacks and the other one stacks made
up from 50 blocks. While the latter case represents a problem size that is on
the verge of becoming inaccessible to exhaustive search procedures and thereby
provides a glimpse on the general applicability of the proposed method, the first
is used mostly for parameter optimization for the latter case. In the following
first the results of the parameter optimization are presented, followed by the
simulation results on the 50 block stack optimization.

5.1 Parameter Testing

During the parameter optimization process we tested mutation- and crossover
rates, population- and offspring set sizes and different settings for the initializa-
tion method.

Starting with the initialization technique, offset values ooff ∈{10, 20, 30, 40, 45}
and maximal overlaps omax ∈ {50, 60, 70, 80, 90, 99} were tested. Hereby, the aim
was to identify a good trade-off between stack stability and stacks with small
height: initial simulations showed that the optimization process becomes difficult
if only few stable stacks are in the initial population (data not shown) which is
often the case if only small overlaps for the blocks are required. On the other
hand, to reach a good overhang it is necessary to build stacks of small height,
allowing for counterweight stacks to emerge (cf. Sec. 2). Therefore we tested
10000 stacks for each combination of ooff and omax, counting the number of
stable stacks (cf. Tab. 1) with the variant ooff = 45 and omax = 99 building the
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Table 1. Trade-off between overlaps between blocks and stability measured for 10000
randomly chosen individuals, for 20 and 50 block scenarios

ooff omax Fraction of stable stacks Fraction of stable stacks
for 20 block stacks for 50 block stacks

10 50 0.0003 0.0000
10 60 0.0016 0.0000
10 70 0.0052 0.0000
10 80 0.0135 0.0000
10 90 0.0275 0.0003
10 99 0.0415 0.0003

20 50 0.0017 0.0000
20 60 0.0073 0.0000
20 70 0.0192 0.0002
20 80 0.0340 0.0003
20 90 0.0618 0.0007
20 99 0.0874 0.0013

30 50 0.0070 0.0001
30 60 0.0218 0.0000
30 70 0.0434 0.0003
30 80 0.0719 0.0021
30 90 0.1071 0.0049
30 99 0.1471 0.0067

40 50 0.0205 0.0001
40 60 0.0364 0.0005
40 70 0.0746 0.0018
40 80 0.1185 0.0053
40 90 0.1793 0.0089
40 99 0.2378 0.0143

45 50 0.0251 0.0001
45 60 0.0474 0.0006
45 70 0.0912 0.0017
45 80 0.1493 0.0021
45 90 0.2285 0.0083
45 99 0.3107 0.0185

best compromise between stability and stack height. In turn, when testing the
initialization method for 50 block stacks, the fraction of stable stacks dropped
considerably to a value of 0.0185 still feasible for optimization but indicating
that for even larger stacks the initialization technique might fail. To address this
problem there are at least two possibilities, (1) couple the initialization technique
with a local search technique trying to modify the stacks in such a way that they
become stable or (2) initialize the stacks by using a set of stack designs that are
stable by default.

Further on the influence of mutation strength and crossover rate were inves-
tigated. For mutation, different percentage levels σmut ∈ {0, 12.5, 25, 27.5, 50}
with respect to the unit block breadth have been tested while for recombina-
tion, probabilities pcross ∈ {0.0, 0.25, 0.5, 0.75, 1} have been tested. To measure
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Fig. 4. Factorial design results for different mutation strengths (mut) and recombina-
tion probabilities (cross)

the overall performance, 21 optimization runs with a population size μ = 100
and a offspring set size λ = 200 and 100000 objective function evaluations
have been conducted. The results are shown in Fig. 4, indicating that muta-
tion is necessary for the optimization process but as soon as mutation takes
place (even if only slight movements of blocks are made) the overall perfor-
mance for different mutation strengths is comparable. Only the setting where
no recombination takes place shows a discernible loss of performance. For the
further simulations we chose a mutation strength of σmut = 25% and a crossover
probability of pcross = 0.25. Using the determined parameters for initializa-
tion, mutation strength and recombination rates, in a last step we tested dif-
ferent population sizes μ and offspring set sizes λ. The tested settings have
been (μ, λ) ∈ {(10, 20), (100, 200), (200, 400)}. Again for each setup 21 runs,
running for 100000 objective function evaluations, where conducted. The simu-
lations showed that the mean performance for all three settings is comparable
(cf. Fig. 5), whereas the variance for (μ, λ) = (10, 20) is much higher than for
the latter two settings. In turn there is no reduction in variance when mov-
ing from (μ, λ) = (100, 200) to (μ, λ) = (200, 400) while the number of eval-
uations needed to reach a good overhang was smaller for (μ, λ) = (100, 200)
than for (μ, λ) = (200, 400) (cf. Fig. 5.1), indicating that the population size
of (μ, λ) = (200, 400) already could be a bit to large. In effect the best set of
parameters identified during parameter optimization comprises the following set-
tings: ooff = 45 and omax = 99 for initialization, σ = 25% as mutation strength,
pcross = 0.25 as recombination probability and (μ, λ) = (100, 200) as population
size or offspring set size respectively.

5.2 Application to a 50 Block Problem

The stacks evolved during the parameter optimization process already showed
good overhangs—the best 20 block stack found had an overhang of 2.275 while
for this stack size an overhang of 2.32014 is optimal and for a 19 block stack the
optimal overhang is 2.27713 respectively. Both optima have been determined in
[6] by exhaustive search. A simple exhaustive search results in a runtime which is
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Fig. 5. Overview on the distributions of the best individuals found during 21 runs for
different population sizes μ and offspring sizes λ
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Fig. 6. Evolution of the best fitness per generation averaged over 21 runs for different
population sizes. The error bars indicate the first and third quartile over the 21 runs.
The dashed line represents a (μ, λ) combination of (10, 20) (left error bar), the solid line
of (100, 200) (middle error bar) and the dash-dotted line of (200, 400) (right error bar).

exponential in the number of used blocks. However, the problem complexity itself
has not been determined yet. In addition to the good overhangs generated during
parameter testing, the stack construction shown in Fig. 7 closely resembles the
construction of the optimal ones given by Paterson and Zwick (cf. [6], Fig. 3,
page 233). Taking this as a promising prospect, we decided to further test our
approach on a more demanding instance of the problem: stacks containing 50
blocks. Conducting 50 runs, 100000 fitness function evaluations each, a stack
with overhang 2.97 was found (cf. Fig. 7). According to Paterson and Zwick, a
relatively tight putative upper bound for this problem instance is an overhang
of 3.28136 and for 40 block stacks of 3.02248 [6]. Therefore the best stack found
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Fig. 7. Best stacks identified, for 20 blocks on the left (overhang = 2.275) and for 50
blocks on the right (overhang = 2.97)

during optimization represents a solution with some distance to the optimum,
still it is a good solution serving as a proof of principle that the proposed EA is
in general capable to optimize the given stack overhang problem. Nevertheless
the algorithm can be improved, first by introducing a method trying to repair
instable stacks by systematically introducing small changes looking for stable
stacks in the neighborhood of a given solution and second by using a type of
local search trying to find the stack with the best overhang in direct vicinity to
the given stack.

6 Conclusions

We have presented a preliminary study, originating from a student project, con-
cerned with the optimization of stack overhangs over the edge of a table, an
example problem for static equilibria as well as an interesting test problem for
combinatorial optimization methods. The proposed algorithm was applied to
two instances of this problem, the optimization on 20 block and 50 block stacks.

Whilst the 20 block instance falls well within the range of exhaustively testable
problems, the latter already ranges amongst those which elude themselves from
exhaustive testing. Therefore, prior to tackling the 50 block problem, a param-
eter optimization on the 20 block instance was conducted. During the following
optimization runs, for both instances good stacks where found. For the 20 block
problem the found stacks were close to optimal while those for the 50 block
problem have been good but only comparable to the putative tight upper bound
for 40 block stacks.

The problems during optimization of the latter instance mainly stem from the
fact that too many instable stacks are generated both during initialization and
optimization—a problem that can be addressed in the future by coupling the
proposed method with a local search procedure that is concerned with identifying
stable stacks in the vicinity of a given, instable solution. Therefore, although the
results not yet have been optimal, a proof of concept for the usefulness of the
proposed method in tackling the given problem has been provided.
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Abstract. The evaluation or fitness function is a key component of
any heuristic search algorithm. This paper introduces a new evaluation
function for the well-known graph K-coloring problem. This function
takes into account not only the number of conflicting vertices, but also
inherent information related to the structure of the graph. To assess
the effectiveness of this new evaluation function, we carry out a number
of experiments using a set of DIMACS benchmark graphs. Based on
statistic data obtained with a parameter free steepest descent, we show
an improvement of the new evaluation function over the classical one.

1 Introduction

Heuristic algorithms are known to be a very powerful tool for solving hard and
large combinational optimization problems. It is now well recognized that the
performance of a heuristic algorithm is strongly conditioned by the design of a
number of key components. For instance, for local search algorithms, the neigh-
borhood relation constitutes an element that must be carefully studied. Similarly,
for evolutionary algorithms, it is important to seek problem specific operators
such as crossover and mutation in order to obtain a better search performance.
For both local and genetic search paradigms, another indispensable key compo-
nent is the evaluation or fitness function. Indeed, it is this function that guides
the search process to explore an arbitrarily large search space.

There are different approaches to design an informative evaluation function
[14]. First, the static or dynamic penalty approach is a well established tech-
nique for constrained problems. Here relaxed constraints are integrated into the
evaluation function with special penalty terms, which can be fixed statically or
tuned dynamically. Second, in a hierarchical approach, the evaluation function is
decomposed into several ordered components; the evaluation is realized accord-
ing to that order. The third approach, less studied in the literature, consists in
designing specific evaluation function specially adapted to the problem at hand.
Contrary to the penalty or hierarchical approaches which are general techniques
and thus applicable to different problems, the problem-specific approach requires
a fine analysis of the target problem in order to identify particular properties that
are useful for the design of the evaluation function. Such a problem-specific ap-
proach has demonstrated its effectiveness for several NP-hard problems [4,8,13].

N. Monmarché et al. (Eds.): EA 2007, LNCS 4926, pp. 124–135, 2008.
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In this paper, we consider the well-known graph K-coloring (K-COL) problem
and try to devise a new and more informative evaluation function for a heuristic
solving of this problem. Informally, for a given graph, K-COL requires to find a
conflict-free vertex coloring using only K different colors such that two adjacent
vertices receive two different colors. As one of the three problems chosen for the
DIMACS second implementation challenge [9], K-COL is certainly one of the
most studied NP-complete problems with a large number of solution algorithms.

The long-term goal of our study is the development of high performance al-
gorithms able to produce competitive results across a large range of benchmark
instances. For this purpose, we here focus our study on the discovery of a new
evaluation function that will provide a better guidance than the classical penalty
based evaluation function for local or genetic search algorithms. Indeed, the con-
ventional evaluation function (called f in the paper) simply counts, for a given
K-coloring, the number of conflicting vertices and consequently cannot distin-
guish two K-colorings of equal number of conflicts having different potential for
further improvements.

2 Heuristic Search for Graph Coloring

2.1 Graph K-Coloring and Graph Coloring

Definition 1. (K-COL) Given a graph G = (V, E) (V and E are respectively
the vertex and edge set) and a positive integer K such that K < |V |, the graph
K-coloring problem is to determine whether there exists a conflict-free vertex
coloring using K colors or less, i.e. a function c : V → {1, 2, · · · , K} such that
∀{i, j} ∈ E, c(i) �= c(j). If such a coloring exists, G is said to be K − colorable.
In the following, we denote a coloring by C = (c(1), c(2), · · · , c(|V |)).
Definition 2. (COL) Given a graph G, the graph coloring problem is to deter-
mine the smallest K such that G is K−colorable. The smallest K is the chromatic
number of G.

From a theoretical viewpoint, K-COL is a very important NP-complete problem
as it is one of the 21 NP-complete problems listed [10]. Coloring problems are
also at the heart of numerous applications including for instance, scheduling,
register allocation in compilers and frequency assignment in mobile networks.

The graph coloring problem COL is an optimization problem (to minimize
K), while K-COL is its corresponding decision problem (to determine whether
there exists a K-coloring or not). Notice that if one can solve K-COL, one can
also solve COL by the following iterative approach: find a K−coloring of G for
a fixed K, K < |V | (solve K-COL), then decrease K (K = K − 1) until no
conflict-free K-coloring can be found.

2.2 Local Search for K-Coloring

To solve K-COL by local search, we consider K-COL from an optimization point
of view. For a given K-COL instance, i.e., a graph G = (V, E) and an integer
K, we define the following optimization problem (S, f) where:
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– S is the search space composed of all the |V |K possible K-colorings, i.e.
S = {C|C : V → {1, 2, · · · , K}};

– f is an ”artificial” objective counting the number of conflicting edges, i.e.
∀C ∈ S, C = (c(1), c(2), · · · , c(|V |)),

f(C) =
∑

{i,j}∈E

pij , where pij =

{
1 if c(i) = c(j)
0 if c(i) �= c(j)

Accordingly, any C∗ ∈ S such that f(C∗) = 0 corresponds to a conflict-free
K-coloring and thus represent a solution to the given K-COL instance. To solve
this optimization problem by local search, three main components need to be
defined: an evaluation function, a neighboring relationship and an exploration
strategy of the neighborhood.

– Evaluation function: One convenient evaluation function is the above ob-
jective function f which counts the number of conflicting edges of a given
K-coloring. Indeed, this evaluation function is largely used by many well-
known coloring algorithms [7,5,2,6,1]. We will show in this paper that this
evaluation function is not discriminating enough and can be improved.

– Neighborhood: Given a configuration (K-coloring) C = (c(1), c(2), · · · ,
c(|V |)), a neighboring configuration C′ of C is a K-coloring C′ = (c′(1), c′(2),
· · · , c′(|V |)) with exactly one conflicting color c(i) being changed to c′(i).

– Exploration strategy: The exploration strategy used in this paper is a steep-
est descent detailed in section 4.1.

3 A New Evaluation Function

For the graph K-coloring problem, many previous algorithms use f as their
evaluation function, although other functions are also proposed (see for instance
[12,3]). However, the function f is not sufficiently discriminating since it cannot
distinguish configurations having the same number of conflicts while these color-
ings may have different possibilities for further improvement. To overcome this
difficulty, we are trying to define another evaluation function able to identify
the configurations which, despite of having the same conflict number, are more
promising for further exploration.

3.1 The New Evaluation Function

Let us consider two configurations (3-colorings) C1 (figure 1.a)) and C2 (fig-
ure1.b)) of the same graph for which one needs to obtain a 3-coloring without
conflicts. We denote by Econfl the set of edges in conflict, by δ(i) the degree of
vertex i and by confl(i) the number of conflicts for vertex i.

The Econfl set has just one element for both examples: {i, j} for C1 and
{i, k} for C2. Since δ(j) < K < δ(k), we can assign to j a color not used by
its δ(j) neighbors (i.e black or white) to solve the {i, j} conflict; it requires just
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Fig. 1. Two 3-colorings with one conflict. The conflicting edge is marked in larger
thickness; it is easier to solve the gray one (C1, left) than the black one (C2, right)
even if both configurations have just a single conflict.

one more step. Since this is not necessarily the case for the conflict {i, k} in
C2, C1 is here preferable to C2. Furthermore, it is natural to consider that C1

is preferable to C2 only because δ(j) < δ(k) (without considering the value of
K), since the more neighbors a vertex has, the more difficult it is to change
its color without perturbing the rest of the configuration. In order to consider
all conflicting vertices in a single formula, we propose the following evaluation
function:

f̂(C) = f(C) −
∑

i∈V

confl(i)
1

δ(i)
. (1)

In all practical cases, we have f(C) − 1 < f̂(C) < f(C) since, for a non-trivial
problem the final number of conflicts (the number of terms in the sum) is consider-
ably smaller than the average degree of conflicting vertices (average denominator
δ(i) ). The second part of the function allows us to discriminate the configura-
tions having the same number of conflicts ; note that f̂ preserves the f ordering:
f̂(C) < f̂(C′) whenever f(C) < f(C′). In other words, we have two components
each one with a different goal: (a) the first counts the number of conflicts (f more
precisely), (b) the second is a quantity of the form

∑
i∈Vconflict

1
δ(i) (which is less

than 1) that better discriminates colorings unable to be distinguished by f . All
reported values of f̂ in this paper will be rounded to the nearest greater integer
since all encountered values of f̂(C) satisfy

⌈
f̂(C)

⌉
= f(C).

3.2 Computational Complexity

The computational efforts required by f and f̂ are equivalent. To see this, we
re-write the formula of f̂ in a computationally convenient way. Let us remark
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that: ∑

i∈V

confl(i)
1

δ(i)
=

∑

{i,j}∈Econfl

(
1

δ(i)
+

1
δ(j)

).

Consequently, we have:

f̂(C) = f(C) −
∑

{i,j}∈Econfl

(
1

δ(i)
+

1
δ(j)

) =
∑

{i,j}∈Econfl

(1 − 1
δ(i)

− 1
δ(j)

)

In our implementation, both functions are constructed by adding constant co-
efficients (E[i, j] = 1 − 1

δ(i) − 1
δ(j) ) for each conflicting edge {i, j}. All values

from E are computed before starting the main algorithm and they have a time
complexity of (O(|V |2)). In our numerical experiments, the computing time for
E is always less than 1 second on a Pentium 4 with a CPU at 2.8GHz. The only
non-negligible difference is the data types we are manipulating: instead of integer
values we use double values to store the table E and to perform all operations.

4 Experimental Comparisons of the Two Evaluation
Functions

In this section, we perform an extensive experimental analysis of the effect of
f̂ on the steepest descent (SD) algorithm. We start by detailing the algorithm,
then we present the test instances, the comparison criteria and we analyze the
results.

4.1 Steepest Descent

The steepest descent (SD) algorithm starts from a random initial configuration
and iteratively chooses, from the whole neighborhood, the best neighbor accord-
ing to the evaluation function. When there exists several equally best neighbors,
one of these neighbors is chosen at random. The algorithm stops when there
exists no improving neighbor - i.e. when the current coloring is a local optimum
with respect to the given neighborhood relation and evaluation function. For
all the experimental results reported in this paper, this simple SD algorithm is
considered with the two evaluation functions f and f̂ .

The choice of the SD algorithm for our experimentations is here justified by
the fact that it is one of the few algorithms to ensure a complete neutrality in
the final results. In any algorithm which closely depends on a given parameter
(e.g. temperature in simulated annealing, tabu list length in Tabu Search, etc),
the tuning of this parameter might significantly skew the results favoring one
method or another.

We also started performing experiments with other more advanced algorithms
(especially Tabu Search), but however, the aim of this paper is not to compete
with the best graph coloring algorithms. The goal of our experiments is to study
the influence of evaluation functions for the graph coloring algorithms from a
completely neutral point of view.
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4.2 The Experimental Conditions

Instances. The following graphs from the well-known second DIMACS chal-
lenge benchmarks are used:

– Five uniform random graphs generated by Johnson et. al in their state-
of-the-art papers about simulated annealing [8] and used extensively after-
words in testing graph coloring algorithms: dsjc250.5, dsjc500.5, dscj1000.1,
dsjc1000.5 and dscj1000.9. They have 250, 500 and 1000 vertices respectively
and the density p is denoted by the last digit (i.e. .5 for the first graph).

– Three Leighton graphs: le450.15a, le450.25a and le450.25c, these graphs
have each 450 vertices and a known chromatic number (15 for the first, 25
for the others) [11]. The last two graphs are generated in the same manner,
but with different random seeds.

Comparison Criteria. The main indicator of solution quality is the number
of conflicts of the configuration obtained at the end of the search (Other criteria
are explained in Section 5. For each graph, we set K to be the smallest number of
colors for which a coloring has ever been found or the chromatic number when it
is known (i.e. for the Leighton graphs). Consequently, all these instances are dif-
ficult to solve. For the first five graphs (dsjc*.*) we use the least K found either
by a hybrid algorithm [6] or by a population based local search algorithm com-
bining two specific neighborhoods and using the strategy of successive building
of color classes [12].

Experimental Protocol. The experimental evaluation was carried out by con-
sidering 1000 independent runs, with different random seeds, for both functions
and by statistically analyzing the solutions obtained. We examine the extremal
conflict numbers found with the two evaluation functions and precisely analyze
the distributions of the values obtained on the run set.

4.3 Results

For each instance, we show in table 1 the minimum, the mean and the maxi-
mum solution quality (columns 2,3,4 and 6,7,8 respectively) computed separately
for both functions. We also compute the standard deviation (columns 5 and 9
respectively), as it is an indicator of the algorithm’s precision and robustness.

The first observation is that the distributions of f and f̂ are disjoint in 75% of
cases: the quality of the solutions obtained with f̂ is always better (with smaller
numbers of conflicts) for absolutely all runs. And moreover, even for the rest of
25% cases, the general tendency remains the same.

More surprisingly, let us remark that f̂ leads one time to a proper coloring (no
conflicts) for the le450.25a graph with K=25 (its chromatic number). In fact,
even some state-of-the-art algorithms like HGA ([6]) fails to find a conflict free
coloring with 25 colors for graphs in the le450.25a family.

Furthermore, we collected for each graph the final values obtained by our
SD algorithm with the two evaluation functions f and f̂ into a single sample
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Table 1. The results of 1000 runs of the SD algorithm on all the tested graphs. f̂
allows SD to obtain a better local optimum with a smaller number of conflicts for each
graph and even to find an optimal coloring for le450.25a. The numbers between the
parenthesis in Column 1 correspond to the smallest K reported in the literature.

Classic Function(f)) New Function(f̂)

Graph (colors) Min Max Mean Std. Dev. Min Max Mean Std. Dev.

dsjc250.5(28) 60 106 83.0 7.4 36 71 54.1 5.6
dsjc500.5(49) 140 209 173.1 10.7 89 136 112.2 8.2
dsjc1000.1(20) 260 355 307.2 15.2 152 231 191.8 11.7
dsjc1000.5(83) 364 478 424.9 16.6 249 333 290.0 13.3
dsjc1000.9(224) 301 402 347.5 14.4 183 253 218.9 9.5
le450.15c(15) 270 345 310.3 10.6 216 284 250.3 9.9
le450.25a(25) 11 28 18.2 2.8 0 10 4.6 1.6
le450.25c(25) 87 128 107.7 6.1 51 78 64.1 4.8

and depicted in Figure 2 the distribution of the results according to two axes:
quality (number of conflicts) and the frequency (number of colorings having a
given quality). The distribution confirms once again the superiority of f̂ in the
search process. Indeed, the distribution with f̂ is more on the left than the
distribution with f , meaning that the solutions with f̂ have a smaller number
of conflicts.

Additionally, it is important to remark that all 1000 configurations found for
each method and each graph are pairwise different, i.e. the algorithm never comes
to two identical solutions. We consider two configurations (c(1), c(2), · · · c(|V |))
and (c′(1), c′(2), · · · , c′(|V |)) to be identical if and only if there exists a permu-
tation σ of the set {1, 2, 3, · · · , K} such that the first configuration is mapped
into the second by σ (i.e σ(c(i)) = c′(i), ∀i ∈ {1..|V |}).

5 Why the New Evaluation Function Works?

In this section, we try to understand why the new evaluation function f̂ works
better than the classical one f . For this purpose, we analyze the dynamics of the
steepest descent with f and f̂ and consider three indicators: a) the convergence
of the SD algorithm with f and f̂ , b) the number of quality-improving neighbors
induced by each evaluation function and c) the cardinality of equivalence classes
of configurations.

5.1 Convergence

Table 2 indicates the total number of iterations performed by typical search
processes using both functions. Figure 3 depicts the evolution of solution qual-
ity with both functions along the same scale. These results show that the SD with
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Fig. 2. The solution quality (evaluation function value) distribution for all graphs
considering 1000 random steepest descents with the new function f̂ (denoted by simple
bars) and the classic one f (denoted in shading lines)

Table 2. The number of iterations performed by the steepest descent using f and f̂ .
The descent process with f̂ lasts always longer than the descent with f .

Graph (colors) New Function(f̂) Classic Function(f)

dsjc250.5(28) 245 158
dsjc500.5(49) 465 353
dsjc1000.1(20) 941 613
dsjc1000.5(83) 1003 703
dsjc1000.9(224) 921 635
le450.25a(25) 191 154

f is trapped earlier in a local optimum than with f̂ . For instance, for the graph
(dsjc250.5), while the descent with f stops at 159th iteration, the search con-
tinues with f̂ . This is possible because f̂ offers improving neighbors for a longer
time.
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Fig. 3. The solution quality (number of conflicts) evolution for a classic steepest descent
run (G = dsjc250.5, K = 28); f̂ is depicted in dotted line, f in continuous line. The
descent process with f stops at 159th iteration while the search continues with f̂ .

5.2 Neighborhood Analysis

An important indicator about the dynamics of a search process is the evolution of
the number of improving neighbors during the search. Intuitively, if this number
decreases rapidly, the search process might easily get blocked in a local optima.
This is particularly true for a descent algorithm. Indeed, in a SD algorithm,
the number of improving neighbors tends to monotonically decrease until this
number drops to zero thus triggering the stop condition.

Let Δ denote the improvement added by a neighbor vertex Vnext to the current
vertex Vcurrent according to f or f̂ : Δf = |f(Vnext) − f(Vcurrent)| or Δf̂ =
|f̂(Vnext) − f̂(Vcurrent)|. For each coloring, we are interested to study: 1) how
many improving neighbors are there at each step and 2) what is the actual
improvement these neighbors can add (what values Δ can take).

Figure 4 depicts the first indicator on a typical run by drawing the curves for
the number of neighbors satisfying Δ > 0 (thin lines) and Δ = 0 (thick lines).
These curves confirm that f̂ is more discriminating than f : the thick curves
present significantly lower values for f̂ than for f and, at each step, there are
numerous equivalent neighbors for f especially.

Figure 5 depicts the distribution of Δ values, showing the degree of the im-
provements according to the two evaluation functions. An intriguing observation
is that the improvement at each iteration is rather small; the algorithm performs
many small steps rather than few large steps. In figure 5, one can see that the
number of neighbors improving the current solution by more than 3 is usu-
ally very low. In most cases, the actual possible improvement of both f and
f̂ is 1 or 2. Furthermore, note that at the end of the search using f̂ there are
some improvements of less than 1 (in fact of almost 0). The existence of these
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Fig. 4. A typical evolution of the number of quality-improving neighbors (Δ > 0, in
thin line) and of quality-stagnation neighbors (Δ = 0, in thick line) for f (left) and
f̂(right)
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Fig. 5. A typical evolution of the possible improvement (values of Δ) in the neighbor-
hood according to f (left) and f̂ (right)

improvements is justified only by the second part of the function f̂ and not by
the conflict number; and this explains why f̂ can well distinguish between these
colorings having the same number of conflicts.

5.3 Classes of Configurations in the Landscape

An analysis of equivalence classes of configurations may be also useful for a better
understanding of the dynamics of the search process. In our case, an equivalence
class is a set of configurations that are evaluated at the same value by f or f̂ .
Thus, two colorings are in the same f -class if they have the same conflict number
and in the same f̂ -class if they have, in addition, the same degree distribution of
their conflicting vertices. Consequently, the cardinal of a f̂ -class is considerably
smaller and this is another indicator why the f̂−search is more discriminating.

The cardinal of an f̂ -class is strongly influenced by the degree distribution of the
considered graph. In regular graphs (all vertices have the same degree), any f -class
is also an f̂ -class (so there is no practical difference between the two functions)
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since all edges {i, j} generate the same values E[i, j] = 1 − 1
δ(i) − 1

δ(j) . At the
opposite, in a heterogeneous graph with few vertices having the same degree, there
are statistically very few edges generating equal values in the table E.

6 Conclusions and Further Work

In this paper we have introduced a new evaluation function f̂ for the graph
K-coloring problem. This evaluation function is based not only on the conflicts
induced by a K-coloring, but also on information related to the structure of a
graph. The experimental results with a steepest descent algorithm show that
this function outperforms the classic evaluation function which is based only
on the conflict number. To explain the good performance of the new evaluation
function, some empirical justifications were proposed, based on the distribution
of improving neighbors induced by each evaluation function and an analysis of
the equivalent classes of configurations.

To further assess the practical usefulness of the proposed evaluation func-
tion, we are experimenting this function within a Tabu Search (TS) algorithm.
The preliminary results show that the new evaluation function boosts the Tabu
Search algorithm. Indeed, for a large number of the DIMACS graphs, the TS
algorithm using f̂ (as well as some other simple improvements) finds the best
known colorings. Moreover, it is even able to improve on half of the results
obtained by previous Tabu Search algorithms.

More generally, we believe that the evaluation function introduced in this pa-
per may be useful for other heuristic coloring algorithm and shed light on the
design of other informative evaluation functions for the graph coloring problem.
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Abstract. Production resettings is a vital element of production flex-
ibility and optimizing the setup tasks scheduling within a production
channel is required to improve production rate. This paper deals with a
NP-Hard production resetting optimization problem based on an indus-
trial case. In this paper we present how to hybrid a Branch-and-Bound
method for this problem with a genetic algorithm. The idea is to use the
genetic algorithm to improve the upper bound and thus speeding up the
Branch-and-Bound while the genetic algorithm uses the content of the
Branch-and-Bound stack to reduce its search space. Both methods are
running in parallel and are therefore collaborating together.

1 Introduction

Improving production flexibility is one of the main problems encountered in the
industry as it is closely linked with customer service improvement and the length
of delays between customers orders and delivery of products. It is thus important
to reduce resetting times between batches. A production resetting consists in
operations made on each machine of a production channel made by operators.
These operations are required to setup the machines for the new batch. One way
to improve resetting times is to work on the global organization of the different
setup tasks according to industrial constraints, e.g., the skills of the operators,
their availability periods. The study is based on a real industrial case found in
SKF MDGBB (Medium Deep Groove Ball Bearings) factories.

This problem can be identified as an unrelated parallel machine scheduling
problem, for which we have developed a Branch-and-Bound method in Pessan
et. al. [2006b]. The main drawback of this method is the upper bound that is
so far away of the optimal solution in our experiments that the method can not
prune any node at the beginning of the resolution. On the other hand, we have
also developed in Pessan et. al. [2006a] a heuristic on a more general problem
(serial-parallel production channel) based on a genetic algorithm hybridized with
a local search that proved to work well for this problem. The idea of this paper
is to hybrid the Branch-and-Bound with a genetic algorithm in order to get the
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best of both methods: fast convergence to good solutions and exact resolution.
The genetic algorithm is not only run at the root node but in parallel with the
Branch-and-Bound. Moreover, the encoding method is based on the content of
the Branch-and-Bound stack: it means that while the Branch-and-Bound pro-
gresses, it reduces the search space of the genetic algorithm, and when the genetic
algorithm improves the best known solution, it helps pruning more nodes. So,
both methods are really collaborating together during the whole execution.

It is natural to use genetic algorithms to find a good upper bound of the
optimal solution quickly either on the root node or regularly during the execu-
tion of the Branch-and-Bound. Such attempts have been made in several papers.
Portman et. al. ([1998]) use a genetic algorithm on the root node of a Branch-and-
Bound in order to provide a good initial upper bound to the Branch-and-Bound.
Jouglet et. al. ([2005]) propose a similar approach but they use the genetic algo-
rithm to provide an initial upper bound to a constraint programming method. In
Basseur et. al. ([2005]) a biobjective unrelated parallel machine problem is tack-
led with a genetic algorithm that provides an initial pareto front to a 2 phases
Branch-and-Bound. Branch-and-Bound are also commonly hybridized with other
meta-heuristics like in Rocha et. al. ([2004]): the GRASP meta-heuristic is used
to provide an upper bound to a Branch-and-Bound method. Cotta et. al. ([1995])
show some preliminary results on various combination of Branch-and-Bound
and genetic algorithms: they have tried using Branch-and-Bound like methods
as local search operator of a genetic algorithm leading to a heuristic hybrid
method. On the other hand, they propose an hybrid method that run in parallel
a Branch-and-Bound and a genetic algorithm but they mention some difficul-
ties in handling diversification of the genetic algorithm population and the slow
convergence of genetic algorithms for the traveling salesman problem they are
working on. French et. al. ([2001]) present also such a hybrid algorithm, they
use the Branch-and-Bound to find promising nodes and thus generate the initial
genetic algorithm population and then use the genetic algorithm results to give
hints to the Branch-and-Bound on where there can potentially be interesting
solutions. They switch back and forth between the two methods. Their results
seem promising. Puchinger ([2005]) in its survey on these hybrid methods dis-
tinguishes between integrative combinations that tend to use one method as an
operator of the other and collaborative methods. This second category is also
categorized between sequential execution and parallel execution. It is also men-
tioned that parallel execution algorithms have not been extensively tried but
with the emergence of mainstream multi core processors that can execute in
parallel several algorithms with fast access to a common memory area that ease
data sharing between the algorithms, it may be time to give importance to such
algorithms.

In this paper we present in section 2 the model of the problem we are study-
ing and the existing Branch-and-Bound method. Then, in the section 3 we
describe the hybrid method. Finally, experimental results are presented in
section 4.
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2 Existing Methods

2.1 Problem Description

Let n be the number of machines of a production channel, it is also the number
of tasks to schedule. For each machine (or task) Mi, i ∈ {1, . . . , n}, we know its
release date ri. It is the minimum duration needed for the last ball bearing of
the previous batch to go from M1 to Mi. We also know its tail qi, the minimum
duration needed for the first ball bearing of the next batch to go from Mi to
Mn. When a machine Mi is restarted, it can not have any effect on production
rate that is measured at the end of the production line before qi time unit. ti
and Ci denote respectively the beginning and the completion time of setup task
on machine Mi.

In the production unit, there are λ operators. Each operator Oh, h ∈ {1, . . . , λ},
depending on his own experience, needs a different time to set up a machine: this
time is denoted pi,h. If an operator Oh does not have the skill for a machine Mi, we
set, without loss of generality, pi,h = +∞. Moreover each operator is only available
during a time interval [Rh, Dh].

In this paper, we consider serial channels: it means that the production can only
restartwhen allmachines have been setup.Therefore,we have to optimize themax-
imum completion time of the setup tasks, also known asCmax = maxi=1,...,nCi+qi

in standard scheduling notations.
According to classical scheduling problem classification, this problem can be

identified as an unrelated multipurpose parallel machines problem with release
dates and tails. In our problem, resources are the operators, operations are the
setup tasks of each machine. This problem is denoted R, MPM |ri, qi|Cmax.
Figure 1 presents an instance made up of 4 machines and 2 operators.

Moreover as explained previously, ri and qi can be seen as distances in time
from machine Mi to respectively the beginning and the end of the production
channel. It means that for a machine Mi, the farther it is from the beginning of
the channel, the closer it is to the end of the channel. Then the non decreasing
ri order is the same as the non increasing qi order. This proposition (prop. 1) is
illustrated on the figure 2.

Proposition 1. In a serial channel, ri and qi are such that: ∀i ∈ {1, . . . , n}, ri ≤
ri+1 and qi ≥ qi+1.

Corollary 1. On each operator, scheduling tasks in non decreasing release date
order is optimal

Using proposition 1, it is easy to deduce the corollary 1 as shown in Pessan
et. al. ([2006b]). Therefore, the problem can be seen as an assignment problem:
once tasks are assigned to operators, their order and then their starting time are
deduced using corollary 1.

The R, MPM |ri, qi|Cmax problem is NP−Hard even in our case of serial
channel since the particular case P, MPM ||Cmax is known to be NP−Hard as
shown by Garey and Johnson ([1978]).
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Fig. 2. Property on ri and qi

Unlike the P |ri, qi|Cmax problem studied in Carlier ([1987]) and Gharbi and
Haouari ([2002]) and unlike the multipurpose parallel machines problem studied
in Jurisch ([?]), the R, MPM |ri, qi|Cmax problem has not been extensively stud-
ied in the literature. We can mention for instance Gharbi and Haouari ([2005])
but the corollary 1 on our specific problem allows us to implement more efficient
algorithms (cf. section 2.2).

2.2 Branch-and-Bound Method

In this section we describe briefly the Branch-and-Bound method presented in
Pessan et al. ([2006b]). This Branch-and-Bound is used in the hybrid method.

Generalities: A Branch-and-Bound method is a classical way of implicitly
enumerating all solutions of a search space to find the optimal one. In a Branch-
and-Bound method the search space is assimilated with a tree stored using a data
structure, e.g. stack, containing not yet explored nodes. Each node represents
a partial solution and a sub-domain of the search space. Moreover, going from
one level to the next one means making a decision and reducing the domain
of at least one variable. On a leaf node, all variables are fixed. The figure 3
shows the relationships between the search space representation, the tree and
the stack. The tree is a representation of the search space and the stack contains
the frontier of the unexplored parts of the search space.

At each iteration, a node (N) is extracted from the stack and a lower bound
lb(N) of all the solutions in its corresponding sub-space is computed. Then, this
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Fig. 3. Relationship between search space, stack and tree

lower bound is compared to the best known solution ub also known as the upper
bound of the optimal solution. If (N) is a leaf node and if its criterion is better
than the upper bound, the upper bound is updated. Otherwise, if the lower
bound is greater that the upper bound, i.e. lb(N) > ub, the node is discarded
(we also say that the node is pruned) and if it is lower, child nodes are generated
and pushed on the stack. A cutting rule can be seen as an extension of the use of
a lower bound to prune the search tree. A cutting rule is a procedure that takes
one parameter D and returns a boolean. Answer ’no’, corresponds to the fact
that no promising solution, i.e., solution having a makespan lower than or equal
to D, could be found in the subspace corresponding to the current node. If the
cutting condition answers ’no’ with D= ub − 1 then the node can be pruned.

Notice that generally lower bounds are computed once node is extracted from
the stack, but in the case that the exploration strategy is based on the lower
bounds, e.g, best-first strategy (see section 3.2), the lower bound is computed
before new nodes are pushed on the stack.
Branching Scheme: According to corollary 1 the only decision we have to make
is the assignment of the tasks to operators. Moreover without loss of generality,
we assume that the tasks are already sorted so that ∀i ∈ {1, . . . , n−1}, ri ≤ ri+1.
At each level (i) of the search tree, the branching scheme tries to assign task
Mi to each operator that is able to perform the task. It means that there are
n levels in the tree and a maximum of λ branches per node depending on the
number of operators who master the skill corresponding to the task.
Upper Bound: The upper bound is computed using a simple greedy algorithm
that uses the Earliest Completion Time (ECT) priority rule. It is assigning tasks
to the operators who can complete it first. In our experimental results (Pessan
et. al. [2006a]), this upper bound was the main problem of the method as it was
too far away from the optimal to prune nodes. Moreover, solutions built using
ECT may not be feasible, regarding to [Rh, Dh].
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Cutting Rule: The cutting rule is based on relaxation of non-preemption con-
straint : it means a task can be interrupted and restarted later either on the same
operator or on another one. We define deadlines for each task as d̃i = ub−1−qi.
The lower bound checks if it is possible to achieve all the tasks within the allowed
time-windows (within [ri, d̃i]). If it is not possible, then the node can be pruned.
Checking this can be done polynomially using a linear program as shown by
Lawler and Labetoulle ([1978]).

3 Hybrid Method

3.1 Generalities

We have seen that a method such as Branch-and-Bound is enumerating implicitly
all feasible solutions. The search space can be reduced whenever a node (N) can
be pruned, that is when lb(N) ≥ ub or when the cutting condition return ’no’,
thus, the upper bound is an important part: the upper bound is improved as
the method is discovering better solutions but as long as the upper bound is not
close enough of the optimal, it is usually hard to prune nodes as the condition
lb(N) ≥ ub is rarely satisfied. So it is important to find a good upper bound as
fast as possible. Moreover, if the search is stopped before reaching the optimal
solution, it is interesting to have a good solution that can be given to the decision
maker.

Here we describe how a Branch-and-Bound can be improved using an efficient
method to compute an upper bound, namely, genetic algorithm. The genetic
algorithm can be used at the root node or it can be used at any time to search
a better upper bound. The idea, is that the genetic algorithm process should
focus on improving the best known solution by searching within the remaining
search space, i.e, whose frontier is still in the stack of the Branch-and-Bound,
while the Branch-and-Bound should eliminate as large parts of the search space
as possible. Basically there are two ways to modify the search space. First, each
time child nodes are created in the Branch-and-Bound, the search space of the
parent node is subdivided into disjoint sub-spaces of the newly created nodes.
Second, when a node is pruned in the Branch-and-Bound, a part of the search
space is eliminated. So the genetic algorithm should be implemented in a way
such that it only searches within the unexplored areas and a convenient way to
do this is to use the nodes contained in the stack.

3.2 Hybrid Exact Genetic Algorithm

Genetic algorithm is a meta-heuristic inspired by biological evolution that has
been introduced by Holland ([1975]). The method uses a population of solutions
that are encoded using a carefully chosen encoding function: these encoded solu-
tions are called individuals or chromosoms. During each iteration, the algorithm
follows these steps:

– selection: pairs of individuals are selected
– crossover: a crossover operator is applied to the selected individuals pairs.



142 C. Pessan, J.-L. Bouquard, and E. Néron

– mutation: each generated individuals may be mutated by slightly changing
them. The probability of mutating an individual should be low

– replacement: individuals that will survive through next generation should
be selected in order to keep a constant population size

The idea is that good individuals should propagate their characteristics. This
kind of algorithms has proved to work well on a more general case of the problem
(serial-parallel production channel, see Pessan et. al. ([2006a])), that is why we
have tried to use a genetic algorithm to improve the Branch-and-Bound.

Encoding Function: As mentioned above, the corollary 1 means that our
problem can be reduced to the assignment problem of tasks to operators. So,
the encoding function of the genetic algorithm should only contain assignments
of operators to the tasks. The decoding function of the genetic algorithm only
has to order tasks in non decreasing ri order, and then computing starting time
of tasks.

As shown on figure 4, the chosen encoding function generates individuals
compound of three parts: a node, the node level and an assignment array. A
node structure contains a partial solution and its level in the search tree: a node
at level k containt k assignments. So, the node of the individual defines the first
assignments. The remaining assignments should be encoded in the third part of
the individual.

node node level assignments of remaining tasks

7© 2 1/3/4/4

Fig. 4. An example of an encoded solution for a problem with n = 6 and m = 4

The individual of the example presented in figure 4 is using the node 7 that
is at level 2 of the search tree: the 2 first assignments are taken from the node.
The node contains only a partial solution with 2 assignments, so the rest of the
individual requires n − node level = n − 2 = 4 additional assignments needed to
build a solution.

The advantage of this function is that the hybrid method is using the stack to
generate individuals and keeping the node in the encoded individual eases the
synchronization of the population with the stack content as explained below.

Crossover Operator: The crossover operator is a classical one point crossover
that generates two individuals from two parents. It selects randomly a number p
between 0 and n. To generate the first child, the operator copies, p assignments
from the first parent and n − p assignments from the second parent. The node
of the child is the node of first parent. The second child is created by exchanging
the roles of parents. An advantage of this operator is that child always contains
existing nodes of the stack and valid assignments and thus belong to the remaining
search space whose frontier are the nodes of the Branch-and-Bound stack.

On the example of the figure 5, p is set to 3. So, 3 assignments are copied
from the first individual to the first child: the 2 assignments of the node and
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individual 1: 7© 2 1/3/4/4

individual 2: 21© 4 2/1

cross point : 3

child 1: 7© 2 1/X/2/1

X should be extracted from partial solution of node 21©
child 2: 21© 4 4/4

Fig. 5. Crossover example

one additional assignment. Then, other assignments are taken from the second
individual: one that comes from the node 21 and the rest from the third field of
the individual.

Mutation Operator: There are two mutation operators in this method. The
first one is randomly changing a gene within the third field of an individual, that
is, within the assignments that complete the partial solution of the node.

The second mutation operator is randomly switching to a new node present
in the stack. If the new node is at a lower, it extracts missing assignements from
the old node. On the example of figure 6, node 7 that is at level 2 is replaced
by node 21 that is at level 4: the 4 first assignements of the mutated individual
are extracted from node 21 and the two remaining assignments come from the
original individual.

before mutation: 7© 2 1/3/4/4

after mutation: 21© 4 4/4

Fig. 6. Second mutation operator example

The probability pm1 of mutating an individual should be set to a high value
mainly because of the chosen encoding function and crossover operator: as long
as there are no mutations, no new assignments are introduced in the population.
But it is also required because of the need to explore quickly a subspace in this
hybrid method. If there is a mutation, the probability pm2 of using the second
operator should be low because this operator change many assignments in an
individual and using it too much would lead to too much randomness.

Synchronization Operator: it is an operator that is specific to our hybrid
method. It is there to check that the genetic algorithm is only searching within
the unexplored area: the part of the search space whose frontier is in the stack.
This operator requires non negligible amount of time to be executed and should
not be executed at each iteration. Moreover if it is called too many times, it
may be hard for the genetic algorithm to evolve correctly as it would eventually
invalidate solutions as soon as they are created. So we have chosen to call it
every maxIt (maxIt = 2000) iterations of the genetic algorithm.

The operator is simply checking that all individuals of the genetic algorithm
has a node that is still in the stack. If a node that is not anymore in the stack is
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discovered the second mutation operator (that changes the node of an individual)
is called.

Moreover, if there is no improvement of the best solution using the genetic
algorithm for quite a while and if we are running the method on a mono-processor
computer, the genetic algorithm can be paused a few seconds in order to give
the Branch-and-Bound more cpu time: this is done because in many cases it can
takes time to prove that we have found the optimal solution and then trying to
improve the best known solution is not relevant.

Finally, the synchronization operator gives the list of solutions with criterion
equals to ub to the Branch-and-Bound. The Branch-and-Bound can then quickly
explore the corresponding nodes. This has two advantages:

– it removes these solutions of the stack and forces the genetic algorithm to
search in other areas of the search space

– creating child nodes of all the nodes that are in the path that lead to these
solutions introduce in the stack some nodes in the neighborhood of the best
genetic algorithm solutions that can potentially lead either the Branch-and-
Bound or the genetic algorithm to better solutions.

Exploration Strategy: We have tried to use the depth first search. In classical
Branch-and-Bound, this strategy has the advantage of finding feasible solutions
quickly and to keep a reasonable stack size. But for our method, it may not be
the best strategy because all the nodes of the stack are within the same area of
the search space and it does not help the genetic algorithm much.

So, we have implemented another strategy: the best first strategy that takes
the node that has smallest lower bound and within the nodes that have equals
lower bound, it takes the deepest one. This has the advantage of keeping a large

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

����
����
����

����
����
����

search tree stack genetic algorithm population

individual 1

individual 2

pruned node

generation of
individual if its
node is not in
the stack

removed of stack
and pruned
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(ub = 16)

lb(4) = 19

lb(11) = 17
lb(14) = 15

lb(15) = 16

Fig. 7. Synchronization of the stack with the genetic algorithm and effect of the genetic
algorithm on the Branch-and-Bound
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enough stack that contains nodes that can be within all areas of the search
space: it gives a large choice for the genetic algorithm that can be more efficient.
Another advantage of this strategy is that it can improve the lower bound of
the overall problem and it is an information that can be given to the decision
maker to let him decide if it is worth continuing to search the optimal for very
long to solve problem. The idea behind this strategy is to use the Branch-and-
Bound to cut as many nodes as possible and to finally prove that we have found
the optimal while the task of searching good solutions is done by the genetic
algorithm.

Notice that we do not have explicit lower bound but a lower bound can be
computed using cutting condition: let us consider D∗ the smallest value of D for
which the cutting condition answers ’no’, then D∗ + 1 is a valid lower bound.
Then to compute a valid lower bound at node N different values of D are tested
starting from the lower bound of the parent nodes of N . At the root node lb is
computed using binary search on D.

Moreover when the synchronization operator is called, it sends to the method
that handles nodes priority all the individuals that have a criterion equals to the
best solution found until now. The Branch-and-Bound will then immediately
explore these nodes. This way, they are removed from the stack and the genetic
algorithm will be forced in the next synchronization to search other solutions
than these best ones.

4 Experimental Results

The method is coded using Java language and was testing on a monoprocessor
machine equipped with a 1.7GHz centrino and 1Gb of RAM. The two algorithms
run in their own thread meaning that the program would immediately benefit
of a second processor on a multicore or multiprocessor machine.

Preliminary tests have shown that the following parameters give nice results:
a population size of 500 individuals, pm = 30%, pm2 = 5% and maxIt = 2000.
The method is limited to 10 minutes. The tests have been done on 2000 generated
instances with a number of tasks between 10 and 45 and a number of operators
between 2 and 10. These have been generated such that they have a similar
skill repartition and similar values than what is found in industrial instances.
In our industrial case, instances usually have between 30 and 40 tasks. In the
results table, we have used the following abbreviation: bb means Branch-and-
Bound only, df means hybrid method with depth-first search and bf means
hybrid method with best-first search. When tested alone, the Branch-and-Bound
is using a depth first search because using a best first search leads to stack size
explosion due to the poor upper bound.

We can see on the table 1 that the hybrid method with depth first search
is nearly always as good or better than the Branch-and-Bound alone despite
the fact that in the hybrid method less nodes can be explored as the processor
is shared by both method. Between the two hybrid methods, it looks like the
best first search is better for large instances with higher differences starting from
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Table 1. Percentage of instances solved to optimality

n=10 n=15 n=20 n=25 n=30 n=35 n=40 n=45
m bb df bf bb df bf bb df bf bb df bf bb df bf bb df bf bb df bf bb df bf

2 100 100 100 100 100 100 100 100 100 100 100 100 100 100 97 97 97 97 97 97 97 83 83 83
3 100 100 100 100 100 100 100 100 100 100 100 97 97 100 97 80 87 93 70 70 77 50 47 77
4 100 100 100 100 100 100 100 100 97 80 87 90 73 73 80 50 50 57 43 43 47 27 33 50
5 100 100 100 100 100 100 83 83 83 77 80 77 47 47 63 40 43 57 23 20 27 3 7 37
6 100 100 100 100 100 100 90 93 93 60 63 67 23 23 37 20 23 27 3 3 7 6 7 7
7 100 100 100 97 100 97 60 70 60 60 60 57 13 13 20 3 13 20 3 7 3 0 7 7
8 100 100 100 93 93 83 47 50 60 33 33 30 17 20 23 13 13 13 3 7 3 6 7 7
9 100 100 100 90 93 90 53 53 37 23 27 30 12 3 0 3 7 7 0 3 7 3 3 3
10 100 100 100 90 93 90 13 17 13 10 13 13 7 7 3 3 3 0 0 3 3 3 3 3

Table 2. Average gap between lower and upper bound

n=10 n=15 n=20 n=25 n=30 n=35 n=40 n=45
m bb df bf bb df bf bb df bf bb df bf bb df bf bb df bf bb df bf bb df bf

2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 .03 .01 .01 .01 .05 .05 .05 .3 .3 .3
3 0 0 0 0 0 0 0 0 0 0 0 .01 .2 .1 .02 .5 .5 .09 .7 .7 .4 1.7 1.7 .2
4 0 0 0 0 0 0 0 0 .02 .6 .6 .1 .9 .9 .2 1.9 1.9 .6 2.7 2.7 .5 2.9 2.9 .6
5 0 0 0 0 0 0 .9 .9 .5 .9 .8 .3 2.7 2.7 .4 3.1 3.1 .6 3 3 1 5.5 5.5 1.6
6 0 0 0 0 0 0 .4 .4 .1 2 2 .7 3.7 3.7 1.1 4.7 4.7 1.4 7.7 7.7 2.3 6.3 6.3 2.1
7 0 0 0 3 3 .03 .6 5.6 1.6 3 3 2 6 6 2.9 6.4 6.4 2.1 7 7 3.4 8 8 3.7
8 0 0 0 5 5 2 11 11 6.3 5.1 5.1 2.5 10 10 3.5 7.9 7.9 3.3 8 8 4.2 9.1 9.2 4.2
9 0 0 0 4 3 1.5 13 13 8.2 15 15 11 9.4 9.4 4.8 8.8 8.8 5.2 9.6 9.6 4.5 10.5 10.5 5.5
10 0 0 0 4 3 1.5 25 25 13 28 28 14 14 14 5.9 9 9 5.5 11 11 5.3 10.4 10.4 6.1

n=30. This corresponds to the size of the instances found in our industrial
case.

On the other hand, the table 2 shows the gap in percentage between the lower
bound of all the nodes remaining in the stack and the upper bound. It shows
that the hybrid method with depth first search rarely improves the gap but best
first search improves it significantly. It is mainly due to two factors. The first
factor is that the diversity of the stack content gives more chance to the genetic
algorithm to improve its best solution than the local search done with depth first
search. The second factor is that with the best first strategy, the lower bound of
the remaining nodes is naturally improved over time.

5 Conclusion

We have presented how a genetic algorithm can be combined with a Branch-and-
Bound method in order to improve both methods. From the point of view of the
genetic algorithm, the Branch-and-Bound is there to reduce its search space.
From the point of view of the Branch-and-Bound, the genetic algorithm helps
to improve the upper bound and thus to prune more node earlier. The results
are promising for this method especially when used with a best first search.
Moreover, these tests have been done on a monoprocessor machine and meaning
it is very promising in the case of multicore processors.
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Abstract. Given the focus on incremental change in existing empirical
aerodynamic design methods, radical, unintuitive, new optimal solutions
in previously unexplored regions of design space are very unlikely to be
found using them. We present a framework based on an implicit shape
representation and a multiobjective evolutionary algorithm that aims to
produce a variety of optimal flow topologies for a given requirement,
providing designers with insights into possibly radical solutions. A rev-
olutionary integrated flow simulation system developed specifically for
design work is used to evaluate candidate designs.

1 Introduction

Fluid dynamics is a complex and nonlinear discipline. Predicting the behaviour
of aerodynamic objects is not easy. Hence, aerodynamic design processes are
rarely started from first principles. Initial decisions in aerodynamic design are
usually based on empirical knowledge [1]. However, it can be argued that, in
some areas, aerodynamic designers have approached the point where using an
overly derivative approach may lead to some basic designs being used outside of
their optimal region. We shall illustrate this point with an example.

The Grid Fin Example. The wing is the solution most commonly used whenever
the generation of lift is required. By continuous incremental improvement to
its basic shape and working principle, there are now many derivatives of wings
which are widely applicable. However, today’s increasingly demanding design
requirements may uncover situations in which none of these variations is optimal;
indeed, the situation may be such that a radically different shape is necessary.

Figure 1 shows an advanced air-to-air missile equipped with a novel type of lift-
ing surface called the grid fin. This trellis-like contraption at the tail of the missile
has characteristics that happen to be very well suited to the demanding require-
ments of supersonic dogfighting [2]. It is clear that using grid fins instead of wing
derivatives contributes to the fact that this particular missile (the Vympel R-77)
is currently widely held to be the premier supersonic dogfighting missile.

N. Monmarché et al. (Eds.): EA 2007, LNCS 4926, pp. 148–159, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. Grid fins on the Vympel R-77 missile [?]

1.1 Topology as a Design Variable

The difference between the wing and the grid fin is greater than can be captured
by the concept of shape; they are said to be different in topology. Due to the
high cost of change, it is important to select the “right” topology early in the
design process. Ideally, therefore, topology should be one of the key variables
determined during the conceptual design phase. However, the authors are not
aware of any method or tool that designers can use early in the design process to
explore alternative aerodynamic topologies. The topology of a design is therefore
usually predetermined before the design process even begins.

One possible solution is suggested by the use of simulation-based multiobjec-
tive optimisation to produce optimal designs and parameter trade-offs [4,5]. If
such a system can be used to explore the topology trade-off, its output may help
designers gain insights into radical and previously unconsidered options.

1.2 Proposed Framework

We aim to demonstrate that, for a given set of requirements, a framework consist-
ing of a stochastic, multiobjective optimiser using a topologically unconstrained
shape representation and coupled with a robust CFD evaluator is able to consis-
tently identify a variety of solution flow topologies, which will hopefully provide
designers with insight into the available topological trade-offs.

A stochastic optimiser is widely recognised to have the following characteristics:

1. The ability to incorporate practically any sort of design objectives;
2. The ability to treat evaluation codes as black-boxes;
3. The ability to escape local optima;
4. Easy parallelisation.

We consider these characteristics to be more suitable in the information-starved,
early stages of a design process than alternative approaches, despite the usual
perceived disadvantage of this choice: that of demanding a large number of ob-
jective function evaluations.

We have demonstrated the viability of a basic version of this proposed frame-
work in an earlier study [6]. Our current work extends this concept to introduce
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multiobjective optimisation, continuous surfaces, and a proper CFD code into
the framework.

The availability of a suitable CFD flow solver is absolutely crucial. We are
grateful to Cambridge Flow Solutions for providing us with BoXeR, a newly-
developed CFD package with exactly the sort of capabilities that we need [7].

2 Related Work

Shape optimisation in fluids has been the subject of intense research [8], and
there are various ways in which CFD can be used for this purpose [9]; combining
CFD with stochastic optimisation algorithms has proven to be quite a successful
approach [5].

Nevertheless, research in topology optimisation in fluids has only started very
recently with the pioneering work of Borrvall and Petersson [10]. This work is
based on the material distribution approach, a well-known method of structural
topology optimisation [11]. The state of the art of this approach is summarised
in Gersborg-Hansen’s thesis [12]. As yet, however, this approach has not been
demonstrated using a finite-volume Navier-Stokes discretisation, which is the
best established approach in CFD.

Another approach [13] can be viewed as an extension of the Evolutionary
Structural Optimization method [14]. This approach adds or removes Boolean
cells according to a set of flow-based optimality criteria.

Our approach is built on previous work in Genetic Algorithm (GA)-based
structural topology optimisation. Our previous work [6] can be seen as an ex-
tension of voxel-based GA structural topology optimisation work [15], while the
present work can be viewed as an extension of Kita and Tanie’s work [16].

One topologically unconstrained way of representing shapes is by using an
implicit representation. Examples of shape optimisation using implicit shape
representation are provided by the level-set community, such as [17].

The Radial Basis Function (RBF) has been recognised as an efficient way of
storing implicit representations. It has been shown to be compatible with topo-
logical optimisation [18]. One of the chief objections to implicit representations
is that they cannot represent complex details without running foul of the curse
of dimensionality. However, methods exist that enable an RBF representation to
represent shapes of nearly arbitrary complexity [19].

The development of BoXeR was first reported in [20]. Since it is not yet
commercially deployed, further information may be found on the Cambridge
Flow Solutions website [7].

3 Framework Implementation

3.1 Topologically Unconstrained Shape Representation

The literature on topology optimisation suggests three main topologically un-
constrained representation methods:
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1. Binary occupancy: [15] in structures and [13] in fluids
2. Material distribution: [11] in structures and [10] in fluids
3. Implicit representation: [17] in structures and the present work in fluids

In our previous work [6] we used a simple binary representation scheme, which
unfortunately is too expensive to use to model continuous surfaces. The second
method, material distribution, requires very extensive modification of the flow
simulation, which is not a realistic option.

In the present work we use an implicit representation with information stored
in an RBF equation. In an implicit representation, an object Ω with boundary
ω is defined as the set of points x

{x : s (x) = p} , x ∈ ω (1)

where p can be set to any scalar value; usually p = 0.
RBFs have been used by several research groups as representation methods of

solids and surface interpolators [21]. An RBF interpolation process constructs an
implicit function s(x) by using a set of control point coordinates xi and function
value si at xi. We shall briefly describe our RBF implementation.

RBF Construction. An RBF is basically a weighted sum of a given basis function
that is evaluated over the distances of all pairs of a set of control points. More
elaborately, an implicit function s(x) is expressed as

s (x) =
N∑

i=1

λiφ (|x − xi|) , x ∈ Rd (2)

where xi are the locations of the control points, N is the number of control
points, λi is the weight for control point xi, φ(ri) is the basis function, and ||
is the Euclidean norm in Rd. The basis function φ(ri) is usually chosen from a
family of well-known functions, such as the thin-plate, Gaussian, multiquadric,
etc. The multiquadric basis function

φ(ri) =
√

ε · r2
i + 1 (3)

is quite widely used. Here ε is an adjustable constant.
The RBF s (x) is completed by calculating the weights λi. If we define

Φ =

⎡

⎢⎢⎢⎣

φ11 φ12 · · · φ1N

φ21 φ22 · · · φ2N

...
...

...
φN1 φN2 · · · φNN

⎤

⎥⎥⎥⎦ , where φij = φ (|xi − xj |) (4)

Λ = (λ1, λ2, . . . , λN )T (5)

S = (s1, s2, . . . , sN )T (6)
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then the approximation process is performed by solving the linear system of
equations:

Φ · Λ = S (7)

The function s (x) can then be used as an implicit shape representation.
Initial solutions can be generated by generating control points – either ran-

domly or uniformly – and then giving each control point a random scalar value.
The embedded shape can be manipulated either by changing the values of the
control point scalars or by addition/removal of control points. Should we choose
to change only the scalar values and fix the number and locations of the control
points, we can then use standard real-valued genetic search operators. Prior to
shape evaluation, the embedded shape can be extracted from the implicit func-
tion by a variety of methods, such as the exhaustive Marching Cubes method.

In the present work, we chose to limit ourselves to 2D implicit surfaces, with
the control points spread in a regular 2D lattice. The embedded shapes are
edited by changing the nodal scalar values. The shape generation method then
resembles the generation of an elevation map, and shape manipulation chang-
ing the elevation of some nodes. The steps required to create a shape, shown
schematically in Figure 2, are as follows:

(a) A regular I × J lattice of N control points is created.
(b) Each control point is associated with a scalar value s, where smin < s <

smax. In Figure 2(b) the scalar value is plotted as a height map.
(c) A RBF implicit function is created according to the control points.
(d) The embedded shape can be extracted as an isoline of a specified value

s = sω.

In most cases, the generated isolines will not form closed shapes, intersecting
the shape generation boundary instead. We can choose whether to leave these

(a) (b)

(c) (d)

Fig. 2. Implicit representation of a 2D object. The end result of this process is the
embedded shape, shown as the red line in (d). Prior to evaluation, the red lines will be
extruded into surfaces as shown in Figure 4.
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shapes open or to close them with some repair mechanism. In the present im-
plementation we opt for allowing non-closed shapes; this has some important
consequences that will be encountered later.

3.2 Optimisation Algorithm

For the optimisation algorithm we chose the well-known multiobjective GA
NSGA-II [22] due to its demonstrated capability in flow geometry optimisation
[23] and in unveiling innovative design principles [4].

Design Variables. The design vector s is the vector of scalar values stored in
each interpolation node. These are standard real-valued design variables; hence
the special crossover and mutation operators that we originally proposed [6] are
currently not necessary. We limit the scalar values of the control points to the
range −1 < s < 1, and we extract the shape boundary at s = 0.

Genetic Operators. Since no special operators are necessary, the crossover
and mutation operators can be chosen from the wide range of real-valued GA
operators available in the literature. With ease of implementation as our main
criterion, we chose Parent-centric Normal Crossover (PNX) [24] and the standard
Gaussian or “normal” mutation operator [25] in preference to the simulated
binary crossover (SBX) and polynomial mutation operators suggested in the
original NSGA-II paper [22]. We have used these operators with our initial test
cases and found their performance to be satisfactory.

3.3 Evaluation

BoXeR represents a new approach to the use of flow simulation in the design
process. Recognising the bottlenecks of CFD usage, Cambridge Flow Solutions
wraps revolutionary features around their industry-standard “NEWT” code, a
finite-volume Navier-Stokes flow solver, producing an integrated and parallel
geometry kernel, mesh generator, Cartesian flow solver, and post-processor [7].
Among the revolutionary features of BoXeR, our work benefited most from its
automated mesh generation capability.

The success of discretised flow simulation is highly dependent on the quality
of its mesh. CFD meshes are usually built starting from existing CAD models,
which are rarely designed with CFD use in mind [26]. This makes the process
laborious and error-prone, quite unsuited to an automated optimisation system.
BoXeR’s integrated CAD-importing and mesh generation tools do away with
this problem. The BoXeR user can simply define the domain, the geometry,
and the flow conditions, then step back and watch as the system automatically
meshes, refines, and iterates towards convergence in real-time.

4 Test Case

In this test case we set up a simple optimisation problem and see if our framework
achieves what we seek to demonstrate. We first put the shape generation box
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Fig. 3. Virtual wind tunnel dimensions

Fig. 4. BoXeR octree domain discretisation, and a Mach number colour-mapping vi-
sualisation of the simulated flow. The curvy surfaces in the middle is the extruded
shape.

into a BoXeR virtual wind tunnel, as shown in Figure 3. BoXeR is then run for
a given number of iterations, and the resulting flow field is processed to extract
the objective function values. We wish to see whether:

1. The framework is consistently able to produce Pareto fronts.
2. The resulting Pareto front is composed of a variety of flow topologies.
3. The resulting shapes are “aesthetically pleasing”. We shall use this catch-all

clause to direct our next efforts.

Tables 1 and 2 show the parameters used in the GA and the virtual wind tunnel,
respectively. The GA parameters in Table 1 are those suggested in [22], which

Table 1. Optimisation parameters

Number of control points I = J = 8 Basis function Multiquadric
Control point scalar bounds s = [−1.0, 1.0] Shape boundary value sω = 0.0

Number of individuals 100 Crossover rate 0.85
Mutation rate 0.033 Number of generations 100
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Table 2. BoXeR wind tunnel parameters

Wind tunnel dimensions Xwt = 10 m, Ywt = 8 m, Zwt = 1 m
Control volume dimensions Xcv = 5m, Ycv = 4m, Zcv = 0.5m
Test generation plane dimensions Xg = Yg = 1 m

Specific heat capacity cp = 1005 J kg−1K−1 Heat capacity ratio γ = 1.4
Kinematic viscosity μ = 1 × 10−5m2s−1 Inlet total pressure 1 × 105 Pa

Inlet total temperature 288 K Inlet static pressure 7.56 × 104 Pa

were found to be satisfactory after a small number of test runs. In Table 2, the
dimensions of the virtual wind tunnel are chosen to model a comfortably large
wind tunnel with a 2 m by 2 m test section. The last six parameters in Table 2
define the flow to be under atmospheric, subsonic conditions, a regime of great
interest but free of the complications found in transonic or supersonic flow.

4.1 Objective Functions

The design objective is simple: given a uniform, horizontal incoming fluid flow,
what kind of topology will produce maximum upward momentum with the least
loss in horizontal momentum? This crudely approximates the lift-drag trade-off
of a downforce generator on a racing car.

Translating this to the optimisation framework, the objective evaluator is then
a post-processor that integrates the momentum fluxes within a control volume
pcv. We define the control volume as a 3D hexahedron centrally surrounding
the shape generation plane, having dimensions exactly half the corresponding
dimensions of the simulation domain. The momentum integration is

pcv = mcv · ucv =
Ncv∑

i=1

ρi · Vi · ui (8)

where Ncv is the number of cells within the control volume, Vi is the volume of
cell i, and ρi and ui are the density and velocity of the fluid in that cell.

A large vertical momentum means that the structure performs well in de-
flecting flow upwards, while a large horizontal momentum means that the de-
sign creates minimal drag. Hence, if a given design variable vector v produces
pcv = (px, py)

T
cv, then the two objectives to be minimised are

fobjective1 (v) = −px (9)
fobjective2 (v) = −py (10)

4.2 Selection Operator

To maintain population diversity, NSGA-II applications typically use a crowded
tournament selection operator working in objective function space. We use a
design-space-based crowding operator instead, since our initial experiments sug-
gest that, while this operator causes the system converge slower, the final pop-
ulation usually has greater topological variety.
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5 Results and Discussion

Figure 5 shows the entire population of the final generation of a typical test
case run. This entails 10,000 separate runs of the CFD code with 2000 iterations
towards convergence each. Each test case run takes approximately 24 hours to
run on a cluster of twelve Opteron nodes.

Figure 6 shows a selection of shapes that result from one optimisation run. It
is important to remember that in aerodynamic shape optimisation the objective
function is extracted not from the shape of the material but from the shape of
the void, or, more accurately, from the flow that is affected by the shape of the
void regions.

We see here a collection of shapes that importantly create flows with differ-
ent topological characteristics. The results range from the singular shape that
performs minimal flow manipulation, to a strongly curved shape that has more
effect on the flow, to multiple curved shapes that multiply the effect of the sin-
gular curved shape. In short, we see that the optimisation system has created
varying topologies generating flow patterns that minimise the two conflicting
objectives to varying degrees.

The shapes still have quirky undulations which may be smoothed if we con-
tinue the optimisation further, but we feel that, at this stage, it is more important
to prove that the system can find “embryonic” solution topologies.

Apparently, our allowing non-closed shapes has resulted in a final population
consisting of aesthetically unpleasing plate-like shapes. Apart from the obvious
(but not modeled) structural problems associated with such structures, the op-
timiser misses out on the opportunity of finer flow control useful in the latter
stages of the optimisation, since it has no separate control of the two sides of
material in contact with the flow. This, however, suggests a hybrid optimisa-
tion approach, where these results are then used as the initial points for a more
conventional shape optimisation.

Fig. 5. A typical Pareto front from the test case The lines connects solutions belonging
to the same Pareto rank as defined by NSGA-II, this particular one has two ranks
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Fig. 6. Some samples from the Pareto front. The fluid flows from left to right, and is de-
flected upward. The carpet-like surfaces directly facing the viewer are the visualisation
of the RBF interpolation surface, the thick lines represents sω isolines. Extruded surface
is omitted for clarity. The objective function values are, respectively: (−15769, −685),
(−14610, −1779), (−13963, −2075), and (−12556, −2862).

Comparing the results with our list of objectives given in Section 4, we found
that in the limited number of tests we have done, the framework is consistently
able to produce the Pareto front for the given test case. Our first objective is
thus achieved.

As can be seen from Figure 6, the Pareto front consists of shapes with variable
topologies, albeit non-closed. This demonstrates the ability of our framework to
produce a trade-off across flow topologies. This means that the second objective
is also achieved.

However, with respect to the third objective, we found the resulting non-closed
shapes aesthetically unpleasing. This suggests that the optimisation problem can
be better defined to produce aesthetically more pleasing closed shapes. One way
to tackle this is by placing a constraint on non-closed shapes. We can do this
by exploiting the fact that non-closed shapes will have a sign change on the
interpolated scalar field boundaries. The extent of these scalar sign changes can
be used as a measure of the extent of constraint violation.

6 Conclusions and Future Work

Our previous work has shown that GAs can be used to perform fluidic topology
optimisation. Our present work seeks to demonstrate that a multiobjective GA,
driving a topologically unconstrained representation, coupled with a proper CFD
code, is able to come up with a solution topology trade-off. Most of our objectives
have been achieved, with the remaining objective providing the impetus for
further improvement.

In the future, we aim to do the following:

– Implement an objective function that extracts the non-dimensional aerody-
namic characteristics of a shape. This will provide a comparative figure of
merit that is better and more familiar to aerodynamic designers.

– Study the effects of the dimensions of the virtual wind tunnel.
– Further exploration of the robustness of the GA operator parameters.
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Abstract. We follow up on the work of Ebner[1] in studying represen-
tations for evolutionary design of objects. We adopt both the method
and the simulation framework, and perform more thorough experiments.
We design new representations, both direct and indirect, and compare
their performance to the original work. We design and make use of a spe-
cialised system for distributed computing that integrates smoothly with
the EO library[5]. First, we confirm the results of Ebner with VRML
scene graphs representation. Next, we demonstrate how both of the new
representations based on triangular mesh perform significantly better.
Finally, we study and improve the performance of the distributed sys-
tem that we utilised to run our experiments on tens of computing nodes.

1 Introduction

Evolutionary Design is a promising application area of the Evolutionary Com-
putation (EC) with a large and yet to be discovered potential. Steadily more
intricate and specialised designs are needed in the various technological fields,
in the scale ranging from the space applications down to the nano level. In or-
der to utilise EC for the design of parts and objects, effective ways of encoding
the 3D shapes into genotype representations must be provided and evaluated.
Straight-forward direct mapping of unit cells of a 2D or 3D grid into bits of a
genotype suffers from huge search spaces, very localised search with operators
that cannot span across local extremes, and inflexibility of the search in focusing
on the most relevant locations while covering the large even areas with only a
few data items. For instance, consider an application of evolving a can opener.
Close attention must be paid to the shape of the sharp blade, while the handle
can consist of one large cylinder. The genotype representation should be able to
dedicate many genes/alleles to the blade and cover the handle with only a few.
This distribution need not to be known in advance and should be discovered by
the evolutionary algorithm.

Previously, EC has been applied to design various shapes. For example, Robin-
son et.al. [8] evolve structures for satellite boom with passive vibration control,
i.e. shapes capable of cancelling unwanted vibration by the means of object
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topology. In [3], Hamda et.al. use indirect representations based on Voronoi
diagrams, dipoles, and bars to represent 2D shapes for Topological Optimum
Design. Hornby [4] is advocating for reuse of the design components (modules)
represented by parts of genotype in particular by applying Lindenmayer systems,
an instance of what they define as generative representations, where elements of
genotypes are reused in their translations to phenotypes. In addition to reusing
modules within the same single design, authors reuse modules across individual
designs within design families. Ebner [1] addressed the challenge of indirect rep-
resentations by adopting scene graphs as genotype representation of the shape
of objects. Our work repeats Ebner’s experiments and moves ahead by com-
paring them against two new representations. His representations are based on
geometric 3D objects as building blocks that do not allow effective use of ma-
terial and possibility to describe shapes accurately enough. We instead encode
objects using a triangular mesh in two different ways: directly, by encoding the
mesh node coordinates, and by generating the coordinates through a series of
spacial transformations in a manner similar to Ebner’s VRML representation.
The second of our representations is generative.

Evolutionary experimental runs, demand extensive CPU resources. The runs
would take very long to complete on a single computer. We therefore chose to
develop a distributed version of the algorithm. The evolutionary engine runs
on a master node, which is utilising the available slave nodes to evaluate the
individuals in the population (the specific shapes). The evolutionary objective
function measures the performance of shapes by simulation in a popular open-
source body physics simulator ODE.

In the following sections, we describe the details of the ODE simulator, ex-
plain the scene graphs as used by Ebner, introduce the representations based
on triangular mesh, unveil the details of our evolutionary algorithm, discuss the
distributed system for fitness evaluations, present the results of the experiments
and summarise the paper in conclusions.

2 Simulation

Physical simulation usually works with models of a continuous nature, where the
state of the objects in the simulated world changes continuously. On the contrary,
simulation of bank transactions typically has a discrete nature. In computer
simulation, the continuous model is often approximated using a discrete model
with small time steps: either as fixed-increment time advance, or as next-event
time advance. We use the former, where the state of the system changes only in
the instantaneous moment between short time intervals of constant duration.

2.1 Open Dynamics Engine

Several simulation engines have been developed (for instance Newton DynamicsTM

and Havok PhysicsTM). As Ebner, we adopted the open-source project Open Dy-
namics Engine [10] as the simulating platform. ODE is used for interactive sim-
ulation in real time in computer games and robotic simulators (SimRobot [6],
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Fig. 1. Relation between the maximum feasible step size and wind velocity (left),
reference plane and bounding prism for the rotor blades (right)

UCHILSIM [12], Ubersim [2], Webots [7]) and it prioritises the speed and sta-
bility over accuracy and correctness, however, it provides a realistic environment,
where the performance of representations can be studied and evaluated. We use
ODE for simulation of stream of air particles passing through and colliding with
the blades of a wind turbine and causing its rotation in result.

ODE simulation consists of two main components, Collision Detection Subsys-
tem and Physics Engine Subsystem. The latter works with rigid bodies, objects
defined by their position, orientation, speed (linear and rotational), weight, and
centre of gravity. The bodies can be isolated or connected with each other using
joints to form complex objects. The former is responsible for maintaining the
mutual position of the bodies, and for avoiding their overlapping. This requires
further attributes, such as volume, shape, ‘softness’, and ‘flexibility’. During a
contact, a special type of joint (contact joint) is created for the time period of
one simulation step. All joint types together determine the interactions of the
simulated bodies and their outcome. The geoms can have simple shapes – box,
sphere, capped cylinder, or more complex shapes – defined by a set of triangles
that together form a triangular mesh. The joints between the bodies are of dif-
ferent types (ball, hinge, slider, fixed) and have corresponding various degrees
of freedom.

Due to the discrete time intervals used, the bodies are “teleported” in time steps.
This influences the size of the air particles, which must collide with the blades of
the rotor, see Figure 1, and as a consequence the speed of the simulation.

2.2 Simulation Model

The rotor consists of three blades (each rotated by 120◦), attached as one com-
pound object to horizontal axis of rotation (represented by a capped cylinder)
using a frictionless hinge joint. We enforced a constraint for the size of the
blades, which ought to fit into a prism with dimensions 10x8x8 (figure 1). Given
a specified wind strength (particle speed, weight and density), we observed the
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maximum angular velocity ωMAX , the blade weight and its distribution (i.e. the
distance of the blade’s centre of gravity from the axis). Using these variables, we
estimated the maximum reached kinetic rotational energy as:

EMAX =
1
2
Iω2

MAX =
1
2
3mr2ω2

MAX .

The air particles were flying inside of a wind corridor with a circular profile. This
cylinder had its bases parallel to the rotational plane. The particles of radius of
0.1 units were generated at the start of the wind corridor with starting velocity
v0 = 10. In each step, two forces were applied on the particles: the wind force
Fwind = 0.3 with a vector parallel to the direction of the wind. The resistant
force Fd with a vector parallel to the particle’s speed vector, opposite orientation,
and size linearly proportional to the particle speed:

F = Fwind + Fd = Fwind − α × v,

where α = 0.02 is a friction coefficient and v is the speed vector. Thus the
particles with starting speed v0 = 10 will continue to move with constant speed
and direction until they collide with a blade of the rotor, or reach the end of
the corridor. At the collision, the particle gives up part of its kinetic energy
in favour of the rotational energy of the rotor, and leaves the point of contact
according to the law of reflection. Consequently, the wind force will act on the
particle to slowly change its speed vector and direct it in the direction of the
wind, accelerating to its maximum speed until it leaves the wind corridor or
collides again with a blade of the rotor.

The parameters of the model include the size of the wind corridor and the
number of air particles. Marc Ebner used a constant-size wind corridor with
100 particles, which were moved to the start of the corridor automatically when
reaching the end of the wind corridor. Given the limited total number of steps
in the simulation, and the complexity of the blades, we believe this number is
too low.

We attempted a more accurate model of the wind. We used smaller time step
(0.01 as compared to Ebner’s 0.1) and more particles. We optimised the model
by variable-length corridor (with the base radius 10.5). The length depending
on the “depth” of the rotor. The starting base was placed 0.1 units ahead of the
foremost point of the rotor, and the ending base was touching the very rear point
of the rotor. The number of particles in cube unit of the corridor was constant
(0.7), which in practice meant 500 - 2000 particles in total. The challenge was
in generating wind with stable (regular) strength. We tried two approaches:

1. In each step of the simulation, all particles were active. Immediately after
leaving the corridor, the particles were restarted. This approach achieves
an almost constant total wind energy (sum of the kinetic energies of the
particles) during the whole simulation. A disadvantage are large variations
in the number of restarted particles in each step, which result in unwanted
resonance and conflict with the criterium for terminating the simulation.
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2. in each simulation step, a constant number of particles were started at the
start of the corridor. The particles leaving the corridor were erased from the
simulation. The number of starting particles in each step was determined
empirically so that the number of particles in a cube unit was approximately
0.7. However, leaving this number constant throughout the simulation leads
into a large variation in the total number of particles in the simulation and
thus as well in the total wind energy. The number of particles depended
extensively on the shape of the blades, and therefore was not comparable.

We chose the following compromise: we determined the total number of particles
as in the first of the two approaches. However, we limited the maximum number
of particles entering the corridor in each step (restartsmax). If too many particles
started to leave the corridor, they had to wait in a backup stack until the number
of particles arriving at the end of the corridor decreased under restartsmax

threshold. This limit was dynamically adjusted depending on the state of the
stack: when the stack was growing above safe threshold (20), the limit increase
was linearly proportional to the stack size. When it was shrinking (or empty),
the limit was decreasing at constant rate. This implementation of “even” wind
proved to be stable for different shapes of blades – the wind energy varied little
and the wind resonance was balanced.

For a fixed set of wind parameters and specific rotor, there is a maximum
angular velocity vMAX it can reach. The goal of the simulation is to determine
this speed, which together with the mass and its distribution implies the energy
that the turbine can acquire from the wind. Accordingly, we derived the sim-
ulation termination criterium: the simulation executes until the angular rotor
velocity converges, however always at least 500 and at most 2000 time steps.
We consider the velocity converged when the averages over four different history
windows vary less than δ.

In order to reduce the time required for the angular speed convergence, the
rotors were assigned a nonzero starting kinetic energy, estimated as the half
of the maximum kinetic energy reached by any shape currently present in the
population. The rotors with lower performance decelerated, those with a higher
performance accelerated. See figure 2 left for the effects of this optimisation.

3 Scene Graphs

Marc Ebner focused in his work on scene graphs and compared two existing
representations: Open Inventor used in a 3D graphics library and VRML used
for virtual reality modelling. Both representations have a tree structure. In-
ternal nodes represent transformations, while leaves represent simple objects:
sphere, capped cylinders or boxes. The resulting transformation of the leaf ob-
ject in VRML representation is defined by gradual (in that order) application
of transformations on the path from the tree root, while in the Open Inven-
tor representation, the transformation nodes can be in terminal nodes too, and
the transformations are influenced by special nodes (separators). The resulting
transformation in Open Inventor is the composition of the transformations in the
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order of searching the tree using depth-first search. The separators work as local
accumulators and isolate the rest of the tree from the transformations within its
subtree; the transformations in the subtree of a separator are applied only to
the leaves inside of its subtree.

Ebner applied the two representations to represent the genotypes for the shape
of the blade of the wind turbine and used the standard GP for evolving them
in a population of 50 individuals, with the tournament selection of size 7, which
is known in general to suggest a strong vulnerability to local optima (and we
confirmed this also empirically in our early experiments). The parameters of
transformations (translation vector, rotation axis and angle) and the leaves (the
size of the placed objects) were initialised randomly and did not change during
the evolution. This is in contrast with Ebner who used evolutionary strategy to
evolve these values, while we preferred manual tuning so that the CPU cycles
were used more efficiently during the runs. The standard tree crossover and
mutation has been applied with the probability of 50%. Ten evolutionary runs
of 200 generations were performed.

Ebner showed that VRML representation outperforms the Open Inventor rep-
resentation significantly. He argued that the subtrees in VRML representation
correspond to specific parts of the blade and thus the recombination and mu-
tation of the root node in the subtree influences only these parts of the blade.
The mutations in Open Inventor influence transformations of other subtrees and
thus other parts of the blade.

4 Rotor Representations

4.1 Indirect VRML Representation with Objects R1

We performed experiments with four different representations, R1 - R4. In the
first, an individual is represented by a tree with branching factor 2–3. Maximal
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initial depth of tree is 4. Maximal size of tree is 100 nodes (inner nodes and
leaves). Tree nodes are chosen from the set F

F = {R0, T0, R2, T2, R3, T3}, where

Ri(x, y, z, α) ∈ (0; 3) × (0; 1) × (0; 1) × (0; 2π), i = 0, 2, 3

Ti(dx, dy, dz) ∈ (0; 3) × (0; 1) × (0; 1), i = 0, 2, 3

Ri represents rotation along axis (x, y, z) of angle α. Ti represents translation
along vector (dx, dy, dz). R0, T0 are leaves and represent final rotation, and
translation of capsule (building block of blade) respectively. Node types R2,
T2 have two child nodes, R3, T3 three. Internal node parameters are initialised
randomly and later modified by the mutation operator. The rotor (phenotype) is
constructed in ODE environment by depth-first traversing of the corresponding
tree (genotype). For every tree leaf, there is one capsule placed. Its position
is transformed according to information located on the path from root of the
tree to this leave. Capsules, which are not linked to the rotation axis of the rotor
directly or via other capsules, are ignored and do not participate in simulation. If
the final rotor blade is exceeding the dimensions of the bounding prism (10x8x8),
then the individual’s fitness is set to zero. Otherwise the simulation is started
and kinetic (rotational) energy of rotor after completion of simulation represents
the individual’s fitness.

4.2 Direct Representation R2

(α, (z1, b1), (z2, b2), . . . , (z26, b26)), α ∈ R(0; 1), zi ∈ R(−4; 4), bi ∈ {0, 1}
The basis for our direct representation is a reference grid (see Figure 2 right)
containing 26 vertices. Coordinates (2D) of the vertices are fixed for all individ-
uals. We set the total number of vertices and their position in reference grid by
an expert guess.

Genotype defines elevation of each vertex relative to the reference grid. The
elevation is limited, maximum +4 and minimum -4 units. Genotype contains
presence bit for each vertex – 0 means the vertex is ignored, 1 means the vertex
is part of the blade’s shape definition (active vertex). Thus shape of the blade

Fig. 3. Direct representation R2
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Fig. 4. Transformation in indirect representations R3, R4

is defined by triangular mesh over elevated active vertices of the reference grid.
The last information present in the individual’s genotype is an angle of skewness
of the blade – the reference grid is rotated by this angle along x-axis.

During the initialisation and mutation of the individuals, dimensions of the
corresponding blade are checked against the dimensions of the bounding prism
(10x8x8). In the case the blade stretches out of this prism, the elevations of
conflicting vertices are adjusted so that the whole blade fits inside the prism.
We used Delaunay triangulation to determine a triangular mesh (set of triangles)
from the set of active vertices. The triangular mesh defines the front face of the
blade. For simplicity, the thickness of blades is constant (0.1 units).

4.3 Indirect Representation R3, R4

Our indirect representations of blade’s shape are based on ideas of both Ebner’s
VRML representation, and our direct representation R2 using triangular mesh.
We use reference grid with 26 vertices (their position in grid is modified com-
pared to R2 to prevent the final blade to stretch out of the bounding prism
too often, figure 2). All vertices are transformed in space using a transformation
tree which represents the whole genotypical information. The tree has a constant
number of leaves 26. Leaf contains an index of a vertex from the reference grid
(all leaves together cover all vertices). Inner nodes of the tree are either rotation
or translation nodes. Branching factor of the tree is 1–3. The transformations
on the path from the root of the tree to a leaf were applied in this order on
the corresponding vertex of the reference grid. Our first approach to indirect
representations – R3 used fixed triangular mesh – the set of triangles covering
vertices of the reference grid was fixed. This resulted in minor complications
when vertices moved relatively too far from their original locations. The second
indirect representation R4 solves this problem by projecting already transformed
vertices into XY plane. Delaunay triangulation provides set of triangles cover-
ing these projected vertices. Moreover, in R4, the final positions of vertices are
restricted so that their projections could not lay outside the boundary displayed
in figure 2 right. Another difference between R3 and R4 is in the implementation
of mutation and crossover operators. R3 did not check the dimensions of final
blade, therefore individuals that represented blades, whose dimensions did not
meet our criteria, were also present in population, but during their evaluation
in ODE simulator they received fitness zero.
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R4 genetic operators check the dimensions of projection of transformed vertices
and also 3D dimensions of actual blade. In case the dimensions exceed limits, the
mutation or crossover are tried again (maximum 5 times). If all attempts fail, the
original individual (parent) is copied into the next generation instead. The conse-
quence of this modification (R3 vs. R4) is the absence of zero-fitness individuals
(blades that do not meet size restrictions) in population with R4. This made the
comparison between direct R2 and indirect R4 more appropriate, as R2 adjusts
elevation of vertices of reference grid so that they never exceed bounding prism
(population with R2 thus never has zero-fitness individuals).

5 Evolutionary Algorithm

The initial population of 200 individuals was created using the RHH method
as in the work of Ebner. We used tournament selection of size 2, weak elitism,
and ran for 200 generations. Common parameters were tuned to pcross = 0.3,
pmut = 0.7.

In the case of R1, the standard subtree crossover, and four different mu-
tations were used: BranchMutation replaces a subtree with random content,
PointMutation replaces a tree node with another tree node of compatible arity,
CollapseSubtreeMutation replaces a random subtree with a new leaf, and Expan-
sionMutation replaces a leaf with a randomly generated subtree. The mutation
probabilities were 0.5, 0.3, 0.1, and 0.1, respectively in the same order as above.
In the case of R2, we used the standard one-point crossover and simple average
crossover operating on skewness angle. Since the points are topologically or-
dered, the crossover corresponds to geometric crossover, cutting the blade along
a straight line. Because only some of the points of the grid are present in the
individual phenotypes, this slight bias towards straight lines is partially compen-
sated. We believe it is important to exchange the large parts of the blade using
the crossover while the mutation with a higher rate tunes the correct details of
the shape. Mutation operators were of four types: AngleMutation adds Gaus-
sian noise to the skewness angle, GaussAllMutation alters the heights zi using
Gaussian N(0, δ), Uniform3Mutation alters three randomly selected zi by a uni-
form noise from interval (-4,4), PresenceMutation toggles the presence of three
randomly selected vertices. The skewness angle always remains in the interval
(0,900), and all heights zi in the interval (-4,4). The probabilities of the muta-
tions were 0.1, 0.5, 0.3, 0.1 in the order as above. The operators are implemented
so that the resulting individual fitted into the bounding prism. In the cases of
R3 and R4, we use a kind of swap crossover operator, while paying attention
to the leaf nodes, which must form a permutation of the 26 vertices (at most
three transformation nodes are swapped). Four mutation operators were used:
ContentGaussMutation, and ContentUniformMutation apply Gaussian and uni-
form noise to all parameters in a single selected node, SwapSubtreesMutation
swaps two random subtrees, and SwapLeavesMutation swaps two random leaves.
The ratios used were 0.4, 0.2, 0.3, and 0.1, respectively. The experiments were
implemented with the universal open-source evolutionary library EO. We only
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made small modifications of the engine in the way the user’s call back function is
called in order to allow for the distributed evaluation of the objective function.

6 Distributed Evaluation

To perform the experiments, we utilised the idle CPU time of computers in the
student laboratories and of several powerful server machines. The evolutionary
algorithm was running on a master node, which communicated with the slave
nodes at an application layer using MySQL database. In each generation, the
master program sent a set of individuals to be evaluated into a database table,
and waited until the whole population became evaluated.

The nodes retrieved one individual each, ran a simulation and stored the com-
puted fitness back to the database table. In order to increase the utilisation of
the computational nodes, and because of their varying performance, some indi-
viduals could be evaluated simultaneously by several nodes. This occurs when
all individuals have either been evaluated or are already assigned to some node
and there are still some nodes available. This cures the situation when a difficult
individual is assigned to a node with low performance, which would otherwise
block the progress of the whole evolution for tens of minutes, leaving all remain-
ing nodes idle. Close to the end of each generation, the extra available compu-
tational nodes spread over the whole set of the remaining individuals evenly,
prioritising those that are already being tried for the longest time.

7 Results

After many testing runs focused on tuning the parameters and understanding the
underlying mechanisms, we performed 11 evolutionary runs for each of the four
representations. Each representation required about 1 year of total single-CPU
time. Figure 5 plots the best and average fitness for all runs against the num-
ber of generations. The actual number of evaluations was slightly lower in the
case of direct representation due to different sequence of mutation application,
but the trend and the result is the same as in the plot against generations. All
three triangular mesh representations (both direct and indirect) clearly outper-
form the original representation based on VRML and capped cylinders. The best
result is achieved with R3, the first version of the indirect representation (VRML)
with triangular mesh (significantly better than direct representation, t-test with
t = 4.463), and the trend is more promising. However, this is likely due to the
capability of R3 of accumulating mass by creating “folds”, and due to the possi-
bility of exploiting additional areas close to the rotation axis, which are not part
of the search space of the direct representation. This option was removed from
otherwise identical R4, which performed worse than R2, the direct representation
with triangular mesh, even though still better than the original R1.

There are couple of observations, which can explain lower performance of the
original VRML representation with capsules. The initial population contained
smaller trees, which in turn generated small blades accumulating little kinetic



170 J. Plavcan and P. Petrovic

 0

 100

 200

 300

 400

 500

 600

 700

 800

 900

 1000

 1100

 0  20  40  60  80  100  120  140  160  180  200

F
itn

es
s

Generations

Progress of fitness
(average of 11 runs)

R1: best
R1: average

R2: best
R2: average

R3: best
R3: average

 0

 100

 200

 300

 400

 500

 600

 700

 800

 900

 1000

 1100

 0  20  40  60  80  100  120  140  160  180  200

F
itn

es
s

Generations

Progress of fitness
(average of 11 runs)

R2: best
R2: average

R4: best
R4: average

Fig. 5. Plot of the best fitness for R1 - R3 (left) and R3, R4 (right)

Fig. 6. Examples of evolved blades for the four representations R1 – R4, the best of
the first and last generation

energy. This contributed to lower capacity of the evolution to explore the space
with good solutions as it needed to spend more efforts on finding the proper
region of the search space. In addition, an important aspect is the shape and
size of the cutting edge of the blades. Using capsules implies thick blades with
large friction against the air during the rotation. The figure 6 depicts the evolved
shapes. Note their similarity to water turbines, rather than air turbines, which is
due to our model that is not intended to be physically plausible. Note also how
the evolution exploits the possibility to create folds to accumulate the weight.

Part of the genome in the direct representation was the angle of skewness
of the reference plane. This variable converged to values around 10◦, runs with
indirect representation used a fixed 18◦ skewness.

8 Conclusions and Future Work

We follow up on the work of Marc Ebner in studying representations for evolu-
tionary design of objects. We make a completely independent re-implementation
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and confirm his main results. We design two new representations, where the
shape is defined as a set of triangles (triangular mesh). We demonstrate that the
representation is more suitable for this problem and in general as it allows higher
flexibility, better accuracy, and interesting genotype representations. We design
both a direct and indirect (generative) representations, both of them performing
significantly better than the original representation. We design a distributed sys-
tem that utilises idle CPU time of computational nodes in student laboratories.

The future work will focus on studying new indirect representations that could
outperform direct representations. A large number of possibilities exists, and
remains only for a creative mind of the experimenter as we make the source-
code publicly available [11], some more details of the experiments can be found
in [9]. The same simulation framework can be evaluated with other problems of
evolutionary design, and perhaps enabled with active controllers for the mutual
co-evolution of robot morphologies and controllers.
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Abstract. We are interested in the role of restricted mating schemes in
the context of evolutionary multi-objective algorithms. In this paper, we
propose an adaptive assortative mating scheme that uses similarity in
the decision space (genotypic assortative mating) and adapts the mating
pressure as the search progresses. We show that this mechanism improves
the performance of the simple evolutionary algorithm for multi-objective
optimisation (SEAMO2) on the multiple knapsack problem.

1 Introduction

Selection plays an important role within evolutionary algorithms in selecting
individuals for survival and selecting parents for recombination. Here, we are in-
terested in mating schemes, i.e. the selection of parents for recombination within
evolutionary multi-objective (EMO) algorithms. A number of mating schemes
have been proposed in the literature including: fitness proportionate selection,
tournament selection, rank-based selection, ancestry selection and assortative
mating among others. In fitness proportionate selection, parents are chosen based
on a probability proportional to their fitness compared to the rest of the pop-
ulation. In tournament selection, a group of individuals (usually two) is chosen
(usually uniformly) from the population and the fittest individual from this
group is selected as parent. In rank-based selection, individuals are first sorted
according to some criteria (usually fitness) and a mapping function is used to
assign a selection probability to each individual according to its rank in the or-
dering. In ancestry selection individuals are organised in clans and parents are
usually selected from different clans. In assortative mating (inspired on natural
genetics), individuals are selected based on their similarity (in the objective or
the decision space) based on the assumption that recombining parents that ‘look’
alike produces better offspring. Some mating schemes incorporate some form of
restricted mating (proposed by Goldberg [6]) where recombination is allowed
only if parents meet certain criteria. For reviews on mating schemes and their
performance of single-objective evolutionary algorithms see [1,7,8].

Despite the various restricted mating schemes that have been investigated for
single-objective evolutionary algorithms, the emphasis within EMO algorithms
has been mainly on mechanisms to select individuals for survival. In Pareto-
based multi-objective optimisation the goal is to find a set of non-dominated

N. Monmarché et al. (Eds.): EA 2007, LNCS 4926, pp. 172–183, 2008.
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solutions that is as close as possible to the Pareto optimal front and also well
spread and distributed over the trade-off surface [2,4]. Therefore, most modern
EMO algorithms incorporate selection mechanisms, like density-based selection
and rank-based selection, in combination with elistism and archiving strate-
gies to ensure the survival of good non-dominated solutions [2,4,14]. Also, most
EMO algorithms use tournament or other basic selection mechanism for choos-
ing parents and in most cases selection is based on fitness. Some restricted mat-
ing schemes have been investigated in the context of EMO algorithms but to
a lesser extent than for single-objective evolutionary algorithms. In their book,
Coello Coello et al. ([2], p. 201) express that restricted mating has not been fully
investigated for EMO algorithms. They also note that there is no conclusive ev-
idence to support whether restricted mating is beneficial or detrimental for the
performance of these algorithms. Coello Coello et al. also suggest that experi-
ments investigating the issue of restricted mating should benefit the literature
on EMO algorithms. In this paper, we propose an adaptive assortative mating
scheme [3] for evolutionary multi-objective optimisation. That is, parents are
chosen based in their similarity in the decision space and the similarity thresh-
old or mating pressure σmating is adapted during the search. In Section 2 we give
a more detailed account of related work. In Section 3 we describe our proposed
mating scheme and how this is incorporated into SEAMO2 (simple evolution-
ary algorithm for multi-objective optimisation) [15]. Section 3 also describes the
experimental setting and our results. Final remarks are given in Section 4.

2 Mating Schemes for EMO Algorithms

We refer to the k-optimisation problem in which the aim is to optimise the
function f(x) = (f1(x), f2(x), ..., fk(x)) subject to x ∈ X , where x represents
the decision vector, X represents the set of all feasible solutions, f(x) represents
the objective vector and each fi(x) represents the value of the i-th objective.
Within a set S of solutions, solution x is said to be non-dominated if there is no
solution in S that is better than x in each of the k objectives. Then, x is said to
be Pareto-optimal if x is non-dominated with respect to the set X .

Now we briefly review restricted mating schemes that have been implemented
into EMO algorithms. We focus on schemes proposed recently and that restrict
mating based on similarity, i.e. assortative mating. For an overview of previ-
ous mating schemes within EMO algorithms refer to the book by Coello Coello
et al. ([2], p. 201). Restricted mating has been usually implemented using the
σmating parameter which defines a mating radius or similarity threshold, which
can be perceived as the mating pressure. Individuals are not allowed to mate if
the distance between them (objective or decision space) is larger than σmating .
Kim et al. [13] incorporated neighbourhood crossover into SPEA2 to rank indi-
viduals according to how close they are in the objective space and used binary
tournaments to select parents. Few years ago, Ishibuchi and Shibata started
an investigation into the effect of restricted mating on the performance of the
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well-known NSGA2 and SPEA algorithms. In 2003 they proposed a restricted
mating scheme based on the similarity between parents (assortative mating) [9].
Later, they modified their approach by incorporating a second layer to select
parent A [10]. Their restricted mating scheme works as follows:

1. A set SA of α candidates is chosen using iterative binary tournaments.
2. The center vector (average solution) f̄(x) = (f̄1(x), f̄2(x)...f̄k(x)) in the

objective space in SA is calculated where f̄i(x) = 1/α
∑α

j=1 fi(xj) for i =
1, 2, ..., k.

3. The solution in SA that is most dissimilar (in the objective space) to f̄(x)
is chosen as parent A.

4. A set SB of β candidates is chosen using iterative binary tournaments.
5. The solution in SB that is most similar to parent A (in the objective space)

is chosen as parent B.

In [10] Ishibuchi and Shibata observed that their modified mechanism was capa-
ble of improving both convergence and diversity in SPEA and NSGA2. However,
they also noted that the parameters α and β needed to be carefully adjusted to
strike the balance between diversity and convergence speed. Note also that in
[10] Ishibuchi and Shibata used similarity in the objective space only. In 2004,
they reported further experiments to investigate the effect of the mating pres-
sure parameters (α and β) and also the effect of similarity (in the objective
space) when selecting parents A and B [11]. They tried their restricted mating
mechanism in a number of operation modes resulting from combining different
settings: α = {1, 2, 3, . . .}; β = {1, 2, 3, . . .}; parent A being similar or dissimi-
lar to f̄(x); parent B being similar or dissimilar to parent A. Once again, they
observed that convergence speed and diversity were affected by the settings of
α and β. They also expressed that there is a need to set α and β automatically
in their mating scheme. More recently, Ishibuchi and Shibata reported yet more
experiments in which they observed that recombining similar parents (which is
controlled by varying β) had a positive impact on the performance of NSGA2,
although they also observed that recombination seems to be less important than
mutation on that particular algorithm [12]. In [12] they considered similarity
in the objective and the decision space but only when selecting parent B and
observed no significant difference in their results.

In summary, the investigations by Ishibuchi and Shibata have considered
fitness-based binary tournaments and distance in the objective space to choose
parent A. For selecting parent B, they employed fitness-based binary tourna-
ments and distance both in the objective space and the decision space. The
mating pressure is controlled by the number of tournaments (α and β) and by
the target similarity to select parent A (with respect to the center vector f̄(x))
and parent B (with respect to parent A). Their results have shown that although
their mating scheme is able to improve the performance of SPEA and NSGA2,
careful adjustment of the parameters is required to strike the balance between
convergence and diversity according to the problem size.
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3 The Adaptive Assortative Mating Scheme

3.1 The Experimental Setting

We propose an adaptive assortative mating scheme for selecting parents in EMO
algorithms. The proposed mating scheme does not use tournaments, it uses sim-
ilarity in the decision space and changes the mating pressure σmating as the
search progresses. Therefore, this scheme differs from those proposed by Kim
et al. [13] and Ishibuchi and Shibata [11]. In the proposed dynamic assortative
mating scheme two individuals are considered for reproduction only if their dis-
similarity (difference between their gene structures) is above a threshold σmating .
For the experiments in this paper, we incorporate the proposed assortative mat-
ing scheme into the SEAMO2 algorithm [15] and carry out experiments on the
multiple knapsack problem. We chose SEAMO2 because it is a simple evolution-
ary algorithm for multi-objective optimisation that relies mainly on its replace-
ment strategy and it was shown to outperform more elaborate EMO algorithms
like NSGA2 and SPEA2 on the multiple knapsack problem [15]. In this pa-
per, with refer as SEAMO2(RM) to the SEAMO2 approach using the proposed
scheme for restricted mating. Then, we focus our experiments in comparing the
performance of SEAMO2(RM) against SEAMO2 [15], SPEA2 [16], NSGA2 [5]
and SEAMO2(I) (the SEAMO2 algorithm using Ishibuchi and Shibata’s mating
strategy [10]) on the multiple knapsack problem. We use the instances with two,
three and four knapsacks (with population size of 250, 300 and 350 respectively)
and 750 items proposed in [17]. We carry out short, medium and long runs,
500, 960 and 1920 generations respectively, to investigate the performance of
SEAMO2(RM). Results from 30 independent runs for each experiment are used
for statistical analysis and discussion. We use two metrics, the size of the space
covered S and the coverage of two sets C (see [17] for details on S and C).

3.2 Similarity Measurement

In this paper, the dissimilarity or distance in the decision space between solu-
tions to the multiple knapsack problem is measured as follows:

Individual s = {gi|i : 0..(n − 1)}
where n is the number of genes in the individual representation

gi =
{

0 : gene i is not in the gene structure of individual s
1 : gene i is in the gene structure of individual s

the similarity and dissimilarity between individuals s1 and s2 are as follows:

simil(s1, s2) =
|{i|g1i = 1 ∧ g2i = 1}|
|{i|g1i = 1 ∨ g2i = 1}|

diff(s1, s2) = 1 − simil(s1, s2)

The recombination of s1 and s2 is allowed if and only if diff(s1, s2) ≥ σmating

(where 0 ≤ σmating ≤ 1). Setting the value of the mating pressure σmating is
important and is discussed in the following sections.
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Note that the above definition of similarity is only valid for solutions to the
multiple knapsack problem as encoded in this paper. If the similarity between
two solutions of a problem is measured as a percentage, the proposed mating
scheme can still be implemented as described later in this paper. Therefore, the
generality of the proposed mating scheme is not affected by the encoding of
solutions or the method used to measure similarity.

3.3 Static Setting of the Mating Pressure

We first describe a simple strategy to preset σmating before starting the search
and this value remains unchanged throughout the evolutionary process. We first
calculate the value of diff(sm, sn) for every pair of individuals sm and sn in the
population. Then, we calculate the range using the minimum and maximum val-
ues, i.e. diff(range) = (max(diff(sm, sn)) − min(diff(sm, sn))). We preset σmating

to a value in this range. Otherwise, if σmating is set to a value smaller than
min(diff(sm, sn)) the selection of parents becomes uniform. Also, if σmating is
set to a value greater to max(diff(sm, sn)) no pair of individuals (sm, sn) would
satisfy the selection condition for recombination.

In order to set σmating to an appropriate value within diff(range) we could
let the population to evolve for a limited number of generations and observe
the trend on the values of diff(sm, sn) in the whole population. We carried out
a simple experiment on the multiple knapsack problem and allowed the pop-
ulation to evolve for 100 generations recording diff(range) in every generation.
We observed that diff(range) reduces significantly from 60%-70% in the first few
generations to 0%-35% in later generations. Therefore, we set σmating to a value
in the range of (0.0, 0.3). Next, we carried out experiments using eleven differ-
ent values of σmating : 0.050, 0.075, . . . , 0.300 in SEAMO2(RM). Results from
30 independent runs are reported in Figure 1. Note that we only show results
for six values of σmating which are representative of all our experimental data.
The box-plots in Figure 1 correspond to the percentage of non-covered objective
space, i.e. smaller values indicate better algorithm performance. One box-plot is
given for each algorithm: NSGA2, SPEA2, SEAMO2, and SEAMO2(RM) using
different values of σmating .

Figure 1 shows clearly that with respect to the size of the space covered
S the proposed mating scheme has a positive effect on the performance of
SEAMO2(RM). In general, we can see that the performance of SEAMO2(RM)
using a preset value of σmating is consistent over the 30 independent runs (size
of the boxplot). There is a significant improvement by applying a higher mat-
ing pressure (i.e. increasing the value of σmating). However, we can also observe
that there is an upper limit for the mating pressure after which SEAMO2(RM)
starts to perform worse. We can see in Figure 1 that this upper limit is about
25% for the 2-knapsack problem (Figure 1(a), 1(b)), between 25%-30% for the 3-
knapsack problem (Figure 1(c), 1(d)), and slighly above 30% for the 4-knapsack
problem (Figure 1(e), 1(f)). This is simply because when σmating goes above a
given value, no parents can be found that satisfy the restricted mating condi-
tion. We omit full results for the C metric (all experimental results are available
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Fig. 1. Performance of algorithms on the multiple knapsack problem with respect to
percentage of the non-covered objective space. NSGA2, SPEA2 and SEAMO2 are in-
dicated by NS2, SP2 and SE2 respectively while S.xx indicates SEAMO2(RM) with
a given value for σmating . Results are given for 2 (graphs a-b), 3 (graphs c-d) and 4
(graphs e-f ) knapsacks with runs of 500 and 1920 generations.

on request) but we observed that increasing σmating seems to have a negative
impact on convergence and a positive impact on diversity. To illustrate this, we
show in Figure 2 the offline non-dominated fronts after 30 independent runs of
SEAMO2(RM) on the 2-knapsack problem. For better visualisation, we show the
non-dominated fronts in a lower density (only solutions separated by a distance



178 K. Le and D. Landa-Silva

23

24

25

26

27

28

29

30

31

22 23 24 25 26 27 28 29 30

SE2S.05 SE2S.10 SE2S.15 SE2S.20 SE2S.25 SE2S.30

Fig. 2. Results of SEAMO2(RM) on the 2-knapsack and 750 items problem for six
values of σmating . The horizontal axis represents profit in knapsack one and the vertical
axis represents profit in knapsack two.

of at least 400 units in the objective space). We can see that higher σmating

values reduce the convergence of SEAMO2(RM) but increase diversity (this is
similar to the observations by Ishibuchi and Shibata [9]). Therefore, in the next
subsection we propose to adapt the mating pressure as the search progresses.

3.4 Dynamic Setting of the Mating Pressure

Now we describe how σmating is adapted during the evolutionary search. This
allows to improve both convergence and diversity of the population along with
the evolutionary process. To dynamically change the value of σmating, we need
first to establish the diff(range). As discussed in section 3.3, we select uniformly
a value for σmating in every generation within the 5th and 95th percentile of
diff(range). This prevents the restricted mating becoming uniform selection (if
σmating is too low) or becoming a non-reproduction scheme (if σmating is too
high). Note that the mating pressure σmating is set in an adaptive manner as
diff(range) is adjusted after every generation to reflect the change of diversity
(in the decision space) in the population. Then, the chosen value of σmating will
adjust as the population diversity changes. For example, in the first few gener-
ations, the population is less ‘stable’ with many randomly generated solutions
provoking a high value of σmating . However, once the population is more ‘stable’,
changes in the value of σmating drive the population to evolve towards improving
diversity (wider diff(range)) or improving convergence (smaller diff(range)).

As before, we carry out 30 independent runs of SEAMO2(RM) using the
dynamic σmating. We also include the ‘best results’ obtained using Ishibuchi and
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Shibata’s restricted mating strategy [10] and using the static mating strategy of
section 3.3. These ‘best results’ are based on the average of the S metric over
30 independent runs. We used 90 combinations of values α = {1, 3, 4, . . . , 9, 10}
and β = {1, 2, . . . , 9, 10} for Ishibuchi and Shibata’s strategy and 11 different
values of σmating in the static mating strategy. These ‘best results’ are indicated
as SE2I and SE2S in Figure 3 while SE2D indicates SEAMO2(RM) using the
dynamic σmating . Figure 3 compares NSGA2, SPEA2, SEAMO2, SEAMO2 with
Ishibuchi and Shibata’s mating strategy, SEAMO2 with the static σmating setting
and SEAMO2 with the dynamic σmating setting, with respect to the S metric.
Table 1 shows the comparison with respect to the C metric.

For each knapsack problem, Figure 3 shows the average non-covered objec-
tive space (smaller values indicate better algorithm performance) at generations
500, 960 and 1920 side by side to facilitate comparison. It is clear that the dy-
namic setting of σmating benefits SEAMO2 helping it to outperform NSGA2,
SPEA2 and SEAMO2 as well as SEAMO2 with Ishibuchi and Shibata’s mat-
ing strategy. Furthermore, both our static and dynamic mating strategies out-
perform Ishibuchi and Shibata’s restricted mating strategy when incorporated
into SEAMO2. In most cases, the dynamic strategy ourperforms the static one
with the exception of the 2-knapsack problem with short and medium runs
(graphs a-b in Figure 3). Table 1 shows the strong performance of SEAMO2D
(the dynamic restricted mating incorporated in SEAMO2) particularly on prob-
lems with 3 and 4 knapsacks. From Figure 3 and Table 1 we can see that the
dynamic mating strategy significantly improves diversity but it slightly wors-
ens convergence in the higher dimension problem (4 knapsacks). We also notice
an interesting result in that Ishibuchi and Shibata’s strategy seems to worsen
the performance of SEAMO2 (it was reported in [10] that Ishibuchi adn Shi-
bata’s strategy improves the performance of SPEA and NSGA2). This is more
noticeable in the early stages of the evolutionary search (generations 500 and
960) in low dimension problems (2 and 3 knapsacks). We believe that Ishibuchi
and Shibata’s mating strategy conforms with the selection strategy in SPEA
and NSGA2 where individuals are uniformly chosen using tournament selection.
However, Ishibuchi and Shibata’s mating strategy interferes with the selection
strategy in SEAMO2 (Ishibuchi and Shibata’s mating strategy chooses the first
parent with binary tournaments while in SEAMO2 each individual acts as the
first parent once). Figure 4 shows (in lower density as in Figure 2) the non-
dominated fronts over 30 independent runs on the 2-knapsack problem. We can
see that SEAMO2(RM) using the dynamic mating strategy outperforms SPEA2
and NSGA2 but its convergence is just slightly lower than for SEAMO2. Overall,
results in Figure 3, Figure 4 and Table 1 give evidence that the dynamic setting
of σmating is beneficial for SEAMO2 on the three multiple knapsack problems.

In Figure 5 we compare the proposed assortative mating scheme using the
static setting and using the dynamic setting over 30 independent runs for the
2-knapsack problem with 750 items. The various static settings are indicated by
SE2S.xx and the dynamic setting is indicated by SE2D. We can see that the dy-
namic assortative mating scheme can simultaneously maintain the convergence
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Fig. 3. Performance of algorithms on the multiple knapsack problem with respect to
the percentage of the non-covered objective space. NSGA2, SPEA2 and SEAMO2 are
indicated by NS2, SP2 and SE2 respectively. SE2I indicates SEAMO2 with Ishibuchi
and Shibata’s strategy, SE2S indicates SEAMO2 with the static setting and SE2D
indicates SEAMO2 with the dynamic setting.

and the diversity of the population but the static setting can only give a positive
effect on the convergence (using lower σmating) or on the diversity (using higher
σmating) but not both at the same time. This shows that adapting the diff(range)
(from where σmating is chosen) according to the population diversity during evo-
lution, helps to strike a balance between convergence and diversity. Of course,
more elaborate methods for adapting the mating pressure can be investigated,
but the proposed one points us on the right direction.
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Fig. 4. Results comparing NSGA2, SPEA2, SEAMO2, SEAMO2 using Ishibuchi and
Shibata’s strategy (SE2I), SEAMO2 using the static mating strategy (SE2S) and
SEAMO2(RM) using the dynamic mating strategy (SE2D) on the 2-knapsack problem
with 750 items. The horizontal axis represents profit in knapsack one and the vertical
axis represents profit in knapsack two.
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Table 1. Average values (standard deviation) of coverage of two sets C(A � B)

C(A � B)

Algorithm 2 knapsacks 3 knapsacks 4 knapsacks

A B 500 960 1920 500 960 1920 500 960 1920

NSGA2 SEAMO2D 3(7) 12(16) 24(20) 0(0) 0(0) 0(0) 0(0) 0(0) 0(0)
SPEA2 2(3) 8(7) 18(16) 0(0) 0(0) 0(0) 0(0) 0(0) 0(0)
SEAMO2 11(17) 18(20) 26(19) 21(17) 24(16) 26(15) 26(22) 21(18) 19(14)
SEAMO2I 0(0) 0(0) 0(1) 0(0) 0(0) 2(5) 0(0) 0(1) 1(3)
SEAMO2S 2(3) 3(4) 5(5) 0(1) 1(1) 1(1) 0(1) 1(1) 1(1)

SEAMO2D NSGA2 89(12) 69(24) 46(27) 92(7) 84(7) 77(8) 100(1) 99(3) 98(3)
SPEA2 89(10) 74(15) 53(22) 88(8) 64(10) 45(9) 95(4) 84(7) 76(7)
SEAMO2 76(34) 60(38) 47(34) 34(29) 24(25) 18(19) 16(20) 15(18) 12(12)
SEAMO2I 100(0) 100(3) 92(15) 100(1) 98(2) 82(25) 91(16) 84(23) 65(32)
SEAMO2S 80(8) 82(11) 83(10) 86(6) 83(6) 78(8) 79(6) 75(7) 67(7)

4 Final Remarks

This paper proposes a restricted mating scheme for evolutionary multi-objective
(EMO) algorithms. This mating scheme is assortative because it selects par-
ents based on their similarity in the decision space. Setting the mating pressure
σmating to a constant value provokes either convergence or diversity to be neg-
atively affected. Therefore, the proposed scheme is adaptive because it varies
σmating taking into account the population diversity in the decision space. Our
experiments show that the simple mechanism to adapt the mating pressure helps
SEAMO2 (simple evolutionary algorithm for multi-objective optimisation) to
improve its performance while striking a good balance between convergence and
diversity. The proposed mating scheme can be incorporated into different EMO
algorithms because it does not alter their original selection strategy. Future work
contemplates comparison with other mating schemes proposed for EMO algo-
rithms and on other problems such as nurse scheduling and job shop scheduling
problems. We also intend to investigate other strategies to set the threshold
σmating to further improve diversity and convergence of EMO algorithms.
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Abstract. We propose using the so called Royal Road functions as
test functions for cooperative co-evolutionary algorithms (CCEAs). The
Royal Road functions were created in the early 90’s with the aim of
demonstrating the superiority of genetic algorithms over local search
methods. Unexpectedly, the opposite was found to be true. The research
deepened our understanding of the phenomenon of hitchhiking where
unfavorable alleles may become established in the population following
an early association with an instance of a highly fit schema. Here, we
take advantage of the modular and hierarchical structure of the Royal
Road functions to adapt them to a co-evolutionary setting. Using a mul-
tiple population approach, we show that a CCEA easily outperforms a
standard genetic algorithm on the Royal Road functions, by naturally
overcoming the hitchhiking effect. Moreover, we found that the optimal
number of sub-populations for the CCEA is not the same as the num-
ber of components that the function can be linearly separated into, and
propose an explanation for this behavior. We argue that this class of
functions may serve in foundational studies of cooperative co-evolution.

1 Introduction

Co-evolutionary Algorithms (CEAs) represent a natural extension to standard
evolutionary algorithms for tackling complex problems; they can be generally
defined as a class of evolutionary methods in which the fitness of an individual
depends on its relationship to other members of the population. Several co-
evolutionary approaches have been proposed in the literature; they vary widely,
but the most fundamental classification relies on the distinction between cooper-
ation and competition. In cooperative algorithms, individuals are rewarded when
they work well with other individuals, and punished otherwise. Whereas in com-
petitive algorithms, individuals are rewarded at the expense of those with which
they interact. Most of the work on CEAs has been in competitive models; there
has been, however, an increased interest in cooperation to tackle difficult op-
timization problems by means of problem decomposition [7,3,14,18,11,10]. The
behavior of CEAs is very complicated and often counter-intuitive. Moreover,
our knowledge about the dynamics and ways of improving standard evolution-
ary algorithms, is not directly transferable to co-evolution [15]. Thus, there is
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a need to conduct foundational research on co-evolutionary systems in order to
improve their applicability as a problem solving methodology. With this in mind,
we propose using the so called Royal Road functions [13,4] as test functions in
cooperative co-evolution. The Royal Road functions were proposed with the aim
of isolating some of the features of fitness landscapes thought to be most rele-
vant to the performance of genetic algorithms. Surprisingly, it was found that a
random-mutation hill climber significantly outperformed the genetic algorithm
on these functions. However, this work led to a greater understanding of the phe-
nomenon of hitchhiking in evolutionary search, whereby some deleterious alleles
may become fixed in the population, after an early association with a highly fit
schema.

Cooperative co-evolutionary approaches are generally applied to decomposable
problems. Thus, we take advantage of the modular and hierarchical structure of
the Royal Road test functions to adapt them to the co-evolutionary setting. We ar-
gue that these functions may serve theoretical studies of cooperative co-evolution,
since the landscape can be varied in a number of ways, and the global optimum and
all possible fitness values are known in advance. It would also be possible to study
the dynamics of the search process by tracing the origins and history of individ-
ual building blocks. Moreover, these functions may be decomposed in several ways
(including one or more blocks on each sub-component), which made them useful
in studies testing the automated emergence of co-adapted components [18]. This
study also makes a comparison between a standard and a cooperative evolution-
ary algorithm on several instances of the Royal Road functions. The cooperative
algorithm explores all the alternative problem decompositions possible with the
modular Royal Road functions. Our results show a clear advantage of the coop-
erative algorithm in this scenario, and we go further to analyze why this is the
case. This analysis leads us to revisit the hitchhiking effect and the building blocks
hypothesis in genetic algorithms.

Next section gives a brief overview on cooperative co-evolution, distinguish-
ing between single and multiple population approaches, and describing some
test problems used so far when studying cooperative co-evolution. Thereafter,
section 3, introduces the Royal Road functions and describes the hitchhiking
phenomenon. Section 4, describes the algorithms and parameter settings used,
whilst section 5 presents and analyses our results. Finally, section 6 summarises
our findings and suggests directions for future work.

2 Cooperative Co-evolution

Previous work on extending evolutionary algorithms to allow cooperative co-
evolution can be divided into approaches that have a single population of inter-
breeding individuals, and those that maintain multiple interacting populations.

Single population approaches: The earliest single-population method that
extended the basic evolutionary model to allow the emergence of co-adapted
subcomponents was the classifier system [6]; which is a rule-based learning
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paradigm that evolves fixed length stimulus-response rules. An interesting
generalization of this paradigm for solving complex problems was proposed
in [1], where an aggregation of multiple individuals (in a single population)
is considered for solving the inverse problem for Iterated Function Systems.
In this approach, which has been termed Parisian Evolution, an additional
fitness measure (a “local” fitness) is used to independently evaluate the sub-
components during the search process, while a “global” fitness is used at each
generation to measure the progress of the aggregate solution. This scheme
is well suited for incorporating additional or incomplete information about
the searched solution. However, in order to avoid trivial and degenerate so-
lutions, a special mechanism for maintaining the population diversity should
be devised. Successful applications of the Parisian Approach can be found
in the image analysis and signal processing literature [11,2]; and in data
retrieval applications [10].

Multiple population approaches: The first authors to apply a multi-species
cooperative co-evolutionary approach to tackle a difficult optimization prob-
lem were Husbands and Mill [8,7] who successfully co-evolved job-shop sched-
ules, using a parallel distributed algorithm. A few years later, the work by
Potter and De Jong [16] helped to popularise the idea of cooperative co-
evolution as an optimisation tool. The authors devised a multiple population
framework where a decomposition of the problem into subcomponents should
be identified. Each component is, then, assigned to a subpopulation that
evolves simultaneously but in isolation to the other sub-populations. The
fitness of an individual in a given sub-population is calculated after selecting
collaborators from the other sub-populations in order to form a complete so-
lution. Notice that diversity in the ecosystem is, in this framework, naturally
achieved through maintaining genetically isolated populations. This frame-
work has been further analysed [22] by considering a relationship between
cooperative co-evolution and evolutionary game theory, and thus study-
ing it from a dynamical systems perspective. From the problem-solving
point of view, multi-species cooperative co-evolution has been applied to
neural networks and concept learning [14,17,18]; and to inventory control
optimisation [3].

2.1 Abstract Test Functions

Most foundational empirical studies of cooperative co-evolution have used non
linear function optimization problems as benchmark [17,23]. These problems
are well suited for cooperative co-evolution, since a natural decomposition is
straightforward: each subpopulation represents a particular variable of the func-
tion. In [14], much simpler functions (oneRidge and twoRidges) are studied. In
his dissertation [15], Potter used several test functions including, a simple binary
string covering task, continuous nonlinear functions, and Kauffman’s coupled
NK landscapes [9]. In a further, more theoretically oriented PhD dissertation,
Wiegand [21] used cooperative versions of test functions such as the OneMax,
LeadingOnes, and Trap functions.



The Cooperative Royal Road: Avoiding Hitchhiking 187

3 Royal Road Functions and the Hitchhiking Effect

The building-block hypothesis [5] states that the genetic algorithm works well
when short, low-order, highly-fit schemata (building blocks) recombine to form
even more highly-fit, higher-order schemata. Thus, the genetic algorithm’s search
power has been attributed mainly to this ability to produce increasingly fitter par-
tial solutions by combining hierarchies of building-blocks. Despite recent criticism,
empirical evidence, and theoretical arguments against the building-blocks hypoth-
esis [19], the study of schemata has been fundamental in our understanding of ge-
netic algorithms. The first empirical counter-evidence against the building-block
hypothesis was produced by Holland himself, in collaboration with Mitchell and
Forrest [13,4]. They created the Royal Road functions, which highlight one feature
of landscapes: hierarchy of schemata, in order to demonstrate the superiority of
genetic algorithms (and hence the usefulness of recombination) over local search
methods such as hill-climbing. Unexpectedly, their results demonstrated the oppo-
site: a commonly used hill-climbing scheme (random-mutation hill-climbing) sig-
nificantly outperformed the genetic algorithm on these functions. With this hill-
climbing approach, a string is randomly generated and its fitness is evaluated. The
string is then mutated (by a bit-flip) at a randomly chosen position, and the new
fitness is evaluated. If the new string has an equal or higher fitness, it replaces
the old string. This procedure is iterated until the optimum has been found or a
maximum number of evaluations is reached. It is ideal for the Royal Road func-
tions, since it traverses its “plateaus” and reaches the successive fitness levels.
However, the algorithm (as with any other hill-climber) will have problems with
any function with many local minima. The authors [13,4] also found that although
crossover contributes to genetic algorithm performance on the Royal Road func-
tions, there was a detrimental role of “stepping stones” - fit intermediate-order
schemata obtained by recombining fit low-order schemata. The explanation sug-
gested for these unexpected results lies in the phenomenon of hitchhiking (or spuri-
ous correlation), which they describe as follows [12]: “once an instance of a higher-
order schema is discovered, its high fitness allows the schema to spread quickly in
the population, with 0s in other positions in the string hitchhiking along with the
1s in the schema’s defined positions. This slows down the discovery of the schema’s
defined positions. Hitchhiking can, in general, be a serious bottleneck for the GA.”

3.1 Functions R1 and R2

To construct a Royal Road function [4], an optimum string is selected and broken
up into a number of small building blocks. Then, values are assigned to each low-
order schema and each possible intermediate combination of low-order schemata.
Those values are, thereafter, used to compute the fitness of a bit string x in terms
of the schemata of which it is an instance.

The function R1 (Figure 1) is computed as follows: a bit string x gets 8 points
added to its fitness for each of the given order-8 schemata (si, i = 1, 2, . . . , 8)
of which it is an instance. For example, if x contains exactly two of the order-8
building blocks, then R1(x) = 16. Similarly, R1(111 . . .1) = 64. More generally,
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s1 = 11111111********************************************************; c1 = 8
s2 = ********11111111************************************************; c2 = 8
s3 = ****************11111111****************************************; c3 = 8
s4 = ************************11111111********************************; c4 = 8
s5 = ********************************11111111************************; c5 = 8
s6 = ****************************************11111111****************; c6 = 8
s7 = ************************************************11111111********; c7 = 8
s8 = ********************************************************11111111; c8 = 8
sopt =1111111111111111111111111111111111111111111111111111111111111111

Fig. 1. The Royal Road function R1: An optimal string is broken into 8 building-blocks

s9 = 1111111111111111************************************************; c9 = 16
s10 =****************1111111111111111********************************; c10 = 16
s11 =********************************1111111111111111****************; c11 = 16
s12 =************************************************1111111111111111; c12 = 16
s13 =11111111111111111111111111111111********************************; c13 = 32
s14 =********************************11111111111111111111111111111111; c14 = 32
sopt=1111111111111111111111111111111111111111111111111111111111111111

Fig. 2. The Royal Road Function R2: Some intermediate schemata are added to the
those in R1. Namely, s9 . . . s14

R1(x) is the sum of the coefficients cs corresponding to each given schema of
which x is an instance. Here cs is equal to order(s). The fitness contribution
from an intermediate stepping stone (such as the combination of s1 and s3 in
Figure 1) is thus a linear combination of the fitness contribution of the lower-level
components.

In R2, the fitness contribution of some intermediate stepping stones is much
higher (Figure 2). The Fitness in R2 is calculated as in R1: the sum of the coef-
ficients corresponding to each schema (s1 - s14) of which a string is an instance.
For example, R2(1111111100011111111) = 16, since the string is an instance of
both s1 and s8, but R2(111111111111111100 . . .0) = 32, because the string is
an instance of s1, s2, and s9. Thus, a string’s fitness depends not only on the
number of 8-bit schemata to which it belongs, but also on their positions in the
string. The optimum string 11111111 . . .1 has fitness 192, because the string is
an instance of each schema in the list.

In [13], the authors expected the genetic algorithm to perform better (i.e. find
the optimum more quickly) on R2 than on R1, because in R2 there is a clear path
via crossover from pairs of the initial order-8 schemata (s1 - s8) to the four order-
16 schemata (s9 - s12), and from there to the two order-32 schemata (s13 and
s14), and finally to the optimum (sopt). They believed that the presence of this
stronger path would speed up the genetic algorithm’s discovery of the optimum,
but their experiments showed the opposite: the genetic algorithm performed
significantly better on R1 than on R2.

4 Methods

As the cooperative co-evolutionary algorithm, we used the multiple populations
approach (see Figure 3) firstly proposed by Potter and De Jong [16]; and later
studied by other authors [22,15].
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gen = 0
for each species s do

Pop_s(gen) = initialized population
evaluate(Pop_s(gen))

while not terminated do
gen++
for each species s do

Pop_s(gen) <- select(Pop_s(gen - 1))
recombine(Pop_s(gen))
evaluate(Pop_s(gen))
survive(Pop_s(gen))

Fig. 3. The structure of a cooperative co-evolutionary algorithm

Table 1. Optimal population sizes (in the set of: 64, 128, 256, and 512), for both the
standard genetic algorithm (SGA) and cooperative co-evolutionary algorithm (CCEA).
For CCEA the size producing the best performance over all the number of species
tested, was considered. L stands for the Royal Road function’s string length.

R1 R2

L = 64 L = 128 L = 256 L = 64 L = 128 L = 256

SGA 64 64 64 64 64 64
CCEA 128 256 256 64 128 256

In order to adapt the Royal Road functions to the co-evolutionary setting,
a solution string is broken into equally sized sub-strings that contain one (or
more) of the original function lower-order schemata. Each of these sub-strings
represents a problem subcomponent, and is thus assigned to a separate popu-
lation. A global solution is assembled by concatenating these sub-components.
We used the simplest method of evaluating an individual in a given population;
which is to couple it with the current best members of the remaining popula-
tions, apply the resulting string to the global function, and assign the resulting
value as the fitness of the subcomponent. The initial fitness of each subpopula-
tion member is computed by combining it with a random individual from each
of the other species. We evaluated the cooperative co-evolutionary algorithm by
comparing its performance with that of a standard genetic algorithm on several
Royal Road functions (both R1 and R2). In order to maintain resemblance with
the originally proposed Royal Road functions [13,4], we used functions (both R1
and R2) with lower-order schemata (building blocks - BBs) of length 8. With
regard to the string length, we considered functions of L = 64, 128, and 256,
that is, functions containing 8, 16 and 32 of these BBs. Several numbers of sub-
populations (or species, SP) were considered starting from the minimum of two
species, and doubling this number up to the maximum given by the number of
BBs in the function. This corresponds to sub-populations having, respectively,
a string length equal to half of the total Royal Road function length (half the
number of BBs), down to sup-populations having a string length of 8 (i.e. a
single BB). To set the size of each sub-population, we select a fixed number
of individuals in the whole ecosystem, and thereafter distributed them equally
among the sub-populations. For setting this ecosystem population size, we tested
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a range of values (64, 128, 256, and 512) and selected, for each string length and
function, the size producing the best performance (see Table 1). We also selected
the optimal population size, in this range, for the standard genetic algorithm,
which turned out to be the smallest size explored (64) for all the functions. The
remaining algorithm components were equal for the standard and cooperative
genetic algorithm, and were held constant over the experiments. Specifically, we
used binary tournament selection, 2-point crossover (rate = 0.8) and bit-flip mu-
tation (rate = 1/L, L= chromosome length), and 50 replicas for experiments.
Further methodological details and the performance measures, are described in
the following section.

5 Empirical Results and Analysis

For comparing the performances, the algorithms were allowed to continue until
the optimum string was discovered, and the number of evaluations of this dis-
covery was recorded. Table 2 shows the average number of evaluations (×102)
to discover the optimum string, for the R1 (top) and R2 (bottom) functions.
The standard deviations are shown within brackets. Note that 50 replicas for
each experiment were carried out. From Table 2, we see that the CCEA (with
any number of species) clearly outperformed the SGA on all the instances stud-
ied. On average, the CCEA (with the appropriate number of species) found the
optimum a factor of about two times faster on R1, and three times faster on
R2. Notice that, as has been reported before, the SGA performs better on R1
than on R2. This is not the case, however, for the CCEA where the algorithm
has a similar best performance on both R1 and R2. Our explanation for the
improved performance of the CCEA lies in the phenomenon of hitchhiking, de-
scribed in section 3. By maintaining separate populations, the CCEA is able to
avoid hitchhiking, since each sub-population samples independently each schema
region. Thus, more than one desirable schema may appear simultaneously in the
ecosystem, and thereafter these sub-components are aggregated when calculating
the global function. In [12], the authors identify some features that would im-
prove the performance of GAs as compared to other heuristic search algorithms.
These are: (i) independent samples, (ii) sequestering desired schemas, and (iii)
instantaneous crossover of desired schemas. It is clear that a cooperative genetic
algorithm contains all these features, and entails a better implementation of the
building-blocks hypothesis (see section 3).

Another interesting observation (Table 2 and Figure 4) is that the number of
species (SP ) on the CCEA, that produced the best performance was consistently
(with the exception of R1 with 8 BBs - L = 64) achieved by SP = half of the
number of blocks in the function. This corresponds to a sub-population string
length of 16 bits, namely two 8-bits BBs. This can be more clearly appreciated
in Figure 4, which compares the algorithm’s performance (SGA and CCEA with
different a number of sub-populations) on both R1 and R2, with 16 and 32 blocks
(L = 128 and 256). Thus, the optimal number of sub-populations for the CCEA
(i.e. the number of problem sub-components) is not the same as the number of
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Table 2. Average number of evaluations (×102) and standard deviations to find the
optimum on the R1 (top) and R2 (bottom) functions. The sub-index in the CCEA
corresponds to the number of species.

R1

Algorithm L = 64 (8 BBs) L = 128 (16 BBs) L = 256 (32 BBs)

SGA 227.8 (90.23) 665.1 (225.99) 2150.9 (805.70)
CCEA2 165.4 (66.22) 571.4 (270.62) 2161.2 (768.20)
CCEA4 142.2 (71.56) 402.2 (143.18) 1473.9 (577.42)
CCEA8 114.1(43.30) 327.1 (130.71) 1094.8 (464.03)
CCEA16 365.2 (128.84) 851.5 (319.73)
CCEA32 1140.9 (352.26)

R2

Algorithm L = 64 (8 BBs) L = 128 (16 BBs) L = 256 (32 BBs)

SGA 241.3 (119.69) 947.3 (622.71) 3278.6 (1560.43)
CCEA2 173.5 (74.76) 640.8 (301.91) 2480.1 (1141.24)
CCEA4 115.6 (51.22) 412.2 (214.98) 1432.1 (472.53)
CCEA8 127.0 (56.36) 305.7 (92.60) 1094.5 (430.02)
CCEA16 399.9 (142.02) 876.2 (330.46)
CCEA32 1389.2 (365.93)
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Fig. 4. Comparing the algorithm’s performance on both R1 and R2 with L = 128 (left
plot), and L = 256 (right plot). The bars measure the average number of evaluations
(×102) to find the optimum.

pieces that the function can be linearly separated into, which, in principle, may
appear to be a counter-intuitive observation. The following set of experiments,
offers an explanation for this behavior.

5.1 Dynamic Behavior

In order to find an explanation for the observed optimal number of sub-
populations in the CCEA (SP = half of the number of blocks in the function),
we study, in this section, the algorithms’s dynamic behavior. For the analysis
we selected the R1 function with L = 128 (16 BBs), and a CCEA with 8 and
16 sub-populations, which were the SP values producing the best performance
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Fig. 5. Comparing the dynamic behavior of CCEA with 8 and 16 sub-populations on
the R1 function with L = 128. The left-hand plot illustrates a single run, whereas the
right-hand plot, averages 50 runs.

in this scenario. Figure 5 illustrates the performance curves for both a single
run (left-hand plot) and averaging 50 runs (right-hand plot). Each point in the
curves represents the global objective function value of the aggregated solution.
Each run lasted 50 x 104 function evaluations, and the global objective value
was sampled every 100 evaluations.

Notice that, on average, the CCEA with 8 species outperformed the CCEA
with 16 species throughout the whole run. The single run dynamics looks more
complicated, with both algorithms having similar performance at the initial
stages of the search, and CCEA16 dominating at some intermediate stages.
Towards the final stages of the search, however, it is CCEA8 which is producing
and maintaining higher fitness values. Notice that in the process of the run, the
fitness levels are discovered and lost several times before getting established,
which suggests that the convergence behavior of the multi-population CCEA is
slower and more complex than that of a standard genetic algorithm. The curves
in Figure 5 show the behavior of the aggregate solution, hiding the informa-
tion about the fitness contribution of each sub-population. In order to have a
closer look at the fitness contribution of each schema or BB to the global objec-
tive function, Figure 6 illustrates the contribution of an example schema, where
without loss of generality we select schema 9 (s9). Both single run (top plot)
and average (bottom plot) behavior are illustrated for the CCEA with 8 and 16
species1.

From the single run plots of the fitness contribution of schema 9 (figure 6,
top plots), it can be seen that the CCEA with 16 species is more unstable at
maintaining the BBs of 8 consecutive ones (fitness contribution of 8), in other
words the BB appears and disappears more easily throughout the search. This
is because when SP = 16, an individual in each sub-population is composed of
a single BB, so any bit mutation would break it. This is not the case with SP
= 8, where each individual in a sub-population is composed of two consecutive
BBs. In this scenario, a bit mutation may destroy one of the BBs, but keep

1 The plots for all the other schemata were qualitatively similar, and are not shown
due to space limits.
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Fig. 6. Comparing the dynamic fitness contribution of a representative schema (s9)
in a CCEA with 8 (left-hand plots) and 16 (right-hand plots) species. The top plots
illustrate single runs, whereas the bottom plots show the averages of 50 runs.

the other, and the correct concatenation of the two BBs can be easily recovered
by a recombination event. This behavior is also reflected by the average plots
(Figure 6, bottom plots) where the fitness contribution curve of schema 9 reaches
lower levels (deeper drops) when SP = 16 (right-hand bottom plot). These plots
therefore suggest that having sub-populations composed by individuals contain-
ing two BBs instead of a single BB, would benefit the stability and permanence
of the appropriately set BBs in the sub-populations, thus supporting the overall
better global behavior.

6 Conclusions

Cooperative co-evolution is suitable to decomposable problems; consequently,
we have taken advantage of the modular and hierarchical structure of the Royal
Road functions to adapt them as test functions for cooperative co-evolutionary
algorithms (CCEAs). Our empirical results show that a CCEA clearly outper-
forms a standard genetic algorithm on the Royal Road functions, confirming our
intuition that cooperative co-evolution helps in overcoming the so-called hitch-
hiking (or spurious correlation) effect, which is known to hinder the performance
of evolutionary algorithms. This suggests that CCEAs may be an advantageous
technique, even for static optimization, as they entail a better instantiation of
the building-blocks hypothesis.

An advantage of the Royal Road functions as test functions in cooperative co-
evolution is that they admit several natural decompositions, which makes them
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useful in studies to test the automated emergence of co-adapted components.
Our results show that having two basic sub-components, instead of a single
sub-component for sub-populations produced better overall performance, which
suggests that caution should be taken when manually proposing a problem de-
composition. A potential drawback of the Royal Road functions as test beds for
cooperative co-evolution, is similar to that highlighted for standard evolutionary
search; namely the independence (or separation) between the building blocks.
To overcome this limitation, Watson et al. [20] have proposed the so called Hier-
archical If-and-only-if (H-IFF) functions that have a hierarchical decomposable
structure where sub-problems are not separable. In consequence, a natural ex-
tension of our contribution will be to propose a cooperative version of the H-IFF
family of functions. Another interesting extension would be to compare and
assess the scenarios where a single-population implementation of cooperative
co-evolution (such as the Parisian approach [1]) would be advantageous over a
multiple-population one.

References

1. Collet, P., Lutton, E., Raynal, F., Schoenauer, M.: Polar IFS+parisian genetic
programming=efficient IFS inverse problem solving. Genetic Programming and
Evolvable Machines 1(4), 339–361 (2000)

2. Dunn, E., Olague, G., Lutton, E.: Parisian camera placement for vision metrology.
Pattern Recognition Letters 27(11), 1209–1219 (2006)

3. Eriksson, R., Olsson, B.: Cooperative coevolution in inventory control optimisation.
In: Proceedings of the Third International Conference on Artificial Neural Networks
and Genetic Algorithms, Springer, Heidelberg (1997)

4. Forrest, S., Mitchell, M.: Relative building-block fitness and the building block
hypothesis. In: Foundations of Genetic Algorithms, vol. 2, pp. 109–126. Morgan
Kaufmann, San Mateo (1993)

5. Holland, J.H.: Adaptation in natural and artificial systems. University of Michigan
Press, Ann Arbor, MI (1975)

6. Holland, J.H., Reitman, J.S.: Cognitive systems based on adaptive algorithms. In:
Pattern-directed inference systems. Academic Press, New York (1978)

7. Husbands, P.: Distributed coevolutionary genetic algorithms for multi-criteria
and multi-constraint optimisation. In: Fogarty, T.C. (ed.) AISB-WS 1994. LNCS,
vol. 865, pp. 150–166. Springer, Heidelberg (1994)

8. Husbands, P., Mill, F.: Simulated co-evolution as the mechanism for emergent
planning and scheduling. In: Proceedings of the Fourth International Conference
on Genetic Algorithms, pp. 264–270. Morgan Kaufman, San Francisco (1991)

9. Kauffman, S.A., Johnsen, S.: Co-evolution to the edge of chaos: Coupled fitness
landscapes, poised states, and co-evolutionary avalanches. In: Artificial Life II, pp.
325–369. Addison-Wesley, Reading (1992)

10. Landrin-Schweitzer, Y., Collet, P., Lutton, E.: Introducing lateral thinking in
search engines. Genetic Programming and Evolvable Machines 7(1), 9–31 (2006)

11. Louchet, J., Guyon, M., Lesot, M.-J., Boumaza, A.M.: Dynamic flies: a new pat-
tern recognition tool applied to stereo sequence processing. Pattern Recognition
Letters 23(1-3) (2002)



The Cooperative Royal Road: Avoiding Hitchhiking 195

12. Mitchell, M.: When will a genetic algorithm outperform hill-climbing? In: Pro-
ceedings of the Fifth International Conference on Genetic Algorithms, Morgan
Kaufman, San Francisco (1993)

13. Mitchell, M., Forrest, S., Holland, J.H.: The royal road for genetic algorithms: Fit-
ness landscapes and GA performance. In: Proc. of the First European Conference
on Artificial Life, pp. 245–254. MIT Press, Cambridge (1992)

14. Moriarty, D.E., Miikkulainen, R.: Forming neural networks through efficient and
adaptive coevolution. Evolutionary Computation 5(4), 373–399 (1998)

15. Popovici, E., De Jong, K.A.: Understanding cooperative co-evolutionary dynamics
via simple fitness landscapes. In: Genetic and Evolutionary Computation Confer-
ence, GECCO 2005, pp. 507–514. ACM, New York (2005)

16. Mitchell, A., Potter, De Jong, K.: A cooperative coevolutionary approach to func-
tion optimization. In: Davidor, Y., Männer, R., Schwefel, H.-P. (eds.) PPSN 1994.
LNCS, vol. 866, pp. 249–257. Springer, Heidelberg (1994)

17. De Jong, K.A., Potter, M.A.: The Coevolution of Antibodies for Concept Learning.
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Abstract. We show the convergence of 1+λ-ES with standard step-size
update-rules on a large family of fitness functions without any convexity
assumption or quasi-convexity assumptions ([3,6]). The result provides
a rule for choosing λ and shows the consistency of halting criteria based
on thresholds on the step-size.

The family of functions under work is defined through a condition-
number that generalizes usual condition-numbers in a manner that only
depends on level-sets. We consider that the definition of this condition-
number is the relevant one for evolutionary algorithms; in particular,
global convergence results without convexity or quasi-convexity assump-
tions are proved when this condition-number is finite.

1 Introduction

We consider here a 1 + λt-ES algorithm as in Algorithm 1. We will, in a more
general framework than state of the art papers (in spite of the fact that the
functions are unimodal), show: (i) conditions under which the halting criterion
ensure a good final output (Section 2); (ii) how to choose λ (Sections 3 and 4);
(iii) the convergence of the algorithm (Section 5).

The state of the art contains convergence proofs on simple functions (e.g. the
sphere function [4,1,2]), or more general lower bounds ([7,10]), or for simplified
algorithms. In fact, the positive results are essentially convergence results for
convex of quasi-convex fitness functions ( i.e., functions for which level sets are
convex); this is not close to the practice of evolutionary algorithms, which can
follow long non-convex valleys as in e.g. Rosenbrock’s banana function. We here
show our convergence on hypothesis which do not imply neither convexity nor
quasi-convexity.

2 The Model and the Consistency of the Halting
Criterion

Assume that the fitness is such that

∀v ∈ R, fitness−1(v) = g(v)Ev (1)

where Ev ⊂ R
d and where g is an increasing mapping [0, ∞[→ [0, ∞[ with

g(0) = 0. This implies that the inf fitness = 0 and fitness(0) = 0; as the

N. Monmarché et al. (Eds.): EA 2007, LNCS 4926, pp. 196–206, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Algorithm 1. 1 + λt-ES. The population size λt depends on t. The halting
criterion depends on the mutation strength σ. The Nt,i are usually, but not
necessarily, independent Gaussians. λt will be chosen as in Equation 13 (quasi-
random case, Section 3) or Equation 15 (random case, Section 4).

initialize x1 ∈ R
d, σ1 > σ0, t = 1.

while σt ≥ σ0 do
Update λt (Equation 13 or 15).
for i ∈ {1, . . . , λt} do

x(i) = xt + σtNt,i.
end for
x′ = arg minx∈{xt,x(1),...,x(λ)} fitness(x).
if fitness(x′) < fitness(xt) then

Acceptance for time step t: xt+1 = x′.
Choose σt+1 > σt.

else
Rejection for time step t: xt+1 = xt.
Choose σt+1 < σt.

end if
t = t + 1.

end while
Output x′.

algorithm is translation-invariant (both in the fitness-space and in the domain)
this does not reduce the generality. As the algorithm only uses comparisons, we
can equivalently consider Equation 2 ( i.e., g(v) = v):

∀v ∈ R, fitness−1(v) = vEv (2)

and we assume ∀v ∈ R, Ev ⊂
⋃

Bo(z,1)⊂⋃
v′<v v′Ev′

S(z, 1) (3)

where Bo(x, r) = {t; ||t − x|| < r} and S(x, r) = {t; ||t − x|| = r}.The constant 1
is arbitrary, but we can rescale Ev; in fact, the hypothesis is that for some ε, a
level-set vEv is included in the union of all spheres of radius vε enclosing areas
of lower fitness. We let

C(fitness) = inf
(Ev)v∈[0,∞[such that (2) and (3) hold

sup
v

sup
e∈Ev

||e||.

This equation is not simple. The family (Ev)v∈[0,∞[ is not uniquely determined by
the fitness function; we consider the inf for all possible families (Ev)v≥0 such that
Equations 2 and 3 hold. There is also a supremum of ||e|| for all v ≥ 0, e ∈ Ev.

C(fitness) depends on the shape of the level-sets of the fitness, can be seen
as a condition number, dedicated to comparison-based algorithms. For exam-
ple, for the sphere-function, Ev = E (independent of v) and E = S (the unit
sphere in R

d) and C(fitness) = 1. This number is finite for many, many fitness-
functions; mainly, the level-sets have to be connected. For example, the fitness
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function with level-sets as in Fig. 1 has a finite C(fitness). Another nice prop-
erty is that this condition-number is finite for quadratic fitness functions and
generalizes the classical condition-number of quadratic fitness functions. Yet an-
other feature is illustrated by experiments in Fig. 2: an infinite C(fitness) can
lead to premature convergence of 1 + λ-ES.

We claim:

Main lemma for the halting criterion. Assume that eqs 2 and 3 hold.

If for all t ∈ N, εS ⊂ ∪i∈{1,...,λt}B
o(Nt,i, ε) (4)

and if σT < σ0, then fitness(xT ) ≤ εσT−1 (5)
and ||xT || ≤ εσT−1C(fitness). (6)

Proof: Assume that eqs 2 and 3 hold, and that for all t,

εS ⊂ ∪i∈{1,...,λt}B(Nt,i, ε).

Then,

Equation 3 leads to Ev ⊂ ∪Bo(z,1)⊂∪v′<v
v′
v Ev′

S(z, 1) (7)

which leads to e ∈ Ev ⇒ ∃f ; ||f − e|| = 1 ∧ Bo(vf, v) ⊂ ∪v′<vv
′Ev′ .(8)

Assume that σT < σ0, and that T is minimal with this condition (as t →
fitness(xt) is non-increasing, there’s no loss of generality in this assumption).

-20-15-10-5 0 5 10 15 20 -20
-15

-10
-5

 0
 5

 10
 15

 20

Fig. 1. An example of fitness-function (level sets are plotted) with finite C(fitness).
The fitness is not convex; it is also not quasi-convex. Much more complicated examples
can be defined; mainly, we need level sets which all contain a “wide” path to the
optimum (at least with width scaling as the level set).
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Fig. 2. Level sets of a simple function (x �→ ||x|| + angle(x)2, with angle(x) the angle
between x and an axis) with infinite C(fitness) (top), and results of 1 + λ-ES with
λ = 16 and one-fifth rule ([9,8]) on this function (bottom). We see that σ falls down,
without convergence: this is a premature convergence which illustrates Corollary 1.

This implies that at t = T − 1, we have a reject; therefore,

∀i ∈ {1, . . . , λt}, fitness(x(i)) ≥ fitness(xt)). (9)

Let x = xt for short. Equation 2 implies that

x = fitness(x)e for some e ∈ Efitness(x). (10)
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Equation 9 leads to, for all i ∈ {1, . . . , λt},

x + σtNt,i �∈ ∪v′<fitness(x)v
′Ev′ and successively:

fitness(x)e + σtNt,i �∈ ∪v′<fitness(x)v
′Ev′

with e as in Equation 10,
fitness(x)e + σtNt,i �∈ Bo(fitness(x)f, fitness(x))

with f as in Equation 8,
σtNt,i �∈ Bo(fitness(x)f − fitness(x)e︸ ︷︷ ︸

=r

, fitness(x))

with ||r|| = fitness(x) by Equation 8,

σtNt,i �∈ Bo(r, fitness(x)),
Nt,i �∈ Bo(r/σt, fitness(x)/σt),
Nt,i �∈ Bo(δ, ||δ||)

where δ = r/σt verifies ||δ|| = fitness(x)/σt.

We assume, to get a contradiction, that

||δ|| = fitness(x)/σt ≥ ε. (11)

Then, Equation 11, together with c > 1 ⇒ B(a, ||a||) ⊂ B(c.a, c||a||), implies

∀i ∈ {1, . . . , λt}, Nt,i �∈ Bo(ε
1

||δ||δ, ε).

This is a contradiction with the assumption that for all t, εS ⊂ ∪i∈{1,...,λt}B(Nt,i,
ε). Therefore, Equation 11 does not hold. Hence, fitness(x) < εσt = εσ0. This
leads to Equation 5; Equation 5 and Equation 2 lead to Equation 6. �

3 Choosing λ in the Derandomized Setting

Equation 4 (recalled below, Equation 12, in the case ε = 1) is the main assump-
tion of the main lemma above:

S ⊂ ∪i∈{1,...,λt}B
o(Nt,i, 1). (12)

We consider ε = 1 as this hypothesis has moderate impact on the result; the
results below are similar with other values of ε. We now study how to ensure
Equation 12. A solution consists in using a minimal 1-cover of S; λt = λQR

where

λQR =inf{λ ∈ N; d1,. . . , dλ ∈ Sλ; S(0, 1) ⊂ Bo(d1, 1)∪Bo(d2, 1)∪· · ·∪Bo(dλ, 1)}.
(13)

It is known ([5]) that λQR ≥ c cos(φ1)/ sin(φ1)dd3/2 ln
(
1 + d2 cos(φ1)

)
, with

φ1 = arg cos(1/2). This leads to λQR of order roughly 1/ sin(φ1)d; the exponen-
tial dependency in d can not be removed.
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Let’s show that we can not ensure the halting criterion without at least λQR

points, for any deterministic offspring (Nt,i = N1,i deterministically fixed).

Corollary 1 (lower bound on λ for deterministic offsprings). If λ < λQR

and for any fixed Nt,1, . . . , Nt,λ independent of t, then there exists an update rule
for σ (see Algorithm 1), σ0, and a function fitness verifying eqs 2 and 3, such
that σT < σ0 and ||xT || > σT−1C(fitness).

Proof: We build a counter-example with T = 2, fitness(x) = ||x||, any update
rule setting σt+1 = 0 in case of rejection, σ1 = 1. Then, for all v > 0, Ev = S =
S(0, 1).
We just have to choose x1 ∈ S such that for all i ∈ {1, . . . , λ},

x1 + Nt,i �∈ Bo(0, 1)

or equivalently, we need, for building the counter-example, an x such that for all
i ∈ {1, . . . , λ},

Nt,i �∈ Bo(−x1, 1)

i.e., ||Nt,i + x|| ≥ 1;

such an x1 exists by equation 13, as soon as λ < λQR, as the Bo(Nt,i, 1) can’t
cover S. �

We note dQR
1 , . . . , dQR

λQR
the points realizing Equation 13; these points are by

definition a minimal covering of the sphere by open balls of radius ones with
centers on the sphere.

4 Choosing λt in the Random Case

We now consider Nt,1, . . . , Nt,λt independently randomly uniformly drawn in
S(0, 1). The question is: for which values of λt do we ensure Equation 4 (or 12)
with probability 1 − δ ? We set

N = inf{λ ∈ N; y1, . . . , yλ ∈ Sλ; S(0, 1) ⊂ Bo(y1,
1
2
)∪Bo(y2,

1
2
)∪· · ·∪Bo(yλ,

1
2
)}.

(14)
The formula of N is close to Equation 13 but with radius 1

2 instead of 1. [5] shows
that N ≤ c cos(φ2)/ sin(φ2)dd3/2 ln

(
1 + d cos(φ2)2

)
with φ2 = 2 arg sin(1/4);

roughly, N is of order O(1/ sin(φ2)d). It is not possible to get rid of the expo-
nential dependency in d.

Theorem 2. Assume that

λt ≥ N
(
log(N) + log(t2) + log(1/δ) − log(π2/6)

)
(15)

and that the Nt,i are independently uniformly drawn on S(0, 1). Then, Equation
12 holds with probability at least 1 − δ.
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Before the proof of this result, let’s show a simple corollary, based on theorem
2 and on the main lemma:

Corollary 3 for algorithm 1. Assume that eqs 2 and 3 hold, and that

λt ≥ N
(
log(N) + log(t2) + log(1/δ) − log(π2/6)

)

with Nt,i independent random variables uniform on S. Then, with probability
at least 1 − δ, σT < σ0 ⇒ ||xT || ≤ σT−1C(fitness).

Remark A. If the step-size adaptation rule is of the form σn+1 = βσn in case
of rejection, then the result implies σT < σ0 ⇒ ||xT || ≤ σ0C(fitness)/β.

Remark B: Gaussian mutations. We use spheres instead of Gaussians as it is
more parsimonious (λ smaller) than in the case of Gaussians; however, the result
is essentially the same with Gaussians. With just have to add a multiplicative
factor in Equation 17 in the proof below (the factor is polynomial in d).

Proof of the corollary: Application of theorem 2 and of the main lemma. �
Let’s now show theorem 2.

Proof of Theorem 2: Assume that

λt ≥ N

⎛

⎝log(N) + log(t2) + log(1/δ) + log(
∑

i≥1

1/i2)

⎞

⎠ .

This is equivalent to Equation 15. We note δt the probability of Equation 4 with
ε = 1, namely δt is the probability of

S ⊂ ∪i∈{1,...,λt}B
o(Nt,i, 1). (16)

We let y1, . . . , yn be elements of S realizing Equation 14. We see that if

∀i ∈ {1, . . . , N}, ∃j ∈ {1, . . . , λt}Nt,j ∈ Bo(yi,
1
2
),

then Equation 16 holds.
Therefore, with μ the uniform measure,

δt ≤
∑

i

πj

(
1 − P (Nt,j ∈ Bo(yi,

1
2
))

)
,

δt ≤ N(1 − 1/N)λt as μ

(
Bo(yi,

1
2
) ∩ S

)
≥ μ(S)/N, (17)

log(δt) ≤ log(N) + λt log(1 − 1/N) ≤ log(N) − λt/N.

Then,
∑

t≥1

δt ≤ N exp(−λt/N)

≤
∑

t

δ

⎛

⎝
∑

i≥1

1/i2

⎞

⎠ /(t2)

≤ δ which is the expected result. �
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5 Convergence Issues: 1 + λ-ES Almost Surely Halts

We have considered above the risk of raising the halting criterion before a good
fitness value is met. This is meaningless, however, if we do not show that, after
a finite time, the halting criterion will be met.

Theorem 4: almost sure convergence. We assume that the update rules are
as follows:

– σt+1 = min(ασt, σmax) in case of acceptance (α > 1);
– σt+1 = βσt in case of rejection (0 < β < 1).

We assume that Equations 2 and 3 hold for some ε > 0. We assume that the
measure μ([0, 1[Ev) of [0, 1[Ev > G > 0. We assume that C(fitness) < ∞
and Nt,i are independent standard multivariate Gaussians. We also assume that
λt ≤ Ztζ for some Z < ∞, ζ < 1. Then, almost surely, ∃T > 0, σT < σ0, i.e.,
the algorithm halts.

Proof
We note T = inf{t; σt < σ0} (possibly, a priori, T = ∞). We first point out some
simple useful facts about the (σt)t∈N:

1. ∀t > 0, σt ≤ σmax.
2. ∀t < T, σt ≥ σ0.
3. If rejection holds at all steps t + 1, . . . , t + n0, with n0 ≥ log(σmax/σ0)/

log(1/β), then T ≤ t + n0 + 1 < ∞.

Now, some simple facts about the (xt)t∈N:

1. t → fitness(xt) is non-increasing.
2. ||xt|| ≤ Cfitness(xt) ≤ Cfitness(x0).
3. Thanks to t ≤ T ⇒ (σt ≥ σ0 ∧ ||xt|| ≤ C.fitness(xt) ≤ C.fitness(x0),

P (fitness(xt) < ε|xt−1, σt−1)
> P (xt + σtNt,1 ∈ cEc|xt−1, σt−1)
> P (Nt,1 ∈ (cEc − xt)/σt|xt−1, σt−1)
> cdμ(Ec)d ((||xt|| + cC(fitness)) /σt)
> Kεd

for some K > 0 that only depends on d, Z, and σ0.
4. The previous point implies that P (∃u < t; fitness(xu) < ε) > 1 − (1 −

Kεd)t, and therefore if d′ < d,

P
(
∃u < t; fitness(xu) < (1/t)1/d′

)
> 1 −

(
1 − K/td/d′

)t

→ 1 as t → ∞.

5. The previous points implies that if d′ > d, then almost surely, there exists
t0 < ∞ such that

t ≥ t0 ⇒ fitness(xt) < t−1/d′
. (18)
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Let’s now consider the probability pt of rejection at steps t, conditionally to xt

and σt, conditionally to t ≤ T .
We point out that if ∀i ≤ λt, σt||Nt,i|| > ||xt|| + fitness(xt)C, then there

is rejection (all x′
i have in that case norm > Cfitness(xt) and therefore have

fitness > fitness(xt)). This implies that

pt ≥ 1 − (P (σt||Nt,1|| > ||xt|| + Cfitness(xt)))
λt

≥ 1 − (P (σ0||Nt,1|| > Cfitness(xt) + Cfitness(xt)))
λt

as σt ≥ σ0 and ||xt|| ≤ Cfitness(xt)

≥ 1 − (P (σ0||Nt,1|| > 2Cfitness(xt)))
Ztζ

as λt ≤ Ztζ

≥ 1 −
(
P

(
σ0||Nt,1|| > 2Ct−1/d′

))Ztζ

if t ≥ t0 thanks to Equation 18

≥ 1 −
(
1 − 1/td/d′

)Ztζ

≥ p0 > 0 if we choose d′ s.t. d < d′ < d/ζ.

The probability of rejection at all steps t + 1, . . . , t + n0, conditionally to xt and
σt, is therefore at least 1− (1−p0)n0 > p > 0. This quantity is lower bounded by
a positive number; this implies that almost surely, such a sequence of rejections
almost surely occurs, hence the expected result. �

6 Discussion: Derandomization, Halting Criteria,
Robustness, Conditioning

Let’s summarize our results about the 1+λ-ES for fitness functions with not-too-
bad conditioning in the sense of Equations 2, 3 and C(fitness) with λt = O(tζ)
for some ζ < 1, and with an update rule for σ as in Theorem 4. By Theorem
4, we know that the algorithm converges almost surely ( i.e., it halts after a
finite number of time steps). By Corollaire 3, we know that if the population
size verifies Equation 15, then with probability at least 1 − δ, the algorithm
stops close to the optimum - within distance σ0C(fitness)β. C(f) quantifies
the conditioning, and is finite also for many non-convex functions. Therefore, we
have, for some λt logarithmic in t:

– global convergence with high probability;
– consistency of the halting criterion, i.e.no premature convergence.

A main strength of this result is that no convexity, no smoothness, no quasi-
convexity is assumed and we have global convergence; see Fig. 1. As far as we
know, there’s no convergence proof of 1+λ-ES that is not covered by the results
in this paper. Another strength is that C(fitness) appears as an important rel-
evant criterion for evolutionary algorithms: it generalizes the usual conditioning
(which is a local criterion), and:

– Fig. 2 shows that very simple functions with C(fitness) lead to premature
convergence;
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– corollary 3 and Theorem 4 show that C(fitness) finite leads to both (i)
convergence with high probability (ii) consistency of the halting criterion.

C(fitness) only depend on level sets, as well as the behavior of most evolu-
tionary algorithms, and is finite for many fitness functions without convexity or
quasi-convexity; mainly, it assumes that at each scale, the width of the path to
the optimum scales as the diameter of the level set. We believe that the definition
of C(fitness) is the main contribution of this paper.

A weakness is that we ensure convergence, and the efficiency of the halting
criterion, but there’s no convergence rate. However, evolutionary algorithms are
more well known for robustness than for convergence rates. Moreover, a conver-
gence rate can easily be derived under some slightly stronger assumptions.

Our results propose a rule for choosing λt as a function of t, δ, d (see Equations
14 and 15). This rule is reasonable for its dependency in t and δ (logarithmic
dependency); the dependency in the dimension is prohibitively high, but it is a
fact that evolutionary algorithms are not stable in front of large dimensionality.

We see in the results above that:

– the population size should scale as
• log(t) (recall that log(t2) = 2 log(t)); population size should therefore

increase with time (very slowly).
• log(1/δ); more robustness requires a bigger population size.
• N log(N), which is exponential in d.

– we can compare the number of points required for avoiding too early conver-
gence of the algorithm in the randomized and in the derandomized setting
by comparing λQR (Equation 13) and λt (random case, Equation 15); in
both cases, λ is exponential in d, but with a much better constant in the
derandomized case. On the other hand, the convergence proof (theorem 3)
only holds for the random case.
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Abstract. The (1 + 1)-ES is modeled by a general stochastic process
whose asymptotic behavior is investigated. Under general assumptions, it
is shown that the convergence of the related algorithm is sub-log-linear,
bounded below by an explicit log-linear rate. For the specific case of
spherical functions and scale-invariant algorithm, it is proved using the
Law of Large Numbers for orthogonal variables, that the linear conver-
gence holds almost surely and that the best convergence rate is reached.
Experimental simulations illustrate the theoretical results.

1 Introduction

Evolutionary algorithms (EAs) are bio-inspired stochastic search algorithms that
iteratively apply operators of variation and selection to a population of candi-
date solutions. Among EAs, adaptive Evolution Strategies (ESs) are recognized
as state of the art algorithms when dealing with continuous optimization prob-
lems. Adaptive ESs sequentially adapt the parameters of the search distribution,
usually a multivariate normal distribution, based on the history of the search.
Several adaptation schemes have been introduced in the past. The one-fifth suc-
cess rule [1,2] considers the adaptation of one parameter, referred as the step-
size, based on the success probability. The most advanced adaptation scheme,
the Covariance Matrix Adaptation (CMA), adapts the full covariance matrix of
the multivariate normal distribution [3].

The first theoretical works carried out in the context of Evolution Strategies
focused on the so-called progress rate defined as a one-step expected progress
towards the optimum [1,4]. The progress rate approach consists in looking for
step-sizes maximizing the expected progress. This amounts to investigating an
artificial step-size adaptation scheme called scale-invariant, in which, at each
iteration, the step-size is proportional to the distance to the optimum. The results
derived in the context of the progress rate theory hold asymptotically in the
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dimension of the search space and the techniques used do not allow to obtain
finite dimension estimations.

Finite dimension results were obtained in the context of ’comma’ strategies
on the class of the so-called sphere functions, mapping R

d into R (d being the
dimension of the search space) and defined as

f(x) = g(‖x‖2) , (1)

where g : [0, +∞[�→ R is an increasing function and ‖.‖ denotes the usual eu-
clidian norm on R

d. On this class of functions, scale-invariant ESs [5] and self-
adaptive ESs (which use a real adaptation rule) [5,6] do converge (or diverge)
with order one, or log-linearly1.

In this paper, finite dimension results are investigated and the focus is on the
simplest ES, namely the (1+1)-ES. Section 2 introduces the mathematical model
associated to the algorithm in a general framework and provides preliminary re-
sults. In Section 3, a sharp lower bound of the log-convergence rate is proved.
In Section 4, it is shown that this lower bound is reached for a scaled-invariant
algorithm on the class of sphere functions. The proof of convergence on the class
of sphere functions uses the Law of Large Numbers for orthogonal random vari-
ables. A central limit theorem is also derived from this analysis. In Section 5 our
results are discussed and related to previous works. Some numerical experiments
illustrating the theoretical results are presented.

2 Mathematical Model for the (1 + 1)-ES

Let R
d be equipped with the Borel σ-algebra and the Lebesgue measure. In

the sequel we always assume that (Nn)n denotes a sequence of random vectors
(r.vec.) independent and identically distributed (i.i.d.), defined on a suitable
probability space (Ω, P ), with common law the multivariate isotropic normal
distribution on R

d denoted by N (0, Id) (2). Let (σn)n be a given sequence of
positive random variables (r.var.). We also assume that for each index n, σn is
defined on Ω and is independent of Nn; further we will also require that the
sequences (σn)n and (Nn)n are mutually independent. Finally, let f : R

d → R

be an objective function (which is always assumed to be Lebesgue measurable)
and let δn : R

d × Ω → {0, 1} (n ≥ 0) be the measurable function defined
by δn(x, ω) := 1{f(x+σn(ω)Nn(ω))≤f(x)}. In this paper, (1 + 1)-ES algorithms
are modeled by the R

d-valued random process (Xn)n≥0 defined on Ω by the
recurrence relation

Xn+1 = Xn + δn(Xn, IΩ)σnNn , (2)

where IΩ is the identity function ω �→ ω on Ω and X0 is given.

1 We say that the sequence (Xn)n converges log-linearly to zero (resp. diverges log-
linearly) if there exists c < 0 (resp. c > 0) such that limn

1
n

ln ‖Xn‖ = c.
2 N (0, Id) is the multivariate normal distribution with mean (0, . . . , 0) ∈ R

d and
covariance matrix the identity Id.
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The classical terminology used for algorithms defined by (2) stresses the par-
allel with the biology: the iteration index n is referred as generation, the random
vector Xn is called the parent, the perturbed random vector X̃n = Xn +σnNn is
the n-th offspring. The scalar r.var. σn is called step-size. The r.var. δn translates
the plus selection “+” in the (1 + 1)-ES: the offspring is accepted if and only if
its fitness value is smaller than the fitness of the parent. Several heuristics have
been introduced for the adaptation of the step-size σn, the most popular being
the one-fifth success rule [1,2].

Notations and Preliminary Results

For a real valued function x �→ h(x) we introduce its positive part h+(x) :=
max{0, h(x)} and negative part h− = (−h)+. In other words h = h+ − h− and
|h| = h+ + h−. In the sequel, we denote by e1 a unitary vector in R

d. The
following technical lemmas will be useful in the sequel.

Lemma 1. Let N be a r.vec. of distribution N (0, Id). The map F : [0, ∞] →
[0, +∞] defined by F (+∞) := 0 and

F (σ) := E
[
ln− (‖e1 + σN‖)

]
=

1
(2π)d/2

∫

Rd

ln−(‖e1 + σx‖)e−
‖x‖2

2 dx (3)

otherwise, is continuous on [0, +∞] (endowed with the usual compact topology),
finite valued and strictly positive on ]0, ∞[.

Proof. The integral (3) always exists but could be infinite. In any case, F (σ)
is independent of the choice of e1 due to the invariance of N under rotations.
For convenience we choose e1 = (1, 0, . . . , 0) so that ln−(‖e1 + σx‖) = 0 if
x = (x1, . . . , xd) with x1 ≥ 0. Let f1 : R

d × [0, ∞] → [0, +∞] be defined by

f1(x, σ) = ln−(‖e1 + σx‖2)e−
‖x‖2

2

for x �= (−1/σ, 0, . . . , 0) and f1((−1/σ, 0, . . . , 0), σ) = +∞ (with σ > 0) and
finally f1(x, +∞) = 0 (= limσ→+∞ f1(x, σ)). Notice that f1(x, σ) = 0 if x1 ≥ 0
and readily f1((x1, x2, . . . , xd), σ) = f1((x1, ε2x2, . . . , εdxd), σ) for any (ε2, . . . , εd)
in {−1, +1}d−1 so that we can restrict the integration giving F (σ) to the domain
D :=] − ∞, 0[×]0, ∞[d−1, more precisely one has

F (σ) =
1
4

( 2
π

)d/2
∫

D
f1(x, σ)dx (4)

with in addition f1 is finite everywhere in D. From the definition of F (+∞) and
f1 one has 1

4 (2/π)d/2
∫
D f1(x, +∞)dx = 0 = F (+∞) so that (4) holds also for

σ = +∞. Now, for any real number σ > 0 fixed, the inequality f1(x, σ) > 0
holds on Bσ := {x ∈ D ; ‖e1 +σx‖ < 1} which is a nonempty open set, therefore
F (σ) > 0. In addition, f1(x, 0) = 0 for all x and so, F (0) = 0. Passing to
spherical coordinates (with d ≥ 2)we obtain after partial integration

∫

D
f1(x)dx = 2cd

∫ +∞

0

∫ π/2

0

ln−(|σr − eiθ1 |)rd−1e−
r2
2 sind−2 θ1dr dθ1



210 M. Jebalia, A. Auger, and P. Liardet

where

cd =
∫ π/2

0

· · ·
∫ π/2

0

sind−3(θ2) . . . sin(θd−2)dθ2 . . . dθd−1

for d ≥ 3 and c2 = 1. With the classical Wallis integral Wd−2 =
∫ π/2

0
sind−2 θ dθ

and the surface area of the d-dimensional unit ball Sd = 2πd/2/Γ (n
2 ) we have

Sd = 2dcdWd−2 and after collecting the above results we get

F (σ) =
( 1

2π

)d/2 1
Wd−2Γ (d

2 )

∫ +∞

0

∫ π/2

0

ln−(|σr − eiθ|)rd−1e−
r2
2 sind−2(θ) dr dθ .

The integrand g : (r, θ, σ) �→ ln−(|σr−eiθ |)rd−1e−
r2
2 sind−2(θ) defined on the set

]0, +∞[×[0, π/2]× [0, ∞] (with g(r, θ, +∞) = 0) is continuous. In fact, the conti-
nuity is clear at each point (r, θ, σ) with σ �= +∞ and for the points (r, θ, +∞),
one has g(ρ, α, σ) = 0 on ]r/2, +∞[×[0, π/2]×] 4r , +∞]. Moreover, g is dominated
by g1 : (r, θ) �→ ln−(sin θ)rd−1e−r2/2 i.e., g(r, θ, σ) ≤ g1(r, θ) for all (r, θ, σ)
in ]0, +∞[×[0, π/2] × [0, +∞]. Since g1 is integrable, the continuity of F on
[0, +∞] follows from the Lebesgue dominated convergence theorem. For the re-
maining case d = 1 the conclusions of the lemma follow easily from (4) that gives
F (σ) = 1

2
√

2π

∫ ∞
0

ln−(|1 − σr|)e− r2
2 dr. 
�

Corollary 1. The supremum τ := sup F ([0, +∞]) is reached and σF := min
F−1(τ) exists. Moreover 0 < σF < +∞ and 0 < τ < +∞.

Proof. This corollary is a straightforward consequence of the continuity of F
according to Lemma 1 which implies that F−1(τ) is nonempty and compact. 
�

Lemma 2. Let X denote a r.vec. in R
d such that ‖X‖−1 is finite almost surely.

Let σ be a non negative random variable and let N be a random vector in R
d

with distribution N (0, Id) and independent of σ‖X‖−1. Assume that

E
(

ln
(
1 + r

σ

‖X‖

))
∈ O(ecr)

with a constant c ≥ 0, then the expectation of ln+(‖X‖−1‖X + σN‖) is finite.

Proof. Obviously E(ln+(‖X‖−1‖X + σN‖)) ≤ E(ln(1 + σ
‖X‖‖N‖)). Using the

independency of σ‖X‖ and N , and passing to the spherical coordinates, one gets

E
(
ln

(
1 +

σ

‖X‖‖N‖
))

≤ E
( ∫

Rd

ln(1 +
σ

‖X‖‖x‖)e−
‖x‖2

2 dx
)

= SdE
( ∫ +∞

0

ln(1 + r
σ

‖X‖)rd−1e−
r2
2 dr

)

= Sd

∫ +∞

0

E(ln(1 + r
σ

‖X‖))rd−1e−
r2
2 dr

<<

∫ +∞

0

rd−1ecr−r2
2 dr < +∞ . 
�
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Remark 1. The assumption E(ln(1 + r σ
‖X‖ )) ∈ O(ecr) (with c = 0) is verified if

there exists α > 0 such that the expectation of the r.var. (σ/‖X‖)α is finite.

3 Lower Bounds for the (1 + 1)-ES

In this section, we consider a general measurable objective function f : R
d → R.

We prove that the (1 + 1)-ES defined by (2) for minimizing f , under suitable
assumptions, satisfies for all x∗ in R

d and all indices n ≥ 0:

−∞ < E(ln ‖Xn − x∗‖) − τ ≤ E(ln ‖Xn+1 − x∗‖) < +∞ (5)

where τ is defined in Corollary 1.
If x∗ is a limit point of (Xn) (that could be a local optimum of f), (5) means

that the expected log-distance to x∗ cannot decrease more than τ , in other words,
−τ is a lower bound for the convergence rate of (1 + 1)-ES. The proof of this
result uses the following easy Lemma whose proof is left to the reader.

Lemma 3. Let Z and V be r.vec. and let Θ be any r.var. valued in {0, 1}.
Assume that the r.var. ln(‖Z‖) is finite almost surely. Then the following in-
equalities

ln(‖Z‖) − ln−(‖Z‖−1‖Z + V ‖) ≤ ln(‖Z + ΘV ‖)
≤ ln(‖Z‖) + ln+(‖Z‖−1‖Z + V ‖) (6)

hold almost surely. 
�

We are ready to prove the following general theorem.

Theorem 1 (Lower bounds for the (1+1)-ES). Let (Xn)n be the sequence of
random vectors verifying (2) with a given objective function f as above. Assume
that for each step n = 0, 1, 2, . . . the random vector Nn is independent of both
the random variable σn and the random vector Xn. Let x∗ be any vector in R

d

and suppose that E(
∣∣ ln(‖X0 − x∗‖)

∣∣) < +∞ and for all n ≥ 0,

E
(

ln(1 + r
σn

‖Xn − x∗‖)
)

∈ O(ecnr)

with a constant cn ≥ 0. Then

E (| ln (‖Xn − x∗‖) |) < +∞ ,

and

E(ln(‖Xn − x∗‖)) − τ ≤ E(ln(‖Xn+1 − x∗‖)) , (7)

for all n ≥ 0, where τ is defined in Corollary 1. In particular, the convergence
of the (1 + 1)-ES is at most linear, in the sense that

inf
n∈N

1
n

E
(
ln

(
‖Xn − x∗‖/‖X0 − x∗‖

))
≥ −τ . (8)
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Proof. Set Zn = Xn − x∗, X̃n = Xn + σnNn and Z̃n = X̃n − x∗. We prove the
integrability of ln (‖Zn‖) by induction. By assumption E

(
ln(‖Z0‖)

)
is finite.

Suppose that E
(
ln ‖Zn‖

)
is finite, then 0 < ‖Zn‖ < +∞ almost surely, hence

ln
(
‖Zn+1‖

)
is also finite almost surely. We claim that E

(
ln(‖Zn+1‖)

)
is finite.

By applying Lemma 3 we get (6) and derive

ln+ (‖Zn+1‖) ≤ ln+ (‖Zn‖) + ln+
(
‖Zn‖−1(‖Zn + σnNn‖)

)
. (9)

By Lemma 2 the expectation of ln+
(
‖Zn‖−1(‖Zn + σnNn‖)

)
is finite and us-

ing (9) we conclude that E
(
ln+ (‖Zn+1‖)

)
< +∞. It remains to show that

E
(
ln−(‖Zn+1‖)

)
is also finite. Using the first inequality in (6) we obtain

ln− (‖Zn+1‖) ≤ − ln (‖Zn‖)+ ln−
(∥∥∥

Zn

‖Zn‖ +
σn

‖Zn‖Nn

∥∥∥
)

+ ln+ (‖Zn+1‖) . (10)

For each n ≥ 0, let Fn denote the σ-algebra generated by the r.vec. Xn and the
r.var. σn. Taking the conditional expectation we obtain

E[ln−(‖Zn+1‖) | Fn]

≤ − ln(‖Zn‖) + E
[
ln−

(∥∥∥
Zn

‖Zn‖ +
σn

‖Zn‖Nn

∥∥∥
)

| Fn

]
+ E

[
ln+

(
‖Zn+1‖

)
| Fn

]
.

Since the distribution Nn is invariant under rotation and independent of Fn,

E
(
ln−

(∥∥∥
Zn

‖Zn‖ +
σn

‖Zn‖Nn

∥∥∥
)

| Fn

)
=

1
(2π)d/2

∫

Rd

ln−(‖e1 + tnx‖)e−
‖x‖2

2 dx

= F (tn)

where e1 is any unit vector on R
d, tn = σn/‖Zn‖ (and F is the map introduced

in Lemma 1). Using Lemma 1, we get E
[
ln− (‖Zn+1‖) | Fn

]
≤ − ln (‖Zn‖)+τ +

E
[
ln+ (‖Zn+1‖) | Fn

]
(recall that τ = max F ([0, +∞])). Passing to the expec-

tation we get

E
[
ln− (‖Zn+1‖)

]
≤ −E [ln (‖Zn‖)] + τ + E

[
ln+ (‖Zn+1‖)

]
< +∞ .

Hence E[| ln(‖Zn+1‖)|] is finite for all n ≥ 0. Moreover, we also get

E(ln ‖Zn+1‖) ≥ E(ln ‖Zn‖) − τ

and after summing such inequalities we obtain

E (ln (‖Zn‖/‖Z0‖)) ≥ −τn

and (8) follows. 
�

When x∗ is a local minimum of the objective function, E(ln ‖Xn − x∗‖) −
E(ln ‖Xn+1 − x∗‖) represents the expected log-distance reduction towards x∗

at the n-th step of iteration, called log-progress in [7]. Theorem 1 shows that the
log-progress is bounded above by τ = F (σF ).
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4 Spherical Functions and the Scale-Invariant Algorithm

In this section we prove that the lower bound −τ obtained in Theorem 1 is
reached for spherical objective functions when σn = σF ‖Xn‖ (n ≥ 0). Recall
that sphere objective functions are defined by f(x) = g(‖x‖2) where g is any
increasing map, so that the acceptance condition f(Xn+1) ≤ f(Xn) is equiva-
lent to ‖Xn+1‖ ≤ ‖Xn‖. It follows that (‖Xn‖)n≥0 is a non-increasing sequence
of positive random variables (finite almost surely), hence converges pointwise
almost surely. For spherical functions, Lemma 3 becomes:

Lemma 4. Let X and W be any random vectors and let Θ = 1{f(X+W )≤f(X)}
and assume that the random variable ln(‖X‖) is finite almost surely. Then the
equality

ln(‖X + ΘW‖) − ln(‖X‖) = − ln+(‖X‖−1‖X + W‖) (11)

holds almost surely.

Proof. The equality (11) emphasizes the fact that ‖X +Θ‖ ≤ ‖X‖ with equality
on the event {Θ = 0} (= {‖X + W‖ > ‖X‖}). 
�

Proposition 1. Let (Xn)n be the sequence of random vectors valued in R
d sat-

isfying the recurrence relation (2) involving spherical function f(x) = g(‖x‖2)
where g : [0, ∞[→ R is an increasing map. Assume that E(ln(‖X0‖) is finite and
that, at each step n, the random vector Nn is independent of both the random
variable σn and the random vector Xn. Then E(ln(‖Xn‖) is finite for all indices
n, the inequalities

E(ln(‖Xn‖) − τ ≤ E(ln(‖Xn+1‖)

hold, where τ is defined above in Corollary 1, and

ln(‖Xn‖) − ln(‖Xn+1‖) = ln−(‖Xn‖−1‖Xn + σnNn‖) < +∞ a.s. (12)

Proof. By construction ‖Xn+1‖ ≤ ‖Xn‖ ≤ ‖X0‖ so that E(ln+(‖Xn+1‖)) ≤
E(ln+(‖X0‖)) < +∞. Now assume that ln(‖Xn‖) is integrable, hence 0 <
‖Xn‖ < +∞ a.s. and so, by Lemma 4, to obtain the inequalities and equal-
ity asserted in the proposition it is enough to prove that E(ln−(‖Xn‖−1‖Xn +
σnNn‖)) ≤ τ . But similarly to the end part of the proof of Theorem 1 we have
E(ln−(‖Xn‖−1‖Xn + σnNn‖)) = E(F (σn/‖Xn‖)) ≤ τ . 
�

Now we pay attention to the particular case where σn = σ‖Xn‖ with σ > 0
fixed. The resulting (1 + 1)-ES is said to be scale-invariant, and is modeled by
the d-dimensional random process

Xn+1 = Xn + δn(Xn, IΩ)σ‖Xn‖Nn (n ≥ 0) . (13)

For convenience of the reader we collect the hypothesis that govern the scale-
invariant random process (13):
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(HSI) The sequence of random vectors (Nn)n in R
d is i.i.d. with common

law N (0, Id), is independent of the initial random vector X0 and ln(‖X0‖)
has a finite expectation.

Notice that Assumption (HSI) implies in particular that for m ≥ n ≥ 0, Nm

is independent of Xn and by Proposition 1, ln(‖Xn‖) has a finite expectation.
The update rule (13) is not so realistic because in practice, at each step n, the
distance of Xn to the optimum is unknown. Nevertheless, we will show that the
stochastic process defined by (13) converges log-linearly for sphere functions and
that for σ = σF the convergence rate in log is equal to −F (σF ) (= −τ). In other
words, the choice σn = σF ‖Xn‖ correspond to the adaptation scheme that gives
the optimal convergence rate for isotropic Evolution Strategies.

It is usual for studying stochastic search algorithms to consider log-linear
convergence of Xn by investigating the stability of ln (‖Xn+1‖/‖Xn‖). This idea
was introduced in the context of ESs by Bienvenüe and François [5] and exploited
in [6]. The process Xn given by (13) has a remarkable property expressed in terms
of orthogonality of the random sequences Yn = ln−

(∥∥∥ Xn

‖Xn‖ + σNn

∥∥∥
)

− F (σ):

Proposition 2. Consider the random variables

Yn := ln−
(∥∥∥

Xn

‖Xn‖ + σNn

∥∥∥
)

− F (σ)

where F is defined by (4) and let σ > 0. Under the hypothesis (HSI) the follow-
ings hold:

1. For n ≥ 0, E(Yn) = 0 and E(|Yn|2) < +∞.
2. Let (Y ′

n)n≥0 be the sequence of random variables

Y ′
n := ln−(‖e1 + σNn‖) − F (σ).

The random variables Yn (n ≥ 0) are identically distributed and for every
n ≥ 0, Yn and Y ′

n follow the same distribution.
3. The sequence of random variables (Yn)n≥0 is orthogonal, i.e. for all indices

i, j, with i �= j one has E(Yi) = 0, E(Y 2
i ) < +∞ and E(YiYj) = 0.

Proof. The isotropy of the standard d-dimensional normal distribution gives

E
(

ln−
(∥∥∥

Xn

‖Xn‖ + σNn

∥∥∥
)

| Xn

)
=

1
(2π)d/2

∫

Rd

ln−(‖e1 + σx‖)e−
‖x‖2

2 dx

= F (σ)

hence E
[
ln−

(∥∥∥ Xn

‖Xn‖ + σNn

∥∥∥
)]

= E [F (σ)] and so, E(Yn) = 0. Let F2 : [0, ∞] →
[0, +∞[ be defined by F2(∞) = 0 and, for t ∈ [0, +∞[,

F2(t) :=
1

(2π)d/2

∫

Rd

[
ln−(‖e1 + tx‖)

]2
e−

‖x‖2

2 dx . (14)
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Similarly to the proof of Lemma 1, we prove that F2 is continuous, hence
bounded. Now, from the definitions of F and F2 one has

E(|Yn|2) = F2(σ) − (F (σ))2 < +∞ . (15)

This ends the proof of the first point.
The random vectors Yn and Y ′

n have the same distribution if their character-
istic functions are identical. But successively

E(eitYn | Xn) = e−itF (σ)E
(
eit ln−

(∥∥ Xn
‖Xn‖ +σNn

∥∥)
| Xn

)

=
e−itF (σ)

(2π)d/2

∫

Rd

eit ln−
(∥∥ Xn

‖Xn‖ +σx
∥∥)

e−‖x‖2/2dx

=
e−itF (σ)

(2π)d/2

∫

Rd

eit ln−
(∥∥e1+σx

∥∥)
e−‖x‖2/2dx

= E(eitY ′
n) .

Therefore E(eitYn) = E(E(eitYn | Xn)) = E(eitY ′
n). To finish the proof we show

the orthogonality property of the Yn (n ≥ 0). Let n and m be indices such that
n < m. The random vector Yn is σ(Xn, Nn)-measurable, so that

E(YmYn | Xn, Xm, Nn) = YnE(Ym|Xn, Xm, Nn) .

Using the independency of Nm with the random vectors. Xn, Nn and Xm, we
get

E(Ym|Xn, Xm, Nn) =
1

(2π)d/2

∫

Rd

(
ln− (∥∥ Xn

‖Xn‖ + σx
∥∥))

e−
‖x‖2

2 dx − F (σ)

=
1

(2π)d/2

∫

Rd

(
ln−(‖e1 + σx‖)

)
e−

‖x‖2

2 dx − F (σ) = 0 ,

that implies E(YmYn) = 0. 
�

With the above notations define the random vectors Sn = Y0 + · · · + Yn and
S′

n = Y ′
0 + · · ·+Y ′

n. Under the hypothesis (HSI), the characteristic function of Sn

can be written as E(itSn) = E(E(itSn | X0, N0, . . . , Nn−1)) and so, E(itSn) =
E(itS′

n) = (E(itY ′
0))n+1. But the random vectors Yn are i.i.d. with expectation

0 and variance F2(σ) − F (σ)2 (see (15)). As a consequence, the central limit
theorem holds for both (Yn)n and (Y ′

n)n:

Theorem 2. Under the hypothesis (HSI) one has

lim
n→+∞P

(
ln(‖Xn‖) − ln(‖X0‖) + F (σ)n√

(F2(σ) − F (σ)2)n
≤ t

)
=

1√
2π

∫ t

−∞
e−

u2
2 du .

The pointwise stability of ln (‖Xn+1‖/‖Xn‖) is obtained by applying the follow-
ing Law of Large Numbers (LLN) for orthogonal random variables (see [10, p.
458] where a more general statement is given).
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Theorem 3 (LLN for Orthogonal Random Variables). Let (Yn)n≥0 be a
sequence of identically distributed real random variables with finite variance and
orthogonal, i.e., for all indices i, j, with i �= j one has E(Yi) = 0, E(Y 2

i ) < +∞
and E(YiYj) = 0. Then

lim
n

1
n

n−1∑

k=0

Yk = 0 a.s.

We are now ready to prove the following main result

Theorem 4. Let σ > 0 and let (Xn)n be the sequence of random vectors satis-
fying the recurrence relation (13) with f(x) = g(‖x‖2) where g is an increasing
map. Assume that the hypothesis (HSI) holds. Then (Xn)n converges log-linearly
to the minimum, in the sense that

lim
n

1
n

ln
(‖Xn‖

‖X0‖

)
= −F (σ)(< 0) a.s. (16)

where F is defined by (4). The optimal convergence rate is obtained for σ =
σF := minF−1(maxF ) (see Corollary 1).

Proof. In case σn = σ‖Xn‖ for all indices n the equality (12) becomes

ln ‖Xn+1‖ − ln ‖Xn‖ = − ln−
(∥∥∥

Xn

‖Xn‖ + σNn

∥∥∥
)

.

and after summing the equations for k = 0, . . . , n − 1, we obtain

1
n

(ln ‖Xn‖ − ln ‖X0‖) = − 1
n

n−1∑

k=0

ln−
(∥∥∥

Xk

‖Xk‖ + σNk

∥∥∥
)

.

Proposition 2 and Theorem 3 end the proof. 
�

5 Discussion and Conclusion

Theorems 1 and 4 show that optimal bounds for the convergence rate of an
isotropic (1 + 1)-ES with multivariate normal distribution are reached for the
scale-invariant algorithm with σn = σF ‖Xn‖ for the sphere function, where σF

maximizes

F (σ) = E(ln− ‖e1 + σN‖) =
1

(2π)d/2

∫

Rd

ln−(‖e1 + σx‖)e−
‖x‖2

2 dx .

From (12) and from the isotropy of the multivariate normal distribution N ,
it follows that finding σ maximizing F amounts to finding σ maximizing the
log-progress E(ln ‖Xn‖) − E(ln ‖Xn+1‖).

Most of the works based on the progress rate, consist in finding σ maximizing
estimations of the expected progress E(‖Xn‖) − E(‖Xn+1‖) (when d goes to in-
finity) [1,4]. Note that the definition of progress in those works does not consider
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Fig. 1. Left: Plot of the function σ �→ dF (σ/d) (Eq. (4)) versus σ for d = 5 (resp. 10,
30) and 0 ≤ σ ≤ 8. The upper curve corresponds to d = 5, the middle one to d = 10
and the lower one to d = 30. Note that the function F defined in (4) implicitly depends
on d. Using the more explicit notation Fd instead of F , the plots represent actually
σ �→ dFd(σ/d). For d = 10, we see that σF maximizing F (defined in Corollary 1)
approximately equals 0.13. The plots were obtained doing Monte Carlo estimations of
F using 106 samples.

Right: Twenty realizations of the scale-invariant algorithm on the sphere function for
d = 10. The y-axis shows the distance to the optimum (in log-scale) and the x-axis the
number of iterations n. The twenty curves below correspond to the optimal algorithm,
ie. σn = σF ‖Xn‖ for all n where σF equals to 0.13 (value maximizing the curve of F
on the left for d = 10). The twenty curves above correspond to 20 realizations of the
scale-invariant algorithm for σn = 0.3‖Xn‖. Observed, the log-linear convergence as
well as the optimality of the scale-invariant algorithm for σ = σF .

ln ‖Xn‖ and so is different from the one underlying our study. Assuming that
both definitions matches3, our results give an interpretation of this approach in
terms of lower bounds for convergence of ESs.

The lower bounds derived in this paper are tight. Consequently they can be
used in practice to assess the performances of a given step-size adaptation strat-
egy comparing the convergence rate achieved by the strategy with the optimal
one, given by the scale-invariant algorithm.

The numerical estimation of the optimal convergence rate −τ can be achieved
with a Monte Carlo integration: for different σ, F (σ) equals the expectation
E(ln− ‖e1 + σN‖). This expectation can be estimated by summing independent
samplings of the random variable ln− ‖e1 + σN‖. This is illustrated in Fig 1.

The analysis of the log-linear convergence carried out in this paper relies on
the application of the Strong Law of Large Numbers for orthogonal random
variables. This study uses deeply the invariance under rotations of the standard
d-dimensional multivariate normal distribution and does not cover directly the
usual case of stable Markov chains that will be investigated in future works.

3 This will be true asymptotically in the dimension d, though we do not prove it
rigorously in this paper.
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10. Loève, M.: Probability Theory, 3rd edn. Van Nostrand, New York (1963)



Evolution Strategies for Laser Pulse

Compression

Riccardo Fanciulli1, Lars Willmes2,�, Janne Savolainen1, Peter van der Walle1,
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Abstract. This study describes first steps taken to bring evolutionary
optimization technology from computer simulations to real world exper-
imentation in physics laboratories. The approach taken considers a well
understood Laser Pulse Compression problem accessible both to simu-
lation and laboratory experimentation as a test function for variants of
Evolution Strategies. The main focus lies on coping with the unavoidable
noise present in laboratory experimentation. Results from simulations are
compared to previous studies and to laboratory experiments.

1 Introduction

The use of Evolutionary Algorithms (EAs) is already widespread in several bran-
ches of science and engineering, whenever a process or product design involving
highly nonlinear and complex operating conditions needs to be optimized at
a pre-production stage of modeling or planning. In some cases, however, the
system to be optimized cannot be adequately modeled or it needs to adapt
to some (slowly) changing external parameters that cannot be predicted at a
design stage. In these cases, when feedback is measured directly from the physical
system, fitness evaluations will always be polluted by noise. The effect of this
noise on the performance of the EAs needs to be minimized as much as possible.
Generally speaking, one expects different EAs to respond differently to noise, and
even the same EA will display a different degree of robustness to noise depending
on the values of certain initial settings. In the present paper we report for the
first time a study on the effect of real world noise on two commonly applied
variants of EAs, namely Evolution Strategies (ES) using the CMA and the DR2
selfadaptation scheme.

Taking advantage of a physical experiment of laser pulse compression through
optimization (maximization) of the intensity of second harmonic generation (a

� The first two authors contributed equally to this paper.

N. Monmarché et al. (Eds.): EA 2007, LNCS 4926, pp. 219–230, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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well understood process and an experimental set-up where noise can be moni-
tored and controlled), we have run theoretical and experimental comparisons of
CMA and DR2 as well as among different parameter settings of both algorithms.

Similar studies based on simulations of pulse shaping experiments have been
performed in [1,2]. However, in contrast to the work presented here, the earlier
simulations did not consider noise. Comparing results can reveal in how far algo-
rithm performance changes due to the addition of noise. Additionally, in this study
results of simulations are verified in the laboratory by physical experimentation.

2 Second Harmonic Generation (SHG) as Fitness
Function

The goal of our optimizations is to make the pulses coming out of our laser
as short as theoretically possible. In order to do that we send the laser pulses
through two devices that, at this point, we will consider as black boxes. First,
a control box (pulse shaper) acts on the pulses to lengthen or shorten them
depending on some optimization parameters [3]. Second, a monitoring box (non-
linear crystal) produces light at double the frequency of the input pulses by a
process called second harmonic generation (SHG) [4]. As we will see in more
detail later, the stronger the intensity of the SHG pulses, the shorter the initial
laser pulses will be. This allows us to use the intensity of the SHG pulses as
the fitness function for our EAs. Next we will go into a little more detail about
the system, the way to achieve control over the input pulses and the creation of
second harmonic light.

2.1 Introduction to Optical Second Harmonic Generation

A Conceptual Approach. The effect of SHG of a laser beam through a crys-
tal can be explained quite simply once some basic terminology is introduced.
Whenever a pulsed laser is considered one refers to its shape and duration in
time domain to characterize it. Imagining a plane being transversed by the laser
pulse and recording over time the intensity of the light going through such a
plane, the resulting plot of intensity vs. time is what is called the shape of the
pulse in time domain. Now, to explain the concept of SHG, we will start from the
idea that a pulse of light can be described as a superposition of sinusoidal func-
tions with different frequencies and phases (Fourier description or description in
frequency domain). The number of frequencies (i.e. colors) that are required to
describe the pulse depends on its duration and on the complexity of its shape.
The set of necessary frequencies is called the bandwidth of the pulse. The plot of
the amplitude of these sinusoidals vs. their frequency is defined as the spectrum
of the pulse, while the dependence of the phase term inside each sinusoidal on its
associated frequency is the phase profile of the pulse. The spectrum tells us how
much weight each sinusoidal has in describing the pulse, while the phase profile
has to do with the relative delay of each frequency component with respect to a
fixed reference (usually the frequency with the highest amplitude).
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For our purpose a so called SHG crystal can be regarded as a black box
in which all frequency components within the pulse spectrum are combined to
give new sinusoidal components characterized by a frequency that is the sum of
the input frequencies. When combining all these frequencies, the phase in each
sinusoidal function plays a crucial role in determining the intensity of the SHG
light in output.

A Mathematical Approach. Defining the pulse shape in time domain as
E(t) and its corresponding spectrum as Ẽ(ω), the SHG pulse in output from the
crystal is given simply by:

ESHG(t) = E2(t) (1)

In frequency domain, one can use the property of the Fourier transforms that
relates a simple product of two functions in one domain to the convolution
integral of the two functions separately-transformed in the other domain:

Ẽ(ω) =

∞∫

−∞
ẼSHG(ω − ω′)Ẽ(ω′) dω′. (2)

If we change variable ω′ = ω+ω′′

2 , we find that Eqn. 2 can be rewritten as:

ẼSHG(ω) =

+∞∫

−∞
Ẽ

(
ω − ω′′

2

)
Ẽ

(
ω + ω′′

2

)
dω′′. (3)

Equation 3 highlights better the fact that every frequency component ω in the
ẼSHG spectrum is the result of the combination of a (infinite) number of frequency
couples ωleft = ω−ω′′

2 and ωright = ω+ω′′

2 whose center is located in ω.

2.2 The Role of the Phase

The last step to understand our experiment of SHG optimization consists in
recognizing the importance of the phase of the input pulse for the intensity of
the SHG pulse in output. In our mathematical approach to SHG, the phase
terms have been hidden until now in the functions E(ω).

In the next equations we pull the phases out.

ẼSHG(ω) =

+∞∫

−∞
|Ẽ

(
ω − ω′′

2

)
|eiφ

(
ω−ω′′

2

)

|Ẽ
(

ω + ω′′

2

)
|eiφ

(
ω+ω′′

2

)

dω′′ (4)

φ(ω) = φ0(ω) + φsh(ω) (5)

In Eqn. 5, now, the phase profile of the input pulse is explicitly written as the
sum of two conceptually very different terms, the natural term φ0(ω) and a
computer-controlled term φsh(ω) introduced by means of our pulse shaper. The
effect of the phase terms on the integral can be immediately understood if we



222 R. Fanciulli et al.

regard the amplitude of the integrand as the length of a vector (length dependent
on ω) and the phase as the direction of such vector (also dependent on ω). The
best scenario that optimizes the output of the integral is then clearly when all
the vectors are pointing in the same direction. This case translates in all the
vectors having the same phase (modulus 2π), which is tantamount to having a
constant phase profile φ(ω) in the input pulses. In an ideal pulse the term φ0(ω)
should be constant as all frequencies should have the same phase when coming
out of the laser. Unfortunately, in real life applications, as the pulse travels
through optical tools like amplifiers, non-linear crystals for frequency tuning,
simple lenses, beam splitters etc., it picks up a significant frequency-dependent
phase profile that severely reduces the amount of SHG light coming out of our
monitoring black box.

2.3 Fitness and Free Parameters of the Search

We define the fitness parameter for our evolutionary search as the total intensity
of the SHG light generated in the crystal. In mathematical terms this would be:

F =

+∞∫

−∞
|ẼSHG(ω)|2dω (6)

This function needs to be optimized by adding an adequate phase profile φsh(ω)
with our computer-controlled pulse shaper. In both our experiments and sim-
ulations, this additional phase function φsh(ω) is described by 320 parameters
free of varying within a [0, 2π] range. The result of optimizing a fitness function
F , as defined above, is to make the total phase function φ(ω) = φ0(ω)+ φsh(ω)
a constant (modulus 2π), which, in return, yields the shortest possible pulse for
the given bandwidth (transform-limited (TL) pulse).

2.4 Properties of the Fitness Function, Search Landscape and
Real-Life Noise

In this special case it is easy to prove that, modulus 2π, there is only one optimal
solution with no local solutions. This lack of false directions or secondary solu-
tions would seem to make the problem easy to solve. However, as we will show
both with simulations and laboratory data, the most commonly used evolution-
ary algorithms do not always converge to the optimal, constant phase, solution.
This behavior is expected in the presence of noise in the fitness function F . In the
following sections we will show a comparison between CMA and DR2 algorithms
and we will try to find their best settings to handle a (realistic) noise level. After
estimating the noise level of the fitness function F in the laboratory, we mod-
eled the SHG process based on Eqns. 3 and 6 and we introduced a random noise
on top of the F function according to Eqn. 7 and 8. Due to software require-
ments the original problem had to be turned from a maximization problem to a
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minimization problem. Equation 8 also expresses the fact that F−1 was used as
a fitness function1.

nc ∼ 5
29

· U(0, 1), nv ∼ 0.05
29

· U(0, 1) (7)

Fopt = F−1 · (1 + nc) + nv (8)

where U(0, 1) denotes uniformally distributed random numbers from the interval
[0, 1).

3 Evolution Strategies

For this study two algorithms from the class of derandomized Evolution Strategies
(ES) were applied. The defining feature of derandomized Evolution Strategies is a
deterministic adaptation mechanism that derives new step size information from
old step sizes and the magnitudes of successful mutation events.

The two variants applied here differ mainly in the distribution information
that is adapted and used for creation of new offspring individuals: The sim-
ple Derandomized Adaptation (DR2) as suggested in [5] basically adapts the n
variances of an n-dimensional Gaussian distribution while the more advanced
Covariance Matrix Adaptation (CMA) as in [6] uses the n(n + 1)/2 variances
and covariances. Though the details of the two adaptation schemes differ they
are built on identical concepts. The core idea of derandomized step size adapta-
tion is to compare the size of actual realizations of mutation events (|z|) to the
expected value of the originally proposed distribution (E[|z|]). Let σ denote a
parameter of the mutation distribution, and let σ′ = A(σ, z, θ) be the adapted
parameter derived from the old σ, the successful mutation event z and some
internal parameters θ. Then a derandomized adaptation function A (i.e. here
either DR2 or CMA) basically implements a deterministic method that ensures
the following conditions:

E[|z|] ≥ |z| −→ σ ≥ σ′ = A(σ, z, θ) (9)
E[|z|] < |z| −→ σ < σ′ = A(σ, z, θ) (10)

That means that whenever a successful mutation is observed whose magnitude
is smaller than what would be expected from the current step size the step size
will be reduced and vice versa.

To stabilize the adaptation process both DR2 and CMA use the concept of
cumulation path which means that the random variable z used for adaptation
is not directly the latest single successful mutation event but a weighted sum of
successful mutations stretching over multiple generations. Therefore z needs to
be updated with successful mutation events m by

z′ = cm + (1 − c)z (11)

where c ∈ [0, 1] is an algorithm specific constant2.
1 For future studies we would rather choose −F , but since F is strictly positive using

F −1 is a feasible approach.
2 c is usually assumed to depend on problem dimensionality.
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The implementations of DR2 and CMA used for this study also share the use
of weighted recombination as introduced in [6]. Although the DR2 algorithm was
originally suggested as a (1, λ) strategy without recombination the adaptation
scheme is sufficiently general to allow application of weighted recombination, i.e.
new individuals are created by recombination

x′ = x1:μ · w (12)

where x1:μ denotes the matrix of the μ best column vectors of design variables
and w is a weights vector with

wi =
log(μ + 1) − log(i)∑

wi
, 1 ≤ i ≤ μ. (13)

After recombination individuals are mutated by

m ∼ N (0, Σ) (14)
x′′ = x′ + m (15)

where m ∼ N (0, Σ) denotes sampling m from a Gaussian distribution with
expectation 0 and covariance matrix Σ.

Handling Box Constraints. As already mentioned in Section 2.4, optimal
solutions to the SHG problem are unique modulus 2π. This introduces a cer-
tain difficulty for derandomized Evolution Strategies, since a successful muta-
tion event might appear to be big on first sight, but reduce to a small change
modulus 2π. In this situation the ES will falsely consider a too big mutation as a
successful event. To avoid this kind of situation the Gaussian mutation operator
was slightly extended to ensure 0 ≤ xi ≤ 2π for all optimization variables xi.

The basic idea of a mutation is a small change to the original data, such
that evolution proceeds as a series of minor changes rather than a big singular,
dramatic change. This is one of the main reasons for using Gaussian distributions
as mutation operators in Evolution Strategies [7]. Since Gaussian distributions
are at least theoretically unbounded the usual mutation operators as defined in
Eqns. 14 and 15 cannot assure upper or lower bounds on the outcoming, mutated
optimization variable x. Assume box constraints of the form lb ≤ x ≤ ub, where
lb and ub denote lower and upper bounds on x, respectively. We propose a repair
method working on top of the usual Gaussian mutation, where the following
conditions should hold:

1. Whenever an infeasible Gaussian mutation event is detected, the new muta-
tion operator should yield a mutation that is smaller or equal to the Gaussian
mutation event. By doing so, we assume that the Gaussian mutation event
always classifies as a small change, and ensuring that the new mutation event
is even smaller and therefore qualifies as a mutation like small change.

2. Whenever an infeasible Gaussian mutation event is detected, the new mu-
tation operator should create a mutation in the same direction, i.e. if the
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Gaussian mutation event increased x then the new mutation event should
also do that and vice versa. This is different from a simple resampling ap-
proach, where Gaussian mutations are performed repeatedly until a feasible
value is generated. Resampling biases resulting values away from the interval
bounds, which is undesirable.

To implement this we suggest to mutate Gaussian first, and whenever that yields
infeasible values, to replace the Gaussian sampling by a uniform sampling in
the interval given by the original x and the respective bound violated by the
Gaussian mutation event. E.g. if the Gaussian mutation violates lb the mutation
samples uniformly in the interval [lb, x]. Doing so of course assumes that x is
always feasible, but that should not be problematic by initializing feasibly. This
approach is formalized in the following equations:

m0 ∼ N (0, 1) (16)

x′ =

⎧
⎨

⎩

x + s · m0 if lb ≤ x + s · m0 ≤ ub
x + U(0, 1) · (x − lb) if x + s · m0 < lb
x − U(0, 1) · (ub − x) if x + s · m0 > ub

(17)

m = (x′ − x) · s−1 (18)

where U(0, 1) denotes sampling uniformally from [0, 1). Equation 18 is required
for path accumulation (Eqn. 11) during derandomized adaptation. For CMA
and DR2 the repair mechanism simply pretends that the mutation event was
originally created by Gaussian mutation, such that search distributions can be
adapted appropriately.

Derandomized Adaptation (DR2). The derandomized adaptation approach
DR2 used in this study was first introduced in [5]. For an n-dimensional opti-
mization problem it uses n + 1 strategy or step size parameters, where one (σ0)
defines the global width of the Gaussian search distribution and the remaining
ones (σi, 1 ≤ i ≤ n) define the variances of n independent Gaussian distributions
used to mutate the corresponding n optimization variables. Equation 19 shows
the working principal of the adaptation scheme using the accumulated path z as
defined in Eqn. 11.

σ′
0 = σ0 · exp

(
c1

(
|z|
c2

− E[|z|]
))

, σ′
i = σi · exp

(
c3

(
|zi|
c4

− E[|zi|]
))

(19)

where E[|z|] and E[|zi|] denote approximations to the expected value of the
length of the z vector and the absolute value of its components, respectively,
and c1,...,4 are normalization constants. For further details sees [5,8]3.

Covariance Matrix Adaptation (CMA). The following equations give a
bird’s eye view of the main aspects of the Covariance Matrix Adaptation scheme.
3 In [5] the adaptation of the local step size σi in Eqn. 19 has a slightly different form,

yet in our experience both versions perform equally well.
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Further details, especially on the vastly simplified setting of the various normal-
ization constants, can be found in [6]. Consider Σ the covariance matrix to be
adapted and B the corresponding matrix of eigenvectors and D the correspond-
ing eigenvalues, and let N (μ, Σ) denote a Gaussian random variable with ex-
pectation μ and covariance matrix Σ. The eigenvectors and eigenvalues are used
for rotation and scaling such that a vector of independently N (0, 1) distributed
Gaussian random variables can be turned into a vector of N (0, Σ) distributed
Gaussian random variables and vice versa. Assume further that m0,1 is the vec-
tor of N (0, 1) distributed Gaussian random variables that happened to be a
successful mutation4.

CMA first of all adapts a global scalar step size σ0 that determines the overall
width of the next search distribution. To do so CMA compares the length of
the accumulated successful mutation information vector to its expected value
E[|z′σ0

|].

z′σ0
= c1zσ0 + c2Bm0,1, σ′

0 = σ0 exp
(

c3

( |z′σ0
|

E[|z′σ0
|] − 1

))
(20)

The actual covariance matrix is adapted after accumulation by adding a rank
one matrix yield from multiplying the accumulated path information by itself.

p′Σ = c4pΣ + c5BDm0,1, Σ′ = c6Σ + c7p
′
Σp′TΣ (21)

4 SHG Optimization on Simulations

The simulation study considers the following parameters of the optimization
algorithms:

Adaptation Mechanism. The core method implementing self adaptiveness of
the Evolution Strategy.

Number of Parents. The μ parameter in a (μ, λ) Evolution Strategy
Number of Offspring. The λ parameter in a (μ, λ) Evolution Strategy
Initial Step size. The magnitude σ0 of the initial step sizes, i.e. width of the

search distribution.

These parameters are probably the most frequently used parameters to tune
Evolution Strategies. Although by now there are useful suggestions available for
automatically setting population sizes ([6]) these heuristics are not necessarily
applicable for noisy functions. It has been observed before ([9]) that population
sizes are highly influential for noisy fitness functions. From early on the numbers
of parents and offspring have not been considered as independent parameters
(see e.g. [7]), it has rather been assumed that the ratio of μ and λ is a key
parameter. Therefore, in this simulation study, combinations of a number of
parents μ and the parent to offspring numbers ratio μ/λ were tested rather than

4 In accordance with Eqns. 14 and 15 m = BDm0,1 holds true.
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combinations of μ and λ directly. The following parameter values were combined
for the simulation study:

μ ∈ {1, 5, 10, 20},
μ

λ
∈

{
1
2
,
1
4
,

1
10

}
, σ0 ∈ {0.2, 0.1, 0.01}

Table 1 summarizes some of the results achieved with simulation runs. First
of all the table contains the best parameter sets detected. As quality measure
the median of the best fitness value recorded in 15 repetitions of the same op-
timization run was used. Table 1 also shows the mean, minimum, maximum,
and standard deviation of the 15 best fitness values associated with each pa-
rameter set. Additionally some of the worse results are listed for reference. Due
to limited space not all results can be given. It is obvious from the table that
with the exception of the last row there are no trials listed using the smallest
initial step size of σ0 = 0.01. It turned out that almost all optimizations using
this small step size achieved only very bad results. This can be seen in Table 2,
where performance metrics were aggregated over all results with identical initial
step size. The aggregation averages over very differently performing strategies,

Table 1. Performance of different parameter settings after 5000 evaluations showing
median (Median), mean (Mean), minimum (Min), maximum (Max), and standard
deviation (Std) of the best fitness values of 15 repeated optimization runs. The Rk
column indicates the position of the row if ordered by the respective value. Rows
marked with � were tested in the laboratory.

Alg μ λ σ0 Median Rk Min Rk Max Rk Mean Rk Std Rk
� CMA 20 40 0.10 2.471 1 2.207 2 3.117 2 2.525 1 0.229 4
� DR2 20 80 0.20 2.703 2 2.073 1 3.932 9 2.834 3 0.532 13

CMA 20 40 0.20 2.716 3 2.441 4 3.114 1 2.747 2 0.210 3
CMA 10 40 0.10 2.876 4 2.515 6 3.928 8 3.024 5 0.462 11

CMA 10 20 0.10 2.937 5 2.453 5 3.291 3 2.981 4 0.237 5
DR2 10 100 0.20 2.938 6 2.432 3 6.258 22 3.248 8 0.988 27
CMA 10 20 0.20 3.018 7 2.635 7 3.759 7 3.047 6 0.355 8
DR2 10 40 0.20 3.125 8 2.740 8 3.613 4 3.192 7 0.271 7

CMA 20 80 0.10 3.336 9 2.989 13 3.739 6 3.317 9 0.188 1
CMA 5 20 0.10 3.340 10 2.797 9 5.156 15 3.543 11 0.588 15
CMA 10 40 0.20 3.415 11 3.165 17 3.719 5 3.446 10 0.193 2
DR2 20 40 0.20 3.607 12 3.093 15 6.656 23 4.014 16 1.130 30

� DR2 5 50 0.10 4.043 18 2.963 12 5.537 16 3.969 15 0.733 21
� CMA 5 10 0.10 4.256 21 3.835 24 4.970 12 4.275 20 0.266 6
� DR2 20 40 0.10 7.256 32 5.025 30 12.497 31 7.477 32 2.010 42

DR2 1 10 0.20 9.886 35 7.269 35 12.513 32 9.993 35 1.669 40

DR2 1 10 0.10 10.308 36 7.254 34 13.978 35 10.168 36 1.974 41
CMA 1 10 0.10 11.282 37 8.758 39 16.961 38 12.198 37 2.336 44
CMA 1 10 0.20 13.553 38 9.254 40 15.974 37 13.032 38 2.195 43

� CMA 20 40 0.01 16.967 42 14.955 45 18.409 40 16.747 40 1.030 28
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Table 2. Performance of initial stepsize values (σ0) (Column headings as in Tab. 1)

σ0 Median Rank Min Rank Max Rk Mean Rank Std Rank
0.10 5.16 1 2.21 2 74.46 2 15.08 2 20.67 3
0.20 5.52 2 2.07 1 72.40 1 14.75 1 20.13 1
0.01 26.97 3 13.15 3 83.11 3 35.84 3 20.28 2

as can be seen from the respective minimum, maximum, and standard deviation
columns. Still there seems to be a dramatic difference in the mean and median
values for σ0 ∈ {0.1, 0.2} on the one hand and σ0 = 0.01 on the other hand.

Coming back to the results of Table 1 significant differences between the
SHG Problem with and without added noise can be seen. While in [2] the
(1,10)-ES using DR2 adaptation outperformed a (1,10)-ES using CMA adap-
tation, which itself outperformed an (8,17)-ES using CMA, the addition of noise
clearly discards the (1,10)-Strategies, which finished with ranks 35-38. Interest-
ingly though, within the set of (1,10)-Strategies DR2 still performs better than
CMA, so one might conclude that DR2 manages the basic characteristics of
the SHG problem more successful than CMA, without noise changing this big
picture for a (1,10)-ES.

From Table 1, no clear answer to the question of which adaptation scheme
to prefer can be deduced. Although the table contains more well performing
results based on CMA than on DR2, the second best performing strategy uses
DR2. The fact that there are more rows filled with CMA results than with DR2
results basically means that CMA is less sensitive to its parameter settings, i.e.
it is less critical to determine good population sizes for CMA than it is for DR2.
In general, a certain improved reliability turns out to be an advantage of CMA
that is also visible in the standard deviation column of Table 1. Apart from less
sensitive parameter settings CMA’s higher reliablity can also be seen in smaller
variance of optimization results. With the exception of the (10,40)-ES using DR2
all CMA results have considerably less spread than their DR2 counterparts.

5 SHG Optimization in the Laboratory

One of the main motivations for this study apart from studying the influence
of laboratory noise on optimization performance was to assess the transfer of
knowledge gained from simulated optimization runs to real world laboratory
experimentation. This is largely because laboratory time is considerably more
expensive and restricted than computation time. A single optimization run in
the laboratory takes up to 30 minutes, neglecting considerable time to set up
the experiment correctly. Due to limited laboratory infrastructure optimization
runs cannot be parallelized which is most easily done with simulations. So in the
light of limited experimentation time available for this study we decided to trade
widespread parameter testing for statistical significance, and ran multiple repe-
titions of a limited number of paremeter settings in the laboratory. In order to
not bias results by selecting only the best parameter settings for both CMA and
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Table 3. Performance of different parameter settings in laboratory experimentation. L̄.

denote average performance of laboratory experiments, S̄. denotes average performance
of simulation experiments. {S̄, L̄}� denote the best average performance achieved with
the respective adaptation scheme.

Alg μ λ σ0 L̄ S̄ L̄/L̄� S̄/S̄�

CMA 20 40 0.1 70.42 2.47 1.00 1.00
CMA 5 10 0.1 142.86 4.26 2.03 1.72
CMA 20 40 0.01 500.00 16.97 7.10 6.87

DR2 20 80 0.2 156.25 2.70 1.00 1.00
DR2 5 50 0.1 222.22 4.04 1.42 1.50
DR2 20 40 0.1 250.00 7.26 1.60 2.68

DR2, the best, a mediocre, and a rather bad setting as found in the simulations
were tested. In Table 1 these settings are marked with a 	.

Table 3 summarizes the results achieved in the laboratory together with the
respective simulation experiments. For technical reasons the numerical values
for simulations and experiments in the table do not match exactly. To extract
more meaningful information on the link between simulations and experiments,
we separately normalized both type of results to their best value. Comparing
these ratios in the last two columns of Table 3 we can see how the results of
simulations and experiments are strikingly similar.

In contrast to the simulation results, though, CMA yields better results than
DR2, except when used with the much too small step size of σ0 = 0.01. The issue
of too small initial step size is likely to be more problematic in the laboratory
than it was for simulations, since there are potentially additional sources of noise
acting on the inputs that were not covered during simulations. Too small initial
step sizes may easily lead to variable changes on the same scale as the noise,
which makes optimization practically impossible.

6 Conclusions and Outlook

In this study we compared two different adaptation schemes of Evolution Strate-
gies, namely DR2 and CMA, together with variations of their parameter settings
in a prototype laboratory situation. We found significant differences between sim-
ulations with and without added noise. Nonetheless, the results from the noisy
simulations transferred nicely to the laboratory, as verified by a number of exper-
iments. Although both variants of the Evolution Strategy in principle produced
good results both in simulations and in the laboratory, CMA turned out to be
the more reliable algorithm. Since reliability is of fundamental importance in the
laboratory, CMA is considered the method of choice for future experimentation.

The results of this study suggest that Second Harmonic Generation can be
used as a prototype application for online control of laboratory experiments by
Evolutionary Algorithms. The obvious next steps are improvement of algorithm
performance for the targeted noisy fitness functions on the one hand, using SHG
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as a primary test function. On the other hand, more challenging applications
can be addressed with the knowledge gained by the SHG experiments. Espe-
cially laboratory optimization experiments for which today no feasible computer
simulations are available, may be tackled using the methods and insights avail-
able from continuing improvement of the algorithms.
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2. Shir, O.M., Bäck, T.: The second harmonic generation case-study as a gateway for
ES to quantum control problems. In: Lipson, H. (ed.) Genetic and Evolutionary
Computation Conference, ACM, New York (2007)

3. Weiner, A.M.: Femtosecond pulse shaping using spatial light modulators. Review of
Scientific Instruments 71(5), 1929–1960 (2000)

4. Trebino, R.: Frequency-Resolved Optical Gating: The Measurement of Ultrashort
Laser Pulses. Kluwer Academic, Dordrecht, The Netherlands (2002)

5. Ostermeier, A., Gawelczyk, A., Hansen, N.: Step-size adaptation based on non-local
use of selection information. In: Ebeling, W., Rechenberg, I., Voigt, H.-M., Schwefel,
H.-P. (eds.) PPSN 1996. LNCS, vol. 1141, pp. 189–198. Springer, Heidelberg (1996)

6. Hansen, N., Ostermeier, A.: Completley derandomized selfadaptation in evolution
strategies. Evolutionary Computation 9(2), 159–195 (2001)

7. Schwefel, H.P.: Evolution and Optimum Seeking. Wiley, New York (1995)
8. Hansen, N., Ostermeier, A., Gawelczyk, A.: On the adaptation of arbitrary normal

mutation distributions in evolution strategies: The generating set adaptation. In:
Eshelman, L. (ed.) Sixth International Conference on Genetic Algorithms, Morgan
Kaufmann, San Francisco CA (1995)

9. Beyer, H.G.: Evolutionary Algorithms in Noisy Environments: Theoretical Issues
and Guidelines for Practice. Computer Methods in Applied Mechanics and Engi-
neering 186(2–4), 239–267 (2000)



N. Monmarch\'{e} et al. (Eds.): EA 2007, LNCS 4926, pp. 231 – 242, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Fully Three-Dimensional Tomographic Evolutionary 
Reconstruction in Nuclear Medicine 

Aurélie Bousquet1, Jean Louchet1, and Jean-Marie Rocchisani1,2 

1INRIA Rocquencourt/ COMPLEX, Domaine de Voluceau, B.P. 105. 78153  
Le Chesnay, France 

2 Paris XIII University, UFR SMBH & Avicenne hospital, 74 rue Marcel Cachin. 930013 
Bobigny, France 

aurelie.bousquet@inrets.fr, jean.louchet@inria.fr, 
jean-marie.rocchisani@{avc.aphp.fr, inria.fr} 

Abstract. 3-D reconstruction in Nuclear Medicine imaging using complete 
Monte-Carlo simulation of trajectories usually requires high computing 
power. We are currently developing a Parisian Evolution Strategy in order to 
reduce the computing cost of reconstruction without degrading the quality of 
results. Our approach derives from the Fly algorithm which proved successful 
on real-time stereo image sequence processing. Flies are considered here as 
photon emitters. We developed the marginal fitness technique to calculate the 
fitness function, an approach usable in Parisian Evolution whenever each  
individual's fitness cannot be calculated independently of the rest of the  
population. 

Keywords. Computer Tomography, Emission Tomography, Artificial Evolution, 
Parisian Evolution,  FlyAlgorithm, Compton scattering, Nuclear Medicine. 

1   Introduction 

1.1   Nuclear Medicine 

In Nuclear Medicine diagnosis, radioactive substances are administered to patients using 
a tracer molecule containing a radioactive marker. The distribution of radioactivity in the 
body is then estimated from the radiation detected by gamma cameras. In order to get an 
accurate estimation, a three-dimensional tomography is built from two-dimensional scin-
tigraphic images. 

Some artefacts due to scattering and absorption are then to be corrected. Existing 
analytical and statistical methods are costly and require heavy computing. The main 
variants of Nuclear Imaging are SPECT (Single Photon Emission Computed Tomo-
graphy) and PET (Positon Emission Tomography). Radioactive tracers are photons or 
positons emitters. Compared to other tomography techniques as X-ray scanning or 
Magnetic Resonance Imaging, Nuclear Imaging brings useful information on biologi-
cal and metabolic function. The marker most widely used in SPECT is Technetium 
99m (99mTc), with a half-life of about 6 hours and emitting photons at an energy 
level of 140keV, which is well adapted to current gamma-camera technology. In  
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planar mode, the gamma camera is fixed and collects a plain two-dimensional projec-
tion of the radioactive tracer concentration. In tomographic mode, the gamma camera 
rotates around the patient. A gamma camera can also be used in static or dynamic 
mode, allowing to monitor how the radioactive tracer concentration evolves in the 
body. The main limitations of this technology are:  

− sensor performance (resolution, sensitivity), 
− physical effects (absorption, scattering, noise),  
− motion of patient (long exposure times), 
− accuracy of reconstruction algorithms. 

1.2   The Compton Effect and Its Consequences 

Rayleigh effect occurs when a photon meets an atom without disturbing its electronic 
structure. The photon then gets deviated but keeps its original energy. With high en-
ergy photons, this effect is negligible except in the gamma camera crystal itself. In 
photoelectric interaction, our photon is completely absorbed by an atom which then 
emits a fluorescence photon to carry the excess energy. This is the basic process of 
photon detection in the gamma camera.  

The Compton effect is by far the dominant perturbation during the transit of high 
energy photons from the tracer through the body. Both absorption and scattering in-
duce important effects on image quality, as they vary with the nature and thickness of 
the part of the body involved. Compton scattering with important energy losses will 
have a larger than average deviation angle. 

The photons with an energy level close to the initial level have a small probability of 
having been deviated. However, the energy resolution of gamma cameras is not suffi-
cient to always ascertain whether a photon has been deviated or not. In order to correct 
attenuation, it is possible to use a X-ray CT scanner image which gives an accurate rep-
resentation of the attenuation map in the body; however, a uniform attenuation map may 
be used when the organ is homogeneous enough. On the other hand, scattering is more 
difficult to deal with. The main algorithm families [1, 2, 7] are: 

− subtraction algorithms using energy windows to filter primary electrons, 
− deconvolution algorithms which consider scattering is a uniform process, 
− recombination algorithms (based e.g. on principal component analysis). 

Our long-term aim is to correct Compton scattering using Evolutionary Computation 
in order to get faster results with a level of quality similar to present high cost algo-
rithms. The first step presented in this paper is the validation of an evolutionary 3-D 
reconstruction algorithm with a simplified propagation model, allowing future re-
placement of the propagation module with a more accurate model [6] including the 
modelling of Rayleigh and Compton effects. Contrary to standard reconstruction algo-
rithms: Filtered back projection (FBP) and Ordered Subset Expectation Maximisation 
(OSEM) where the problem is split into parallel 2-D slices and not all sensor data are 
used, our method pertains to the family of "fully 3-D" reconstruction methods. 
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Fig. 1. Detection spectrum of gamma photons 

 

Fig. 2. Contributions of primary and scattered photons 

2   A Parisian Evolutionary Approach 

2.1   The Classical Fly Algorithm 

The original Fly Algorithm [5] is a 3-D evolutionary reconstruction method based on 
the Parisian Approach. Each individual ("fly") represents a point of space and the 
whole population of flies is the representation of the object detected. It uses a fitness 
function based on the consistency of grey level properties of the projections of the fly 
on the images taken by each camera. It has been first used on stereovision [4]. 

Here, the semantics of the fly is enriched as we will now consider the fly is a pho-
ton emitter. Again, the algorithm evolves a population of flies which eventually con-
verge to the three dimensional shape to be detected. While this approach has been 
validated in its principles, computation costs were still high due to the complexity of 
physically modelling random photon trajectories, and the reconstruction results were 
not quite up to the vquality expected or obtained through more classical methods. 
Following this, we developed an innovative evaluation function based on a specific 
approach to fitness calculation, called "marginal fitness", giving encouraging results 
on both simplified synthetic data and real scintigraphic images. 

2.2   Monte-Carlo Simulation 

Monte-Carlo simulation [3] is well adapted to nuclear medicine with its particle emis-
sion, propagation and detection random processes. Each photon trajectory is 
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processed separately. The photon is propagated through space cells where it can be 
absorbed or scattered conforming to suitable random depending on the local environ-
ment. Each photon thus carries his own including which fly was its source. In a first 
approach, we considered the patient's body as a homogeneous cylinder. A later, more 
refined approach consists of using an absorption map in function of the material  
involved. 

2.3   Building a Fitness Function 

Radioactive tracers are only present in the central search zone, which contains the 
patient's body. The "screens" are the different positions of the gamma camera crystals. 
A fly is defined as a photon emitter and is described by its coordinates (x, y, z).  

 

Fig. 3. Modeling the tomographic system: lateral view (left), axial view (rigth) 

We first validated the principles of an evolutionary approach using a simplified, 
homogeneous model of the body, and a bonus-based fitness function: each simulated 
photon that reached a detector cell had a contribution to the fitness of its originator fly 
proportional to the actual number of photons received by this cell. The high number 
of Monte-Carlo simulations led to unrealistic processing time. In a second approach, 
in order to speed up processing, we defined a number of archetypal flies characterised 
by their distance from the detectors, while the search space was still considered ho-
mogeneous. Monte-Carlo simulation was performed on each archetypal fly and the 
results stored to be used as a lookup table in the evolutionary process. Evolution was 
then run calculating fitness values based on pre-calculated Monte-Carlo results, lead-
ing to less than half the original computation time. However this approach cannot take 
into account the heterogeneity of matter and it lacks precision, so that we had to  
concentrate on developing a fitness function that be fast, accurate and open to  
heterogeneity. 

The overall process is summarized by the following diagram: 
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Fig. 4. The 3D Evolutionary reconstruction 

Bonus Fitness. While reducing the number of photons emitted by each fly to only 4 
photons initially oriented orthogonally to the detectors gave a substantial improve-
ment in calculation time, experience showed an important backside of bonus-based 
fitness: in presence of several bright objects, the flies will tend to accumulate on the 
brightest or biggest object at the expense of the other ones. This is illustrated on the 
following images: the 3-D scene consists of two cubes of different size and bright-
ness; the image on the left shows what an ideal reconstruction algorithm should have 
given, and the right image what it actually gave using bonus fitness. The same behav-
iour was found on all similar data. 

 

Fig. 5. Bonus fitness: loss of smaller objects (left: ideal image; right: actual reconstruction, side 
view) 

Marginal Fitness. Rather than evaluating a fly independently of its context, we intro-
duced marginal evaluation by defining the fitness of a particular fly as its contribution 
(positive or negative) to the whole population's Fitness: 

fitness (i) = Fitness (population - { i}) - Fitness (population) (1) 

To this end, the Fitness of a given population is given by the likeness of the projection 
images generated through Monte-Carlo simulation, with the actual images given by 
the sensors. As the grey level of the synthesised images depends on the number of 
flies, a normalization factor must be introduced in order to compare the natural and 
synthetic projections. 
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Fig. 6. Marginal fitness: better detection of smaller objects (left: ideal image; right: actual re-
construction), side view 

 

Fig. 7. Top views of results with bonus (left) and marginal (right) fitness functions 

Rotating Screens. Rotating screens are often used in SPECT imaging, with up to 128 
screen positions. In order to exploit all the data while keeping memory requirements 
down, only 4 screens are used for fitness calculation and periodically rotated. 

3   Results 

The following results have been calculated from real SPECT images using the algo-
rithm described above. In the current state of research, we did not include detailed 
Monte-Carlo simulation of absorption and Compton scattering into these experiments 
which only demonstrate the validity of the fly-based reconstruction algorithm. Inte-
gration of a fast Monte-Carlo simulation into the algorithm will be necessary to obtain 
high quality results. 

3.1   Example 1 

The objects are three cylinders with different brightness and diameter. The parameters 
are given in table 1. 

As this is usual with Parisian Evolution, high mutation rates are used while cross-
over is not always essential to performance. 
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Table 1. Parameters used in synthetic data reconstruction 

projection image size  128*128  

number of flies  266000 

number of screens used at each generation  4  

total number of screens 128  

 screens rotated every 5 generations  

 number of generations  1000 

probability of mutation  50,00% 

decrease of pm per generation 5,00% 

probability of crossover 0,00% 

mutation factor  1cm 

 

Fig. 8. Synthesised projections of the object, viewed under different angles: n / 4, n � [ 0,7]} 

 

Fig. 9. Side views of the 3-D reconstructed object (flies) under the same angles 

 

Fig. 10. Views of original object (left) and reconstructions (slices of 5, 10 and 20 pixels) 
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3.2   Example 2 

Here, there are 3 nested objects with different brightness. The algorithm parameters 
are the same as in the previous example. 

 

Fig. 11. Synthesised projections of the object, viewed under different angles 

 

Fig. 12. Side views of the 3-D reconstructed object (flies) under the same angles 

 

Fig. 13. Top views of the 3-D reconstructed object: original object (left) and its reconstructions 
(slices of 5, 10 and 20 pixels) 

3.3   Example 3: Real Data 

We tested the algorithm on actual images of bone scintigraphy, with the following 
parameters: 
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Table 2. Parameters used in bone scintigraphy reconstruction 

projection image size 128*128 

number of flies  1017500 

number of screens used at each generation  4  

total number of screens 64 

screens rotated every 5 generations  

number of generations  1000 

probability of mutation  50,00% 

decrease of pm per generation 5,00% 

probability of crossover 0,00% 

mutation  factor  1cm 

 

Fig. 14. Original projection acquired around the patient 

 

Fig. 15. Side views of the 3-D reconstructed object (flies) 
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Fig. 16. Projections of the 3-D reconstructed object (flies): Acquisition (left), OSEM (middle), 
Flies (right) 

 

Fig. 17. Axial views of the same 3-D reconstructed object (flies), at waist (upper row) and tho-
rax (lower) levels. (Dash lines of figure 16). OSEM (left) and Flies (right) reconstructions 

Our algorithm was compared with a commercial 2D OSEM reconstruction. It well 
recovers shapes and contrast, with a processing time around 10 times longer than the 
optimized OSEM. 

3.4   Example 4: Noise Resistance 

In this test example, a Gaussian noise has been added to the images of example 1 
(Fig. 9) and the same algorithm parameters have been used. 

We observe that reconstruction is fairly noise resistant, probably thanks to the fact 
screen redundancy is exploited by the algorithm, although the brightness differences 
between the three cylinders are not rendered as clearly as with the noiseless images. 
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Fig. 18. Noisy synthesised projections of the object 

 

Fig. 19. Side views of the 3-D reconstructed object 

 

Fig. 20. Top views of the object reconstructed from noisy images (slices of 5, 10 and 20 pixels) 

4   Conclusion 

We demonstrated the validity of a generalization of the Fly algorithm introducing the 
marginal fitness calculation method, to constructing the 3-D shape of radioactive 
tracer concentration from SPECT images. Contrary to more classical approaches, our 
"fully 3-D reconstruction method" exploits all the projection images. The next stages 
of this research will concentrate upon building simplified but accurate models of scat-
tering and absorption derived from complete Monte-Carlo simulation of Compton and 
Rayleigh scattering, exploit energy level information and x-ray absorption data, in 
order to get high quality results in realistic times. More elaborate validations than 
visual inspection must be achieved with ground truth images than only could be ob-
tained by sophisticated Monte Carlo simulations.  
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Abstract. Classification of microarray data requires the selection of
a subset of relevant genes in order to achieve good classification per-
formance. Several genetic algorithms have been devised to perform this
search task. In this paper, we carry out a study on the role of crossover op-
erator and in particular investigate the usefulness of a highly specialized
crossover operator called GeSeX (GEne SElection crossover) that takes
into account gene ranking information provided by a Support Vector Ma-
chine classifier. We present experimental evidences about its performance
compared with two other conventional crossover operators. Comparisons
are also carried out with several recently reported genetic algorithms on
four well-known benchmark data sets.

Keywords: Microarray gene expression, Feature selection, Genetic al-
gorithms, Support vector machines.

1 Introduction

Recent advances in DNA microarray technologies enable to consider molecular
cancer diagnosis based on gene expression. Classification of tissue samples from
gene expression levels aims to distinguish between normal and tumor samples,
or to recognize particular kinds of tumors [9,2]. Gene expression levels are ob-
tained by cDNA microarrays and high density oligonucleotide chips, that allow
to monitor and measure simultaneously gene expressions for thousands of genes
in a sample. So, the currently available data in this field concern a very large
number of variables (thousands of gene expressions) relative to a small num-
ber of observations (typically under one hundred samples). This characteristic,
known as the “curse of dimensionality”, is a difficult problem for classification
methods and requires special techniques to reduce the data dimensionality (gene
selection) in order to obtain reliable predictive results.

Gene selection for microarray data is a special kind of feature selection that
aims at finding a (small) subset of informative features from the initial data in
order to obtain high classification accuracy [13]. Given the particular characteris-
tic of “curse of dimensionality” of microarray data, gene selection for microarray
data is known to be particularly difficult.

The literature offers a large number of solution methods for gene selection
which are based on genetic algorithms, often combined with other approaches

N. Monmarché et al. (Eds.): EA 2007, LNCS 4926, pp. 243–254, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



244 J.C. Hernandez Hernandez, B. Duval, and J.-K. Hao

[19,6,18,17,8,16,4,22]. For instance, the so-called wrapper approach uses GAs to
search over the space of gene subsets, the fitness of each subset being evaluated
by its classification performance obtained by a given classifier.

In this paper, we are interested in studying the genetic algorithms for gene se-
lection. In particular, we focus our investigation on the very role of the crossover
operator. Indeed, it is now well recognized that among the different components
of a GA, the crossover operator may make a difference if it is carefully designed
for the targeted problem.

The main contributions of the paper is to present in details a highly specialized
crossover operator called GeSeX (GEne SElection crossover) introduced in [12]
and to report extensive comparative studies of GeSeX with two other conventional
crossover operators (uniform and single point). These results help to understand
the behavior of these crossover operators and their relative performance when they
are applied with a GA. Comparisons are also carried out with several recently
reported genetic algorithms on four well-known benchmark data sets.

The paper is organized as follows; in Section 2, we review the main charac-
teristics of Support Vector Machines (SVM) that are used in our approach. In
Section 3, we describe the specialized crossover operator GeSeX and the other
components of our GA. Experimental results and comparaisons are presented in
Section 4 before conclusions are given in Section 5.

2 SVM Classification and Gene Selection

It is common in wrapper approaches for gene selection to use a classifier to eval-
uate the quality of a proposed gene subset. SVM classifier can be used for such
purposes. The originality of our genetic algorithm is that a SVM classifier is
used not only in the fitness evaluation of gene subsets but also in the genetic
operators: actually, the characteristics of the SVM classifier are used to propose
a specialized crossover operator. This section recalls the main characteristics of
SVM and explains how a feature selection process can be guided by the infor-
mations provided by a SVM classifier.

2.1 Support Vector Machines

SVMs have been successfully used for gene selection and classification [11,20,15].
SVMs are state-of-the-art classifiers that solve a binary classification problem by
searching a decision boundary that has the maximum margin with the examples.
SVMs handle complex decision boundaries by using linear machines in a high
dimensional feature space, implicitly represented by a kernel function. In this
work, we only consider linear SVMs because they are known to be well suited
to the datasets that we consider and they offer a clear biological interpretation.

For a given training set of labeled samples, a linear SVM determines an op-
timal hyperplane that divides the positively and the negatively labeled samples
with the maximum margin of separation. A noteworthy property of SVM is that
the hyperplane only depends on a small number of training examples called the
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support vectors, they are the closest training examples to the decision boundary
and they determine the margin.

Formally, we consider a training set of n samples belonging to two classes; each
sample is noted {Xi, yi} where {Xi} is the vector of attribute values describing
the sample and yi the class label.

A soft-margin linear SVM classifier aims at solving the following optimization
problem:

min
w,b,ξi

1
2

‖w‖2 + C

n∑

i=1

ξi (1)

subject to yi (w · Xi + b) ≥ 1 − ξi and ξi ≥ 0, i = 1, ..., n.
In this formulation, w is the weight vector that determines the separating

hyperplane; C is a given penalty term that controls the cost of misclassification
errors. To solve this optimization problem, it is convenient to consider the dual
formulation [5]:

min
αi

1
2

n∑

i=1

n∑

l=1

αiαlyiylXi · Xl −
n∑

i=1

αi (2)

subject to
∑n

i=1 yiαi = 0 and 0 ≤ αi ≤ C.
The decision function for the linear SVM classifier with input vector X is

given by f(X) = w · X + b with w =
∑n

i=1 αiyiXi and b = yi − w · Xi.
The weight vector w is a linear combination of training samples. Most weights

αi are zero and the training samples with non-zero weights are the support
vectors.

2.2 Feature Ranking by SVM

As discussed in [11], the weights of a linear discriminant classifier can be used to
rank the features for selection purposes. More precisely, in a backward selection
method, the idea is to start with all the features and to iterate the removal of
the least informative feature. To determine which feature can be removed, one
can consider the feature that has the least influence on the cost function of the
classification process. For a linear SVM, the cost function is defined by 1

2 ||w||2.
So given a SVM with weight vector w, we can define the ranking coefficient
vector c given by:

∀i, ci = (wi)
2 (3)

Intuitively, that means that in order to select informative genes, the orientation
of the separating hyperplane found by a linear SVM can be used. If the plane
is orthogonal to a particular gene dimension, then that gene is informative, and
vice versa. As we show in the next section, the coefficient vector c can provide a
dedicated crossover operator with very useful ranking information.

3 A Dedicated Genetic Algorithm for Gene Selection and
Classification

Our genetic algorithm for gene selection begins by a pre-selection step that
enables to reduce the gene subset space. For a given microarray dataset, we
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first filter the most interesting genes by the BW ratio criterion introduced in
[7]; the number p of pre-selected genes is fixed at 50. From this reduced subset,
we will determine an even smaller set of genes (typically < 10) which allows
to give the highest classification accuracy. To achieve this goal, we propose a
dedicated Genetic Algorithm which integrates, in its genetic operators, specific
knowledges on our gene selection and classification problem. It relies on a linear
SVM classifier to evaluate each individual and the ranking coefficient vector
of this SVM enables to propose a highly informed crossover operator. In what
follows, we present the main elements of this GA, focusing on the crossover
operator. Other characteristics of our approcah can be found in [12].

3.1 Problem Encoding

An individual I = < Ix, Iy > is composed of two parts Ix and Iy called respec-
tively gene subset vector and ranking coefficient vector. The first part, Ix, is a
binary vector of fixed length p. Each bit Ix

i (i = 1...p) corresponds to a particular
gene and indicates whether or not the gene is selected. The second part, Iy, is a
positive real vector of fixed length p and corresponds to the ranking coefficient
vector c (Equation 3) of the linear SVM classifier. Iy indicates thus for each
selected gene the importance of this gene for the SVM classifier.

Therefore, an individual represents a candidate subset of genes with addi-
tional information on each selected gene with respect to the SVM classifier. The
gene subset vector of an individual will be evaluated by a linear SVM classi-
fier while the ranking coefficients obtained during this evaluation provide useful
information for the evolutonary process.

3.2 SVM Based Fitness Evaluation

Given an individual I = < Ix, Iy >, the gene subset part Ix, is evaluated by two
criteria: the abily to obtain a good classification in this gene subset representation
and the number of genes contained in this subset. More formally, the fitness
function is defined as follows:

f (I) =
CASV M(Ix) +

(
1 − |Ix|

p

)

2
(4)

The first term (CASV M (Ix)) is the classification accuracy obtained with a linear
SVM classifier trained on this subset and evaluated via 10-fold cross-validation.
The second term ensures that for two gene subsets having an equal classification
accuracy, the smaller one is preferred.

For a given individual I, this fitness function leads to a positive real fitness
value f(I) (higher values are better). At the same time, the ranking vector c
obtained from the SVM classifier is calculated and copied in Iy.

3.3 Specialized Crossover Operator [12]

Crossover is one of the key evolution operators for any effective GA and needs
a particularly careful design. As our goal is to obtain small subsets of selected
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genes with a high classification accuracy, we have designed a highly specialized
crossover operator following two fundamental principles: 1) to conserve the genes
shared by both parents and 2) to preserve “high quality” genes from each parent
even if they are not shared by both parents. The notion of “quality” of a gene
here is defined by the corresponding ranking coefficient stored in Iy. Notice that
applying the first principle will have as main effect of getting smaller and smaller
gene subsets while applying the second principle allows us to keep up good genes
along the search process.

Let I =< Ix, Iy > and J =< Jx, Jy > be two selected individuals (parents),
we combine I and J to obtain a single child K =< Kx, Ky > using the following
steps:

1. Extract the subset of genes shared by both parents by boolean logic AND
operator (⊗) and arrange them in an intermediary gene subset vector F .

F = Ix ⊗ Jx

2. For the subset of genes obtained from the first step, extract the maximum
coefficients maxI and maxJ accordingly from their original ranking vectors
Iy and Jy.

maxI = max {Iy
i | i such that Fi = 1}

and
maxJ = max {Jy

i | i such that Fi = 1}

3. This step aims to transmit high quality genes from each parent I and J
which are not retained by the logic AND operator in the first step. These
are genes with a ranking coefficient greater than maxI and maxJ . The genes
selected from I and J are stored in two intermediary vectors AI and AJ

AIi =
{

1 if Ix
i = 1 and Fi = 0 and Iy

i > maxI

0 otherwise

and

AJi =
{

1 if Jx
i = 1 and Fi = 0 and Jy

i > maxJ

0 otherwise

4. The gene subset vector Kx of the offspring K is then obtained by grouping
all the genes of F , AI and AJ using the logical ”OR” operator (⊕).

Kx = F ⊕ AI ⊕ AJ

The ranking coefficient vector Ky will be filled up when the individual K is
evaluated by the SVM based fitness function.

3.4 The General GA and Its Other Components

An initial population P is randomly generated such that the number of genes
by each individual varies between p and p/2 genes. From this population, the
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fitness of each individual I is evaluated using the function defined by the formula
4. The ranking coefficient vector c of the SVM classifier is then copied to Iy.

To obtain a new population, a temporary population P ′ is used. To fill up
P ′, we first copy the two best individuals of P to P ′ (elitism). The rest of P ′

is completed with individuals obtained by crossover and mutation. Precisely,
Stochastic Universal Selection is applied to P to generate a pool of |P | candi-
date individuals. From this pool, crossover is applied 0.49 ∗ |P | times to pairs
of randomly taken individuals, each new resulting individual being inserted in
P ′. Similarly, random mutation is applied 0.49 ∗ |P | times to randomly taken
individuals to fill up P ′. Once P ′ is filled up, it replaces P to become the current
population. The GA stops when a fixed number of generations is reached.

4 Comparison

In this section we present two comparative studies. The first compares the
crossover operator GeSeX with two well-known crossover operators. In the sec-
ond study, we carry out a comparison with four highly effective GA-based gene
selection approaches [17,22,8,16].

4.1 Data Sets

We applied our approach on four well-known data sets that concern leukemia,
colon cancer and two lymphoma data sets.

The leukemia data set consists of 72 tissue samples, each with 7129 gene
expression values. The samples include 47 acute lymphoblastic leukemia (ALL)
and 25 acute myeloid leukemia (AML). The data were produced from Affymetrix
gene chips. The data set was first used in [9] and is available at http://www-
genome.wi.mit.edu/cancer/.

The colon cancer data set contains 62 tissue samples, each with 2000 gene ex-
pression values. The tissue samples include 22 normal and 40 colon cancer cases.
The data set is available at http://microarray.princeton.edu/oncology/affydata/
index.html and was first studied in [2].

The first lymphoma data set is based on 4026 variables describing 47 samples
(24 and 23 of which are respectively considered as GC B-Like samples and ac-
tivated B-Like samples). The data set was first analyzed in [1]. The data set is
available at http://llmpp.nih.gov/lymphoma/data.shtml.

The second lymphoma data set contains 58 patients with DLBCL each with
7129 gene expression values, 32 with cured disease and 26 with fatal or refractory
disease. This is available at http://broad.mit.edu/cgi-bin/cancer/datasets.cgi.
The data set was reported in [21].

Prior to running our method, we apply a linear normalization procedure to
each data set to transform the gene expressions to mean value 0 and standard
deviation 1.
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4.2 Comparison of Crossover Operators

The purpose of the first experiment is to evaluate the performance of two well
known crossover operators (single point and uniform crossovers) against our
GeSeX crossover operator. The evaluation takes into account two aspects: the
capacity to generate new potentially promising individuals and the ability to keep
a diversified population. Both characteristics are very important in the whole
search process because they represent the classical trade-off between exploration
and exploitation.

The first criterion is measured by the quality of the best individual of a pop-
ulation. For an individual, that is a gene subset, we measure its quality by the
classification accuracy of a SVM classifier built on this gene subset. This ac-
curacy is evaluated via a 10-fold cross validation, so for an individual I, it is
exactly CASV M (Ix) (see Section 3). The population diversity is calculated with
the entropy measure proposed in [10] and recalled in Equation 5, where nij rep-
resent the number of times the gene i is set to the value j in the population P .
This function takes values in the interval [0, 1]. An entropy of 0 indicates that
all the individuals in the population are identical, while an entropy of 1 means
that all the individuals are different.

Entropy (P ) =

∑n
i=1

∑1
j=0

(
nij

|P |
)

log
(

nij

|P |
)

nlog2
(5)

In order to enable a fair comparison, all the crossover operators were tested under
the same conditions on three microarray datasets (Colon, Leukemia and the first
lymphoma data set [1]). The following parameters were used in this experiment:
a) population size |P | = 100, b) maximal number of generations is fixed at 100.
We use a classical mutation where each bit of an individual has a mutation
probabilty of 0.3. For the single point and uniform crossover operators, we use
a crossover probability of 0.5, whereas the general settings for GeSeX operator
are explained in subsection 3.4.

Due to the non deterministic character of GA, 10 independent runs were ex-
ecuted for each dataset/operator combination. The results are shown in figure 1
and in figure 2.

In figure 1 the X axis represents the number of generations, while the Y axis
represents the accuracy of the best individual of a population, both averaged
over the 10 runs. This figure shows clearly that the GeSeX operator allows us
to obtain better results for the three datasets because it constantly reaches a
higher classification accuracy. More specifically, let us examine the case of the
Leukemia dataset. With the GeSeX operator, an average accuracy of 98.611%
is rapidly reached by the best individual within 20 generations, meaning that
for each of the 10 experiences, only one sample out of the 72 is misclassified in
the cross-validation process. With the two other crossover operators, an average
accuracy is onlt around 96% because in most experiences 3 examples out of
72 is misclassified and for one or two experiences, two samples out of 72 are
misclassified. We can notice also that after 90 generations, the curve for GeSeX
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Fig. 1. Average classification accuracy of the best individuals of populations for Single
point, Uniform and GeSeX crossover operators using three microarray datasets
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Fig. 2. Population entropy for Single point, Uniform and GeSeX crossover operators

leaves the stage of 98.611% because for one or two experiences among the 10,
the best individual reaches the maximal accuracy of 100%.

In figure 2 we show how the population entropy evolves with the number
of generations. Each point represents the average population entropy over all
runs. Observe that GeSex keeps a higher population entropy that the other
crossover operators. Therefore GeSex provides a good balance between quality
and diversification of the population.

4.3 Comparison with Other Genetic Algorithms

In this section we carry out a comparison of our GA+GeSeX with four highly
effective GA-based gene selection approaches.

Genetic Approaches. In [17] the authors propose a gene selection method
that relies on two steps. The first step is a pre-selection that rank the genes
according to an original filtering criterion proposed by the authors; the top
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genes are selected to construct a reduced search space, that the GA explores in
order to minimize the number of selected genes. Their GA is a classical one with
a multiple-point crossover. The paper reports the best classification accuracies
estimated by LOOCV on the whole set of samples for a single run. Notice that
the lymphoma data set is the one analysed in [21] and they find an final subset
with 11 selected genes. For the colon cancer, they report a subset with 9 selected
genes and for the leukemia data set they select a subset of 8 genes.

In [22] the authors propose a hybrid algorithm using SVM and GA. In the
first step of their approach, a gene subset of size p is selected by Least Square
Support Vector Machine to construct the search space of the GA. In the second
step, they apply a GA to carry out gene selection. The particularity of their GA
is that crossover and mutation operators are designed to keep the same number
p of genes. So their objective is to explore all the subsets of size p in order
to find the best one. The fitness function of a gene subset uses the information
entropy of the classes represented on that gene subset. When the GA terminates,
they evaluate the quality of the selected gene subset by the accuracy of a SVM
classifier. For colon cancer, the test set has 32 samples and the best accuracy
(over one run) is obtained with 20 selected genes. For leukemia, the test set has
34 samples and their best result is obtained with 15 selected genes.

In [8] the authors propose a genetic method that is not a wrapper approach:
the GA explores the space of subsets and each candidate subset is evaluated by
two clustering measures. The idea is to consider the two classes of the data set
as two given clusters and to compare the quality of the clusters when the gene
subset used to represent the data is changed. Such a GA-Filter approach requires
a lower computational burden since the fitness evaluation does not require a
classifier training. For each data set, 10 runs of GA-Filter are executed and
each time, the gene subset selected by GA-Filter is evaluated by a classification
experiment where different classifiers are tried. The paper presents the average
and standard deviation of the classification accuracy over these 10 runs. We
retain for comparison the best result reported in the paper, for each dataset that
we consider. Notice that the lymphoma is the one presented in [1]. The number
of selected genes were respectively 15, 17 and 10 together with respectively 34,
22, and 13 testing samples for the leukemia, colon and lymphoma datasets.

In [16] the authors combine SVM and GA in another way. Their SVM uses a
kernel function that combines a set of simple kernel functions and they propose
a new learning method exploiting Evolutionary Algorithm technique to obtain
an optimal decision model. So their genetic search aims to find out the optimal
set of features but also the optimal set of parameters for the combined kernel
function. The average of the classification accuracy over 10 independent runs is
provided for colon and leukemia datasets. The number of selected genes were 15
in both datasets.

Experimental Context and Results of Comparison. In order to compare
our approach with each of these four works, we apply our genetic algorithm
to each data set with exactly the same experimental conditions as those re-
ported in the corresponding paper. More precisely, we fix the number of genes in
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Table 1. Comparison of four GA-based selection approaches and our method. The
table gives the number of genes and the classification accuracy reported by each author
(Reported) and the classification accuracy obtained by our approach (GeSeX) when
we fix the number of genes to the value used in the corresponding paper.

[17] [22] [8] [16]
Data set Reported GeSeX Reported GeSeX Reported GeSeX Reported GeSeX
Leukemia 8 98.6 100 15 97.1 100 15 99.70 98.82 15 77.06 98.82
Colon 9 95.1 100 20 90.6 93.75 17 77.50 85.9 15 75.33 86.0
Lymph.[1] - - - - 10 96.15 96.92 - -

Lymph.[21] 11 100 100 - - - - - -

our method, that means that for each data set and each previously cited work
[17,22,8,16], we determine which classification accuracy can be obtained by our
GA for the number of genes reported in this work. Moreover, we evaluate the
classifier accuracy with the same number of runs: for [17] and [22], the result is
the best accuracy obtained in one run while for [8] and [16], this is the average
over 10 runs. We also use the same test samples as the authors for each dataset,
this is important because previous studies have shown that the accuracy esti-
mate may be biased and may have an important variance [3]. In this experiment,
our genetic algorithm uses also a specialized mutation operator [12] that uses
ranking information provided by the SVM and stored in the ranking coefficient
vector Iy to eliminate ”mediocre” genes.

Table 1 summarizes the comparison: the number of genes and the classifica-
tion accuracy reported in the papers are in front of the classification accurary
obtained by our method. Some cells of the table contain no information because
the experiment on the corresponding data set is not available in the papers.

From Table 1, we observe that the results of our GA are better than those
published results, except for the result of leukemia reported in [8]. As indicated,
in these experiments we restrict our method to consider the same number of
selected genes as in the reported works. In fact, our method is able to optimize
two criteria: the number of selected genes and the classification accuracy. So,
our method is able to select smaller subsets of informatives genes with high
classification accuracy. Concretely, we have experimented our method on 50 trials
for Leukemia and Colon data sets and we obtain the following results [12]. For
Leukemia, the number of selected genes was respectively 3.17±1.16 and the
accuracy (evaluated by a 10-fold cross validation) was 91.5±5.9; for Colon, the
number of selected genes was 7.05±1.07 and the accuracy was 84.6±6.6. Those
numbers cannot be compared with [17] and [22], which do not provide averaged
results but they are comparable with those of [16,8] and better in the sense that
the number of genes is smaller.

5 Conclusions and Future Work

We have presented a study on the role of the crossover operators for gene se-
lection of microarray data. We have presented a specialized crossover operator
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GeSeX that is used in a wrapper genetic algorithm. Contrary to conventional
crossover operators, GeSex takes into account the information provided by the
SVM classifier used by our fitness function.

Our experimental analysis shows that this crossover operator behaves more
efficiently than traditional crossover operators and that it ensures a good trade-
off between exploration and exploitation of the search space. We also compare
our GA+GeSeX approach to other recently proposed GA devoted to the task
of gene selection and classification of microarray data. These experimentations
show that GA+GeSex gives globally very competitive results.

We are currently studying alternative fitness functions to provide a more
effective guidance of the genetic process. Moreover we are developing a local
search based mutation operator in order to intensify the genetic search.
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Abstract. We aim to construct an automatic system for the discov-
ery of collision-based universal cellular automata that simulate Turing
machines in their space-time dynamics using gliders and glider guns.

In this paper, an evolutionary search for glider guns with different
parameters is described and other search techniques are also presented as
benchmark. We demonstrate the spontaneous emergence of an important
number of novel glider guns discovered by genetic algorithms.

1 Introduction

The emergence of computation in complex systems with simple components is
a hot topic in the science of complexity [1]. A uniform framework to study
emergent computation in complex systems are cellular automata [2]. They are
discrete systems in which an array of cells evolves from generation to generation
on the basis of local transition rules [3].

The well-established problems of emergent computation and universality in
cellular automata has been tackled by a number of people in the last thirty
years [4], [5], [6], [7], [8] and remains an area where amazing phenomena at the
edge of theoretical computer science and non-linear science can be discovered.

The most known universal automaton is the Game of Life [9]. It was shown
to be universal by Conway [10] who employed gliders and glider guns. Gliders
are mobile self-localized patterns of non-resting states, and glider guns are pat-
terns which, when evolving alone, periodically recover their original shape after
emitting some gliders.

The search for gliders was notably explored by Adamatzky et al. with a phe-
nomenological search [11], Wuensche who used his Z-parameter and entropy [12]
and Eppstein [13]. Sapin et al. have considered the emergence of gliders-based
universality by use of a genetic algorithm [14].

We aim to construct an automatic system for the discovery of computationally
universal cellular automata, spatially. Inspired by the link between universality
and the presence of gliders and glider guns in cellular automata, we are here
interested in the emergence of glider guns. In this paper, three search methods
for glider guns are compared.

N. Monmarché et al. (Eds.): EA 2007, LNCS 4926, pp. 255–265, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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The paper is arranged as follows: Section 2 describes previous related work.
Section 3 sets out the characteristics of the search methods. Then the result of
the best search method are described in Section 4. The last section summarizes
the presented results and discusses directions for future research.

2 Previous Work

In this section, some previous work about cellular automata are presented. Brief
descriptions of some search methods are given. Then some previous work about
using an evolutionary approach to search for automata are presented.

2.1 Cellular Automata

In [15], Wolfram studies the space I of 2D isotropic CA, with rectangular 8-cell
neighbourhoods: if two cells have the same neighbourhood states by rotations
and symmetries, then these two cells take the same state at the next generation.
There are 512 different rectangular 8-cell neighbourhood states. An automaton
of I can be described as shown figure 1 by telling what will become of a cell in
the next generation, depending on its subset of isotropic neighbourhood states.

There are 102 subsets of isotropic neighbourhood states, meaning that there
are 2102 different automata in I.

2.2 Search Methods

In order to search for universal automata, we have examined the search methods
such as monte carlo, taboo search [16] and an evolutionary algorithm [17], as
briefly described here.

Fig. 1. The squares are the 102 neighbourhood states describing an automaton of I.
A black cell on the right of the neighbourhood state indicates a future central cell.
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The monte carlo method consists solely of generating random solutions and
testing them.

Tabu search traverses the solution space by testing mutations of an individual
solution. Tabu search generates many mutated solutions and moves to the best
solution of those generated. In order to prevent cycling and encourage greater
movement through the solution space, a tabu list is maintained of partial or
complete solutions. It is forbidden to move to a solution that contains elements
of the tabu list, which is updated as the solution traverses the solution space.

Evolutionary algorithms have been used with cellular automata in a number
of ways, after [18].

2.3 Evolving Cellular Automata

Previously, several good results from the evolution of cellular automaton rules
to perform some useful tasks have been published. Mitchell et al. [19,20,21,22]
have investigated the use of evolutionary computing to learn the rules of uniform
one-dimensional, binary cellular automata. Here a Genetic Algorithm produces
the entries in the update table used by each cell, candidate solutions being
evaluated with regard to their degree of success for the given task — density
and synchronization.

Sipper [23] has presented a related approach, which produces non-uniform
solution. Each cell of a one or two-dimensional cellular automata is viewed as a
genetic algorithm population member, mating only with its lattice neighbours
and receiving an individual fitness. He shows an increase in performance over
Mitchell et al.’s work, exploiting the potential for spatial heterogeneity in the
tasks. Koza et al. [24] have also repeated Mitchell et al.’s work, using Genetic
Programming [25] to evolve update rules. They report similar results.

3 Search for Glider Guns

This section describes the used search for glider guns. To compare the parameters
of the search methods, glider guns that emitting the glider in figure 2 are searched
for. The first search method is an evolutionary algorithm. Monte carlo algorithm
and tabu search are also used as benchmark.

3.1 Evolutionary Algorithm

The parameters of the evolutionary algorithm are described here. The choice to
try different parameters has been taken to find the best ones.

Fitness Function
Two fitness functions have been tried.
– First fitness function

The computation of the fitness function is based on the one used in [26].
A random configuration of cells is evolved by the tested automaton. After
this evolution, the presence of gliders G is checked by scanning the result
of the configuration of the cells. The value of the fitness function is the
number of gliders that appeared divided by the total number of cells.
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Fig. 2. The glider emitted by the searched glider gun

– Second fitness function
The computation of the second fitness function is based on the first one.
A random configuration of cells is evolved by the tested automaton.
After this evolution, the presence of gliders G is checked by scanning the
result of the configuration of the cells. The size of the biggest square S
without cells in the evolved configuration of cells is computed. The value
of the fitness function is the multiplication of the number of gliders that
appeared by the size of the square S.

Initialization
The search space is the set I described in Section 2. Cell-state transition
table can describe an automaton of this space. An individual is an automaton
coded as a bit string of 102 Booleans representing the values of a cell at the
next generation for each neighbourhood state.

The research has been guided by chosing automata for initialisation that
accept the glider of figure 2. In order to chose these automata, the 102 bits of
an automaton are divided into two subsets. The first subset, called invarious
subset, is the neighbourhood states used by the glider G and their values
are determined by the evolution of G. The process that determines these
neighbourhood states is detailed for the glider of figure 2 in the figure 3. The
other neighbourhood states are in the second subset, called unused subset,
and are initialised at random.

The population size is 100 individuals.
Genetic Operators

The research has been guided again by chosing mutated automata that still
accept the glider of figure 2. The mutation function then simply consists of
mutating one bit among the second subset of the 102 bits. The rates 1,5 and
10 percent are tried, together with three crossover operators.
– No crossover

The genetic algorithm is tried without crossover.
– Central point

A single point crossover with a locus situated exactly on the middle of
the genotype is tried.

– Random point
A last kind of recombination is tried with a single point crossover with
a locus randomly situated.
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Fig. 3. Detail of the construction of set of neighbourhood states that are used by a
glider
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A linear ranking selection and a binary tournament selection of size 2 are
tried.

Evolution Engine
An elitist strategy in which the best half of population is kept and a non-
elitist strategy in which the new population is made of only children are
tried.

Stopping Criterion
The presence of a glider gun is continuously checked. The test is inspired
by Bays’ test [27] and also used in [28]. After the evolution of the random
configuration of cells, the pattern is isolated and tested in an empty universe.
If a pattern P reappears at the same place with gliders around then the
pattern P is a glider gun. When a glider gun is found the algorithm stops.

Some executions of the algorithm can be very long so the choice to stop the
algorithm if better automata are not found has been taken. Then the value
of the fitness function and the generation of the best rule are memorized.
If after ten new generations the algorithm has not found a better rule the
algorithm stops.

Thanks to these stopping criteria, an execution of the algorithm stops
after an average of 38 generations.

3.2 Monte Carlo Method

In one million randomly generated automata, the presence of glider guns after
the evolution of a random configuration of cells was tested. The test is the one
used for the stopping criterion of the algorithm described in Section 3.1. There
are not any guns found by this method.

3.3 Tabu Search

A random automaton A is generated, two fitness functions are tried to measure
the performance of this automaton:

All the automata obtained by mutating one bit among the unused subset, as
described section 2.5, are tested by the fitness function. The best one who is not
in a list L of the last chosen automaton is chosen to become the new automaton
A. The sizes of 10, 100 and 1000 are tried for the list L. The presence of glider
guns is checked in all the tested automata.

The algorithm stops when the best automaton, among the automata obtained
by mutation, who is not in a list L is not better than the current automaton.
With this stopping criterion, an execution of the algorithm stop after an average
of 49, 42 and 35 generations depending on the size of the list L.

3.4 Discussion

For each of the values of the parameters, the number of executions which find a
gun are shown in table 1.

The best parameters for the evolutionary algorithm, among the tested ones,
are a mutation rate of 1, a non elitist strategy, a tournament selection and a
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Table 1. Number of executions from a total of 100 per experiment that find a gun
under a given combination of parameters or operators. The three numbers correspond
to the 1,5, and 10 mutation rates. No guns were found with the monte carlo algorithm.

central crossover and second fitness function. The evolutionary algorithm with
these parameters have been chosen to obtain the glider guns described in the
next Sections.

The good results of the central crossover can be explained by the fact that
the first 51 neighbourhood states determine the birth of cells, while the other
51 determine how they survive or die. The elitist strategy that kept half of the
population is worse than the non-elitist strategy. An elitist strategy that just
kept one parent could be tried, however.

The results of a monte carlo algorithm and tabu search,presented as bench-
marks, are not as good as the evolutionary approach. The results of the evolu-
tionary algorithms without crossover are about the same of the tabu search.

4 Results of the Algorithm

The results of the genetic algorithm with the best parameters for the glider in
figure 2 are described here.

4.1 Number of Guns

In order to determine how many different glider guns were found, an automatic
system that determines if a gun is new is required. So, in order to determine if a
gun is new, the set of neighbourhood states used by the given gun are compared
to the ones of the other guns. For each gun and each neighbourhood state, three
cases exist:
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Fig. 4. Evolution of the percentage of new guns among 1000 different found guns

– The neighbourhood state is not used by this gun.
– The neighbourhood state is used by this gun and the value of the central

cell at the next generation is 0.
– The neighbourhood state is used by this gun and the value of the central

cell at the next generation is 1.

Two guns are different iff at least one neighbourhood state is not in the same
case for the two guns.

Thank to this qualification of different guns leads, through the experimenta-
tions, 10008 different glider guns were discovered. All these guns have emerged
spontaneously from random configurations of cells. The 10008 guns can be found
in [29] in Life format.

The total number of different guns findable by this algorithm is unknown but
the evolution of the percentage of new guns among the last 1000 different found
guns is given by the figure 4.

In order to estimate the total number of different guns findable by this algo-
rithm, Suppose each gun has the same probability to be found.

Let N be the total number of guns findable by this algorithm. The probability
of a gun found by the algorithm to be new would be 1 − 10008/N . The number
of new guns among the last 1000 different found guns is 755. So the total number
of guns findable by the algorithm could be estimated by N = 10008 ∗ 1000/245
about 40849.

4.2 The Most Discovered Gun

The most discovered gun is shown figure 5. This gun emits two gliders toward
two opposite directions. These two gliders are lined up and dephased. This gun
is exhibited by the rule in figure 6.

5 Synthesis and Perspectives

This paper deals with the emergence of computation in complex systems with
local interactions. A search for glider guns has been presented, building on pre-
vious work in [26,28].
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Fig. 5. The most discovered gun during a period

Fig. 6. The transition rule of the cellular automata in which the most discovered gun
during a period was discovered

In particular, monte carlo method, tabu search and evolutionary algorithms
are explored with different parameters. The best results are found for an evo-
lutionary algorithm. The experimentation showed that cross over in the evo-
lutionary algorithm plays a key role in the search process. Future work will
consider other search techniques like a meta-EA to explore the search space of
operators/rates could be implemented.

The algorithm succeeded in finding 10008 glider guns [29] for the glider of
figure 2. The discovery of the emergence and existence of so many different
glider guns for the same glider represent a contribution to the area of complex
systems that considers computational theory.

Further goals can be to find all the glider guns possible and to calculate how
many automata exhibit these guns. All these automata may be potential can-
didates for being shown universal automata thanks to an automatic system for
the demonstration of universal automata that can be developed. Then, another
domain that seems worth exploring is how this approach could be extended to
automata with more than 2 states or more than 2 dimensions.
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Future work could also calculate for each automata some rule-based param-
eters, e.g., Langton’s lambda [30]. All automata exhibing glider guns may have
similar values for these parameters that could lead to find areas between chaos
and order, to a better understanding of the link between the rule transition and
the emergence of computation in cellular automata and therefore the emergence
of computation in complex systems with local interactions.
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Abstract. Genetic art is a recent art form generated by computers based on the 
genetic algorithms (GAs). In this paper, the components of a GA embedded into 
a genetic art tool named AMUSE are introduced. AMUSE is used to generate 
improvised melodies over a musical piece given a harmonic context. Population 
of melodies is evolved towards a better musical form based on a fitness func-
tion that evaluates ten different melodic and rhythmic features. Performance 
analysis of the GA based on a public evaluation shows that the objectives used 
by the fitness function are assembled properly and it is a successful artificial in-
telligence application. 

1   Introduction 

Evolutionary art allows the artists to generate complex computer artwork without a 
need to delve into the actual programming used. This can be provided by creative 
evolutionary systems. Such systems are used to aid the creativity of users by helping 
them to explore the ideas generated during the evolution, or to provide users new 
ideas and concepts by generating innovative solutions to problems previously thought 
to be only solvable by creative people [1]. In these systems, the role of a computer is 
to offer choices and a human is to select one. This can be achieved in two ways. The 
choices of the human(s) can be used interactively or can be specified before and get 
autonomous results without interaction with the computer. The latter art form is also 
referred as the genetic art. In any case a human specifies some criteria and the com-
puters are used for their capacity to investigate large search spaces. Composing a 
musical piece involves many stages, but surely, search forms a substantial part. 
Searching the right notes and durations can be an example. The existence of such a 
search process might require a pruning process to throw out the useless or unsuitable 
ideas. Musical composition can be considered as an exploration for an optimal musi-
cal piece in a very large search space.  

Genetic algorithms (GAs) represent a class of algorithms used for search and opti-
mization inspired from the natural evolution. They were rediscovered by J. Holland 
[6], and have been used to solve many difficult problems [5, 11, 12]. In GAs, a set of 
chromosomes, representing candidate solutions is evolved towards an optimal solu-
tion. This set is referred to as population. A chromosome consists of genes, where 
each gene receives a value from an allele set. The most common representation 
scheme is binary encoding that uses {0, 1} as an allele set. Depending on the problem, 
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other appropriate encodings are allowed. In an evolutionary cycle, a set of genetic 
operators, such as, crossover and mutation is employed on initially randomly gener-
ated chromosomes. Good building blocks, possibly some part of an optimal solution 
are maintained within the population during the evolutionary process, while the poor 
ones are pruned based on an evaluation measured by a fitness function. With these 
properties, GAs can be considered as a suitable approach for generating musical com-
position. At the first glance, it might seem to be impossible for an algorithm to simu-
late the creative thinking process of a human. But GAs have achieved considerable 
results in the artistic fields. 

The suitability of GAs for musical composition is researched and explained by 
Jones et al. [2]. The opportunities for evolutionary music composition are presented 
by Brown in [3]. Probably one of the most famous software about the topic is GenJam 
by Biles [4]. It uses an interactive GA to generate jazz solos over a given chord pro-
gression. Jacob also used interactive GA to implement a composing system and did 
research on the algorithmic composition [7, 8]. Papadopoulos et al. [13] and Wiggins 
et al. [16] produced a similar work to Biles. Instead of user intervention for evalua-
tion, a fitness function is utilized in their implementation. Amnuaisuk et al. studied 
harmonizing chorale melodies [14]. 21 different melodic features of a musical fitness 
function are presented in [15]. Johnson used an evolutionary algorithm to generate 
melodies in the style of church hymnody and presented important fitness objectives 
for this purpose [9].  

In this paper, a creative GA is presented. It is embedded into a Java user interface 
as a musical expert, named as AMUSE for generating improvised melodies over a 
musical piece given a harmonic context. AMUSE integrates a modified representation 
scheme and different fitness objectives under a GA approach for generating melodies 
automatically without a human feedback. The evaluation of such a subjective work is 
not trivial. In this study, the implementation is evaluated with respect to the GA per-
formance, influence of each objective within GA and the variance of the generated 
melodies from that of a human composer by a group of human listeners.  

In the next section, an overview of the GA used is presented. The representation 
scheme is explained in detail with examples and descriptions are given on how the 
genetic operators work. In Section 3, the objectives are explained and illustrated with 
example cases. In Section 4, the results of three different public evaluations are pre-
sented and finally, the conclusions derived from those evaluations are discussed and 
the performance of AMUSE is assessed in different aspects.  

2   A Genetic Algorithm for Generating a Melody 

AMUSE (A MUSical Evolutionary assistant) is a graphical user interface with which 
a user controls the parameters of GA and the attributes of the melody or solo to be 
generated as illustrated in Fig. 1. AMUSE can be downloaded from the web address: 
http://cse.yeditepe.edu.tr/ARTI/projects/AMUSE. AMUSE allows a user to load the 
musical piece (substructure) for which an improvised melody will be generated in 
MIDI format (see http://www.midi.org for more).  
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Fig. 1. A snapshot of AMUSE graphical user-interface 

The GA requires a special representation scheme for generating melodies. The first 
scheme that comes to mind is having each gene to denote a musical note. Unfortu-
nately, such a scheme is not sufficient alone, since it does not cover the duration of 
each note. This problem can be overcome by keeping two different allele values at 
each locus in a chromosome; a musical note and a rhythmic value. But, this produces 
another problem. The duration of each separate note can only be changed during mu-
tation, limiting the variety of different rhythmic patterns. The representation scheme 
used in AMUSE addresses these issues.  

The GA in AMUSE makes use of the traditional operators whose related parame-
ters are chosen with respect to the chromosome length. One point and two point 
crossovers are both used with equal probability. One of them is employed to each 
selected individual pairs (mate) in the population. During the preliminary experi-
ments, it is observed that this hybridized crossover performs better than applying just 
one type of crossover. All mates are chosen using tournament selection with a tour 
size of four. The population size is one third of the chromosome length. The offspring 
pool size is the same as the population size. The traditional trans-generational re-
placement scheme is used. The mutation operator in AMUSE randomly perturbs an 
allele within an allowed range using a mutation rate of 1/chromosome-length. Choice 
of default values for GA parameters is arbitrary and based on the previous studies in 
[10-12]. AMUSE allows the user to modify these default values. 
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2.1   Representation 

In AMUSE, a chromosome (individual) encodes an improvised melody having the 
contribution of some other parameters. An allele (set of values a gene can have) value 
represents the order of a note in a given scale. The advantage of this representation 
scheme is that it is impossible to generate non-scale notes. For example, a ‘4’ indi-
cates the 4th note in the corresponding scale, ‘0’ indicates a rest. The maximum al-
lowed allele value indicates a hold event that makes the previous note to continue. 
Although the representation scheme is similar to the one used in GenJam [4], there 
are some differences. In GenJam, there are two different populations: measure and 
phrase populations. An individual in the measure population maps to a sequence of 
MIDI events. An individual in the phrase population maps to the indices of measures 
in the measure population. But, in AMUSE, a single population of individuals is 
maintained; each individual corresponds to a whole melody. Another difference is 
that; in our implementation, the range of the notes can be expanded or narrowed and 
the durations represented by each gene can be adjusted. 

As stated before, some additional information is required to obtain the actual musi-
cal notes from the chromosome. For example, durations of the notes are needed. 
Those durations are derived from two values; one of them is the hold event. Hold 
events in a chromosome stretch the duration of the notes that are placed right before 
them in a chromosome. The other one is the rhythmic value that is defined the same 
for all genes. This value provides us the duration of each note identified by a gene 
(e.g. ‘Eighth Note’ or a ‘Whole Note’). In a way, the rhythmic value specifies the 
shortest note that can be heard in the melody. On the other hand, it is a parameter that 
increases (decreases) the search space size with the chromosome length when the 
duration represented by each gene is shortened (elongated). Such relevant information 
can be entered into the AMUSE as a user preference, providing more flexibility  
 

 
 
 

0 10 8 7 5 0 15 1 3 5 15 15 6 7 10 15 14 15 15 0 

 

 

Fig. 2. (a) Gene values and the corresponding eighth notes in C Major Scale (b) An example 
chromosome, and (c) The actual notes that might be decoded from that chromosome 
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for the user over the melody. Also, the maximum allele value can be adjusted for 
expanding or narrowing the pitch range of the melody to be generated. Furthermore, 
the beginning note can be modified for shifting the pitch range to higher or lower 
octaves. This value is added to all of the alleles when creating the melody from the 
genotype and it takes the melody to higher or lower octaves.  

As an example; assuming that the given scale is C Major, the rhythmic value of all 
notes is a quarter note, the maximum allowed allele value (hold event) is 15 (corre-
sponds to a pitch range of two octaves for a seven-note scale) and the beginning note 
of the pitch range is A2 (the third lowest A note in a piano). According to these pa-
rameters, mapping of the gene values and musical notes are shown in Fig. 2 (a) and 
the example chromosome in Fig. 2 (b) is decoded as in Fig. 2 (c). But, sometimes the 
user might not want to generate a melody using just a single pitch and scale. Then, 
each gene will be mapped to a different scale and pitch. In such a case, the same 
mechanism can be still employed. Only, the values in a chromosome will be mapped 
to the actual notes based on different scales and pitches. 

3   Objectives and the Fitness Function 

One of the most important components of a GA for generating a pleasant melody is 
the fitness function. Fitness function can evaluate ten different objectives (Eq. 1). 
Some of these objectives are also used by Johnson in a different manner [9]. Note that 
some objectives might not be evaluated depending on the user’s preferences. Eight 
objectives (f1 to f5 and f8 to f10) generate a value in [0,1) for a given candidate melody 
x that are equally weighted with wi=1/|no.of_objectives_used|. Two of them (f6 and f7) 
check for some condition and apply punishment, generating a value in (-1,0]. Fitness 
value varies in the range (-2,1). A higher fitness value denotes a better melody. 

   ∑
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Objectives can be divided into two groups; core and adjustable objectives. Core 
objectives can not be manipulated by the user, whereas the adjustable objectives are 
maintained according to the initial preferences of a user: 

• Core objectives: Chord note (f1), relationships between notes (f2), directions of 
notes (f3), beginning note (f4), ending note (f5), over fifth (f6), drastic duration 
change (f7)  

• Adjustable objectives: Rest proportion (f8), hold event proportion (f9), pattern 
matching (f10) 

Chord note objective checks whether an actual note decoded from a gene is in the 
notes of the chord of the same beat or not. The objective value denotes the percentage 
of such notes over all notes. This evaluation is provided only when a chord file is 
defined. Otherwise, only the scale is known and this objective is not considered.  

Several different type of relationship between notes are analyzed and evaluated. 
The objective function for the relationships between notes returns a weighted sum of 
all sub-objective values. All consecutive notes are considered one by one. The  
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number of such note groups is counted with respect to the category each of them falls, 
returning the sub-objective value. In order to get an overall evaluation of the objec-
tive, a scaling that will be referred as overall scaling is performed by dividing the 
total by the number of actual notes minus one. The sub-objectives are as follows: 

• One Step (Fig. 3 (a)): Next note’s scale degree is one step higher or lower than the 
previous note's degree. When the notes belong to different scales, it is checked 
whether the next note is one or two half steps higher or lower. The weight is 1.0. 

• Two Steps (Fig. 3 (b)): Next note’s scale degree is two steps higher or lower than 
the previous note's degree. When the notes belong to different scales, it is checked 
whether the next note is three or four steps higher or lower. The weight is 1.0. 

• Same Note (Fig. 3 (c)): Next degree is the same as the previous degree. (0.9). 
• Three Steps (Fig. 3 (d)): Next note’s scale degree is three steps higher or lower 

than the previous note's degree. When the notes belong to different scales, it is 
checked whether the next note is five steps higher or lower. The weight is 0.8. 

• Four Steps (Fig. 3 (e)): Next note’s scale degree is four steps higher or lower than 
previous note's degree. When the notes belong to different scales, it is checked 
whether the next note is six or seven steps higher or lower. The weight is 0.7. 

 

     
 

Fig. 3. Examples of relationships between notes in C major scale 

When the tonal distance between two consecutive notes becomes smaller, it is more 
likely that they will sound better. If the tonal gap between notes becomes larger, then 
the notes should be carefully organized to provide a better sound. Therefore, higher 
weights are assigned for smaller tonal distances to get a melody progressing with 
small steps. 

In music, direction, in other words, contour of the melody is also important. A mel-
ody might fall, rise or stay stable (Fig. 4). The objective function for the directions of 
notes evaluates three sub-objectives simultaneously where each objective counts the 
note triplets that fall into their category in a given melody. The note triplets represent all 
three actual consecutive notes in the melody. Finally, overall scaling is performed on the 
weighted sum of all sub-objective values by the number of actual notes minus two: 

• A Falling Melody (Fig. 4 (a)): This sub-objective checks whether a given three 
consecutive actual notes form a falling melody or not. The weight is 1.0. 

• A Rising Melody (Fig. 4 (b)): This sub-objective checks whether a given three 
consecutive actual notes form a rising melody or not. The weight is 1.0. 

• A Stable Melody (Fig. 4 (c)): All three notes are the same. The weight is 0.9. 

We do not desire the generated melodies to change direction up and down rapidly, 
because that sounds unpleasant in general. Instead, a smoothly flowing melody is 
desired that has a progress in one direction for a while. The weights of the falling and  
 

 (a)    (b)    (c)  (d)    (e) 
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Fig. 4. Example of (a) a falling melody, (b) a rising melody, and (c) a stable melody 

rising melodies are set to higher values as compared to the stable melodies to support 
these sub-objectives. Notice that the stable melodies are not ignored completely, since 
they might still generate a pleasant sound. 

The beginning of a musical piece is important. It is like an introduction or a starting 
step for the song or music. This objective function returns 1.0 for a candidate melody, 
if it starts with the root note of the scale, since it is always harmonically correct and 
never disturbs the listener. Similarly, the ending is like a conclusion for a musical 
piece and the root note of the corresponding scale is again a good choice for an end-
ing note, since, we hear all the notes in a song relative to the root. Due to this affect, 
the same notes in different songs raise different feelings. As a result, ending a melody 
with a base sound resolves the music comfortably. This objective function also returns 
1.0 for a candidate melody, if it ends with the root note of the corresponding scale. 

Over fifth objective is a complementary objective to the relationships between 
notes objective. All pairs of consecutive notes in a candidate melody are scanned. The 
objective function checks if the next note’s scale degree is more than four steps higher 
or lower than the previous note’s degree for each pair. Such pairs are counted and an 
overall scaling is performed by the number of actual notes minus one. The objective 
function punishes such tendencies that might generate unpleasant solo by returning a 
negative value of the scaled count. An example over fifth violation in C Major Scale 
is shown in Fig. 5 (a). A is the 6th note from C in C Major Scale. 

Drastic duration changes between consecutive notes might sound disturbing. 
Hence, this objective function punishes such occurrences in a melody by checking the 
proportion of the duration of two consecutive notes. All pairs generating a proportion 
that is more than four are counted. After an overall scaling is performed by the num-
ber of actual notes minus one, the objective function returns a negated value. An ex-
ample duration change violation is shown in Fig. 5 (b). C is a whole note and F is an 
eighth note in this example. 

Rests can make the melodies more pleasant as if providing breaks in the melody. 
Rest proportion is the ratio of the total rest durations to the overall duration. User 
determines an expected value, denoted by rpr beforehand. Then, AMUSE attempts to 
arrange a melody carrying a rest proportion as close as possible to the rpr. For a  
 

     

Fig. 5.  Example of (a) an over fifth violation in C Major Scale, (b) a drastic duration change 

(a)  (b) (c) 

(a)    (b)
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candidate melody x, given that the rest proportion is denoted by z = restPropOf(x), 
then the objective returns f8(x) = –200(restPropOf(x) – rpr)2 + 1, only if z is within 
±0.05 of the rpr. Otherwise, f8 returns zero.  

Every allele value receives the same rhythmic duration, determined by the user. 
Notes having different rhythmic durations enrich a melody. An allele value corre-
sponding to a hold event makes the duration of a note longer. Hold event proportion is 
the ratio of the number of hold events to the chromosome length. Similar to the rpr, 
an expected hold event proportion can be defined by the user, denoted as hpr. For a 
candidate melody x, given that the rest proportion is denoted by z = holdEventPro-
pOf(x), then the objective returns f9(x) = –50(holdEventPropOf(x) – hpr)2 + 1, only if z 
is within ±0.1 of the hpr. Otherwise, f9 returns zero. The hpr and rpr provided by the 
user is also considered during initialization. Every initial individual is generated 
around the expected rest and hold event proportion. 

A user might require having similar patterns in a melody. Choruses in the songs are 
good examples for such patterns in music. Pattern matching objective function 
searches for repeated patterns with 3 to 10 notes in a melody. For each note in com-
parison of a pattern; an award of 0.5 is given for the same notes with different dura-
tions, 1.0 for the same notes with the same durations. For the sample melodies in Fig. 6 
(a) and Fig. 6 (b), the overall awards are 1.5 and 3.0, respectively. The maximum over-
all award occurs (Fig. 6 (c)) only if a melody repeats the same three note pattern. A 
scaling is performed on the overall award by this maximum possible value. 

 

     

 

Fig. 6. Three note pattern: (a) same note, different duration, (b) same note and duration, (c) 
maximum possible overall award situation 

4   Results 

In this section, the results of a public evaluation are presented. This evaluation is 
completed by the help of 36 university students around the age of 20 from different 
schools and departments. It consists of three parts. The first part is a Turing Test (27 
students). Two MIDI formatted music files are given to the participants. Both files 
share the same melodic substructure, but they carry different solos. One of the solos is 
generated by an amateur musician who has not listened to any solo generated by 
AMUSE before. The other solo is generated by the GA in AMUSE. The participants 
are asked to find the correct author of each solo in the musical pieces; human versus 
computer. The results in the first part show that, the participants cannot differentiate  
 

(a)    (b)

   (c)
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Table 1. Evaluation results for the pairs of solos produced by AMUSE, where each pair uses 
the same substructure and one song in a pair is generated during the initial generation while the 
other during the 1000th generation. The letters in the song title denote the substructure.  

Song Title V1 V2 W1 W2 X1 X2 Y1 Y2 Z1 Z2 

Fitness 0,92 0,30 0,29 0,94 0,94 0,27 0,94 0,24 0,17 0,90 

id Rank of each song  provided by each participant 

1 10 7 1 2 9 8 5 6 4 3 

2 10 7 8 9 5 3 6 4 1 2 

3 2 1 3 4 8 7 10 9 6 5 

4 2 1 3 4 10 5 8 6 7 9 

5 9 7 1 6 8 3 10 2 4 5 

6 3 4 9 10 7 8 1 2 5 6 

7 10 9 6 7 8 5 2 1 4 3 

8 9 10 3 4 5 6 7 8 1 2 

9 3 1 2 4 9 8 10 7 5 6 

10 10 4 3 6 9 2 8 1 7 5 

11 6 5 3 7 4 2 8 4 1 3 

12 3 4 6 5 8 9 2 1 10 7 

13 9 3 6 7 8 2 10 4 1 5 

14 10 6 3 4 9 5 8 1 2 8 

15 4 3 6 5 8 7 9 10 1 2 

16 2 1 4 3 10 9 6 5 8 7 

17 7 2 5 8 10 1 9 3 4 6 

18 4 1 7 8 10 2 9 3 5 6 

19 9 6 8 7 10 3 5 4 1 2 

20 9 8 1 3 7 2 10 5 4 6 

Avr. Rank 6,55 4,50 4,40 5,65 8,10 4,85 7,15 4,30 4,05 4,90 

Std. 3,27 2,89 2,48 2,18 1,77 2,72 2,87 2,72 2,67 2,13 

 
the human work from the computer’s work, because 52% of them provided wrong 
answers. This is a satisfying result, since our goal is not for AMUSE to beat an ama-
teur musician, but to provide a matching performance.  

The second part of the evaluation is arranged to observe whether the GA in 
AMUSE improves the initial population of melodies or not (20 students). At first, five 
different MIDI formatted music files are generated by using Band-in-a-Box software 
by PG Music Inc. (http://www.pgmusic.com). Then a pair of solos are obtained for 
each of them using the AMUSE. One of the solos is obtained from the initial popula-
tion with a lower fitness, while the other one is obtained from the 1000th generation 
with a higher fitness. The rest of the parameters are kept the same during the runs. In 
this part, the participants listened to these ten solos in the given music files and 
ranked them as they like. 10 indicate the best solo, whereas 1 indicates the worst solo. 
The results are presented in Table 1. A solo with the higher fitness ranks as the first. 
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Notice the order of the average ranks of each pair of solos based on the same sub-
structure having different fitness values in Table 1. Each solo with a higher fitness has 
a better rank than the other solo using the same substructure with a lower fitness. The 
results between the files that share the same substructure are compared to remove the 
subjectivity of the participants, because they all evaluate the songs according to their 
musical taste. Still, all solos having higher fitness rank better than the ones having 
lower fitness. 

Table 2. Comparison of solos evaluated by different fitness functions, - indicates the excluded 
objective 

Fitness 
Function 

f -f1 -f2 -f3 -f6 -f7 

id Rank of each solo provided by each participant 

1 6 1 4 5 3 2

2 4 3 5 2 1 6

3 4 3 6 5 1 2

4 6 4 3 5 1 2

5 1 3 2 6 4 5

6 4 6 2 5 1 3

7 4 5 2 6 1 3

8 3 6 4 5 2 1

9 6 1 2 5 3 4

10 5 1 2 3 4 6

11 6 1 5 3 2 4

12 5 6 3 2 1 4

13 6 1 2 3 4 5

Avr. Rank 4.62 3.15 3.23 4.23 2.15 3.62

Std. 1.50 2.08 1.42 1.42 1.28 1.61

 
Furthermore, two-tailed sign test is used to investigate whether these rankings are 

statistically significant or not. Two related groups are compared according to the 
distribution similarity. The result of the sign test (‘p’ value) gives us the probability 
that those two groups are from the same underlying distribution. It is applied to the 
ranks obtained from the subjects for the song pairs. According to the results; almost 
all pairs (4 out of 5) have statistically significant performance variances within differ-
ent confidence intervals. Among 20 subjects, V1:V2 and X1:X2 gave a result of 3 
versus 17; W1:W2 and Y1:Y2 gave 4 versus 16; Z1:Z2 gave 6 versus 14 for the num-
ber of correct evaluations along with fitness values versus the number of wrong 
evaluations. As 3 versus 17 is a significant difference with significant level of 1% 
(p<0.01) and 4 versus 16 is also significantly different with a level of %5 (p<0.05). 
However, 6 versus 14 is not significantly different enough (p≈0.1) according to the  
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minimum accepted significant level of %5.  On average, ‘Z’ substructure is the least 
liked one, hence, that might be the reason why ‘Z’ pair received less significance. 
Moreover, Z1 among all initially generated melodies and Z2 among all melodies that 
AMUSE improved in 1000 generations have the least fitness values.  

In the third part of the evaluation, the relative importance of each objective com-
posing the fitness function is investigated (13 students). Six different music files are 
generated by AMUSE using the same musical substructure. One of the files is gener-
ated using the fitness function that evaluates all objectives, while the rest of them 
exclude one of the objectives. The participants ranked each musical piece from one to 
six, similar to the previous part. As summarized in Table 2, the best solo having the 
highest average rank is the one that is generated by using the fitness function evaluat-
ing all the objectives as discussed in Section 3. Over fifth objective seems to be the 
most important one. Chord note, relationships between notes and duration change 
objectives follow it according to the order of importance from the highest to the low-
est. The effect of the direction change objective on the generated melody might not be 
perceived by all the listeners and in some cases; the direction of the notes can be well-
arranged even without using this objective. From the results of this part, it can be 
concluded that it is the least important objective. 

5   Conclusions and Future Work 

An automated evolutionary approach for generating melodies is discussed and evalu-
ated in this paper. The proposed approach aims to fulfill two important requirements; 
generating melodies that are harmonically correct and sound pleasant to an ordinary 
listener. The first goal is achieved by making use of an effective representation 
mechanism based on the theory of the relationships between chords and scales. The 
second goal is achieved using an evaluation function that includes some fundamental 
objectives to push the search towards pleasing or at least non-disturbing melodies. 
The objectives assembled within the evaluation function are not mandatory rules in 
music. They might restrict the variety of melodies, but at the same time they reduce 
the risks of unpleasant melody generation.  

GAs have already been used successfully in art. This study also showed that they 
can yield satisfying results in the field of music. The GA in AMUSE generates pleas-
ant solos for a given substructure, that is comparable with an amateur human musi-
cian. An ordinary listener who has never listened to the solos generated by AMUSE 
before, cannot easily differentiate between an improvisation written by an amateur 
human composer and AMUSE. But, at this point, it is still not sufficient for an experi-
enced composer to use AMUSE for practical purposes. In this form, it is more suit-
able for research and provides a basis to develop more sophisticated designs. To 
achieve better results and make the tool to be a practical one for users rather than a 
research tool, the fitness function may be rearranged. New fitness objectives can be 
added and new genetic operators can be embedded to cooperate with the fitness objec-
tives. Current chord and scale mappings can be rearranged and new chord types can 
be added in order to expand the harmonic vocabulary.  
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Abstract. Echo State Networks (ESN) have demonstrated their effi-
ciency in supervised learning of time series: a ”reservoir” of neurons
provide a set of dynamical systems that can be linearly combined to
match the target dynamics, using a simple quadratic optimisation al-
gorithm to tune the few free parameters. In an unsupervised learning
context, however, another optimiser is needed. In this paper, an adap-
tive (1+1)-Evolution Strategy is used to optimise an ESN to tackle the
”flag” problem, a classical benchmark from multi-cellular artificial em-
bryogeny: the genotype is the cell controller of a Continuous Cellular
Automata, and the phenotype, the image that corresponds to the fixed-
point of the resulting dynamical system, must match a given 2D pattern.
This approach is able to provide excellent results with few evaluations,
and favourably compares to that using the NEAT algorithm (a state-
of-the-art neuro-evolution method) to evolve the cell controllers. Some
characteristics of the fitness landscape of the ESN-based method are also
investigated.

1 Introduction

Neural Networks (NNs) can be used to tackle a variety of problems. In classifi-
cation or regression problems, some examples of inputs/outputs of the network
are available during the learning phase: the training is supervised, and the fit-
ness function is generally some Mean Square Error (MSE) between the network
outputs and the actual outputs over the know examples. On the other hand,
unsupervised learning regards cases where no such examples are available. When
the network is used as a component of some computational model for a physical
process, an explicit optimisation criterion (or oracle) is nevertheless available:
the optimal network is the one for which the model reaches a target behaviour.
Typical examples of such situation include control problems (e.g. robotics), and
engineering inverse problems. Finally, the optimisation criterion can be implicit,
and rely on some internal stabilisation of the network under external stimulation,
as for instance in the case of Kohonen maps [24], where the task is to cluster
pattern examples.

Two crucial programmer’s decisions impact the choice of a learning method to
train the network: the type of topology – feedforward or recurrent, i.e. without
or with loops in the connection graph – and the choice of what will be learnt –
the weights of a fixed topology, or both the topology and the weights.

N. Monmarché et al. (Eds.): EA 2007, LNCS 4926, pp. 278–290, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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For static problems, feedforward NNs will more likely be used, because the
resulting learning problem is generally easier, while dynamical problems (where
data k depends on data k − 1, k − 2, . . .) will bias the choice toward recurrent
NNs, that include some memory of the past in the activations of their internal
neurons. However, feedforward NN fed with multiple past inputs can also capture
the essence of dynamical systems, sometimes better than recurrent NNs [8].

Regarding the choice of the free parameters, very powerful methods are avail-
able to learn the weights of a fixed topology (e.g. for supervised learning, the
back-propagation algorithm for feedforward [32] or recurrent [30] NNs), that
would favour such approach. However, the choice of the topology itself then only
relies on the programmer’s expertise, and a poor guess will hinder the whole
process. On the other hand, whereas learning both the weights and the topology
opens up a much larger search space, the best topology can stay out of reach
of the chosen learning method. The versatility and robustness of Evolutionary
Algorithms make them perfect candidates for this latter task (see Section 2 for
a brief survey).

Recently, however, an alternative to topology learning for recurrent NNs was
proposed in the context of supervised learning of dynamical systems, namely the
prediction of times series: the Echo State Network (ESN) approach [19] turns
the search for the best topology into the search for the best combination of many
randomly connected neurons: if sufficiently many different dynamics are present
in the reservoir of neurons, then any dynamical system can be approximated
by a linear combinations of those dynamics [29]. The learning problem is thus
quadratic, and can be solved rapidly and efficiently by any standard optimisation
method (more details in Section 3). However, this straightforward approach is
limited to supervised learning, and very few attempts, if any, have tried to use
ESNs in other contexts.

This paper proposes to use Evolutionary Computation to train an ESN in
the context of unsupervised learning with explicit optimisation criterion, more
precisely, to find the best controller of the cells of a multi-cellular approach
to embryogenic design. As said above, training an ESN amounts to learning
a vector of real parameters. However, because the context is unsupervised, no
gradient-based approach applies. Moreover, because of the huge number of differ-
ent dynamics that exist in the reservoir, it is expected that the fitness landscape
will be quite rough. Hence Evolutionary Algorithms seem to be a good choice
here. Unfortunately, an additional difficulty arises from the number of weights
to learn: even though only the output weights are to be learnt (see again Section
3), the need for a large reservoir usually requires dozens or hundreds of internal
neurons, resulting in as many weights per output of the network to be adjusted.
Hence special care must be taken when choosing the optimisation method that
will adjust those weights.

The paper is organised as follows : section 2 gives an overview on the state
of the art of NN learning, focusing more precisely on evolutionary methods,
and detailing in particular the NEAT algorithm [33], that constructively evolves
the topology of a recurrent NN. Section 3 briefly introduces the Echo State
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Networks and their (supervised) training before detailing the proposed approach
for unsupervised optimisation of the weights of the ESN using an adaptive (1+1)
Evolution Strategy. Section 4 describes the multi-cellular artificial embryogeny
benchmark problem. Such problem has been addressed by the authors in a recent
work using NEAT [9]. Those latter results are the baseline for the experimental
validation of the proposed ESN-based approach, in section 5, where the fitness
landscape is also studied in more detail. Finally, conclusions and further direc-
tions of research are given in section 6.

2 Artificial Evolution of Neural Network

The start of the Golden Age for Neural Networks was the invention of the back-
propagation algorithm for supervised learning of feed-forward networks in the
early 80’s [32]. Several improvements have been proposed since then (e.g. variants
of gradient methods for accelerated convergence, modification of the method for
supervised learning of recurrent networks [30]). However, while theoretical results
proved the representation power of such networks even with a single hidden layer
[17], the issue of setting the correct number of hidden neurons for a given task
remains open.

Some works addressed this issue by modifying the structure of the neural
network prior to, or during, the learning process. Proposed approaches rely on
hand-crafting the NN topology [25], pruning arcs or nodes from fully connected
NN [26] or even growing NN by adding new nodes during the course of learning
[11,2]. In this context, Evolutionary Algorithms (EAs) quickly appeared as a
relevant approach towards NN learning (see [35] for a detailed survey). And
though they can also be useful for the optimisation of the weights of a feed-
forward NN, because backpropagation, as a gradient-based method, can easily
get stuck in some local optima, EAs have been mainly used for their flexibility
to handle complex search spaces: variation operators acting on the topology can
easily be designed.

But evolutionary learning of NNs can be applied as soon as some performance
measure for a given network is available, i.e. in both supervised or unsupervised
(with an explicit optimisation criterion) context, or for feed-forward as well as for
recurrent network topologies. Indeed, evolutionary learning of both the topology
and the weights of recurrent NNs has been widely adopted in domains that could
benefit from the wide variety of rich dynamical behaviours they offer, e.g. for
control problems, in evolutionary robotics . . .

Notable works in this field include: the GNARL approach [1] which uses direct
encoding of a neural network for building a robot controller; SANE [28] (Sym-
biotic Adaptive Neuro-Evolution), ESP [13] (Enforced Sub-population) evolve
a population of neurons (rather than network) and combine these neurons to
form effective neural networks; GASNET [18] combines optimising the position
of neurons in an euclidean space with diffusion of chemicals; Gruau’s Cellular
Encoding [15,34] and his followers use indirect encoding, evolving a set of in-
structions that creates the network.
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More recently, NEAT (Neuro Evolution of Augmenting Topologies) [33] and
AGE (Analog Genetic Encoding) [10] have both been able to provide some rel-
evant results, both in pure performance and speed of convergence, on classical
benchmarks such as the double pole balancing. While AGE relies on an approach
inspired from Genetic Regulatory Networks [5] where (regulatory) part of the
genome encodes information on how to interpret (coding) parts, NEAT uses a
direct encoding, as detailed in next section.

2.1 NEAT: Revolution of Augmenting Topologies

The NEAT algorithm [33], is an evolutionary neural network optimisation al-
gorithm. It evolves both the topology and the weights of a neural network,
either feedforward or recurrent. It relies on a direct encoding of neural network
topologies and is based on a specific evolutionary scheme, using different sub-
populations to preserver diversity along evolution. The main feature of NEAT is
that it explores the topologies from the bottom-up: it starts from an empty net-
work (direct connections from inputs to outputs), and proceeds constructively,
using several mutation operators (and no crossover operator) to stochastically
add neurons and connections to the networks while preserving as much as possi-
ble the behaviour of the network (e.g. new connections have very small weights,
new neurons have no connections to start with, . . . ). Some Gaussian mutation
operator modifies the weights so as to fine tune the network.

NEAT has been applied successfully to a wide range of problem, from the
classical two pole balancing problem to particle systems rendering [16]. However,
it should be noted that direct encoding methods poorly scale up, and sometimes
have trouble to catch problem regularities (such as symmetries). Extensions of
the original NEAT implementation have been proposed to tackle this issue, such
as HyperNEAT [7], which has been successfully applied in an autonomous robotic
context. Nevertheless, NEAT is currently one of the (if not ”the”) state-of-the-art
NN optimisation algorithm and will be considered in this paper as the reference
algorithm.

3 Echo State Networks

Echo state networks (ESN) have been proposed by Jaeger in 2001 [19,20] with the
objective to endow a neural network with rich dynamics behavioural patterns
while keeping learning complexity at a low level. An ESN is a discrete time,
continuous state, recurrent neural network using a sigmoidal activation function
for all neurons. A typical ESN is shown in figure 1, and will be used in this
paper: the input layer is totally connected to the hidden layer, both the hidden
and input layers are totally connected to the output layer. Moreover, the output
layer is connected backward to the hidden layer. In this setup, the hidden layer,
or reservoir, is randomly generated: N neurons are randomly connected up to
a user-defined density of connections ρ. The weights of those connections are
randomly set uniformly in [−1, 1], and are scaled so that the spectral radius of
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Fig. 1. Schematic view of an Echo State Network. Plain arrows stand for weights that
are randomly chosen and remain fixed, while dashed arrows represent the weights to
be optimised ((K + N) × N) if N is the number of neurons in the reservoir.

the connection matrix is less than a given value α < 1, ensuring that the network
exhibits the ”echo state property”, i.e. stays out of the chaotic behaviour zone
whatever the input sequence (see e.g. [21]). The random construction of an ESN
is thus determined by the 3 parameters N , ρ and α.

The main point in ESN is that only the weights going from the input and
hidden nodes to the output nodes are to be learnt. If the problem has K inputs
and L outputs and a reservoir of size N , this amounts to (K + N) × L free pa-
rameters. Moreover, the learning problem is reduced to a quadratic optimisation
problem that can be efficiently and quickly solved by any deterministic optimi-
sation procedure, even for very large values of N . In some sense, an ESN can be
seen as a universal dynamical system approximator, which linearly combines the
elementary dynamics contained in the reservoir [29]. ESN have been shown to
perform surprisingly well in the context of supervised learning, in particular for
problems of prediction of times series, though it has also been successfully used
in the context of (supervised) robot control learning (see [22] for an overview of
ESN applications).

3.1 Unsupervised Learning of ESN

It is rather straightforward to replace the default learning algorithm of ESN
with any derivative-free optimisers, such as Evolution Strategies or Simulated
Annealing, to train an Echo State Network for supervised learning [4]. Yet, to
date, and despite its intrinsic properties, ESN has not been applied to unsuper-
vised problem with explicit criteria.

In order to address this class of problems, this unsupervised learning task is
turned into an optimisation task: optimising an ESN amounts to optimising a
real-valued vector representing the plastic weights of the network (from inputs
and reservoir to outputs, see Figure 1). In such situation, Evolution Strategies
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(ES) [31,6] provide an efficient and well-grounded framework. However, although
only a limited amount of weights have to be optimised, the size of the reservoir
may quickly lead to a high dimensional search space depending on the number
of outputs, which impacts on the type of ES to be chosen.

This is why an adaptive (1 + 1) − ES has been chosen here: this simple
yet efficient ES scales up well with the dimension of the search space, in term
of memory and computation time needed. In this algorithm, the ”population”
contains only a single individual Xt, that generates a single offspring Yt using
Gaussian mutation as follow :

Yt = Xt + σtN (0, 1)

N (0, 1) is a realisation of the normal probability distribution, and σt is the
mutation strength at time t. The selection is deterministic: Xt+1 is the best
performing individual among {Xt, Yt}

The idea behind this (1 + 1) − ES is to adapt the σ value during the course
of evolution with regards to the success of creating better offspring. Following
[23], the σ value is updated according to the so-called one-fifth rule:

σt+1 =
{

2σt if f(Yt) < f(Xt)
2−

1
4 σt otherwise

4 Multi-cellular Artificial Embryogeny

The model for Artificial Embryogeny considered here was originally proposed
in [9]. It can be viewed as a continuous state discrete space and time cellular
automata. Cells are placed on a two dimensional regular square grid (the whole
grid is filled with cells, no cell division or migration is used). The state of each
cell is a continuous value, representing here a grey level. The whole grid, or
organism, can hence be interpreted as a grey image. Each cell communicates
with its 4 neighbours by exchanging some “chemicals”: each cell has an internal
controller (a neural network) that determines its state as well as the amount
of chemical it emits at time t toward its neighbours, according to the amount
of chemical it received from its neighbours at previous time step t − 1 (cells on
the boundary of the grid don’t receive anything from the external environment).
Starting from a given state for all cells at time 0, this developmental process is
repeated until some stopping condition is reached. The goal is here to reach a
target 2D image when the development stops.

The original feature of the proposed model lies in the stopping criterion for
the development: whereas previous works used a fixed number of development it-
erations, this model waits for the organism to stabilise (and penalises individuals
whose organism doesn’t stabilise within a prescribed number of iterations). The
controller used in [9] was a neural network, evolved using the NEAT approach
(described in section 2.1). Thanks to the stopping criterion, the evolved organ-
isms exhibited very strong robustness to perturbation: the target image seemed
to be the only fixed point of the best organisms considered as dynamical systems,
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NEAT
3 steps 10 steps 23 steps 102 steps

ESN-10
3 steps 10 steps 23 steps 120 steps

Fig. 2. Developmental stages for the disc problem. The right-most plots show the
fixed-point image.

even though a single starting point was used during evolution. Figure 2 shows an
example of a complete development of such result toward the fixed-point shape
(the target shape was a black disc on white background). In the following, a
maximum number of iterations of 1024 steps is fixed. If the organism has not
reached a stable pattern before this limit, its fitness is set to the worst value.

4.1 The Flag Problems

In order to evaluate multi-cellular approaches, it is common to consider matching
with simple geometric 2-dimensional images, like “flags” (French and Norwegian
flags are quite popular in the literature [27,12]) or other regular patterns [14]).
Figure 3 shows the two 32 × 32 target grey-level images used in this work,
respectively called the disc and the half-disc.

The fitness function (to be minimised) is based on the MSE between two
images. It takes value in [0, 1], the optimal value is 0 when both images are
identical:

s(A, B) =
1

wh

h−1∑

i=0

w−1∑

j=0

(A(i, j) − B(i, j))2

disc half-discs

Fig. 3. The two target pictures (with grid lines)
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5 Experimental Results

Three algorithms are compared on the two target flags for the embryogenic
approach described in previous section: NEAT (results from [9]), and two Echo
State Networks with different reservoir sizes.

5.1 Settings

The NEAT implementation used here includes the latest features from the litera-
ture. Our implementation has been validated with regards to the original results
presented in [33]. NEAT explores recurrent topologies without constraints using
a population of 500 individuals while all other parameters are set to default
values (see [9] for a detailed information).

Two variants are tested for the Echo State Networks: reservoirs of sizes 10
and 50, with connection factor of respectively 50% and 10%. In both cases, the
damping factor (spectral radius) was set to 0.9. These are refered to as 10- and
5-ESN respectively.

The settings for the (1 + 1) − ES optimiser are as follows : σ0 is set to 10−1,
and the starting point x0 has all weights set to 0. The algorithm is stopped and
restarted (with the same reservoir) whenever σt < 10−8. In any case, the run is
stopped when the total number of evaluations reaches 250000. Figure 4 displays
the evolution of the fitness for a typical run: the restarts are clearly visible (note
that it is a coincidence that the best fitness is reached after the final restart).

Note that the CPU cost of a single evaluation cannot be estimated alone,
whatever the algorithm: it of course depends on the reservoir size for ESN, and
on the (dynamic) number of neurons for NEAT, but also heavily on the number
of developmental steps before stabilisation. Globally, the 16 ESN runs lasted
around 2 days for reservoir size 10 and 5 days for reservoir size 50. In contrast,
NEAT needed 7 days for the same experimental conditions.
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nb evaluations

"run.dat" using 1:3

Fig. 4. A typical run for ESN with 10 neurons on the disc problem
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5.2 Results

On-line results of best-so-far fitness averaged over 16 independent runs are dis-
played on figures 5. Note that NEAT plot starts after the evaluation of the initial
population (of size 500). The corresponding off-line results (i.e. after 250 000
evaluations) are detailed in Table 1.

It is clear that the ESNs outperform NEAT on the disc problem, and con-
firmed by a two-tailed t-test at 99% confidence level. Furthermore, though a
bigger reservoir gives more parameters to optimise, it also makes the problem
easier: the performances of ESN-10 and ESN-50 are not statistically distinguish-
able. An important remark is that the results of ESN are much more stable, as
witnessed by the standard deviations in Table 1, one order of magnitude smaller
for ESN (whatever the reservoir size) than for NEAT.

Table 1. Off-line results out of 16 runs: minimum – average(std. deviation)

NEAT 10-ESN (1+1)ES 50-ESN (1+1)ES 10-ESN CMAES
Disc 0.076 – 0.105(0.135) 0.021 – 0.030(0.009) 0.027 – 0.033(0.008)

Half-disc 0.135 – 0.201(0.171) 0.205 – 0.207(0.002) 0.206 – 0.209(0.002) 0.184 – 0.194(0.004)

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0  50000  100000  150000  200000  250000

A
ve

ra
ge

 m
in

im
um

 fi
tn

es
s

Evaluations

ESN vs NEAT on disc

NEAT
ESN-10 (1+1)ES
ESN-50 (1+1)ES

 0.19

 0.2

 0.21

 0.22

 0.23

 0.24

 0  50000  100000  150000  200000  250000

A
ve

ra
ge

 m
in

im
um

 fi
tn

es
s

Evaluations

ESN vs NEAT on half-discs

NEAT
ESN-10 (1+1)ES
ESN-10 CMAES

(a) The disc problem (b) The half-disc problem

Fig. 5. On-line average minimal fitness reached by NEAT and both 10- and 50-ESN in
250000 evaluations, on the disc and half-disc problems with one chemical. Y-axes have
different scales for both problems.

The picture is somewhat different for the half-discs problem. The first re-
mark is that the best fitness is much worse for all algorithms than for the disc
problem. Moreover, there is no statistically significant difference (whatever the
confidence level in a 2-tailed t-test) among the 3 results. However, here again,
the standard deviation among the NEAT runs is much larger than among the
ESN runs . . . and this does make a difference here when considering the best fit-
ness reached among the 16 runs: NEAT reaches 0.135 while no ESN run can find
a better fitness than 0.206. Additional experiments are needed to give this some
statistical significance. Nevertheless, this is a typical “design” situation where a
large variance is a better indicator of possible good performance for equivalent
averages.
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5.3 The Fitness Landscape

In order to investigate the characteristics of the fitness landscape, projections on
random directions of IR(N+K)×L (see Figure 1) have been plot, both around the
initial point of all optimisation, i.e. with all weights set to 0 (Figure 6) and the best
point reached by one of the ESN-10 runs on the disc problem (Figure 7). Whereas
the landscape around the initial point seems very smooth and almost convex, that
around the final solution looks much more rough. In particular, there exist points
very close to the solution that have the worst possible fitness value of 1, i.e. whose
development never reaches a fixed point. This suggests that some gradient-based
algorithm could be used at the beginning of evolution, but will rapidly stop being
efficient when reaching lower-fitness regions, with rougher landscapes.
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Fig. 6. Typical sections of fitness landscape for ESN-10 on the disc problem around
the initial null point (centre of x-axis)
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the best individual of one of the successful runs (centre of the x-axis)

6 Conclusion

Echo State Networks are able to perform rich dynamic behavioural patterns with
only few real-valued parameters to optimise. This makes ESN a very good choice
for classification, regression and time-series prediction, even compared to more
complex approaches such as NN weight and topology optimisation algorithms.
Yet, to date, applications of ESN have been limited to supervised learning tasks.

This paper has introduced ESN in the context of an unsupervised learning
task. The proposed approach combines ESN with a simple yet efficient Evolution
Strategy algorithm (a (1+1)−ES implementing the 1/5 rule). Experiments con-
ducted on two benchmark problems from Multi-Cellular Artificial Embryogeny
have shown that the proposed approach is competitive with that using NEAT,
a state-of-the-art Neural Network topology optimisation algorithm.
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ESN clearly outperform NEAT in one of the two problems, have similar per-
formance on the other, and converge much faster in both cases: this confirms
both their ability to model complex dynamics and the possible gain due to opti-
mising in a smaller search space. Furthermore, NEAT results have a much larger
variance. Whereas this can be thought as a defect demonstrating some lack of
robustness, it can also turn out to be an advantage when the average values are
comparable, as in the second experiment, as it witnesses the ability for the algo-
rithm to find some very good solution, though very rarely. A deeper statistical
study is required to assess (or not) this property.

Further analysis showed that the fitness landscape is very smooth around the
initial solution, which might explain the good results in terms of speed of min-
imisation obtained with such a simple optimiser. This also suggests to try other
optimisation strategies, using, or at least starting with, gradient based method
in the first steps. At the other end of the process, it seems that the landscape
is rather rough close to the (local) optima reached on the flag problems, in part
due to the non-stabilisation of the developmental dynamical systems very close
to the solution. This in turn suggests to use an adaptive stopping criterion rather
than a fixed user-defined number of iterations.

Finally, all experiments have been performed with default parameters, both
for generating ESN and tuning the (1+1)−ES optimiser. Results might possibly
be improved with a fine tuning of these parameters. Future directions include
optimising the meta-parameters implied in the generation of the ESN reservoir,
as well as relying on more powerful Evolution Strategy algorithms, such as the
state-of-the-art CMA-ES algorithm [3], whenever the size of the reservoir is small
enough to make possible.
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Abstract. In this paper, an enhanced genetic algorithm for the Unit Commit-
ment problem is presented. This problem is known to be a large scale, mixed in-
teger programming problem for which exact solution is highly intractable. 
Thus, a metaheuristic based method has to be used to compute a very often suit-
able solution. The main idea of the proposed enhanced genetic algorithm is to 
use a priori knowledge of the system to design new genetic operators so as to 
increase the convergence rate. Further, a suitable penalty criterion is defined to 
explicitly deal with numerous constraints of the problem and to guarantee the 
feasibility of the solution. The method is also hybridized with an exact solution 
algorithm, which aims to compute real variables from integer variables. Finally, 
results show that the enhanced genetic algorithm leads to the tractable computa-
tion of a satisfying solution for large scale Unit Commitment problems. 

1   Introduction 

The Unit Commitment problem is a classical mixed integer optimisation problem for 
Power Systems. It refers to the computation of the optimal scheduling of several pro-
duction units while satisfying consumer’s demand and technical constraints of pro-
duction units. Integer variables are the on/off status of production units, while real 
variables are the amount of energy they produce. Because of temporal coupling im-
plied by constraints such as time up or time down constraints, a large temporal hori-
zon has to be considered, leading to a large number of binary variables. Numerous 
methods have already been applied to get a suitable solution. They are for example 
listed in [1]. 

An exact solution method can be used: exhaustive enumeration, “Branch and 
Bound” [2] or dynamic programming [3] have been applied, but these methods suffer 
from combinatorial complexity. Furthermore, some of temporal constraints may be 
difficult to express in a suitable frame for those methods. As a result, approximated 
methods are required to compute near optimal solutions with low computation times, 
especially for large scale systems. 

Deterministic approximated methods such as priority lists can be used [4]. However, 
these methods can be strongly suboptimal, as once again constraints can sometimes  
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be hardly taken into account. Constraints are explicitly considered by Lagrangian re-
laxation [5]. Coupling constraints such as consumers’ demand fulfilling are first re-
laxed. Thus, the unit Commitment problem is divided into several smaller optimisation 
problems (one per production unit), each of them being easier solved by considering 
dual problems. However, because of the non convexity of objective function, a duality 
gap may occur. Furthermore, no guarantee can be given on the actual optimality of the 
solution. An iterative organisation of the algorithm has to be used: solution of the op-
timisation problems considering fixed Lagrange multipliers, updating of these multi-
pliers, and so on. This updating can be performed with genetic algorithms [6] or by 
subgradient methods [7]. 

Stochastic approximated methods are a class of interesting methods which have 
been intensively used for Unit Commitment. For example, a simulated annealing 
approach is used in [8], tabu search is used in [9], genetic algorithms are used in [10] 
and ant colony is used in [11]. With such methods, there is no guarantee on the actual 
optimality of the solution, but, one can often get a very suitable solution with low 
computation times. In this paper, an enhanced genetic algorithm is developed for the 
Unit Commitment solution. By defining new knowledge based genetic algorithm, the 
convergence time can be decreased. Furthermore, by choosing a suitable criterion and 
an elitist strategy, the feasibility of the final solution can be guaranteed. The algorithm 
is also hybridized with an exact solution method which aims to compute real variables 
from integer variables. 

In section 2, the Unit Commitment problem is briefly called up. The enhanced ge-
netic algorithm is depicted in section 3. Exact real solution and new a priori knowl-
edge based operators are presented, together with the feasibility criterion. Numerical 
results are given in section 4 for academic cases and large scale cases, up to 100 unit 
cases. Finally, conclusions and forthcoming works are drawn in section 5. 

2   Unit Commitment Problem Statement 

Unit Commitment is a very classical optimisation problem, stated as follows: 
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With : 

- N: length of time horizon, 
- K: number of production units, 

- k
nu : on/off status of unit k during time interval n (binary variable), 

- k
nQ : energy produced by unit k during time interval n (real variable). 

Production costs of unit k during time interval n are:  
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Start-up and start-down costs can be expressed by:  
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The following constraints have to be satisfied: 
- Capacity constraints: 
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- Time-down constraints: 
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3   Enhanced Genetic Algorithm 

3.1   Real Variable Computation 

The problem is firstly reformulated in a fully integer programming problem frame-

work. Consider that binary variables { } { }KkNnuk
n ,,1,,,1, …… ∈∀∈∀  are given and 

refer to a feasible solution: time-up and time-down constraints are fulfilled and spin-
ning reserves (equation 6) and demand constraints are possible to satisfy. Then, real 

variables k
nQ  are computed from the following optimisation problem: 
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This problem can be successively simplified: 
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The solution is supposed to be feasible. So there are no temporally coupling con-
straints anymore, and the problem is divided into N optimisation problems:  
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Consider that production units are sorted, Kααα 1
2
1

1
1 ≤≤≤ … , then the optimal so-

lution of problem (10) is to produce as much as possible with low-cost units, while 
satisfying capacity constraints. It leads to the following recursive computation of real 
variables:  
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The Unit Commitment problem (1) is thus a full integer programming problem, for 
which genetic algorithm is well suited. 

3.2   Classical Genetic Algorithm 

Genetic algorithm has emerged as a well-known and efficient metaheuristic method to 
solve integer optimisation problems. The general flow chart of this algorithm is given 
in fig. 1. The main idea is to make a population of potential solutions evolve so as to 
create new potential population by using stochastic (or “genetic”) operators. Classical 
operators (crossing-over and mutation operators) are depicted in fig. 2. 
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Fig. 1. General flow chart of a genetic algorithm 
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Fig. 2. Classical genetic operators a) Crossing over; b) mutation 

For the genetic algorithm, individuals are represented as matrices of binary vari-

ables, which are { } { }KkNnuk
n ,,1,,,1, …… ∈∀∈∀  variables (see figure 2). Note that 

they are NK optimisation variables. For the crossing over operation, two potential 
solutions (labeled “parents”) are randomly chosen in the population. They stochasti-
cally exchange their optimisation variables (or “genes”) to create two new solutions 
(“children”). In fig. 2, the crossing over operation is a two point one. The mutation 
operation deals with the random selection of a solution and of one of its genes. This 
gene is changed to another. The aim is to keep the population genetic diversity by 
making new genes appear in the population. 
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Finally, the selection operator (see fig. 1) is a genetic operator which aims to 
choose a new population from parents and children. This operation is performed by 
the classical roulette wheel selection. After having computed the fitness value of each 
individual, the probabilities of selection are proportional to the quality of individuals. 

3.3   Feasibility Criterion 

To guarantee the feasibility of the solution, a suitable criterion is now defined. The 
idea is to compute penalty functions and to define an elitist strategy. Penalty functions 
have to be quickly computed as they will be calculated for all potential solutions in 
successive populations. As in [12], the following integer variables can be defined:  
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With the help of these variables, time-up and time-down constraints can be ex-
pressed by the following set of linear constraints:  
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(14) 

Capacity constraints (4), consumers’ demands satisfaction (5) and spinning re-
serves (6) have also linear expressions. Finally, constraints can be expressed by a 
linear global matrix equation, Ac and Bc collapsing all constraints:  
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From this expression, a penalty function is quickly computed. To guarantee the 
feasibility of the final solution, the following criterion is defined for the algorithm.  
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- ε  is a small positive real. 

- }),{( k
n

k
n Quh  is a penalty function for non feasible solutions },{ k

n
k
n Qu . 

- }),{( k
n

k
n QuB  is a boolean function (1 for non feasible solutions, 0 otherwise). 

- cf is the cost of a known feasible solution. 

With such a criterion, any unfeasible solution will have a higher cost than the best 
feasible solution already known. Thus, the optimisation problem (17) can be solved 
with an unconstrained optimisation algorithm, and constraints will be implicitly taken 
into account. In this study, the chosen optimisation procedure is genetic algorithm. If 
the selection strategy is an elitist one (the best solution is always kept in the popula-
tion by the selection operator), then the final solution necessary satisfies all the con-
straints of the Unit Commitment problem. 

This feasible solution can be quickly computed from a basic priority list. Note that 
the high quality of this solution is not necessary for the algorithm as it is possible to 
change the criterion during the algorithm when better feasible solutions are known. 

3.4   Knowledge Based Genetic Operators 

Classical genetic operators may not be well suited to Unit Commitment problem. The 
a priori knowledge can be used to design new genetic operators. Such adapted opera-
tors will imply a faster convergence of the algorithm. Selective mutation, exchange 
and “all-on” and “all-off” operators are defined. 

Selective mutation operator. Consider for instance the situation of fig. 3. Because of 
time down and time up constraints, a random mutation will very often lead to an 
infeasible solution. Switching times are particular points of the solution where a 
mutation has a higher probability to create a new feasible solution. 

Thus, a selective mutation operator has been designed. The idea is to detect switch-
ing times, and to allow mutations only on these particular points. Note that there is no 
guarantee that the feasibility is achieved, but the “probability of feasibility” is higher. 

1 1 1 1 1 1 0 0 0 0 

Switching times : 
Authorized 
mutations

 

Fig. 3. Selective mutation operator 



298 G. Sandou et al. 

Exchange operator. As some production units are more profitable than others, it may 
be interesting to exchange their planning. The exchange operator randomly chooses a 
potential solution, two production units and two instants and exchanges the 
corresponding planning (see figure 4). 

0 1 1 1 0 

1 0 0 1 1 

N 

K 

 
Fig. 4. Exchange operator 

“All-on” and “all-off” operators. Finally, very simple but very important stochastic 
operators have been developed. Consider the situation of fig. 5. Because of time down 
constraints, mutation or even selective mutation will lead to infeasibility. The only 
way to reach the solution b) is to make two successive mutations, or to perform a 
lucky crossing-over, which is very improbable. That is why an “all-on” (and an “all-
off”) operator has been designed. The operator randomly chooses a solution, a 
production unit and two instants, and switch on or switch off the unit on the 
corresponding time interval. The goal of this operator is to increase the probability of 
going from a feasible solution to another by crossing the infeasible set. 

4   Numerical Results 

4.1   Academic Cases 

The proposed algorithm has been tested with Matlab 6.5 (Pentium IV 2 GHz) for an 
academic case (4 unit example). As stochastic algorithms are considered, 100 tests are 
performed, and statistical data about the results are given. Optimisation horizon is 24 
hours with a sampling time of one hour. The characteristics are those of table I. 

It is assumed that at time 0, all units are switched off and can be switched on (time 

down constraints are satisfied). Consumer’s demand dem
nQ  is depicted in figure 6a. 

This demand can be fulfilled by 2 production units (see 2 units limit in figure 6), ex-
cept for hour number 9, for which a third unit has to be switched on. Because of time 
up constraints this unit will be switched on at least for 3 hours.  

To be able to guess the optimal solution, null spinning reserves have been consid-
ered. As very low start up and start down costs have been chosen, the third unit will 
be switched off as soon as possible. From these physical arguments, one can guess the 
optimal solution, represented in figure 6b. 
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1 1 1 1 1 1 1 0 0 1 
« All 
On » 

2=downT  
a) 

b) 

 

Fig. 5. “All on” operator 

Table 1. Characteristics for the “4 units” case 

Unit Qmin 
MW 

Qmax 
MW 

α0 (€€ ) α1 (€€ / 
MWh) 

con 
(€€ ) 

coff 
(€€ ) 

Tdown 
(h) 

Tup 

(h) 
1 10 40 25 2.6 10 2 2 4 
2 10 40 25 7.9 10 2 2 4 
3 10 40 25 13.1 10 2 3 3 
4 10 40 25 18.3 10 2 3 3 

 

Fig. 6. Consumers’ demand for the “4 unit” case and “4 unit” case optimal solution 

The corresponding optimisation problem is made of 96 binary variables (24 hours 
and 4 units). Table 2 shows comparative results of optimisation. Statistical results are 
given: best case, mean, standard deviation σ , number of success (a test is successful 
if the known best solution is found by the algorithm) and computation times. Genetic 
algorithm is tested with a population of 50 or 100 individuals, and for 100, 200 and 
300 generations. 

Operator probabilities are set to: 

- 70% for the crossing-over operator,  
- 5% for the mutation operator, 
- 10% for the selective mutation, the exchange, the all-on and the all-off operators. 
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Table 2. Optimisation results for the “4 unit” case with knowledge based operators 

Case Best Mean σ  Nb of 
success 

Time 

50 ind. 
100 iter. 

8778 €€  
(+0%) 

9050 €€  
(+3.1%) 

236 €€  20 13 s 

100 ind. 
100 iter. 

8778 €€  
(+0%) 

9006 €€  
(+2.6%) 

265 €€  31 26 s 

50 ind. 
200 iter. 

8778 €€  
(+0%) 

8824 €€  
(+0.5%) 

73 €€  77 24 s 

50 ind. 
300 iter. 

8778 €€  
(+0%) 

8788 €€  
(+0.1%) 

37 €€  94 40 s 

 
The choice of parents for genetic operations is always a fully random one, and does 

not depend on parent performances. Individual performances only influence the selec-
tion operator to create the new population. Results show that the enhanced algorithm 
is a very efficient algorithm as a very satisfying solution is found in a few seconds: 
for 50 individuals and 300 iterations, the best solution is found 94 times out of 100, in 
just 40 seconds. The mean result is just 0.1% higher than the best solution. It has been 
observed that the algorithm is not sensible to the tuning of operator probabilities. In 
order to study the influence of knowledge based operators, the same tests have been 
performed for a classical genetic algorithm, without these operators. Statistical results 
are given in table 3. 

Table 3. Optimisation results for the “4 units” case without knowledge based operators 

Case Best Mean σ  Nb of 
success 

Time 

50 ind. 
100 iter. 

12 221 €€  13272 €€  466 €€  0 12 s 

100 ind. 
100 iter. 

10 798 €€  12 838€€  559 €€  0 24 s 

 
Results are much less satisfying with the classical algorithm than with the en-

hanced algorithm. To achieve as good results, the number of iterations has to be mul-
tiplied by 5 or 10, compared with the enhanced algorithm. It can be observed that the 
selective mutation is the most interesting operator. The knowledge based operators 
are not time consuming as it can be deduced from table 2 and 3. Indeed, the introduc-
tion of these operators only leads to a very slight increase in computation times. 

4.2   Large Scale Cases 

In this section, the proposed algorithm is applied to large scale cases with up to 100 
units, with a time horizon of 24 hours. Statistical results are given for 10, 20, 40, 60, 
80 and 100 unit cases. Small populations of 50 individuals have been considered. It is 
possible to choose particular characteristics for the problem so as to guess the optimal 
solution. Table 4 shows optimisation results for these large scale cases.  
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Table 4. Optimisation results for large scale cases 

Nb 
units 

Nb iter. Best Mean σ  Time 

10 500 
29815 €€  

(+0.07%) 
30016 €€  

(+0.74%) 
185 €€  188 s 

20 500 
1.50 105 €€  
(+ 0.1%) 

1.51 105 €€  
(+ 0.9%) 

710 €€  466 s 

40 1000 
5.56 105 €€  
(+ 0.07%) 

5.59 105 €€  
(+ 0.7%) 

1.76 103 €€  3100 s 

60 1500 
1.21 106 €€  
(+ 0.21%) 

1.22 106 €€  
(+ 0.37%) 

3.45 103 €€  12000 s 

80 2000 
2.14 106 €€  
(+ 0.32%) 

2.15 106 €€  
(+ 0.61%) 

6.83 103 €€  21000 s 

100 2000 
3.34 106 €€  
(+ 0.85%) 

3.36 106 €€  
(+ 1.51%) 

1.50 104 €€  34000 s 

 
Results of table 4 show that the algorithm leads to very satisfying solutions, with a 

relatively small number of iterations compared with the size of the optimisation prob-
lem. Computation times are not particularly good because the optimisation algorithm 
has been tested with Matlab which is not the best tool for this kind of applications. 
However, it can be seen that the required number of iterations is much smaller than 
classical genetic algorithm procedures: the number of iterations is divided by 3 to 5, 
compared with literature benchmarks. Thus, the enhanced algorithm with knowledge 
based operators has a great potential for large scale applications. 

5   Conclusion 

In this paper, an enhanced genetic algorithm has been presented. The main idea of the 
method is to use a priori knowledge of the problem to design new stochastic operators 
to increase the probability of creating new interesting solutions. The selective muta-
tion, the all-on, the all-off and the exchange operators have been designed. Thus, the 
probability of reaching a feasible point in the search space is increased. A feasibility 
criterion has also been defined, leading to the guarantee of solution feasibility. Due to 
the use of relevant operators and criterion, the algorithm is very easy to tune, as it is 
not sensible to parameter modifications. Finally, it appears that the use of the opera-
tors leads to a decrease in the iteration numbers, with only a slight increase in itera-
tion computation times. This could lead to a huge decrease in global computation 
times in the use of genetic algorithm, as shown for large scale cases: for a population 
of 50 individuals, only 2000 iterations are required to find suitable solutions (less than 
1% from the optimal solution) for the 100 unit case. Forthcoming works deals with 
the generalization of the approach to non linear costs, the hybridization of genetic 
algorithm with local search or other stochastic algorithms such as ant colony, and the 
use of such algorithms for predictive control of hybrid systems. 
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Abstract. This paper focuses on the design of control strategies for
Evolutionary Algorithms. We propose a method to encapsulate multiple
parameters, reducing control to only one criterion. This method allows
to define generic control strategies independently from both the algo-
rithm’s operators and the problem to be solved. Three strategies are
proposed and compared on a classical optimization problem, considering
their generality and performance.

1 Introduction

Evolutionary Algorithms (EAs) [1] are metaheuristics inspired by natural evo-
lution that are used to find sufficiently acceptable solutions to complex opti-
mization problems. A set of candidate solutions, known as population, evolves
by means of genetic operators. The two main operators are mutation, that mod-
ifies randomly an individual from the population, and crossover, that combines
two of them. A selection process chooses the individuals that will survive in the
next generation population. The whole process is repeated until a termination
condition is satisfied. One of the strongest advantages of EAs over traditional
optimization methods is their ability to escape from local optima. They have
been successfully applied to various application domains.

Most of the time, the performance of these algorithms are strongly related to
a suitable setting of several parameters such as population size and operator’s
application rate. The tuning of these parameters is difficult to achieve and often
depends on empirical experiments or intuition. From the problem’s resolution
point of view, these parameters can be used to control the exploration of the
search space and the exploitation of its interesting areas. If exploitation (also
known as intensification of the search) is excessive, premature convergence may
occur, while if exploration is too excessive (i.e., diversification), the algorithm
becomes inefficient. The management of these two search strategies is indeed the
central preoccupation of search (meta)heuristics.

Another important difficulty when using EAs to solve specific problems is the
limited efficiency of generic evolution operators. Generally, the performance of an
EA is also strongly related to the definition of efficient dedicated operators that
take into account the structural properties of the considered problem (without

N. Monmarché et al. (Eds.): EA 2007, LNCS 4926, pp. 303–315, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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neglecting the importance of encoding). These operators are often controlled by
parameters, even in its most elemental way of application rate. The influence
of those parameters over the Balance between Exploration and Exploitation
(EEB) is a priori unknown, and knowledge about it is usually acquired across
computationally expensive sets of experiments.

Control strategies often rely on specific rules to control a particular parameter.
This makes it impossible to apply the acquired knowledge to algorithms with
different operators: knowledge is not exportable because it is not expressed in
general terms. It would be then interesting to generate control strategies w.r.t.
EEB, which would allow us to encapsulate the complexity of handling specific
parameters and define simpler and more general control schemes.

In this paper, we present a study about general control strategies based on a
more global view of EA behavior. We first use a method to encapsulate the com-
plexity of handling multiple parameters, even if they are associated to unknown-
behavior operators [2]. This scheme focuses on a particular criterion: the popula-
tion diversity. The population diversity and quality (i.e. mean fitness), produced
by different combination of parameter’s values, are measured during a training
phase. Then, the combinations that provide maximal quality for different levels
of diversity are identified and used later during the control phase. Genotypic
diversity1 is highly correlated with EEB: if exploitation is intensive, individu-
als will tend to concentrate in the higher fitness zones, so diversity will be low.
On the other hand, if exploration is sparse, individuals will be dispersed in the
search space, and diversity will increase.

Then, we propose several control strategies for managing diversity along the
search process. By using diversity as the main controlling parameter, strategies
can be expressed in more general terms of exploration and exploitation, common
to all EAs. These control strategies are experimented and compared on a well-
known combinatorial optimization problem: the quadratic assignment problem.

This paper is organized as follows. Sect. 2 summarizes relevant work, Sect. 3
provides an overview of our approach, while Sect. 4 analyzes several criteria to
define general control strategies. Sect. 5 discusses experimental results, to finally
draw conclusions in Sect. 6.

2 Relevant Related Work

2.1 Parameter Control

In [3], a broad number of approaches to control EA parameters have been re-
viewed and classified according to the taxonomy of Fig. 1.

Parameter setting strategies are divided in two main sets: those that fix pa-
rameters for the whole search before the run, and those that change their values
during the run. In the first group the central task consists in finding fixed recom-
mended values. In the second group parameter’s values change during the run,
1 Measured as the difference between individuals in the population. Since this approach

can be applied to different problems, diversity must be defined accordingly.
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Fig. 1. Taxonomy of parameter control proposed by Eiben et al. [3]

those are divided according to how the adjustment is achieved: Deterministic
control changes parameter’s values by using deterministic rules, usually in rela-
tion with the number of elapsed generations. Adaptive control modifies parame-
ters according to the current state of the search. Finally, parameter modification
in self-adaptive control is performed by coding parameters inside individuals and
make them evolve together.

Most studies focus on specific parameters control, with just a few exceptions.
An adaptive genetic algorithm is presented in [4], where the relationship between
state measures and parameters are encoded in control rules. In [5] a statistical
method is used to measure relevance and to tune the parameters of an EA
thanks to a second one. Two dynamic control strategies are compared in [6],
where parameters are awarded according to their past performance.

Moreover, the integration of different fields of Artificial Intelligence has led to
new kinds of control approaches. One of these approaches involves Fuzzy Logic
(FL), where fuzzy rules are used to set parameter’s values based on performance
measures [7]. Our approach to handle parameters is based on this mixture, but
applies FL not to control but to modeling behavior, while control is based on
adaptive heuristics.

2.2 Fuzzy Logic Controllers

FL is an extension of classic boolean logic where levels of truth are expressed by
a membership function with values ranging from 0 (false) to 1 (true). One of the
most useful applications of FL are Fuzzy Logic Controllers (FLC) [8,9]. FLCs
allows to infer answers from rules such as “IF car speed is high AND road is dry,
THEN risk is medium”. Since FLCs are universal approximators of continuous
functions [10], they act as modeling tools that express the output w.r.t. inputs.
An early application was proposed by Wang and Mendel [11], in which many of
the subsequent methods have been based.

3 Handling Multiple Parameters in EAs

3.1 Overview of the Approach

When faced to an EA, the user needs to understand its behavior in order to
correctly tune its parameters and benefit from acceptable performances. Most of
the time, a learning process (usually a long set of experiments using the algorithm
with different parameters values) is not included in the algorithm but relies on
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the user’s expertise and intuition. Then, she/he may apply her/his personal, and
often empirical, control rules.

In a similar way, our approach is divided in two phases: Learning and Control.
During Learning, the algorithm produces examples (EA’s generations) using
different parameter’s values, to capture the mapping of these combinations with
genotypic diversity. Since populations with similar levels of diversity may vary in
terms of quality, another model is built, in order to link parameters and quality,
measured in terms of mean fitness.

Both models are used to find the combinations of parameter’s values that
produce the higher quality populations corresponding to different values of di-
versity, which are obtained from a fine partition of reachable diversity. With this
approach, the only parameter to modify thereafter is diversity.

During the Learning phase, three main problems arise: dimensionality, inertia
and noise. Dimensionality is related to the fact that the amount of examples to
be generated depends exponentially on the number of controlled parameters.
Inertia is related to the resistance to the change of diversity and mean fitness
values between consecutive generations. Here, we understand noise as the short-
term variation product of random operators that induce inaccuracy in modeling.

During the Control phase, the controller changes diversity (and therefore pa-
rameters) in order to correctly exploit the search space and try to escape from
local optima. It allows the user to express a generic strategy that can be applied
to algorithms with different operators and solving different problems.

To provide an easy integration with any EA, the controller algorithm has been
designed to be as independent as possible. Communication occurs as follows: the
EA informs about current diversity and quality, and the controller assigns new
values to controlled parameters, decides the reinitialization of population and
the end of the search.

3.2 Learning Phase

There are 4 subphases in Learning: 1.Example production, in which examples
are generated for every fuzzy partition combination; 2.Modeling, where diversity
and quality FLCs are built, based on earlier collected examples; 3.Refinement,
in which new examples, focused on the most promising areas, are generated to
achieve a fine tuning of the model; and 4.Releasing, where all examples are used
to build the definitive model, which will be used during Control phase.

The effects of noise and inertia are specially disturbing during Example pro-
duction. Several techniques have been used to mitigate those effects. The first
one aims to eliminate the influence of initial population by ignoring a number
of generations at the beginning of the search.

Inertia has the undesirable effect of flattening measures of diversity and qual-
ity, as shown in Fig. 2.a (the surface should be continuous), where the examples
of a each training grid cell (shown in the base of the plot), has been gener-
ated before passing to the next cell. Note that flattening occurs even in a close
area, so it is advisable to use a training grid fine enough. We have defined a
grid in function of fuzzy partitions of FLC’s input variables. The intersection of
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Fig. 2. (a) Formation of platforms (emphasized by squares) in a 4x4 coarse training
grid, (b) influence area (fp12,fp22) for two dimensions, in a partition with fineness of 3

all parameter’s partitions define what we have called influence areas, that are
subdivided by a factor of fineness (Fig. 2.b).

In order to avoid abrupt changes in parameters that would increase the unde-
sirable effects of inertia, we have defined a visiting order called smooth, in which
just one parameter value is modified in a minimal amount each time. Fig. 3 shows
examples for 2 and 3 parameters in contrast with classical “nested loop” visiting
order.

Fig. 3. Visiting orders: (a) classical nested loop, (b) smooth in 2D, (c) smooth in 3D

Once examples are collected, the Modeling subphase takes place. A Takagi-
Sugeno FLC with polynomials of order 1 is used. To obtain the coefficients of
the polynomials of the rule corresponding to an influence area, the algorithm
performs a multiple linear regression of the examples collected to build FLCs in
the sense parameters → diversity/fitness.

Fitness FLC is built similarly to diversity FLC, with the difference that an
exponentially descending weighted average correction is done to consider the
effects of long-term operators, like mutation. This method has also the advantage
of reducing the noise. To cancel the bias produced by this correction, an even
number of visiting runs are performed, shifting the direction every time.

Since controller requires the inverse, i.e. which parameters produce a given
level of diversity with maximum quality, a dense grid of parameter combinations
must be created to first find –using Diversity FLC– which ones have the required
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diversity, and then –using Fitness FLC– the one with the higher quality. Values
of diversity and corresponding optimal parameters are stored in the so-called
cachedDiv table.

In order to refine the model, a kind of “beta testing” is performed during
the Refinement subphase, generating examples with the optimal parameter’s
values found, including a normal-distributed error. After that, during Releasing
subphase, all generated examples are used to build the definitive model.

4 Control Strategies for EAs

By modeling diversity and quality w.r.t. parameter values, control strategies
can be expressed closer to EEB than existing control methods. Therefore, the
strategies could be applied to EA’s that solve different problems with other
operators. The issue is then to manage diversity in order to escape from local
optima and to better exploit promising areas. This section discusses several
criteria to design such strategy.

If an excessive diversity is allowed, it is likely that an excessive exploration
will occur, without concentrating in the most interesting zones. On the other
hand, if diversity falls to a small value, all individuals will tend to concentrate
and will be trapped in a local optima. Additionally, if the latter happens, it
would be difficult to reconstruct a population both diverse and of good quality,
since all secondary optima must be found again. Therefore, an intermediate
“correct” value of diversity should be maintained to have a good balance between
exploration and exploitation, and mainly avoid the loss of diversity. Of course,
all problems have different levels of “correct” diversity, so the algorithm must
be able to identify it. A possible approach is to observe the fitness value of the
better individual during the last generations. If the same value is often repeated,
it is likely that the population is converging to the point corresponding to that
fitness.

Another consideration is to alternate between stages of exploration and ex-
ploitation. Actually, during preliminary experiments, we have noted that there
are some problems that were solved very easily with a simple zigzag between min-
imal and maximal diversities. It seems that it is sometimes necessary to “forget”
what has been found to have the chance to explore a totally different zone of
the search space and –perhaps– find a better solution. The question of how long,
in terms of generations, should last this forgetting period is also another issue
to consider: if it is too short the population will return to its initial position.
On the other hand, if it is too long, the algorithm will loose computation time,
although, since the parameters corresponding to maximal diversity are set to be
quality-optimal, the risk of loosing the entire wealth of the population is much
smaller than those when population is regenerated.

We have also experimented strategies with a small oscillation around the
nominal level of diversity, that both performs a local exploration/exploitation
and helps to stabilize the value of observed diversity in relation to commanded
diversity. Another well-known consideration is to first explore and then exploit,
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in such way that the algorithm concentrates progressively in the most promising
areas of the search space.

Tested Control Strategies. In order to compare control strategies, we have
tested three different approaches that emphasize some of the aspects discussed
earlier. Those strategies varies from maintaining diversity in a rather stable level
to moving it abruptly during the search.

– MX (Mixed): it integrates first-explore-then-exploit, forgetting and small
oscillation. A series of intermediate descending diversity levels: 0.7, 0.6, 0.5,
0.4, 0.3 and 0.2, in the range of achievable diversity, belonging to [0, 1], are
commanded to the EA, with an oscillation of 10% of this range, both above
and below the nominal level. A period of 300 generations are executed at
each level, which are extended in case of finding an historical improvement.
After the algorithm has performed the descending steps of diversity, this
one is raised to its maximum value, to escape from local optima, during 200
generations. After this, decreasing starts again.

– CD (Correct Diversity): it tries to reach an adequate diversity level.
Every 10 generations, the fitness of the best individuals of the last 100 gen-
erations are considered. If more than 46 of them have the same value, com-
manded diversity is risen by 0.003, while if there are less than 17, diversity
is lowered by 0.001. Those values where obtained from preliminary experi-
ments. If the repeated value is not the higher one, or if the higher one has
been obtained recently, the rising rule is relaxed a bit. Note that it is faster
to rise diversity than to decrease it, what reflects the importance of avoiding
premature convergence.

– ZZ (ZigZag): it implements a wide oscillation around a central value of
diversity. This value is given by the mean of commanded diversities corre-
sponding to the last five historic improvements. The oscillation, centered at
this point, grows until the limits of possible diversity. If an historic improve-
ment is reached, the amplitude of the oscillation is reset to zero, to start
growing again.

Some control parameters were tuned to obtain reasonable results, even if our goal
here is not to define the best heuristic for solving QAP but to compare several
control approaches. However, it must be noted that different instances presented
considerable differences among them, as we will see in the following sections. I
order to provide more general and reliable control strategies over a wider set of
benchmarks, a learning component could be studied in future research.

5 Experimentation

In this section, we describe the experiments we have carried out in order to
compare the different control strategies described in section 4 2. We use an
2 It is also possible to obtain fixed settings by taking parameters corresponding to a

given diversity level in CachedDiv. Those settings normally produce worse perfor-
mances than adaptive strategies, as shown in [2].
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EA to solve the Quadratic Assignment Problem (QAP) with three operators,
whose application rate parameters are controlled according to our method. Our
purpose is not to be competitive w.r.t. state of the art solvers on this particular
problem, but rather to compare performances of the previously presented control
strategies.

5.1 Quadratic Assignment Problem

QAP is a well-known combinatorial optimization problem that can be stated as
follows. Let us consider two matrices A = (aij)n×n, B = (bkl)n×n, and a mapping
function Π . The goal is to find a permutation pi = (π(1), π(2), . . . , π(n)) that
minimizes:

f(π) =
n∑

i=1

n∑

j=1

aijbπ(i)π(j)

This problem was formulated by Koopmans and Beckmann [12] for a facility
allocation problem, in which a set of n facilities with physical flows between
them (matrix A) must be placed in n locations separated by known distances
(matrix B). The goal is to minimize the cost (flow×distance) of overall system.

A set of 38 medium-size instances, obtained from the QAPLIB repository 3,
was selected to test the algorithm, covering instances from all families.

5.2 Evolutionary Algorithm

The individuals are encoded as permutations. Population size is set to 100 in-
dividuals and three operators are applied: standard exchange mutation, that
simply interchange two allocations randomly, cycle crossover [13], that preserves
the absolute position of allocations from parents to descendants, and a spe-
cialized operator called remake that randomly erases four allocations, try the
4! possible reconstructions and chooses the best one. In order to focus on the
general abstraction and control methodology, the selection process is not con-
sidered here as a mechanism to control diversity. Therefore, we choose a very
basic selection scheme (roulette wheel) that correspond to a rather naive genetic
algorithm implemented by a non specialist user. A set of 15 runs of 10.000 gen-
erations (learning not considered) have been performed for each instance and
strategy. This great amount of generations was defined to observe how definitive
is premature convergence in every case.

Diversity is defined as the sum of the differences of encoded variables between
all population’s individuals, and scaled linearly in [0,1] between minimal an
maximal possible values, given the number of variables and the population size.

5.3 Learning Phase Parameters

During Learning phase, 2.000 generations were ignored at the beginning of Ex-
ample production and Refining phases. Parameter’s value range were divided
3 http://www.seas.upenn.edu/qaplib/
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into 4 fuzzy partitions and subdivided with fineness of 3. Within each partition
of fineness, 5 generations were executed. During Refining, diversity descends and
mounts linearly for 800 generations each one. In order to eliminate the effects
of the modeling in the strategy comparison, 15 preliminary runs were made for
each instance and only one cachedDiv has been chosen for each instance. The
chosen cachedDiv was the one that presented the smaller deviation of observed
diversity from commanded diversity during test runs.

5.4 Results and Discussion

Table 5.4 presents the mean values of cost and the standard deviation (in paren-
thesis) for each strategy and instance. An additional column shows the best
known solution published in QAPLIB (April 2007). At the bottom of the table
we have included the average number of runs in which the best known value
was reached, and the number of instances where each strategy significatively4

outperformed the others.
MX and CD have obtained the best results across different instance’s families,

with a slight advantage of CD. On the other hand, ZZ seems to be the least
efficient strategy, with a couple of exceptions. However, the mean number of
times in which the best known value have been reached is not much different for
ZZ, but all successful results are concentrated on a few instances, while other
control strategies seem to have a more regular behavior. Therefore MX and
CD appear as more generic and could work properly on other problems. Some
instances are notably easier that others (considering the operators used), since
they were optimally solved by all strategies in every run, while others by none.

In order to analyze the characteristics of each strategy, we will concentrate on
three representative instances that show the behavior of each one of the three
strategies (Fig. 4). Relative ranking of the control scheme is indicated in each
figure.

Considering CD on tai64c, we can see that, after an initial confusion due to the
effect of initial population, the algorithm is able to rise diversity up to the level
required by this particular instance. However, since the convergence-escaping
heuristic of CD considers only one value of equally fitness-valued generations, it
fails to detect excessive convergence when there are several values with fitness
close to the local optima, as in ste36a and els19.

ZZ, nevertheless, solves els19 without any difficulty. This is partially acci-
dental, since the starting diversity level agrees with the level required for this
instance. Actually, placing the center of oscillation in the mean value of last
successful improvements does not guarantee that this will be the right diversity
to command. This appears clearly on tai64c. While CD lacks of means to detect
sub-optimal multimodality, ZZ lacks of a criterion to well focusing on the right
diversity level.

Note that CD and ZZ have opposite behavior w.r.t. diversity change : ZZ
moves it continuously during the search, while CD stands quietly at a convenient
value. Why CD solves better tai64c and ZZ does with els19 ? One explanation
4 Using a t-Student test with significance level of 0.05.
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Table 1. Mean and standard deviation of experimental results

Instance MX CD ZZ Best known

bur26a 5430603(2813) 5429382(2801) 5431717(1797) 5426670
bur26b 3820099(2645) 3820701(3237) 3819815(2497) 3817852
bur26g 10117735(637) 10118015(1805) 10118437(734) 10117172
bur26h 7098797(227) 7101812(11143) 7099036(314) 7098658
chr12a 9552(0) 9552(0) 9552(0) 9552
chr18b 1534(0) 1534(0) 1534(0) 1534
chr20c 14980(676) 15564(967) 14462(415) 14142
chr25a 4282(145) 4160(193) 4738(189) 3796
els19 17255411(64685) 17403382(428255) 17212548(0) 17212548
esc32a 133(1) 137(3) 146(4) 130
esc32b 174(8) 183(7) 190(3) 168
esc64a 116(0) 116(0) 116(0) 116
had12 1652(0) 1652(0) 1652(0) 1652
had20 6922(0) 6922(0) 6922(0) 6922
kra30a 90618(536) 90688(671) 91805(556) 88900
lipa20a 3696(21) 3690(12) 3695(21) 3683
lipa40b 504178(40403) 509671(41952) 558748(18977) 476581
lipa60a 108419(55) 108263(46) 108649(35) 107218
lipa60b 3001663(133444) 3005495(6122) 3068971(5125) 2520135
nug15 1150(0) 1150(0) 1150(0) 1150
nug20 2573(3) 2571(2) 2574(6) 2570
nug30 6177(26) 6156(21) 6261(25) 6124
rou20 729645(1575) 728832(1764) 729987(3362) 725522
scr20 110375(428) 110129(178) 110178(255) 110030
sko42 15982(62) 15962(48) 16341(61) 15812
sko64 49193(120) 49051(175) 50934(209) 48498
ste36a 9744(102) 9704(98) 10268(148) 9526
ste36b 16209(293) 16341(526) 16973(254) 15852
ste36c 8402215(76340) 8360860(84502) 8525723(69745) 8239110
tai20a 710633(2832) 709743(1618) 712817(2402) 703482
tai20b 122562707(222601) 122824782(270418) 122667094(266302) 122455319
tai40a 3249903(12230) 3231014(13179) 3304776(11237) 3139370
tai40b 647477626(8092672) 650707492(12312552) 654471314(8168843) 637250948
tai60a 7615573(33603) 7468530(19378) 7722640(22912) 7205962
tai60b 617635298(4993344) 616454128(4540470) 630041081(4689169) 608215054
tai64c 1857916(2066) 1856511(736) 1857830(2128) 1855928
tho40 244248(1349) 244027(1418) 251943(1598) 240516
wil50 49029(56) 48994(88) 49728(80) 48816

avg. optima 4.82 4.60 4.29
outperf. MX — 6 2
outperf. CD 3 — 1
outperf. ZZ 20 21 —

could be related to the shape of fitness landscape of both instances: if it is
smooth, a quiet search, that walks across the “plains” and the “valleys” could
be appropriate, while if it is rugged, a “messy search”, that first jumps between
“peaks” to then concentrate of them could be best suited. The interest in finding
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Fig. 4. Plot of commanded diversity (below) and fitness of best individual of the pop-
ulation (above) obtained with proposed strategies for representative instances els19,
ste36b and tai64c. In parenthesis appears the relative order according to mean result.

out a relationship between fitness landscape and the best suited control strategy
lies in the simplicity to know the former, thus it would be possible to auto-
matically select the most performing strategy by measuring ruggedness at the
beginning of the search.

In order to check this hypothesis, we have calculated the random walk cor-
relation function, proposed by Weinberger [14]. This function takes a sequence
of fitness values from a solution that is randomly modified by an operator, and
calculates correlation between fitness values separated by s iterations. We have
calculated the correlation for all treated instances with values of s ranging form
1 to 10, and with two operators; exchange mutation and remake, for series 50.000
iterations long. We have found that tai64c has, as we expected, a high level of
correlation, revealing a smooth fitness landscape. Most of the instances with
a similar correlation structure were best solved by CD (lipa60a, tai60a) and
in some of them ZZ’s performance was particularly inefficient (lipa60b, sko64,
tai60b, wil50). On the other hand, els19 has one of the lowest measures of corre-
lation, pointing out a rugged fitness landscape. The same happens with another
instance well solved by ZZ, chr20c. However, the mapping between strategies
and fitness landscape is not that clear in this case, since there are some rugged
instances that are slightly better solved by CD (rou20, tai20a), and most them
are solved similarly by all strategies (chr12a, chr18b, had12, had20, nug15, nug20,
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scr20). That could be caused by the inappropriate placing of center in ZZ. Fur-
ther work is needed before concluding a definitive relationship.

Analyzing MX, we found that it worked exactly as expected when solving
ste36b: Diversity descends progressively as fitness rises, and forgetting periods
allows to escape from local optima to reach a better one. Even though these
general-purpose diversity levels worked relatively well with most instances, they
were not high enough to deal with tai64c. Another drawback of this strategy is
that it does not consider the converging rate, i.e. even if fitness is rising firmly,
when the time to forget is come, the algorithm starts to explore, losing the op-
portunity to improve the current best solution. The number of generations before
entering a forgetting period is a sensible parameter, whose value depends on the
problem. Something similar happens with the frequency of diversity change in
ZZ.

6 Conclusion

In this paper we have presented a method to control multiple EA’s parameters.
Our purpose was to create an abstraction of algorithmic details in order to allow
the definition of high-level control strategies, applicable to a wide range of EAs,
regardless of the operators used and the problems being solved.

We have discussed several criteria that should be considered when defining
general strategies, and three different schemes, all of them absolutely indepen-
dent from EA’s operators, have been studied. We have considered strategies:
that keep a somewhat stable value of EEB, and others that continuously move
this value.

An interesting relation between the performance of these strategies and the
shape of the fitness landscape has been suggested. This could be used to auto-
matically choose which strategy to apply when faced to a particular problem. A
learning component could analyze performance of control strategies over differ-
ent problems and parameters.

We have considered application rate parameters. It would be interesting to
apply this method to other kind of parameters, such as selection pressure or
population size.

Future work would also extend to other problems in order to assess the gen-
erality of our approach.
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Abstract. Intelligent optimization is a domain of evolutionary computation that 
emerges since a few years. All the methods within this discipline are based on 
mechanisms for maintaining a set of individuals and, separately, a space of 
knowledge linked to the individuals. The aim is to make the individuals evolve 
to reach better solutions generation after generation using the knowledge linked 
to them.  The idea proposed in this paper consists in using previous experiences 
in order to build the knowledge referential and then accelerate the search 
process. A method which allows reusing knowledge gained from experience 
feedback is proposed. This approach has been applied to the problem of 
selection of project scenario in a multi-objective context.  An evolutionary 
algorithm has been modified in order to allow the reuse of capitalized 
knowledge. This knowledge is gathered in an influence diagram allowing its 
reuse by the algorithm. 

Keywords: Project management, evolutionary algorithm, knowledge 
management, experience feedback, influence diagrams. 

1   Introduction 

The management of industrial projects is a more and more complex activity. The 
constraints to take into account are: multi-domain projects, uncertain and dynamic 
environment, innovative systems and/or components, multi-criteria optimization, etc. 
In this context, optimal methods are not suitable because of the complex and large 
search space. Several studies (see [1] for example) highlight the fact that 
combinatorial optimization techniques are in general relatively blind methods (i.e. 
they are not a priori guided). It is usual to launch an optimal search algorithm 
considering that the search space is uniformly interesting. This hypothesis is, in 
practice, often proved to be inappropriate. However, some techniques based on meta-
models propose to gain knowledge (learning) during the resolution processes. They 
build a model of objective function (response surfaces, Kriging, etc.). Another 
alternative is to propose, during the exploration process, some interesting hypotheses 
of configuration and to use them as guidelines [2]. 
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Nevertheless, being able to reuse the knowledge capitalized during previous 
optimization processes can be an interesting way to improve future explorations of the 
search space. The capitalized knowledge can provide interesting information for 
initial conditions and during exploration of search space. It is however necessary to 
adapt the knowledge capitalized during previous explorations to the current one.  

In the domain of project management, the problem of scenario selection is very 
difficult, particularly when projects concern the design of new products. This context 
provides an interesting framework for knowledge reuse. Indeed, the reuse of 
components or knowledge when designing new systems is an increasingly important 
and strategic issue for companies. So a lot of information is already available, but not 
used to accelerate the optimization process. Moreover, the reuse process must take 
into account variations of environment to improve information used. 

So, in this paper a framework for integration of an experience feedback process 
during optimization processes is proposed. The study is adapted to scenario selection 
in project management. In the next section, a state of the art about knowledge 
utilization to guide search methods is presented as well as the objectives of the 
proposed method based on experience feedback process. In section 3, knowledge 
acquisition process and model used by experience feedback process are described. 
Section 4 presents different ways to use knowledge during resolution before 
concluding and presenting prospects. 

2   Knowledge as Guidelines for Optimization Methods: State of 
Art 

The goal of combinatorial optimization techniques is to find a good solution, if 
possible optimal, according to a set of criteria, in the state space of input parameters 
(domains of combinatorial parameters). The method searches in this space 
combinations of parameters leading to interesting areas with respect to evaluation 
criteria. When the studied problem is too complex, two kinds of search methods are 
usually used: the meta-modeling of the objective function or the meta-heuristic 
methods. 

The meta-modeling methods, such as neural networks, consider that the objective 
function, even complex, is coherent. Those methods try to build a regression model 
used to guide exploration procedure. One major problem with this type of method is 
the lack of explanations about obtained solutions. Knowledge is learned by the 
program and then stored in a model (e.g. weights on arcs between neurons) but it 
remains inaccessible for the user. Their advantage is the capacity of generalization 
which ensures a good reuse of knowledge on new cases.  

Most heuristics and meta-heuristics methods assume that exploration process (local 
or global) will make it possible to find a good solution in a reasonable time and this 
by formulating assumptions on the data structure [3]. Heuristics methods are rules 
improving search of solutions for certain types of problems or for a particular aspect 
of a complex problem. Thus, they carry out a partial knowledge about a part of the 
problem or its structure. The search procedure is then accelerated but it is not enough 
to find a complete solution. 
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Meta-heuristics are more general models which must be adapted according to the 
problem to solve. For most of these methods and especially for Evolutionary 
Algorithms (EA), the method does not consist in spending time to capitalize 
knowledge about the problem which is too complex or changing. It rather consists in 
testing (quickly) a great number of possible solutions and to make sure that 
exploration process converges towards increasingly interesting solutions. This kind of 
method indirectly reuses knowledge associated with the problem via the evaluation of 
generated solutions. The assumption is made that carried out knowledge is linked to 
the quality of generated solutions. The method tries to improve these solutions. But 
knowledge, used during exploration, is not preserved from one execution to the other. 
Moreover, it is impossible to reuse only a part of it. 

Recently, new methods, called “intelligent optimization methods” [2][4] suggest a 
coupling between a Model of Knowledge (MoK) about the problem to be solved and 
a traditional search method. The MoK must guide search towards promising zones 
while a traditional search method provides a “virtually contextualized information” to 
the MoK. For the majority of methods listed above, the use of knowledge is achieved 
indirectly. It is represented by means of classes of operators [5], intervals [6], 
assumptions on the parameters values [7] or by attributes about good solutions [8]. 
Works carried out by Chebel-Morello in [9] or Huyet in [4] propose to model the 
knowledge directly using parameters classes. Each class of parameters is more or less 
favorable to the different objectives. The problem is that it is very difficult to directly 
handle this knowledge with the employed methods (Knowledge Discovery in 
Databases - e.g. decision trees or neural network).  

Finally, other methods [10] [11] use different kinds of Bayesian network as MoK. 
The MoK is learned from a database containing selected individuals from previous 
generation and it is used to generate directly the new population of individuals by 
sampling. The step of induction on the probability model constitutes the hardest task 
to perform and this task had to be performed for each generation.  

Moreover, no study proposes a reuse mechanism of knowledge obtained during 
previous resolution processes to better solve new problems. Such reuse allows 
building and improving a complex MoK of the problem before optimization process 
and only using it during search (no knowledge actualization). 

 

Objectives of our study. The proposed framework suggests to use a hybrid method 
including a meta-heuristic for search and a MoK to provide heuristics adapted to the 
current case. The MoK should not provide all information precisely but has to give 
some orientations with respect to a given situation. Michalski in [2] shows that fixing 
some interesting solutions properties is enough so that search method generates very 
quickly some solutions close to the optimal one. The system has to ensure the 
following properties: 

1) The search process has to be efficient and to provide optimization even with an 
incomplete MoK or a failing one. In this study an Evolutionary Algorithm for the 
search process and an Influence Diagram as MoK are used; 
2) Reuse and continuous improvement of operational knowledge has to be performed 
in an interactive manner (achieved projects) within an experience feedback process; 
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3) Reuse of the knowledge resulting from the simulations produced by the genetic 
algorithm. This is possible by means of a Knowledge Discovery in Databases (KDD) 
process for example; 
4) Capacities of knowledge generalization that allow adapting knowledge according 
to new current cases. This adaptation has also to be performed in interaction with the 
meta-heuristic. 

Application problem. In the domain of project management, the problem of scenario 
selection is considered. The aim of this application is to solve simultaneously the 
problem of selecting design alternatives for a system and the project planning problem 
to achieve this system. The constraints to be taken into account during the project 
planning are modeled by a project graph proposed in [12] and shown on figure 1. This 
model allows considering simultaneously the planning constraints and the design 
constraints. The project graph includes the tasks to be carried out, the AND nodes 
(parallel tasks) and the OR nodes representing the possible decisions during the design 
process called “design alternatives”. Tasks are represented by means of rectangles with 
a task number, AND nodes by means of vertical double-bars, OR nodes by means of 
circles. The gray rectangles inside the tasks represent the different possibilities to carry 
out a task, called “task options”. The selection of a path in the graph represents a 
potential scenario for the project as show on figure 1.  

 

Fig. 1. Graphs of a project and scenario encoding; for example, this one concerns the 
realization of a pen with a scenario highlighted  

Search method used in previous study. The search method is an evolutionary 
algorithm (EA) proposed by C. Baron in [12] for scenario selection. An EA is a meta-
heuristic for stochastic optimization, used for global exploration. The SPEA method 
used in this study (Strength Pareto Evolutionary Algorithm) [13] is a traditional EA 
with classical steps (initialization, evaluation, selection) and genetics operators cross-
over and mutation. It ensures the multi-objective evaluation of individuals according 
to the two following steps: i) the Taguchi approach is used in order to evaluate cost of 
a scenario for each criterion [14]; ii) multi-criteria evaluation is then achieved by 
means of Pareto front in order to compare and classify the scenarios (concept of 
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dominance between solutions). The probability of selection for an individual is 
proportional to its fitness. The fitness depends on the position of the individual 
compared to the Pareto front (maximum fitness for the Pareto-optimal solutions). The 
fitness of an individual is calculated by formula (1) according to the strength (Si) of 
individual which it dominates (Pareto-dominance). The strength of an individual is 
given by the formula (2) where n is the number of dominated solutions and Pop is the 
population size. 
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After selection, cross-over operator is applied (selection of two “parents” and then 
crossing of their “genes”). Finally, the mutation operator is applied (selection of an 
individual and change of one or more genes). The criterion used for stopping this 
process is a strict limit of the number of generations. 

EA requires an encoding of individuals. In this model, an individual represents one 
scenario for the project, i.e. an instantiation of the graph as shown on figure 1. The 
chromosome of an individual gathers on first part (the left one) the design alternatives 
choice. Each gene corresponds to a path choice in the project graph and it is 
represented in chromosome by a number corresponding to the selected alternative. 
Then on the second part of the chromosome (right one), each gene corresponds to 
selection of a task option (a number corresponding to selected option).  

All possible choices are always represented whereas majority of them are inactive 
since they are inhibited by alternatives choices. For example, in figure 1, the first 
design choice (OR node  - choice of arc (2) noted (1:2)) inhibits node  and then, 
tasks 1 and 2. The second possible design choice for this scenario (OR node  - 
choice of arc (2) noted (3:2)) inhibits the tasks 3 and 4. Consequently, the tasks 1, 2, 3 
and 4 are present in the chromosome but their genes are inhibited. This encoding 
ensures a constant viability of solutions but requires an additional control on genetics 
operators. A check has to be performed to avoid inefficient mutation or cross-over. 

3   Knowledge Acquisition and Modeling  

3.1   Knowledge and Experience Feedback 

Knowledge management relies on expert’s knowledge extraction and direct use of this 
knowledge through a modeling. Methods using this process (MKSM, Kads) encounter 
problems such as difficulty of data extraction, expert’s availability or knowledge 
actualization. Experience feedback proposes acquisition and knowledge reuse through 
the experiences (spontaneous declaration of knowledge during their application). It 
rests mainly on two cycles of information management: capitalization and 
generalization. Capitalization is carried out by memorizing behavior of the expert. 
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Experiences are used as vectors to build knowledge reference frame. Each time that 
an event occurs, actors formalize their judgment. Indeed, to generalize a model of 
knowledge starting from lived experiments is easier than to clarify knowledge apart 
from its context. 

In our study, knowledge corresponds to the identification of system and 
environment of system to be realized. It consists in probabilistic or determinist links 
between three state spaces: i) input parameters of the problem (i.e. genome where 
each gene corresponds to a design or planning decision); ii) the evaluation criteria and 
objectives (discrete values in our study); and iii) parameters characterizing the 
environment of the project. Indeed, context modeling is necessary to adapt knowledge 
to current situation. Knowledge about criteria and objectives is related to 
functionalities of the designed system (e.g. customer’s requirement) or on 
requirements for the project management (e.g. minimize cost, delay, etc). Among 
knowledge about genome, two different kind of knowledge can be distinguished. The 
first one is a structural knowledge related to the problem to solve (e.g. the constraints 
of precedence and inhibition between decisions). Note that this part of knowledge 
referential is specific to the graph routing problem. The second kind of knowledge 
used is the set of preferences between genes according to criteria and objectives. 
Knowledge is extracted from: a) the project graph shape; b) information and analyses 
of operational experience feedback and finally; c) intermediate simulation results 
(individuals evaluated by EA).  

3.2   The Model of Knowledge (MoK) 

Paradigm used to model required knowledge is Influence Diagrams (ID) [15], a 
stepwise-solvable bayesian network. Firstly, they represent an interesting way for 
representation and use of knowledge because they were conceived for conceptual 
representation in decision support. So, they allow the representation of expertise and 
an interactive management of knowledge coming from experience feedback. 
Moreover, they allow an automated learning process on simulation results. This 
double source of knowledge (expertise and learning process) allows an interesting 
way for knowledge extraction [15]. Indeed, an expert can easily provide a structure of 
problem (or parts of it) but with uncertain parameters values. Formulating this expert 
knowledge by means of an ID, some rules, based on probabilities, allow calculating 
estimated data. These data can be compared with the data resulting from simulation or 
from previous carried out projects. Considering the process of KDD, statistical 
extraction of structures is a much more complex problem than the statistical 
extraction of parameters values. If we already have a structure (resulting from 
expertise), calculations for parameters acquisition are simplified. This cycle of 
information extraction improves and facilitates the construction of the model by using 
the two sources of knowledge (i.e. expertise and results of simulation). 

An Influence Diagram (ID) is a regular acyclic and no-forgetting graph of 
probabilistic relations between decisions, objectives, decision criteria and environment 
(see left part of figure 2), based on a net. Three kinds of nodes are used: “utility 
nodes”, “decision nodes” and “chance nodes”. “Utility nodes” do not have “children 
nodes”. To each of them, an exact value is associated for each combination of “parent 
nodes”. They represent in our case the objectives of the project. “Decision nodes” 
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represent the possible decisions, i.e. the genes of EA. Decision rules enable to associate 
to each possible configuration of “parent nodes” a single decision. Lastly, the “chance 
nodes” are used in order to represent context and decision criteria. A table of 
conditional probabilities is associated to each node. It contains all the probabilities 
depending on states of “parent nodes”. The example on left part of figure 2 is linked to 
the scenario shown in figure 1. Decisions d5 and d6 are related to the options of 
realization (respectively Task T5 and T6) for a pen built in two parts. An expert 
determines that for these two decisions the principal criterion is the mode of realization 
(internal or external). This criterion is conditioned by the external supply (E2) of the 
required resources (for example a subcontracting supplier). Based on its experience, 
the expert estimates that these criteria can be aggregated in “Mode of realization” (C4). 
Once this analysis is carried out, we have a structure which could be completed by an 
estimated distribution of probabilities provided by the expert.  

Nevertheless, a better way consists in setting these probabilities by confronting the 
ID with the real data coming from previous similar scenarios (e.g. a similar decision 
chain). This ID constitutes an “experience” in our system. This diagram ensures a 
conceptual classification of the properties of the decisions. The interest of conceptual 
classification is that it enables to define and classify the objects according to their 
descriptions (concepts used) without any considerations about raw data. The search 
for new projects or similar ones in different contexts can be done at conceptual level. 
This largely facilitates exchange with user and knowledge reusing. 

 

Fig. 2. Influence Diagram for a scenario and for the project 

The ID represented on left part of figure 2 results from a learning process, but for 
only one scenario. To obtain a global MoK able to guide the EA for all the possible 
scenarios, it is necessary to carry out a second cycle of abstraction by confronting the 
various ID. This global MoK is an extended influence diagram (on right part of figure 2) 
representing the set of possible decisions, criteria and sub-criteria linking decisions to 
objectives and environment. It is carried out by differential analysis of the contexts of 
each concept (objective, criterion or decision) used in the IDs. The context of a concept 
is defined as the set of concepts on which it is linked in the ID. For example, the context 
of a decision of realization associated with a task in a particular project (for example D1 
on figure 2) is the set of the other decisions concerning the scenario, the criteria, 
functions and objectives related to this task. Mechanisms of context changing can be 
inferred each time that this task is used within a project. 
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These mechanisms activate or inhibit concepts associated with the task according to 
its context of use. The global ID is composed of three parts: in the higher part, a net of 
chance and utility nodes gathers the decision criteria and the objectives. It is the result 
of generalization of the selected decision criteria. It enables to represent all the 
combinations of relevant concepts. Then, the set of decisions to be evaluated are 
represented (D1,…, d8). It corresponds to the project’s genome. Another set of 
decision nodes (Reg1 to Reg3) related to design alternatives is also represented. It 
corresponds to the structural aspect of knowledge resulting from project graph. This 
knowledge can be interpreted as activation constraints [16] and illustrates the fact that 
selection of an alternative activates corresponding tasks and inhibits tasks associated 
with other possible alternatives. For example, decision D3 activates d3 and d4 or d5 
and d6. 

4   Different Way to Use knowledge in Evolutionary Algorithm  

Within our model of knowledge, some information links the search space (parameters 
to be selected), the objectives of project and the space of global context. So, in order 
to accelerate the exploration process within the EA, we use the capitalized knowledge 
(gathered in the MoK) adapting it to the current case. Considering that the MoK can 
be unsuitable or incomplete in certain cases and that it is not revised during search 
process, it is thus necessary to preserve independence of search method when 
predictions of MoK are not appropriated. For this reason, evaluation and selection 
steps of classic EA are preserved. Moreover, a mechanism is envisaged allowing to 
partially come back to traditional genetics operator when insufficient progress is 
observed. 

The main problem for direct interaction between ID and EA is the step of inference 
in probability model especially because of multi-criteria fitness in ID consumes too 
much computing time. As a consequence, knowledge should be clusterised [2] [11] 
with respect to objectives and provided to EA during initialization. This way 
developed in next section allows general orientation to reach interesting zones of 
search space. The main difference between this study and the others using a MoK to 
guide search [10] [11] to guide search is that the MoK is more complex here (multi 
objectives, interdependencies between variables) but it is made before optimization 
process, as an off-line process. 

Interaction based on knowledge clustering. This kind of interaction is based on two 
classifications: i) the classification of individuals with respect to objectives by EA and 
ii) the conceptual classification of scenarios by project’s global ID. During 
initialization step, the global I.D. provides classes of favorable genes for each class of 
objectives. The classes of objectives are distributed uniformly on search space and 
their number is fixed by the user. A Class of genes gathers probabilities of selection 
for each alternative of each gene of the genome. 

In a traditional EA, initial population is generated randomly. Here, the initial 
population is build according to the classes of genes, in order to start search procedure 
with a priori good orientations. The individuals are divided through the various 
classes of genes. Then for each individual, the probabilities of his class are used to fix 
the value of genes as shown on figure 3. In the class of gene, each table corresponds 
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to the selection’s probabilities for each state of a gene. For example, the values (1; 0) 
of the first table indicate that, to reach the matched class of objectives, it is necessary 
to choose with a probability of 100% the first alternative. This choice implies that 
genes 3, 6, 7, 8 and 9 (respectively linked to decision D3, d3, d4, d5 and d6 on figure 
2) are inhibited according to structural knowledge (their probability on the class of 
genes is fixed to -1). When a gene is inhibited by previous genes already instantiated 
(genes encoding OR node’s options choice), its value is fixed to 1. 

 

Fig. 3. Utilization of gene’s class for individual building during initialization  

During EA process, classes of genes are matched to current cluster of Pareto-
optimal individuals (see left part of figure 4). The centered solution of cluster (i.e. 
which minimizes distance with other solutions) will be used as reference point for the 
class of genes to which it is matched. That makes it possible affecting to each 
individual the class of genes to which the center is closest.  

The mutation operator, shown on the right part of figure 4, selects an individual 
randomly among the population and secondly, the probabilities of its class are used to 
fix the value of genes similarly as during initialization except that a gene mutation 
occurs according to the mutation probability and mutations on inhibited genes are 
skipped. This method allows to preserve good properties of an individual, to avoid 
useless changes and thus to concentrate the changes on the remaining genes. 

 

Fig. 4. Assignment of individual to classes and mutation operator 
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The crossover operator, illustrated on figure 5, enables exploration or 
intensification of search space. It corresponds then to an “inter-class” exchange by 
crossing individuals belonging to different classes or an “intra-class” exchange by 
crossing on the same class, according to the strategy of selection of parents. Once 
parent selection is done, probabilities of their classes are used to determine points of 
crossing. For each gene, if one of its parents has an inhibited gene or if the two 
parents have a probability of 1 for two different alternatives, the crossing does not 
take place for this gene. If only one of the two parents has a probability of 100% for 
an alternative, a unilateral crossing is done for this gene (from the parent with 100% 
towards the other as for first gene on figure 1). Lastly, if none of the preceding case is 
applicable, the crossing will be carried out in a traditional way according to the 
probability of crossing as for second gene on figure 1. This method makes it possible 
to preserve and, if possible, to exchange favorable genes of each individual. 

 

Fig. 5. Crossover operator 

First results. We use a platform coded in C++ which allows testing our method. 
Table 1 presents preliminary results obtained for a graph with sixty tasks (three 
options per task) and fifteen OR node (three alternatives per OR node). The first row 
is the mean of best solution’s evaluation obtained after ten runs. The evaluation of an 
individual is calculated by adding the square of difference to each objective multiplies 
by a coefficient define by user (the optimal solution’s evaluation for this problem is 
3051.28). The second row is the mean of generation’s number in which the best 
solution has been found and the last one is the time needed to achieved the ten runs on 
a AMD Sempron 3400+ with 512Mb of RAM.  

For a first evaluation of this approach, the intelligent evolutionary algorithm (IEA) 
has been tested with a perfect learned MoK (class of genes learned with every best 
solutions generated separately) and without MoK (MoK with class equiprobable for 
every gene, equivalent to a traditional EA). Tests were realized for ten generations, 
with a population of fifty or ten individuals and with a genetic strategy (GS: 
PCross=0.7, PMut=0.3) or an evolutionary strategy (ES: PCross=0.3, PMut=0.7). The best 
strategy, here the ES one, is linked to problem instance. These first encouraging 
results show that the learned MoK guide very quickly the algorithm to interesting 
individuals as shown by runs done with ES strategy and fifty individuals where the 
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IEA find optimal solution at every execution in only five seconds. The learned MoK 
achieved best results (average of eight percents for all runs) to find the best solution 
and done as well for every class of objectives (the entire Pareto front is improved).  

Table 1. Mean results after ten executions with and without learned MoK. The Eval. and Gen. 
columns represent respectively the best value obtained and the generation in which it added. 

I.E.A. using learned MoK I.E.A. without MoK 
Gen/Pop/ Strat.

Eval. Gen. Eval. Gen. 
time 

10/50/ GS 3074.27 1.66 3316.96 3.73 6s 
10/50/ ES 3051.28 (optimal) 3.26 3274.85 4.9 5s 

100/10/ ES 3051.28 (optimal) 6.4 3212.72 61.1 8s 

5   Conclusion / Perspectives 

An original approach based on coupling between a graphic model of knowledge built 
starting from experiments in an interactive and iterative way and a multi-objective 
evolutionary algorithm has been proposed in this paper. The first tests show 
promising results. We currently perform more experiments to test and validate the 
approach when MoK is incomplete or failing. Then some perspectives have to be 
carrying out. First of all, we investigate different way to use a direct interaction 
between MoK and EA without classification matching in order to use knowledge 
more specifically. Two possibilities are now investigated. The first one consists in 
compiling all information with an automaton as proposed by J. Amilastre in [17]. This 
model has very short response times but must be built before launching scenario’s 
search process. The second possibility is to simplify the global ID. This operation can 
be carried out by means of an adaptive meta-model representing the relevance of a 
node as proposed M. Crampes in [18]. Secondly, another perspective concerns the 
update of the global ID starting from the past experiments (i.e. starting from the set of 
all the MoK corresponding to all previous instantiated scenarios). It has to be 
specified as well as the interaction between models and decision makers.  
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Duval, Béatrice 243

Egli, Matthias 112
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