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Preface

Welcome to the proceedings of UNISCON 2008! UNISCON 2008 was an experi-
ment — additionally to a number of peer-reviewed conference papers two keynote
presentations and a substantial number of invited presentations were offered at
the conference and are included in these proceedings. Making this experiment
was a consequence of our desire to honor with UNISCON 2008 our teacher, col-
league, boss, and friend Heinrich C. Mayr on occasion of his 60th birthday. A
large number of well-known researchers agreed that Heinrich’s birthday was a
very welcome occasion for meeting and working together. All of them came to
Klagenfurt to celebrate Heinrich’s birthday in the way we know he likes best:
meeting, talking to each other and extending and perfecting one’s knowledge.
Heinrich in fact is a very rare individual, at least in the European information
systems community. As very few others he has contributed to informatics in in-
dustry (as CEO of a successful software vendor), research (as co-author of more
than 150 papers), research politics, organization, and administration (as twice
elected president of the GI, co-founder of EMISA, vice chancellor of his univer-
sity, dean of his school, head of his department, and organizer of important con-
ferences such as the Entity-Relationship conference). He has provided visions for
the development of the Alpen-Adria-Universitdt and its scientific environment,
and established ties between that university and local as well as international
industry. Any recollection of his credits in this preface will be incomplete.

UNISCON 2008 was also a repetition of a bundling of events, the organization
of which Heinrich previously as organizer and co-founder was involved in, i.e.,
the ECOMO workshop series and the ISTA conference series. We obtained a
sensible paper acceptance rate of about 30%. In addition to full papers we had
some short paper submissions, which our Program Committees found worthy
of being published. These are included in this volume and are not specifically
marked.

We thank each of the many friends, colleagues, and collaborators who helped
in preparing, organizing, and running UNISCON 2008. In particular we thank the
office staff and our colleagues (Marko Anzelak, Wolfgang Ebner, Stefan Ellers-
dorfer, Doris Galle, Jorg Kerschbaumer, Gert Morak, Klothilde Puschl, Chris-
tine Seger, Maria Semmelrock-Picej, Volodymyr Sokol, Kateryna Sokol, Anita
Toschkov, Jiirgen Vohringer, Martin Waiguny, Karl Wiggisser), students who
helped us throughout the conference, the authors of the papers in these pro-
ceedings, and of course the colleagues from “Springer” who made it possible to
have this volume ready for distribution at the beginning of the conference. We
also thank the sponsors of UNISCON 2008.

Most of all we thank Heinrich for inspiring us, for the role model he has
provided, and for the counsel he has given when he was asked to do so. We hope
that he is going to be with us for a long time to come.



VI Preface

Finally, we thank every UNISCON 2008 attendee, and everyone else for pur-
chasing this volume, for reading papers in it, and for sharing their views with us.

April 2008 Roland Kaschek
Christian Kop

Claudia Steinberger

Giinther Fliedl
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Standardizing Methodology Metamodelling and
Notation: An ISO Exemplar

. 1 2
Brian Henderson-Sellers' and Cesar Gonzalez-Perez

! Faculty of Information Technology, University of Technology, Sydney, PO Box 123,
Broadway, NSW 2007, Australia
% Instituto de Estudios Galegos Padre Sarmiento, Consejo Superior de Investigaciones
Cientificas, San Roque, 2, 15704 Santiago de Compostela, Spain
brian@it.uts.edu.au, cesargon@verdewek.com

Abstract. Standardization within a discipline often reflects its maturity. Within
software engineering, standardization occurs in many areas — here we focus on a
recent ISO standard that has been developed for a methodology metamodel: the
Software Engineering Metamodel for Development Methodologies, ISO/IEC
24744. Since its publication as a pure metamodel (represented by several UML-
style class diagrams) in February 2007, a follow-on project has been established
to provide a complementary notation for all the methodological elements, both
within the method domain and the endeavour domain. Here, we discuss not only
the technical details but also the process by which standardization occurs.

Keywords: Metamodelling, methodology, notation, standards.

1 Introduction

Maturity in a discipline is often reflected when standardization occurs. The prime
international standardization body is the International Organization for Standardiza-
tion or ISO, headquartered in Geneva in Switzerland.

Standardization of methodological elements within software engineering assists de-
velopment teams in following the same approach leading to interoperability at all levels
and an increase in their efficiency and productivity. Often companies using an ISO
standard have a head start in obtaining contracts, particularly with government depart-
ments worldwide, since adherence to an ISO standard can be indicative of a quality-
focussed approach to software development. While there are many ISO standards
relevant to software engineering, here we will focus on just one of these: the Software
Engineering Metamodel for Development Methodologies, ISO/IEC 24744 [1].

All standards go through a rigorous development process. In ISO, software engi-
neering standards mostly fall under the purview of Subcommittee number 7 (SC7) of
the Joint Technical Committee 1 of ISO and IEC (International Electro-technical
Commission). Within SC7, each standardization project is attributed to one of the
several working groups for development. Development stages have a six-month dura-
tion during which work is undertaken to develop an initial, raw proposal into a stan-
dard acceptable to a very wide community. At each of these six-monthly stages, a
vote is taken by National Bodies before the embryonic international standard can

R. Kaschek et al. (Eds.): UNISCON 2008, LNBIP 5, pp. 1-12, 2008.
© Springer-Verlag Berlin Heidelberg 2008



2 B. Henderson-Sellers and C. Gonzalez-Perez

proceed to the next stage, the voting community growing larger at each six month
milestone. Final approval for this particular standard (24744) occurred after the No-
vember 2006 meeting in Kyoto and the standard was published February 13 2007.

In this paper, we focus on the technical details of the ISO/IEC 24744 International
Standard. We first introduce metamodelling basics (Section 2) and then explain how
these are reflected in the International Standard itself (Section 3). In Section 4, we go
a little beyond the published standard to describe a notation that is currently the topic
of a New Work Item (NWI) within SC7. This, in due course, is aimed at created an
addendum to 24744 that will describe a recommended notation for describing meth-
ods and processes conformant to the metamodel in the existing standard.

2 Metamodelling Basics

Metamodelling is cognitively challenging and often ill understood (see examples in
[2]). A metamodel is a model of models [3,4] where a model is a statement about a
given subject under study (SUS), expressed in a given language [5]. The SUS that is
the focus of our current study is that of methodologies so we are concerned with
metamodels that are models of methodologies. These models provide the under-
pinning (quasi-formalism) for methodologies that exist in the real world e.g. the meth-
odology used by a particular company on their projects (or endeavours in the wider
sense). The relationship between a model and a metamodel is thus that the metamodel
elements represent the model elements [6]. Together, the elements in the metamodel
are the modelling language that can be used to describe such conformant models.

R endeavour
A

e? N = oopf
- =
< P, % =1 // method
\e= - <O %
/X
methodologies assessment quality tools
& /
—~
WorkUnit
I

metamodel

Fig. 1. Three layer architecture of recent standards (after [7])

This suggests some sort of layering or multi-domain representation — the meta-
model domain, the methodology domain and, hinted at above, the endeavour domain.
The metamodel domain is usually composed of standardized conceptual constructs,
the method domain contains real-world methodology elements (methods, tools, cod-
ing standards) while the endeavour domain represents actual processes in use by the
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people on a particular project/endeavour (Figure 1). Typically, standardization occurs
in the metamodel domain.

3 An Exemplar — The ISO/IEC 24744 International Standard

ISO/IEC 24744 [1] is an International Standard that defines a metamodel for
development methodologies. Although it is geared towards software development
methodologies, there is nothing in it that prevents it from being applied to systems
development methodologies or even other areas. The standard exists in the metamodel
domain of Figure 1 and contains a number of elements that model entities in the
method domain plus a number of element that model entities in the endeavour do-
main. This is unlike other method/process-focussed standards that only model entities
in the method domain.

TaskKind Task
Name === StartTime
Purpose Duration

Fig. 2. Task/TaskKind powertype pattern in ISO/IEC 24744 (after [8])

TaskKind Task
Name | S StartTime
Purpose Duration

|
|
} j
| «instanceOf»
|
o |
! WriteCode
TaskKind

Name = "Write code’
Purpose ="To wite code..."

Fig. 3. The “instantiation” of a powertype pattern. A regular object is instantiated from the
TaskKind class and a regular class is obtained by subtyping the Task class. Together these form
a clabject (depicted by the ellipse) (after [8]).

To accomplish this duality, as discussed in [8] in more detail, ISO/IEC 24744 es-
chews the strict metamodelling paradigm and the well-known instantiation-related,
multiple layering architecture of the Object Management Group and introduces the
powertype concept of Odell [9] as a core model element in the metamodel. Pairs of
concepts, one representing entities in the method domain and one representing entities
in the endeavour domain, are abstracted to form powertype patterns [10] (Figure 2).
The endeavour-focussed element (Task in Figure 2) represents elements (actual tasks)
in the endeavour domain, while the method-domain element is modelled, in the ex-
ample, by a conceptual class called TaskKind that represents all kinds of tasks that
could possibly exist in the method domain. In the method domain, an instance of
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TaskKind is also a subtype of Task (where TaskKind and Task are both in the meta-
model domain) (Figure 3). This means it has both class-like and object-like character-
istic. Such an entity has been called a “clabject” by Atkinson [11].

ISO/IEC 24744 makes wide usage of clabjects and powertype patterns. Its scope
includes work units, work products, producers, stages and model units (for details see
relevant subsection in Section 4). The overall architecture of ISO/IEC 24744 is shown
in Figure 4. Powertype patterns are used for subtypes of Template and Endeavour
elements, whilst regular instantiation semantics are sufficient for the subtypes of Re-
source. The differentiation between templates and resources is practical, with clear
semantics (see also [12]). Nevertheless, it is appropriate for both template and re-
source concepts to be implemented in the metamodel equally, as regular classes. It is
their usage that is different. Furthermore, we must emphasize that the instances of
resources and templates (collectively called methodology elements) reside in the
Method domain, in contrast to the instances of endeavour elements, which reside in
the Endeavour domain.

L 1
AN
I
WorkProdaotKing [Producerkind| [ Language | [e im_| [ cuidetine ]
S \ ] feme ] | | ] o ]

Notatior Outcome

+Description
+MinCapabiltyLeve

| ‘

! WorkUnitKind | ModelUnitKinc
+Purpose [Defintior |

} +MinCapabilityLeve } [oefintSr

| |

| |

|

|

|

| |
| WorkProdtct
|

|

|

|
|
|
|
+CreationTime }
|
|

*>
|
|
|
|
|
|
|

+Name

+LastChangeTime
+Status

L
WorkUnit |

[+ StartTime ModelUnit
+EndTime

|+ Duratior

EndeavourElement

Fig. 4. Overall architecture of ISO/IEC 24744 (after [1])

4 Adding a Notation

While the published International Standard [1] does not contain any recommended
notation (but just an abstract syntax and semi-formal semantics), at the time of writ-
ing, a new project under Working Group 19 of the SC7 subcommittee of ISO, has
been commenced to standardize a notation especially designed to depict ISO/IEC
24744 concepts. Here is a summary of the progress to date on this soon-to-be-
standardized set of symbols.

The proposed notation is mainly graphical and supports most of the template con-
cepts found in 24744 (left-hand side of Figure 4).
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Although the metamodel of ISO/IEC 24744 contains classes that represent con-
cepts from the Method domain and classes that represent concepts from the Endeav-
our domain, the notation so far gives more support for the former. It has been
designed to depict concepts from the Method domain in order to help the methodolo-
gist or method engineer represent method fragments and complete methodologies.
The notation does not yet comprehensively cover the Endeavour domain, i.e. it is not
capable of depicting concepts pertaining to specific enactments of any methodology.
There is an exception to this, namely enactment diagrams. Enhancement of the nota-
tion presented here to cover Endeavour domain concepts is for future consideration in
the ISO standardization process.

The notation has been designed to be easy to draw by hand as well as using a draw-
ing package on a computer. Special care has been taken to follow semiotic principles, as
suggested in [13, 14] in choosing symbols that convey the underlying concept, at least
in most situations and to readers of most cultures and backgrounds. In addition, the
symbols adopted by the notation exhibit visual resemblance (based on shapes and col-
ours) to each other that mimic the structural relationships of the underlying concepts in
the metamodel, establishing common “visual themes” for closely related concepts. Col-
our is extensively used by this notation, since it helps identify symbols and symbol
patterns with ease when displayed on a computer display or a colour printout. However,
care has been taken to guarantee that greyscale and black and white versions of the same
symbols are perfectly readable and identifiable. In this regard, colour does enhance
diagram readability but can be avoided without great loss.

This notation introduces the novel concept of abstract symbols, i.e. symbols that de-
pict instances of abstract classes. In principle, most notations only include symbols to
depict instances of concrete classes, since abstract classes do not have direct instances.
However, it is suggested that in some scenarios it is convenient to represent an entity in
a diagram for which only the abstract type is known. For example, consider the case
where a work product kind representing a certain system must be depicted in a diagram.
A notation with only concrete symbols would force the designer to choose a specific
concrete type of work product (document, model, software item etc.) in order to depict
it. This notation thus includes an “abstract work product kind” symbol that allows the
designer to depict the above-mentioned system without specifying whether it is soft-
ware, hardware, composite etc. Abstract symbols usually consist of the simple shape
from which all the concrete symbols in a visual theme are generated.

4.1 Stages

A stage is a managed time frame within an endeavour. Stages are partitioned into
stage kinds by the StageKind class (Figure 4). In addition to the abstract StageWith-
DurationKind, three of its subtypes are covered by this notation: TimeCycleKind,
PhaseKind and BuildKind. These are represented by broad symbols that can contain
other elements. A rectilinear theme has been chosen. Colours, when used, for all these
symbols belong to the blue-purple range (Figure 5).

The symbol used to depict a time cycle kind is composed of two navy blue hori-
zontal brackets with their right-hand side end bent outwards, simulating a truncated
arrow head. These brackets delimit a quasi-rectangular area within which symbols for
other stage kinds can be shown. This symbol tries to convey the meaning that a time
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cycle kind comprises a collection of other stage kinds - hence the bracket analogy. A
similar argument underpins the shape for PhaseKind and the more iteratively focussed
BuildKind with its double point, resembling dual arrow heads. It too can serve as a
container for other elements, which can be shown inside it.

<Name> I <Name> \

| /

<Name> <Name>

<Name>

Fig. 5. The “stage family” has six symbols representing StageWithDurationKind, TimeCycle-
Kind, PhaseKind, BuildKind, InstantaneousStageKind and MilestoneKind

In contrast, an instantaneous stage is a managed point in time within an endeavour.
InstantaneousStageKind is thus another abstract class, depicted by an abstract symbol
(a square). This symbol tries to convey the idea of a point in time, hence the similarity
with other stage-related symbols (overall rectangular shape) but a smaller area. Since
instantaneous stages are points in time rather than time spans, no other symbols need
to be shown inside this one.

The symbol used to depict a milestone kind is a small square rotated 45 degrees.
This symbol tries to convey the idea of an event-marking point in time, hence the
similarity with other stage-related symbols (points facing left and right) but a smaller
area. It also resembles the symbol used by Microsoft PowerPoint™ and other project
management software tools to depict milestones. Since milestones are points in time
rather than time spans, no other symbols will need to be shown inside this one.

Temporality is represented by the “pointed” nature of the left and/or right sides of
these symbols — other than the two symbols (rectangle and square) representing the
abstract supertypes (StageWithDurationKind and InstantaneousStageKind).

4.2 Work Units

A work unit is a job performed, or intended to be performed, within an endeavour.
Work units are partitioned into work unit kinds by the WorkUnitKind class according to
their purpose within the endeavour (Figure 4).Three subtypes of WorkUnitKind are
covered by this notation: ProcessKind, TaskKind and TechniqueKind. None of these
concepts are involved in whole/part relationships that may need nesting of symbols, so
the symbols chosen to depict them are basic curvilinear shapes and easily resizeable to
accommodate long names or abbreviations. However, since work unit symbols often
occur on the same diagram, as well as their contrasting shape outlines, an additional
colour coding can be added so that the user can readily discriminate between them in
process diagrams that support colour (see Figure 6).
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A process is a large-grained work unit that operates within a given area of expertise
within the endeavour. The symbol used to depict a process kind is a rounded rectangle
or “roundangle”. When colour is available, line colour is medium green and fill colour
is light green. In some contrast, a task is a small-grained work unit that focuses on
what must be done in order to achieve a given purpose within the endeavour. The
symbol used to depict a task kind is an ellipse with more intense shades of green than
ProcessKind. TechniqueKind, shown with similar colours to ProcessKind, details how
tasks are to be accomplished. The minimum capability level of work unit kinds is
optionally shown inside a circle toward the top or left as indicated (“n” in the figure).

®

<Name>
<Name> @ <Name>

®

Fig. 6. The WorkUnitKind family of icon shapes and colours: ProcessKind, TaskKind and
TechniqueKind

4.3 Work Products

A work product is an artefact of interest for the endeavour. Work products are parti-
tioned into work product kinds by the WorkProductKind class according to the nature
of their contents and the intention behind their usage. Five subtypes of WorkProduct-
Kind are covered by this notation: DocumentKind, ModelKind, SoftwareltemKind,
HardwareltemKind and CompositeWorkProductKind. All of them are represented by
tall symbols with colours in the red-pink range. The former four correspond to “sim-
ple” work products, and therefore are represented by reasonably simple rectangular
shapes, but with different adornments. CompositeWorkProductKind, on the other
hand, uses a symbol that tries to convey a sensation of depth to represent multiplicity.

The most general is the abstract symbol for WorkProductKind itself. This is de-
picted by a vertically-oriented rectangle. Line colour is red and fill colour is pale
red/pink (Figure 7). This symbol captures the overall shape used for the other (con-
crete) types of work product kinds. A document is a durable depiction of a fragment
of reality. Documents are partitioned into document kinds by the DocumentKind class
according to their structure, type of content and purpose. The symbol used to depict a
document kind is a vertical rectangle with a dog-eared top right corner. This symbol
depicts a sheet of paper.

A model is an abstract representation of some subject that acts as the subject’s sur-
rogate for some well-defined purpose. Models are partitioned into model kinds by the
ModelKind class according to their focus, purpose and level of abstraction. The sym-
bol currently used to depict a model kind consists of a vertically-stacked pair of hori-
zontal rectangles linked by a short vertical line. This symbol is reminiscent of two
nodes and an arc in a model.

A software item is a piece of software of interest to the endeavour. Software items
are partitioned into software item kinds by the SoftwareltemKind class. The symbol
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currently used to depict a software item kind is a square with a bottom left chamfered
corner and a smaller rectangle adjacent to the bottom side. This symbol depicts a
floppy disk, commonly used to represent the concept of software

<Name>
<Name>

<Name> <Name>

1 <Name> <Name>

Fig. 7. Symbols for WorkProductKind, DocumentKind, ModelKind, SoftwareltemKind, Hard-
wareltemKind and CompositeWorkProductKind, respectively

A hardware item is a piece of hardware of interest to the endeavour. Hardware
items are partitioned into hardware item kinds by the HardwareltemKind class ac-
cording to their mechanical and electronic characteristics, requirements and features.
The symbol currently used to depict a hardware item kind is a vertical rectangle with
a small rectangle nested in its upper half.

A composite work product is a work product composed of other work products.
Composite work products are partitioned into composite work product kinds by the
CompositeWorkProductKind class. The symbol used to depict a composite work
product kind is a pair of vertical rectangles ‘“‘stacked” along the z-axis, simulating
perspective. This symbol tries to convey the idea of composition, i.e. a work product
made of multiple components.

4.4 Producers

A producer is an agent that has the responsibility for executing work units. Producers
are partitioned into producer kinds by the ProducerKind class according to their area
of expertise. Three subtypes of ProducerKind are covered by this notation: Team-
Kind, RoleKind and ToolKind. All of them are based on a schematic depiction of a
torso using half an ellipse with colours in the orange-yellow range (Figure 8).

<Name> <Name> <Name>

<Name>

Fig. 8. Symbols for ProducerKind, TeamKind, RoleKind and ToolKind, respectively

The most generic is the abstract symbol for the superclass, ProducerKind. The
symbol used to depict a work product kind is half an ellipse standing on its flat side.

A team is an organized set of producers that collectively focus on common work
units. Teams are partitioned into team kinds by the TeamKind class according to their
responsibilities. The symbol used to depict a team kind is a pair of half ellipses standing
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on their flat side and “stacked” along the z-axis, simulating perspective. This symbol
depicts multiple human torsos, and hence the team.

A role is a collection of responsibilities that a producer can take. Roles are parti-
tioned into role kinds by the RoleKind class according to the involved responsibilities.
The symbol used to depict a role kind is half an ellipse standing on its round tip — a
“mask” symbol, used to show a person who is playing a (theatrical) role.

A tool is an instrument that helps another producer to execute its responsibilities in
an automated way. Tools are partitioned into tool kinds by the ToolKind class. The
symbol used to depict a tool kind is a vertical half ellipse with its round tip pointing
leftwards and a square indentation in the centre of its flat side - depicting the head of
an open-end wrench or spanner, a prototypical tool.

4.5 Other Groups of Symbols

There are other supporting symbols proposed as part of the ISO/IEC 24744 notation,
including Actions and other similar relationships linking pairs of methodology ele-
ments. For example, an action is a usage event performed by a task upon a work
product. Actions are partitioned into action kinds by the ActionKind class according
to their cause (the specific task kind), their subject (the specific work product kind)
and their type of usage (such as creation, modification etc.). An action is depicted
(Figure 9) by an arc that goes from the symbol for the associated task kind to the
symbol for the associated work product kind. The arc is a plain line with a small circle
on the end of the work product kind. The type of usage is specified inside the small
circle using an abbreviation (“t” in the figure — there are various options not listed
here — see [15]). The role of the work product kind for this particular action kind, if
any, can be shown close to the work product end. The optionality of the action kind
can be shown using a deontic marker (““d” in the figure).

<Role>

work
task 1
c { t ) product
end | Il end

Fig. 9. Notation for actions

Similarly, a work performance is an assignment and responsibility association be-
tween a particular producer and a particular work unit. Work performances are parti-
tioned into work performance kinds by the WorkPerformanceKind class according to
the purpose of their inherent assignment and responsibility association. The symbol
used to depict a work performance kind is an arc that goes from the symbol for the asso-
ciated producer kind to the symbol for the associated work unit kind. A plain arc is used.
The recommended assignment of the work performance kind can also be shown using a
deontic marker.

4.6 Diagram Types

As with any kind of modelling using a graphical notation, various views of the total
model can be made. In each a different aspect of the system is stressed. With ISO/IEC
24744, we can identify the need for the following diagram types:
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e Lifecycle diagrams, which represent the overall structure of a method. They
can depict both the temporal aspects (reading them left to right as time
passes) and the content aspects (Figure 10).

OPEN/Metis Project

Construction

(D) UserDocumentaton Aurorng

(D) Reauirements Specification

(D) terLov oot

ing
ign

Construction Build

(@ towLovel acoing

Determination of Needs

() Needs Formaiisation
@ Coding | |(7) Generat tion

‘Change Build

@ Change Management
@ High-Level Modelling
o

Fig. 10. A lifecycle diagram showing the content structure as well as the temporal structure of a
method. Notice how stage kinds can contain both nested stage kinds (such as “Construction
Build” inside “Construction”) and process kinds (“User Documentation Authoring”).

e Process diagrams, which describe the details of the processes used in a method.

These may include the relationships between process kinds, the links between
process kinds and task kinds, and the producer kinds assigned to the work unit
kinds by the appropriate work performance kinds. Process diagrams, therefore,
focus strongly on the “whar” aspect of a method, being also able to show the
“who” (Figure 11).

Action diagrams (Figure 12), which show the usage interactions between task
kinds and work product kinds. Action diagrams represent the usage that task
kinds make of work product kinds. These usages are basically modelled as
action kinds in ISO/IEC 24744. Action diagrams, therefore, serve to visualize
the bridge between the process and product sides of a method.

Task-Technique diagrams, which some developers may find useful to formalize
which techniques are useful for which tasks and vice versa. Such diagrams
would provide an alternative to the more well-established textual descriptions
such as a deontic matrix [17].

The notation proposed so far for ISO/IEC 24744 focusses on representing the method

domain. In the endeavour domain, diagram types are also needed. The only one so far
tentatively proposed is the “enactment diagram”, which represent a specific enactment
of a method (or part of a method) and its relationship to the method specification.
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Fig. 11. A process diagram showing the details of the “Requirements Engineering” and “Re-
quirements Quality Assurance” processes

® Elicit
requirements
Analyse
requirements
Document
requirements
Validate
requirements

Fig. 12. An action diagram showing how requirements-related task kinds interact with require-
ments-related work products

5 To the Future

The ISO process for the notation to accompany the metamodel [1] will continue over
the next several years with a likely final publication in 2009/10. During that process,
elements of shape, topology, colour etc. may well change from those suggested
above. In addition, it is anticipated that diagram types will be suggested to support the
endeavour domain. At each six-monthly stage, international feedback is sought via the
National Bodies that each have voting rights on ISO/IEC standards under SC7. Best
practice is achieved by exposure to a wide-ranging audience, initially just software
engineering experts in each country worldwide and then over a wider ISO electorate.
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Dependable Systems — Wishful Thinking or Realistic
Expectation?

Andreas Reuter

European Media Laboratory GmbH, Heidelberg
University of Kaiserslautern

Abstract. A system is dependable if you can trust it to work. This seems to a
completely obvious, almost trivial definition. But the question of what it means
for a system to “work” is influenced by the type of system and the perspective
of the user — among other things. Depending on the function, reliability can be
an important criterion, but in other cases it can be throughput, response time,
accuracy of computations, immunity against malicious attacks —this list could
be continued for a while.

In addition to that, the discussion of dependability does not stop at the
boundaries of a technical system. The interaction between (human) actors and a
technical system creates a new, larger system, for which dependability needs to
be defined, too. Thus dependability is not static property, determined by a set of
design decisions, but a behavioural trait that strongly depends on external
influences. In particular, different users groups can have different perceptions
of what they regard as the system’s dependability.

The presentation will start out by precisely defining dependability as a user-
dependent phenomenon. Based on this, we will explore the technical means
available for supporting the implementation of highly dependable systems by
adequate methods and corresponding tools.

R. Kaschek et al. (Eds.): UNISCON 2008, LNBIP 5, p. 13, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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Abstract. The problems concerning interoperability have been ad-
dressed in the literature a number of times. Unfortunately, most of exist-
ing interoperability frameworks have been developed in a separation from
existing approaches for architecture development. On the other hand, en-
terprise architecture frameworks and architecture governance in general
are not directly concerned with interoperability issues.

In this paper we investigate enterprise archtecture frameworks and
present recommendations for developing an interopeable architectures
in the sector of public administration. As a result, parties involved in
the application of interoperability-intensive I'T solutions can effectively
manage the scope, results and potential benefits.

Keywords: Governance, architecture, e-government, interoperability.

1 Introduction

Interoperability defined as ,,the ability of information and communication tech-
nology (ICT) systems and of the business processes they support to exchange
data and to enable sharing of information and knowledge” [2] plays crucial role
in modern organizations. Unfortunately, reasons for developing interoperable
system are inherently different for business and government institutions. There-
fore, special care must be taken during creation of interoperability: guidelines,
recommendations or policies for governmental institutions.

In business, the need for seamless communication is driven by business goals
which are usually defined towards increasing company value by permanent self
improvement, by searching for and creating opportunities. Sample business goals
that are, for instance, focused on shortening time to market or setting up more
robust product distribution system require an ability to dynamically integrate
organizations, their business processes and information systems. Interoperability
is therefore an intrinsic and necessary characteristic of a modern business.

In governmental institutions, the interoperability is driven by increasing de-
mand on better quality of service. On the one hand, the need for interoperability
is imposed by business and citizens which are obliged to contact with govern-
mental bodies. On the other, government institutions (or more general, public
administration) pursuit for better way of providing its services and execute pub-
lic tasks.

R. Kaschek et al. (Eds.): UNISCON 2008, LNBIP 5, pp. 14-24, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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One of principles of modern government is to provide public services according
to the needs of citizens and businesses. As a result, huge effort is put into poli-
cies and plans that emphasize the importance of one-stop e-governments. In such
joined-up governments citizens and businesses expect to be offered with services
that handle with cases that need aggregated information and effort from different
public authorities. Furthermore, it brings also the demand to reuse existing in-
formation not only within the same but also in different administration divisions.

The rationale comes from the real life. In case of businesses, the most willingly
provided example is the compulsion to visit several agencies to supply the same
basic information in order to set up a business. For citizens, very annoying is an
obligation to pop at several authorities to inform them on change in the address.

Provision of integrated services via one stop shops requires much more collab-
oration within and across public authorities. In the effort to modernize public
authorities and the way public services are provided, the interoperability plays
a significant role.

2 Interoperability

The assurance of interoperability requires addressing vast number of issues. The
common pitfall is to think of interoperability only in terms of technical issues.
Interoperability should address many mutual dependent aspects. In literature
one may find several frameworks that focus on different levels of interoperability.
One of the most recognized and well accepted in Europe’s public administrations
is the approach presented in EIF 1.0 [4]. According to this view, interoperability
should be perceived on three layers (Fig. 1) that, apart from technical issues,
distinguishes the semantic and organizational domains.

Organizational Interoperability — The organizational structures of Europe’s
administrations vary significantly. Furthermore, they tend to have closed
structures that do not easily allow for operating with external units. The
need for the reorganization of internal structures arises.

Organizational Interoperability

ﬂSupported by

Semantic Interoperability

ﬂSupported by

Technical Interoperability

Fig. 1. Interoperability Layers [5]
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Organizational interoperability is about the preparation of organizational
structures and business processes to be able to coexist with the increased
need for seamless communication. Organizational structures needs to be
shifted from paper-centric to information-centric structures.

Semantic Interoperability — Semantic interoperability is to ensure that the
precise meaning of exchanged information is understandable by any other
application not initially developed for this purpose [3]. In this definition,
the focus is raised from data to information which means that systems, not
only have to know how to handle a specific piece of data, but also need to
understand what this data is about.

Dealing with semantic interoperability means that one has to consider
problems of structural and semantic nature. The structural problems are due
to the variety of model representations, whereas semantic problems have to
do with incoherency in meaning. Semantic interoperability issues have been
widely addressed in the activities related to the Semantic Web vision. The
goal of Semantic Web is to enable an understanding of data through the
introduction of appropriate infrastructure, the common and shared concep-
tualization (ontologies) and intelligent agents [1].

Technical Interoperability — Technical interoperability in e-Government ap-
plications requires addressing issues on several distinct levels. Each of these
levels is a standardization effort on its own. Web services standardize the
heterogeneous hardware, operating systems and communication protocols.
The standardization effort allows a certain degree of abstraction to the tech-
nical interoperability stack. Data formats are standardized by the efforts
such as, XML SOAP or Web services again. There is however, no agree-
ment on the representation languages, although, OWL and WSMO family
languages gaining the most attention. In the past, parties had to conform
to the technical details of each interaction. Nowadays, some degree of tech-
nological heterogeneity is assumed, yet still general frameworks need to be
established.

This well known three-layer interoperability model has been further revised in
Gartner’s report providing enhancements to European Interoperability Frame-
work in order to allow faster deployment of public services. The new frame-
work (EIF 2.0) [7] provides new Interoperability Reference Model that maps
EIF v1.0 dimensions of interoperability. Gartner points out that organizational
dimension of interoperability lacks explicitly distinguished notion of processes.
Furthermore, the EIF 2.0 is to provide more details in technical dimension of
interoperability, especially in new data, application and hardware sub-layers.

Several other studies indicate a need for interoperability governance dimen-
sion. According to EPAN [6], governance of interoperability refers to coordi-
nation and alignment of business processes and various aspects of information
architectures. These include ownership, definition, development, maintenance,
monitoring and promotion of standards, protocols, policies and technologies de-
fined within interoperability architecture.
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3 Governance

The problem of interoperability is often simplified in two dimensions. Firstly,
its outcome is defined, for instance, as a set of standards that systems must be
designed to support. Secondly, it is often perceived as a single action or process.
Unfortunately, as highlighted in the introduction, to achieve interoperability in
dynamic and changing environment one must establish a governance process.
Regardless actual subject of the governance, it is concerned with definition of:

— rules, processes and procedures guiding strategic decisions;
— roles, relationships and responsibilities of people/organizations involved;
— objective evaluation metrics of performance.

Enterprise governance is a broad concept that spans across much of the en-
terprise assets. As a general rule, enterprise governance can be perceived at the
four distinct levels (see Fig. 2):

Corporate Governance — constitutes the highest level of governance. Cor-
porate governance deals with guiding the enterprise at the corporate level,
including motivation system or work schemes (e.g. Management by Objec-
tives (MBO) system).

Technology Governance — deals with the both tangible and intangible tech-
nology assets of an enterprise. The division between technology and IT assets
in the enterprises varies. Especially in domains where IT technology is not
pervasive, the technology governance gains an important role.

IT Governance - is a subset of technology governance. In enterprises with high
IT pervasiveness, it is extracted from the technology governance. Contrary
to other technological problems, issues related to IT often exceeds techni-
cal competences of a board of management. Therefore, comptetences are

Corporate

Technology

Architecture

Fig. 2. Governance Levels
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delegated. In consequence, key and strategic decisions regarding IT infras-
tructure are undertaken by IT analysts what in turn leads to the situation
where this infrastructure is not fully aligned with the business and their
influence on achieving the corporate goals are unknown.

Architecture Governance — IT architecture is a set of building blocks that
specify the services required by the business and the model of dependencies
among building blocks. Additionally it should contain the list of architectural
decisions that influenced the choice of forming building blocks.

Architecture governance is a set of practices and methods to allow for the
management of enterprise architectures. An architecture governance frame-
work should provide the means to create, monitor, implement and evolve IT
architectures. Frameworks such as TOGAF [8], and in particular the TO-
GAF ADM method provide the architecture development cycle that aids the
IT architect with the task of architecture governance.

Architecture Governance may be treated as part of IT governance (as
depicted above). However, care must be taken when interpreting this re-
lation. Architecture is not only data, technology and information systems.
Architecture is foremost organization, its goals and only then applications
supporting these goals.

4 Interoperability Governance

From the above descriptions of various levels of governance it should be already
clear, that the issue of interoperability is integral and important part of archi-
tecture governance. If architecture governance is to ensure that existing systems
support business goals and this support will continue in the changing environ-
ment, then the enterprise architecture should not only define structure and be-
havior of the organization and its information systems, but most importantly
should prove their readiness to interoperate.

It cannot be absolutely stated, that this information is never present in en-
terprise architectures. It is usually scattered among multiple architecture views,
is imprecise or incomplete. Quick analysis of available architecture frameworks
and their views definition shows that, maybe with exception of FEA [9], neither
of them is even partially focused on this issue. It is not easy to use architecture
description prepared according to these views in order to assess the ability of an
organization and its information systems to interoperate with external bodies.

We will support our argument with the Zachman Framework [11], which for
the vast number of enterprise architecture professionals is de facto standard for
documenting the architecture. It has one appealing feature, due to its definition,
it is often used to prove the completeness (or at least to show the scope) of
architecture description. For instance, one may define which cells of the net are
covered by which documents or models.

The Zachman Framework is organized around the concept of perspectives and
aspects (Fig. 3). Each perspective defines an abstraction layer over the whole
architecture. Such an abstraction layer provides only details which are of special
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Fig. 3. Zachman Framework. Available at: http://www.zifa.com/

importance to certain group of stakeholders. Usually perspectives of planner
(business), owner, designer, builder and implementer are used.

The aspect on the other hand limits the architecture view only to certain
concerns, which are important from design process point of view. These aspects
include: data, function, network, people, time and motivation.

he architecture view is defined as an intersection of a perspective and an
aspect. For instance, a view may be defined as a designer perspective on data,
which, depending on the application of the architecture work, may be: a logical
data model, a class diagram or a documentlogical definition.

Assuming that interoperability plays a central role in the enterprise archi-
tecture, then it should be possible to answer interoperability-oriented questions
based exclusively on defined views. For example:

Are two different systems administered by two different organizations inter-
operable?

— What is the highest level of interoperability they can achieve?

What is the effort required to achieved demanded level of interoperability?
— How to govern the evolution of information systems in order to achieve in-
teroperability?

The answer to these questions should be present in six views (Fig. 4). We
are concerned only with two aspects of the whole design process: data (what?)
and function (how?). Of course this limitation is highly oversimplified, while
networking or timing aspects are also important. They do not impose, however,
any significance challenge compared to data and function.

We also limit our attention to following perspectives: owner (business model),
designer (system model) and builder (technology model). As it will become clear
in the following subsections, they may be tightly connected with the already
identified interoperability levels.
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Fig. 4. Part of Zachman Framework with associated Interoperability Levels

4.1 Organizational Interoperability

Organizational interoperability is dependent on a common understanding of
business processes (at least their relevant parts). Under this notion of common
understanding we infer that all parties involved agree on definition of workflow
including definition of services to be offered, roles to be undertaken and data to
be processed.

In business environment, definition of business process is often considered as
a source of company competitive advantage and due to its value is kept secret.
There are no libraries of available business processes. Publicly available processes
definitions exist only for trivial cases. Companies coin their processes related to
the core business, through years of gradual improvements through reengineering.

The situation is, or at least should be, drastically different in public admin-
istration. Processes that govern administration are imposed by law. It is law
that defines what services, to whom, by whom should be delivered. Often leg-
islative acts define how these services should be implemented presenting de facto
administrative process definition.

Of course, these definitions are not properly formalized (we would like to
see BPMN or EPC diagrams, not a law jargon). Often there is also a certain
degree of allowed interpretation. Therefore, public administration institutions
provide their own formalized definitions, which is not a bad situation, as long as
these definitions are not protected and are able to interoperate with the process
definitions from commercial sector. Even if created by local administration unit,
administrative processes belong to a public domain and should be made publicly
available.

This is not only the matter of law but also a common sense. Business processes
in public administration are characterized by very high level of recurrence. A
business process defined for one organization unit or for interchange of processes
between two organization units may be often successfully applied without any
modification for other organization units at the same level.
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Let us take into consideration the process of Personal Income Tax (PIT) forms
submission. In Poland, such form may be submitted to one of a few hundreds
of local tax offices. It is pointless to define such a process from scratch for every
office. It is also unreasonable to whole enterprise architecture for each office —
business, application and data architectures shouldn’t exhibit large variations
among different units.

Therefore, there is a strong need for a centralized repository of architectural
resources (models, documents, recommendations, best practices etc.). At the
level of organizational interoperability, the repository should be arranged around
the concept of service. Processes which may be defined as a flow of services
invocations should also be exposed as services.

The source of information on services should be twofold. Definitions may be
specified globally or they may be submitted for approval by any party that uses
the repository. After approval such a definition becomes publicly available.

In order to promote reusability each service description should be convenient
to find. Therefore each service should be properly described and the description
should cover:

Service details — textual description of the service accompanied by the classi-
fication according to predefined schema (preferably multiple), details of the
service delivery (duty hours, price of the service).

Service description details should be separated from service implementa-
tion details, while each service may be provided by multiple providers. For
instance, PIT form submission service is provided by numerous of local tax
office. All service implementations posses certain common characteristics (for
instance price), but some of them may be specialized locally (for instance
duty hours).

Repository should allow for linking of service description with their im-
plementations. Properties that are not specified for service implementation
should be inherited from service description. Information on the implemen-
tation should be accompanied by the detailed information on the provider
(organization unit, localization, contact details, contact person etc.);

Context — each entity to which a service may be offered is described by a
certain context. If the same context definition is used to describe services,
then these entities are able to automatically locate services which they may
execute.

For instance, if a service has a constraint on a legal status, inclusion of
this information in the service description allows for a convenient filtering of
services.

Context dimensions that seem to be useful include: geographical (area
to which service is offered), subject (legal status, occupation, age, gender,
offered services, produced goods etc.) and life situation (building a house,
getting married etc.). Each of these dimensions and they attributes (except
for life situations) can be easily expresses with existing classification schemes;

Prerequisites and results — a service may be also defined in terms of its input
and output artifacts (which in case of administration are mostly documents).
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Service may be then described by input and output documents. In this case
a taxonomy of documents is needed.

If above assumptions are met, the business model of an administration unit
is relatively straightforward. The description of functions (cell B from Fig. 4)
consists only of a set of references to services descriptions provided by the central
repository. These references may of course refine these descriptions or provide
additional information. The data model (cell A from Fig. 4) is also a set of
references to documents defined in the central repository.

This approach allows not only for easy comparison of organizations capabili-
ties, but above all, allows for impact of change tracking.

4.2 Semantic Interoperability

Unfortunately, it is not sufficient to name offered services and processed docu-
ments. What is missing, is the precise definition of processed documents. Each
document, information it is supposed to convey, should be defined in sufficient
details (cell C from Fig. 4).

In public administration documents are mostly forms, which can easily by
implemented, for instance, in XML Schema. This layer, for reasons provided in
the subsequent section, should be technology agnostic. The document should be
defined as a list of information elements with some multiplicity constraints.

The biggest challenge at this stage is a promotion of reusability, which would
lead to increased semantic interoperability. That means that new information
elements, or new forms may only be defined, if existing ones are not sufficient.
This may be achieved only if information elements are easily discoverable (again
information must be properly classified in the repository) and information ele-
ments are defined in context dependent way. CCTS [10] contains a set of good
practices that help to achieve this goal.

There is also one additional aspect of document definition that often is ne-
glected. Each form, before it can go for further processing, must be checked for
errors. Therefore, it is essential to define and reuse (again in technology inde-
pendent way) evaluation rules. Each rule may check if the data provided in the
field is valid or if the value is properly correlated with the value of other field or
fields (based on arithmetic or symbolic computations).

4.3 Technical Interoperability

Definitions provided in the organizational and semantic layer are still insufficient
for performing cross organization system integration, while they lack details
concerning the actual implementation of information systems. No information on
services interfaces, communication protocols, document encoding and structure
is present.

This information is not important on business or even the system model. The
life-time of technology in comparison to life-time of organization and its processes
is relatively short. The change in technology very often allows to perform some
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actions faster, more securely or implement something more easily, but also very
often does not invalidate organizations business processes.

It is very desirable to have all of the architectural resources built up in a
platform independent way. According to Model-driven Architecture approach
concrete implementation should be derived automatically based on the set of
transformations. Change in technology should be reflected in a change of trans-
formation rules.

There is one simple real-life example which explains why implementation
specific details should not be created manually. There are four well defined
paradigms of structuring XML Schema. Actually, schemas usually do not obey
strictly these guidelines. Therefore, the probability that two persons will imple-
ment XML Schema for the same document in identical way is rather low. If the
rules of transformation from technology independent form were defined formally
this problem would be not present. In a best possible scenario, they could be
executed automatically.

Assuming that the target technology is set of standards defined for service
oriented architectures (as defined for instance in WS-I profiles) then the func-
tionality (cell E from Fig. 4) is simply defined in WSDL document and the
document is defined in XML Schema (cell F from Fig. 4) — both derived by
transformation rules.

Unfortunately, it is not as simple as that. Additional standards are required.
As mentioned above, the formalization for validation rules is required. Most
of rules cannot be expressed in XML Schema. More expressive formalisms are
required, e.g. Schematron or Relax-NG.

In public administration each document must be archived and recoverable.
This requires standard for meta-data description. Although, there exist com-
monly accepted standard for annotation data (Dublin Core), the way it should
be implemented is not that obvious. Guidelines for connecting meta-data to doc-
uments as well as the rules for assigning meta-data values should be formalized.

There are also additional aspects of electronic documents that must be spec-
ified and specification should be formal. Especially important issues covers: vi-
sualization — documents must be visualized in the same form, regardless the
platform and security — issues related to electronic signature (which part of doc-
ument should be signed, by whom, how to sign multiple documents etc.).

5 Summary

The problem of interoperability has been addressed in the literature a number of
times. Unfortunately, most of existing interoperability frameworks have been de-
veloped in separation from existing approaches for architecture development. On
the other hand, enterprise architecture frameworks and architecture governance
in general are not particularity concerned with interoperability issues.

In this paper we link abovementioned frameworks and present recommenda-
tions for developing an interopeable architectures in the sector of public adminis-
tration. In the approach presented in the paper the issues of the interoperability
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in e-Government are completed with selected aspects and perspectives from the
Zachman Framework.

In an enterprise architecture life-cycle the presented solutions are only a start-
ing step. Definition of the scope and development (in terms of contracting) of a
particular I'T assets in e-Government institutions is often perceived as sufficient.
However, we state that in public adminsitration the same principles as in busi-
nesses should apply. Businesses gain their competitive advantage by continuous
management and self-improvement of I'T assets. In public authorities we would
like the same principle to be applied. Interoperability is not only one-time re-
quirement for information system. It should be perceived rather as long-lasting
process within I'T architecture governance life cycle.

The introduction of interoperability issues requires the mutual involvement of
particular interests groups. Business aspects imply the interest of business ana-
lysts, technical aspects require the involvement of technical staff while semantics
aspects requires particular attention from designers. The usual role for the co-
ordination of enterprise architecture is enterprise architect that communicates
and manages all aspects. Enterperprise architects should be aware of the issues
raised within this paper.
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Abstract. As XML data storage and interchange become ubiquitous,
analysts and data engineers increasingly need tools to model their data
and map it to XML schemas and to reverse engineer XML documents
and schemas in support of evolution and integration activities. For ef-
fective data management, model transformations require guarantees of
properties of interest including guarantees of information and constraint-
preservation, redundancy-free and compactness guarantees, and assur-
ances about readability and maintainability. In this paper, we make
foundational observations about XML data management, including con-
ceptual modeling for XML data, transformations to and from XML
Schema and XML data models, and transformation guarantees con-
cerning properties of interest, and we provide resolutions for concep-
tual mismatches between XML data management and more traditional
data management. Our implemented prototype tools show that these ob-
servations and insights can provide a strong foundation for XML data
engineering.

1 Introduction

Because XML has become a standard for data representation, there is a need
for a simple conceptual model for XML-based data engineering. But this is not
enough—engineers also need a suite of design and development tools to map
conceptual designs into implementable designs and to reverse-engineer legacy
implementations to conceptual designs. In addition to facilitating these activ-
ities, the tools should guarantee certain desirable properties about generated
implementations and should warn developers if such properties do not hold.

In building a suite of XML design and development tools, we face several
interesting challenges. (1) Creating a conceptual model is a delicate balance be-
tween providing enough but not too many high-level conceptualizations without
introducing low-level, implementation detail; making the model formal but easily
understandable; and having a notation that is easily understood by developers
and customers alike. (2) Once a conceptual model exists, the challenge becomes
defining equivalence transformations to and from XML Schema—a nontrivial
task because of the large conceptual mismatch. (3) Beyond just having trans-
formations, XML data engineering demands certain guarantees. As a minimum,
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the translations must preserve information content and, to the extent possible,
preserve constraints. These guarantees should also enable developers to guaran-
tee that forward translations yield storage structures that are redundancy-free
and thus free of update anomalies, and that reverse translations yield faithful
and understandable conceptual models.

In a keynote address [4] Carey challenged the conceptual-modeling commu-
nity to develop conceptual models usable in XML data engineering. Several
researchers have contributed to making this challenge a reality. Many have at-
tempted to create or define characteristics for conceptual models for XML (e.g.,
[5,6,10,11,12,14,15,16]), but all have fallen short of capturing some interesting
features of XML Schema. Some have attempted to provide transformations or
design guidelines based on standard conceptual models or on XML-augmented
conceptual models (e.g., [5,10,11]), but few address design properties such as
being redundancy free or address them in a way to provide mapping guarantees,
and none provide transformations for XML reverse-engineering.

In this paper, we build on our earlier work [2,3,8] and describe our imple-
mented algorithms for conversions between a generic conceptual model and XML
Schema. Based on these implementations, we explain how to meet the challenges
of creating a suite of design and development tools for XML. In particular, we
make the following contributions: (1) We argue for a few augmentations to tra-
ditional conceptual models to accommodate XML (Section 2). (2) We provide
implemented equivalence transformations between XML-augmented conceptual
models and XML Schema (Sections 3 and 4). (3) We show how to guarantee
properties of interest in XML design and development (Sections 3 and 4).

2 C-XML: Conceptual XML

We show here how to extend traditional conceptual models for XML-based data
engineering. In our prototype implementation, we have extended the conceptual
modeling language OSM [7] for use with XML, resulting in C-XML ( Conceptual
XML). Figure 1 shows an example of a graphical rendition of a particular C-XML
model instance for a small part of a student database.

All who have addressed the issue of creating a conceptual model for XML
Schema argue for augmenting conceptual models with XML-like sequence and
choice features. Although we disagree with previously-suggested ways of includ-
ing sequence and choice features, we agree that both should be included. Some
may argue that sequence and choice constitute low-level, implementation detail.
We, and most others who have faced this problem, disagree. Order is a natural,
high-level conceptualization among some entities (e.g. to represent component
parts of addresses and start-end values for chromosome sequences), and alter-
natives are natural for others (e.g. to represent various forms of international
addresses). We do, however, recommend only appropriate and conceptual use of
sequence and choice—not the inappropriate and artificial use often seen in XML
Schema because of its lack of modeling alternatives.

Fundamentally, a C-XML model instance is a hypergraph whose nodes are
object sets and whose edges are relationship sets, which are often binary, but
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may be n-ary (n > 2). Beyond a generic hypergraph, C-XML provides notation
to declare various constraints over object and relationship sets.

Rendered graphically, object sets are boxes, relationship sets are lines, and
constraints are decorations. A dashed box denotes a lexical object set whose
object values are printable types, and a solid box denotes a non-lexical object
set whose object values are object identifiers. In Figure 1, for example, Name
and StudentI D are lexical object sets, and Student and Address are non-lexical
object sets. A participation constraint (e.g., 2:8) indicates how many times an
object in a connected relationship may participate in the relationship set. C-XML
uses decorations for common constraints: (1) an arrowhead specifies a functional
constraint and (2) an “0” on a connection designates optional participation.
A triangle represents a generalization/specialization relationship among object
sets, and C-XML allows for these relationships to be constrained (e.g., U, 4, and
W respectively denote union, mutual-exclusion, and partition constraints).

A bounded half circle with a directional arrow represents a sequence structure.
Sequenced child object sets connect to the curved side, and the parent object set
connects to the flat side. The representation for the choice structure is similar,
but instead of an arrow a vertical bar indicates choice. In Figure 1, for example,
each student has an address that is in a one-to-one correspondence with an
ordered 4-tuple (Street, Clity, State, Zip), and each student has two or three
ways to be contacted, each of which is either a phone number or an email address.
Students may share phone numbers, but email addresses are unique as indicated
by the functional relationship from Email to the choice structure.

C-XML satisfies the requirements for conceptual modeling for XML presented
by others who have studied the problem of creating a conceptual model for XML
[14,15,16]. These requirements include: a graphical notation, a formal founda-
tion, structural independence, reflection of the mental model, n-ary relation-
ship sets, views, logical-level mapping, cardinality for all participants, ordering,
allowance for irregular and heterogeneous structure, and document-centric data.
The property of having a formal foundation is particularly important,
and we thus point out that a C-XML model instance is precisely an abstract



28 R. Al-Kamha, D.W. Embley, and S.W. Liddle

representation for a particular set of predicates and predicate-calculus formu-
las. Each object set maps to a one-place predicate, and each n-ary relationship
set maps to an n-place predicate. Each constraint maps to a closed predicate-
calculus formula. A properly populated C-XML model is therefore a reformula-
tion of a model in first-order theory [9].

3 Mapping C-XML to XML Schema

In the translation from C-XML to XML Schema we must consider several chal-
lenging issues.

— XML Schema has a hierarchical structure, while a particular conceptual-
model instance may have no explicit hierarchical structure. Converting
non-hierarchical structure to hierarchical structure presents some interesting
challenges especially if we wish to be able to guarantee properties such as
making the hierarchical structures as large as possible without introducing
redundancy.

— XML Schema often does not mesh well with conceptual-modeling structures.
Translations resulting in a valid XML-Schema instance sometimes need ex-
tra, unwanted artifacts to satisfy XML Schema’s syntactic requirements.

— Because of XML-Schema limitations the translation sometimes cannot cap-
ture all the constraints of a C-XML model instance (e.g. some cardinal-
ity constraints). To preserve constraints in the translation, we add them as
special comments that auxiliary constraint-checking software can read and
enforce.

— A conceptual-model instance may contain a variety of conceptualizations:
hypergraphs representing interrelated object and relationship sets; general-
ization/specialization hierarchies with union, mutual-exclusion, and parti-
tion constraints; hierarchies of sequence and choice structures; and mixed
textual/conceptual structures. Translating these conceptualizations individ-
ually presents some challenges, and translating conceptual-model instances
with a mixture of these conceptualizations is harder.

3.1 Build Scheme-Tree Forest

Our translation starts by applying an algorithm to convert a conceptual-model
hypergraph to a forest of scheme trees [13], which we refer to as the HST algo-
rithm (Hypergraph-to-Scheme-Tree translation algorithm). By observing many-
one cardinality constraints, this algorithm finds hierarchical structures, making
them as large as possible without introducing potential redundancy in stored
XML data instances. Observing mandatory/optional constraints, this algorithm
also ensures that all values populating a C-XML model instance are representable
in the XML data instance.

An application of the HST algorithm to the C-XML model instance in Figure 1
generates the forest of scheme trees in Figure 2. The algorithm lets us build a
root node in a scheme-tree beginning with any object set. By default it chooses
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Fig. 2. Scheme Trees

an object set that is the root of the largest natural hierarchy as determined by
the one-many relationship sets. In Figure 1, State is one-many with Address
which is one-many with Student and thus would be the default choice. Often,
however, it is best to start with the most important node, measured as one with
the maximum number of incident edges—Student in our example. A starting
object set for a node becomes a key for the node. For our example, we start with
Student, place it in the first root node as Figure 2 shows, and underline it to
indicate that it is a key for the node. The HST algorithm then builds the rest of
the scheme-tree forest in Figure 2.

The details are beyond the scope of this paper, but in essence, the HST
algorithm ensures that each relationship instance appears at most once in any
populated scheme tree it generates, which ensures the redundancy-free property,
and thus also ensures that storage structures are free from update anomalies.
At the same time, from a given starting node, it grows scheme trees as large
as possible without introducing potential redundancy. This ensures that the
representation does not introduce unnecessary trees, and thus ensures that the
representation is compact [13].

3.2 Generate Nested Object Containers

After generating the forest of scheme trees, we construct the XML-Schema in-
stance. Since each scheme-tree node denotes a set of tuples, we generate a con-
tainer for the set of tuples as well as a container for an individual tuple. Each
container requires a name, and although we could use arbitrary names or let the
user select names, we attempt to select a reasonable name for each container au-
tomatically. Since a key for a set of tuples identifies individual tuples, we choose
keys as names for individual tuples and plurals of these names for sets of tuples.
For example, Figure 3 shows part of the XML-Schema instance generated for the
Student scheme tree in Figure 2, and Figure 4 shows part of an XML document
that complies with the XML-Schema instance in Figure 3.

Each container has some content. Thus, the container element has complex-
Type content. The container element for a node must provide for a set of tuples.
We introduce them with a sequence structure, even though the sequence struc-
ture has the extra, perhaps unwanted, constraint of requiring its children to be
ordered. The sequence structure is the only choice that suffices in this case. The
container element for an individual tuple, on the other hand, contains at most
one instance of each object set and each child node of the tuple. We thus use
the all structure for the elements representing the child nodes of the node being
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<xs:element name="Students">
<xs:complexType>
<xs:sequence>
<xs:element name="Student" maxOccurs="unbounded">
<xs:complexType>
<xs:sequence>
<xs:sequence>
<xs:element name="Name" />
<xs:element name="Address">
<xs:complexType>
<xs:attribute ref="Address0ID"
use="required" />
</xs:complexType>
</xs:element>
</xs:sequence>
<xs:choice minOccurs="2" maxOccurs="3">
<xs:element name="Emails">

<xs:attribute name="Student0ID" type="xs:string"
use="required" />
<xs:attribute name="StudentID" use="required" />
</xs:complexType>
</xs:element>
</xs:sequence>
</xs:complexType>
<xs:key name="StudentO0ID-Key">
<xs:selector xpath="./Student" />
<xs:field xpath="@Student0ID" />
</xs:key>
<xs:key name="StudentID-Key">

</xs:element>

Fig. 3. Generated XML-Schema Instance

<Students>
<Student Student0ID="Studentl1" StudentID="0000-1">
<Name>Alice</Name>
<Address Address0ID="Address1"/>
<Emails>

<Email Email="alice@university.edu/>
<Email Email="alice@gmail.com/>
<Emails>
<Course-Semester-Grades>
<Course-Semester-Grade
Course="CS100" Semester="Fall" Grade="A"/>

</Course-Semester-Grades>

</Student>

<Student Student0ID="Student2" StudentID="0000-2">
<Name>Bob</Name>

</Students>

Fig. 4. Complying XML Document

built, where possible. It is not possible when sequence and choice structures
are present, as they are for Student in our example, and thus in Figure 3 we
introduce the elements of the Student tuple with a sequence structure.

The tuple itself consists of the key object set (or object sets in case of a
compound key)—Student in our example; other object sets in the node be-
ing constructed—>StudentI D, Name, and Address in our example; and the
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container element for child nodes of the node being constructed—PhoneNrs,
Emails, and Course-Semester-Grades in our example. We generate the object
sets as attributes, when possible, and otherwise as elements, and we generate the
child-node containers as elements. Thus, as Figure 3 shows, Name and Address
are elements since they appear under a sequence structure, and StudentI D and
StudentOID are attributes.

Each non-lexical object set has an “OID” attribute, which allows us to explic-
itly represent the entity. If designers prefer not to have explicit representations
for non-lexical entities, they can “lexicalize” the C-XML model instance before
transforming it to an XML-Schema instance. To lexicalize a non-lexical object
set, we replace it with a lexical object set with which it has a one-to-one cor-
respondence or by a group of lexical object sets with which it has a one-to-one
correspondence. To retain original names for generating more pleasing tag names
for XML documents, we can rename the lexicalized nodes in a special way: X
(of Y) where X is the name of the lexical object set and Y is the name of
the non-lexical object set. Thus, in our example we would have StudentID (of
Student), StudentID (of UnderGradStudent), and StudentID (of GradStudent).
With this construction we would retain the names Students and Student for
node and tuple containers, and we would omit the attribute StudentOID, re-
taining StudentID as an attribute and as the key.

Each XML-Schema instance must have a single root element. When the num-
ber of scheme trees in the generated forest is one, we do not generate a root
element because the container element for the set of tuples for the root node
in that scheme tree can serve as the root element. When the number of scheme
trees in the generated forest is more than one, we generate a root element, call
it Root, and nest the elements beneath it that represent the sets of tuples for
each generated scheme tree.

3.3 Add Constraints

The structure of the generated scheme trees plus the optional constraints of the
input C-XML model instance dictate the cardinality constraints. Every XML-
Schema element declaration specifies its cardinality with respect to its parent as
a minOccurs value and a maxOccurs value, and every XML-Schema attribute
declaration specifies whether it is “required” or “optional” in its use attribute.
Since there is exactly one instance of the container element for a set of tuples
for a node, the assigned values for minOccurs and maxOccurs are both 1, the
default values. A set of individual tuples may contain one or more tuples. Thus,
for a container for individual tuples, the minOccurs value is 1 and mazOccurs
is unbounded. The Student element in Figure 3, for example, shows these car-
dinalities. The value for use is required unless the conceptual model constrains
the use to be optional. In Figure 3, for example, the use for the attribute for
StudentID is required.

We observe that since XML Schema has a hierarchical structure, we can only
capture participation constraints in the conceptual model instance for the parent
element. By default, the nesting structure in an XML-Schema instance makes the
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minimum participation constraint for a child element be 7 and the maximum
constraint be unbounded. XML Schema provides no way to capture any con-
straint other than this default constraint. We can, however, capture constraints
that differ from the default in special pragma comments. We prefix pragma com-
ments with C-XML so that we can know to process them if we wish to enforce
the constraint or if we wish to restore the original C-XML model instance from
the XML-Schema instance. So that we can know what constraint to enforce or
restore, we write the constraint formally using predicate-calculus syntax. (All
constraints in C-XML have equivalent predicate-calculus expressions [7].) For
example, to declare that the participation of Course in the m-ary relationship
set in Figure 1 among Student, Course, Semester, and Grade is optional, we
write the comment

forall z(Course(x) => exists [0:7] <y, z, w>
(Course(zx)Student(y)Semester(z) Grade(w)))

which establishes the constraint that each element z in Course may have zero or
more tuples <y, z, w> in the relationship set among Course, Student, Semester,
and Grade.

For each key within a node we determine the uniqueness constraints and ex-
press them in the generated XML-Schema instance. Every key for each node is
unique within the container element for that node. Keys within child nodes, how-
ever, are only known to be unique within their parent node. Course-Semester-
Grade tuples, for example, are only unique for each Student. Figure 3 shows
the generated key constraint for StudentOID. Its selector declaration is ./Stu-
dent since its declaration is within Students, and its field declaration is
@StudentOID since StudentOID is an attribute.

Generalization /specialization is not a native construct in XML Schema. Nev-
ertheless, with judicious use of XML-Schema’s keyref constraint, we can make
XML Schema enforce basic generalization/specialization constraints. The main
idea in generalization/specialization is that a generalization object set is a su-
perset of each of its specialization object sets. Using keyref enables us to specify
that the set of values in a specialization element is a subset of the set of val-
ues in a generalization element. Figure 5 shows these basic subset declarations
for UnderGradStudent and GradStudent. Observe that these declarations force
the set of UnderGradStudentOIDs and the set of GradStudentOIDs to be a
subset of the set of StudentOI Ds.

When a generalization/specialization hierarchy has a wnion, a mutual-
exclusion, or an intersection constraint, we generate a special pragma comment
to capture the constraint. Since our example in Figure 1 has a partition con-
straint, we generate both a union constraint and a mutual-exclusion constraint
as follows.

forall z(StudentOID(z) => GradStudentOID (z)
or UnderGradStudentOID (x)

forall z(GradStudentOID(z) =>
not UnderGradStudentOID(z))
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<xs:keyref name="UnderGradStudentOID-Keyref"
refer="Student0ID-Key">
<xs:selector
xpath="./UnderGradStudents/UnderGradStudent" />
<xs:field xpath="@UnderGradStudent0ID" />
</xs:keyref>
<xs:keyref name="GradStudentOID-Keyref"
refer="Student0ID-Key">
<xs:selector
xpath="./GradStudents/GradStudent" />
<xs:field xpath="@GradStudentOID" />
</xs:keyref>

Fig. 5. Generated Subset Declarations

3.4 Property Guarantees

Having explained the basic idea of our translation of a C-XML model instance
to an XML-Schema instance, we now show that the translation preserves both
information and constraints. We also show that the translation is redundancy-
free and is reasonably compact.

Definition 1. Let T be a transformation from a model instance M to a model
wmstance M' that not only derives M’ from M but also derives a populated model
instance M,, from a populated model instance M. T' preserves information if for
any properly populated model instance M,,, there exists an inverse transformation
T~ that maps T(M,) to M, such that T~ (T(M,)) = M,.

Theorem 1. The transformation from C-XML to XML Schema preserves in-
formation. (We have omitted all proofs due to space constraints.)

Definition 2. Let C be the constraints of a model instance M, and let C' be
the constraints of a model instance M’ obtained from M by a transformation T .
T preserves constraints if ¢/ = C.

Theorem 2. Allowing for pragma constraints, the transformation from C-XML
to XML Schema preserves constraints.

Definition 3. A wvalue or object instance i in a populated model instance M
is redundant with respect to a set of constraints C' if i is uniquely determinable
from C' and the values and object instances in My other than 1.

If, for example, we store the State Nick N ame with every student’s address, then
for any two student instances S7 and S5 whose address is in the same state, we
can uniquely determine the state nickname of S; from the information in Sy’s
address and from the constraint that State NickName and State are in a one-
to-one correspondence.

Theorem 3. Let C' be a canonical C-XML model instance whose declared func-
tional constraints are its functional edges and whose declared multivalued con-
straints are its non-functional edges. The transformation from C-XML to XML
Schema for C yields an XML-Schema instance whose complying XML documents
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have no redundant value or object instances with respect to the functional and
multivalued constraints declared in C'.

Observe that we have not claimed redundancy-free with respect to the inclu-
sion dependencies in a generalization/specialization hierarchy. Indeed, because
of the way we store and reference object identifiers or values in generaliza-
tion/specialization hierarchies, every value or object in a generalization is stored
redundantly. XML system developers can avoid this redundancy by collapsing all
generalization/specialization hierarchies to their roots before generating XML-
Schema instances. In Figure 1 collapsing the generalization/specialization hier-
archy to the root consists of discarding the object sets UnderGradStudent and
GradStudent and attaching Advisor optionally through a functional relationship
set to Student. Implicitly, those students who have advisors are graduate stu-
dents and those who do not have advisors are undergraduate students. The dis-
advantage of this approach is that the generalization/specialization constraints
(the partition in our example) are lost as are all the specialization names.

As it turns out, the HST algorithm does not always produce the fewest number
of scheme trees both because a developer may choose to start the algorithm at a
node that does not initially carve out the largest natural hierarchy and because of
some pathological cases that occur only when the hypergraph is cyclic. Normally,
however, the HST algorithm yields the fewest number of scheme trees and thus
yields a compact representation.

Although not provable, we believe that XML-Schema instances obtained by
transforming C-XML model instances are reasonably readable and thus main-
tainable. As Figure 4 indicates, they provide reasonable tags for both sets of
objects (e.g. Students) and individual objects (e.g. Student), and they appro-
priately nest associated information nicely inside of the scope of objects (e.g.
Address, Email, and Course-Semester-Grades inside the scope of student).

4 Mapping XML Schema to C-XML

The basic translation strategies for mapping XML Schema to C-XML are
straightforward, although some parts of the translation require some sophis-
ticated manipulation. In the translation, elements and attributes become ob-
ject sets. Elements that have simple types become lexical object sets, while
elements that have complex types become non-lexical object sets. Attributes
become lexical object sets since they always have a simple type. Built-in data
types and simple data types for an element or an attribute in XML Schema are
specified in the data frame associated with the object set representing the ele-
ment or the attribute. XML parent-child connections among elements and XML
element-attribute connections both become binary relationship sets in C-XML.
The constraints minOccurs and maxOccurs translate directly to participation
constraints in C-XML.

Unfortunately, not everything is straightforward. Translations for keys, exten-
sion, restriction, substitution groups, and mixed content are all quite interesting.
The translation also involves a myriad of detail extending to over 40 pages in
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[1]. One general observation about the translation is that it is often difficult and
sometimes impossible to express modeling constraints of interest.

— XML Schema provides no good way to nest elements that are not natural
sequences of, not natural alternatives of, and not functionally dependent on
a parent. Although designers usually declare sequences for these nestings,
it is difficult to tell whether a sequence is merely an artifact, required by
XML Schema, or whether it is a conceptual sequence, as address elements
would be. Since a translation algorithm does not know whether a sequence
is meaningful, however, we must faithfully generate all declared sequences.
We can, and do, handle the special case of a sequence of one nested element.

— Generalization/specialization, especially large hierarchies with complex con-
straints, is difficult and sometimes impossible to specify [3].

— Some functional constraints are difficult or impossible to capture.

— Lexical elements cannot be parent elements. In such cases, we must introduce
another object set.

Because some unwanted artifacts appear and because some constraints are either
difficult or impossible to declare, one interesting possibility is to reverse-engineer
an XML Schema instance to an C-XML instance, add the missing constraints,
remove unwanted artifacts, and then regenerate a more desirable XML Schema
instance.

Theorem 4. The transformation from XML Schema to C-XML preserves in-
formation.

Theorem 5. The transformation from XML Schema to C-XML preserves con-
straints.

A main use of the transformation from XML Schema to C-XML is to reverse-
engineer an XML Schema instance. We believe that the result is quite usable. We
capture each XML concept as an object set and each nested connection among
concepts as relationship set, and we also capture all representable constraints.
Further, we believe that the representation is appropriately abstract and suffi-
ciently high level in the usual way in which conceptual models are abstract and
high level. Thus, we can reasonably claim that this reverse-engineering transfor-
mation can aid in understandability and thus maintainability and evolvability.

5 Concluding Remarks

We have implemented automatic conversions between C-XML and XML Schema
that preserve information and constraints, that have guaranteed redundancy-free
and compactness properties, and that yield reasonably understandable results
and thus provide for maintainability and evolvability. Our prototype implemen-
tations and these observations and insights provide a solid theoretical foundation
for XML data engineering.
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Abstract. A large portion of Internet advances owes the human-computer inter-
action and data exchange via web forms. Current complex Internet applications
are demanding more advanced features that are not covered by traditional
forms. New technologies such as Semantic Web and XForms are responses to
today's business requirements and expectation. In this paper the possible poten-
tial of combining XForms with Semantic Web technology are explored and an
integration model for enterprise solutions is presented. The new model is sup-
posed to bridge the gap between desktops as the nodes of global business net-
works representing the individuals and the involved web business processes.
The paper shows that combining Semantic Web concepts with XForms can
provide elegant holistic solutions for lifetime data consistency, integration of
personal services, and checking of data validity.

Keywords: Semantic Web, Ontology, XForms, SOA, Interoperability, Web Appli-
cations.

1 Introduction and Related Works

Over two decade history of World Wide Web, the Internet has been evolved from a
unidirectional information stream to an enterprise application framework. The tradi-
tional web forms are simple interfaces that aim to transfer data between server side
components and browser application. Despite the advances in design and implementa-
tion of web applications, the web development is still a frustrating task. As a matter of
fact, the difficulty of developing and deploying commercial web applications in-
creases as the number of technologies they use increases and as the interactions
between these technologies become more complex [1]. One of the reasons for this
complexity relies on the distributed nature of web applications. As an example con-
sider the browser side errors that are hardly traceable to back end server modules.
Another challenge in web programming is the fact that web programming languages
such as JSP, PHP and ASP are inevitably mixing the HTML tags with the code that
should be executed on server side. Also the proposed solution to separate the presen-
tation content from the web application logic have not simplified the situation that
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much and has added some other complexities and generally the web programs are not
easily readable and understandable for the human user.

The W3C' solution to the mentioned problem is XForms that offers separation of
the form's purpose from its presentation. An XForm allows processing of data to oc-
cur using a declarative model composed of formula for data calculations and con-
straints. It also equipped with a view layer composed of intent-based user interface
controls that are bound to the model and finally XForms provide an imperative con-
troller for orchestrating data manipulations, interactions between the model and view
layers, and data submissions. Thus, XForms accommodates form component reuse,
fosters strong data type validation, eliminates unnecessary round-trips to the server,
offers device independence and reduces the need for scripting [2].

Another interesting aspect of XForms is the role that it might play in the integra-
tion of desktop information (user's world) with other business processes using Seman-
tic Web [3] technologies. More precisely, the Semantic Web should bridge the gap
between user information and external processes by mapping the user resources to
those needed by a specific web form. As an example consider an online e-shopping
system that requires the payment information from the user. Such data should be
provided by each shopping (or once per e-shopping system); however, this could be
avoided by integrating the user information which reside on the user's desktop. The
combination of the XForms' data model with the user ontology and the appropriate
mapping it to an upper ontology will improve the logical design of application and
may have more software engineering benefits too.

Meanwhile the Service Oriented Architecture (SOA), has emerged as a communi-
cation paradigm for extending the interaction between applications whereas the
applications may run on heterogeneous systems. Web services allow automatic and
dynamic interoperability between systems to accomplish business tasks by putting
together their functionalities. Another trend that has influenced the web applications
in the recent years is the Web 2.0 technology that is going ahead hand in hand with
SOA. Basically Web 2.0 is much more than adding a nice facade to old web applica-
tion rather it is a new way of thinking about software architecture of web applications.
In comparison to traditional web applications, the application logic of modern Web
2.0 applications is more concentrated on the client side and the business processes are
considered as remote services. As a matter of fact it is a step toward the cloud com-
puting where business services are presented on Internet and developers should select
and weave them together to create new compound services. The SOA's Achille's heel
in our belief is its lack of the semantic description of Web Services. Without the ex-
plicit semantic context, the process of assembling “pieces of functionality” into com-
plex business processes is still unthinkable without significant human involvement
and exactly here is the point that Semantic Web can fit, to facilitate the application of
web services to modern web applications that use XForms.

XForms 1.1 was announced as an official W3C Recommendation on 29th Novem-
ber 2007, and has attracted the attention of developers and researchers. The most
interesting part of XForms is the introduction of the data models described in XML
that can be used for presentation and reasoning purposes and opens the gates to lots of
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possible extensions. Peng Yew Cheow et al. [4], propose a logical frame work, which
maps the semantics of the XForms documents to knowledge bases in Description
Logic. This framework can be used as a basis for reasoning and validity checks on
XForms.

With the emergence of complex business processes, there is a growing need to em-
bed the web forms into user's information context. In other words the generic web
forms should be personalized according to user history and context information. As
addressed in the previous section, Semantic Web can glue up the open world proc-
esses to user's information in a machine-processable way. Our SemanticLIFE project
is an effort to realize a Personal Information Management (PIM) system using Se-
mantic Web technologies, with the aim of creating a semantic repository of all per-
sonal data from a variety of sources like emails, contacts, running processes, web
browsing history, calendar appointments, chat Sections, and other documents. This
PIM system acts as a digital memory and provides the “personal profile” for acquired
persons [5]. To our belief, the emergence of Semantic PIM systems plus the ever-
increasing processing capability of desktops makes the integration of personal desk-
tops into real world business processes, conceivable.

In this paper, some possible solutions based on XForms and Semantic Web are
presented and the feasibility of implementation of corresponding use cases is dis-
cussed in details.

2 Methodology

As explained before the the XForms data model can play an important role to connect
web forms to the back-end processes. The more known roles of the XForms' data
model are:

e Providing a declarative data structure that document's visual elements will re-
fer to.

e Decoupling data, logic from user interface rendering features of the target de-
vice (handheld, television, desktop browse, etc).

e Adding data calculations and dependency of form elements.

e Adding data types and other constraints.

e Defining the form submission parameters and behavior and also providing an
XML instance data at submission time.

The focus of this paper is to explore the role where XForms' model can connect an
XHTML form to other available services by using Semantic Web technologies to
extend the functionalities of XHTML forms via ontologies. In the rest of this section,
the feasibility of such a solution will be discussed.

An XForms model is an XML structure that is included in the header part of an
XHTML document and where its elements are conforming with the documents' name
spaces. Listing below shows a typical XHTML document that contains a simple data
model with three elements: first name, last name and city name.
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<html
xmlns="http://www.w3.0rg/1999/xhtml"
xmlns:sample="http://www.sampleinfo.net/"
xmlns:xf="http://www.w3.0rg/2002/xforms">
<head>
<title>Testing XForms</title>
<xf :model>
<xf:instance>
<DataElement>
<sample:FirstName/>
<sample:LastName/>
<sample:City/>
</DataElement>
</xf:instance>
</xf :model>
</head>
<body>
</body>
</html>

The interesting part of the above listing is the name-spaces that attach the defini-
tion of the model elements to a known name-space. So every element can be specified
with its fully qualified URI and this URI can be selected to be identical with the name
space of a domain ontology. For instance the first name item of above XHTML
document has the URI of “http://www.sampleinfo.net/FirstName” and this can be
assumed to be the name space of a domain ontology. As a result the form elements
can be easily mapped to the relevant domain ontologies.

Web forms contain atomic elements that can be better processed in comparison to
web pages and natural text. Elements that appear on a typical form usually convey a
logical relationship between elements. For example if a web form contains a city
name and country name, probably the city should be located in the specified country.
Traditionally, such relation can be identified only by human users and the semantic of
the elements' relationships is missing. With the current advances of Semantic Web
technologies, the machines can also detect the concepts and their relationships. In
other words the form elements are mapped to an ontology via the XHTML's embed-
ded model. As soon as we arrive at ontology level, the application would benefit from
all advantages of Semantic Web world.

For the scenarios that will follow in next section, we are especially interested in
Semantic Inference and Ontology mapping. The scenarios will be classified into two
main groups. First are those scenarios that are aimed to combine the web forms with
business services on the web and secondly are the scenarios that are using the Seman-
tic Desktop as a basis for connecting the user's world to web forms and customize the
forms and their content data according to user's profile. The following figure shows
these two methods and how the ontology is filling the gap between services and web
forms.
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Fig. 1. XForm's Service integration methodology

3 Demonstration Scenarios

In this section some scenarios for integrating the web forms with business and per-
sonal processes are presented. Some presented scenarios can leverage the productivity
of both web form end-users and web form providers/programmers. The web form
end-users would be able to save time in filling out forms by connecting the forms to
their Semantic Desktop using personal ontologies. They can also be warned about the
information that might be inferred from the data that they submit through different
forms to a specific service provider. The usage of XForms can also be beneficial for
service providers and programmers because of the increasing productivity of software
development processes.

3.1 Unwanted Information Disclosure

The information gathered by service providers on the Internet, might lead to the dis-
closure of some information which from the end-user's point of view should not be
exposed to that organization. A simple example to illustrate this is date of birth. If the
user prefer to disclose his/her date of birth, then he/she will probably ignore the fields
that are asking directly about date of birth, however the provider can ask year, day,
and month of the birth separately during a period of time and then put the pieces to-
gether and hack the date of birth.

In some cases service providers can use rules to perform reasoning and deduce new
information. For example by providing the Zip code and country name, and the name
of the company that has built your house the service provider can conclude the city
name from zip code and country and then locate your building among a smaller set of
possibilities. As a proposed solution personal ontologies can capture the user intent
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and consult the history of user's interaction with a specific service provider, to avoid
completion of such chains. The XForms' data model is the key for joining the web
form elements to domain ontology.

3.2 Lifetime Data Consistency

In the long periods of time the user might forget the detail of his/her interactions with
a service provider and submit some data that is in conflict with previously provided
data. For example, user's name might be spelled differently (e.g. Special characters in
European languages) and it can cause ambiguities at service provider side. An
XForms' data model that is mapped to a personal ontology can help to add a consis-
tency check before submitting the data. So the user's history can be consulted to avoid
such inconsistencies.

3.3 Avoiding Multiple Data Entries

Similar Internet applications usually require a common set of data that should be
provided by the end-user. For example to register in an online shop, a user needs to
provide the payment information, the delivery address, etc. The Semantic Desktop
can help the user by auto completion of common fields. Again the XForms' data
model that is mapped to user ontology, can query the Semantic Store and extract the
required information.

3.4 Integration of Personal Services

In addition to services that are available on Internet as web services, the user's desktop
can also provide personal services. Semantic Desktop systems, such as Semanti-
cLIFE, contribute some personal services that can be used in service composition
scenarios. These services are enriched with semantic information and can be queried
according to service parameters and/or service intent. Personal services are distin-
guished with two pivotal factors: first they are closely related to the entities that are
typically used in everyday life like emails, appointments, documents, etc and sec-
ondly are customized for their owner and vary not only from user to user, they also
vary depending on the context of use.

To clarify the issue, consider an appointment matching service that is presented by
user's Semantic Desktop. A non-semantic service will simply consult the user's calen-
dar and says whether a specific time slot can be assigned for a meeting. The drawback
of a “non-semantic” service is that the service is not able to conceive the location
concept and check if the meeting is feasible according to the ontology of appoint-
ments in the days before and after. So the appointment matching service is dependent
on user's and appointment's context and additionally it deals with appointment items
that are highly related to user's daily desktop applications.

Personal services can be also categorized according to their internal complexity.
Some services perform a simple one step action whereas more complex services may
be composed of multiple actions and additional conditions and service calls. BPEL
processes [6] fall under the category of more complex processes. A Semantic Desktop
that supports BPEL processes might be seen as a data source that extract and process
the data from different resources and hand in the useful information to external world.
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As an example of a more complex BPEL process let us consider an online shopping
use case (figure 2), where the shopping price limitation should be first checked
against your bank account and credit information. A Semantic Desktop BPEL process
is able to call external bank web services in a trusty way and calculate your shopping
limit based on user's cache amount in the banks minus the planned monthly loans.

Semantic Desktop Personal Service
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Fig. 2. Integration of Semantic Desktop Personal Services

In the Semantic Desktop environment, where services are described in a semantic
way, the XForms' data model can be coupled to a personal service, via user ontology
and service profiles. As a result the personal services can be connected to the global
business processes and ease the user interaction with open world.

3.5 Checking the Data Validity and Data Consistency

During the development of a web application, the software designer and/or program-
mer should add constraints and checks to the submitted data to guaranty the data va-
lidity and consistency. Moreover adding and removing fields to the web form after the
first design is a common issue. After applying such changes the data validation rou-
tines should be reviewed and adopted with new changes.

XForms might again be helpful in connecting the form elements to service and
domain ontologies. First of all, domain ontology can deliver the information about
validity checks that should be accomplished for the combination of the fields, appear-
ing on the web form. Additionally the logic of the check program can be deduced
from the domain ontology and enables the selection of the appropriate service from
the service ontology. The XForms' logic might force the user to correct the data be-
fore submission. In this case the generated validation component that is added on the
client side will contact relevant web services to confirm validity of data. In this way
the data validity is checked at the very early stages of relevant business processes.
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4 Conclusion

XForms as the next generation of web forms have the potential to realize a bunch of
business scenarios more efficiently. Joining the structured models of XForms and the
ever-increasing capabilities of desktop computers facilitates the implementation of
many business scenarios. On the other hand, the emergence of Semantic Web tech-
nologies has leverage the process interoperability that in turn boosts the business
processes. In this paper, the feasibility of combining the XForms, Semantic Desktops,
and SOA was discussed and some possible scenarios were explored. In future we will
focus on the integration of useful personal services in the Semantic Desktop environ-
ment and apply them to open world business processes via connectors such as
XForms.
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Abstract. A slicing technique is described for Petri net models of busi-
ness processes. By this technique, a Petri net can be reduced to a smaller
one with less states, such that verification can be done on the smaller
net and transferred to the larger one. Three case studies are discussed.

1 Introduction

Program slicing [11] is a well-established technique for software analysis. More
recently, slicing methods have been transferred to concurrent systems (e.g. in
[2]), and in particular, to Petri nets [9].

Petri nets are a popular model for business processes and workflows [1], as
they can model choice, split and join operations. Places, transitions and arcs
also make a (not just fleeting, cf. [6]) connection to the concepts of thing-type,
operation and connection-type in KCPM, the Klagenfurt Conceptual Predesign
Model [7].

By implication, Petri net analysis methods, and in particular, slicing tech-
niques, can be used for the validation of business processes. The algorithm de-
scribed in [9] is interesting in this respect, because it is particularly useful in
case a Petri net is not strongly connected. This is often true for business process
models.

In this paper, we discuss the algorithm (Section 2) and explain it on three
case studies (Section 3).

2 A Slicing Algorithm

Let X be a marked Petri net modelling some system, and let P be a non-empty
set of places of Y. P is called a slicing criterion. Typically, P contains places
which are referred to by some temporal logic formula ¢ expressing a property
that one wishes to prove or disprove for the system described by X.

The following algorithm constructs a subnet of X' called slice(X, P). The idea
is that in order to prove o on X, it suffices to prove it on slice(X, P), while at the
same time, the latter has less states than the the former. Thus, by constructing
the slice first, one needs to explore less states than would be needed without
constructing the slice.

R. Kaschek et al. (Eds.): UNISCON 2008, LNBIP 5, pp. 45-51, 2008.
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Sdonc = Sdone U {S} }7
return the net generated by S and 7.

1 T7 Sdone = (Z)a

2 S:=P

3 while (3s € (S\ Saone) ) {

4 while (3t € ((*sUs*)\T): W(s,t) #W(t,s)) {
5 S:=S5uU°t

6 T:=TU{t} }

7

8

Here, ®°s and °t denote the preset of a place s and a transition ¢, respectively,
while s® denotes the postset of a place s, in 2. Also, W denotes the arc (weight)
function in X.

Starting with places in P, the outer loop in lines 3-7 checks whether more
places of X need to be considered. For each place to be considered, the inner
loop in lines 4-6 checks all of its surrounding transitions. If they are non-reading
(determined by the condition W (s, t)£W (¢, s)), then they too need to be con-
sidered. In line 5, the set of places to be considered is extended only on the
input places of t, not its output places. The idea is that output places are in-
fluenced by, but do themselves not influence, the property under consideration.
More precisely, we have the following result:

Theorem: Let ¢ be a CTLY, formula such that the set of places referred to in
 is contained in P.

Then X models ¢ fairly with respect to 7" if and only if slice(X, P) models ¢.

Here, CTLY, denotes extended computation tree logic (comprising both CTL
and LTL) without the nexttime operator.! Fairness w.r.t. T simply means that
enabled actions from 7" cannot be neglected indefinitely.

By this theorem, we know that all the fair executions of the full net satisfy
o fairly towards the slice, provided it can be proved that the slice itself satisfies
. We need fairness here, since otherwise we could have the case, for example,
that all executions of the slice terminate properly while some execution of the
full net, circumventing the slice, does not.

3 Case Studies

3.1 A Workflow Describing Electronic Trade Procedures

This case study is taken from [8], but since the Petri net described there is
rather large, we show only part of it (cf. Figure 1). A consignee may order
shipment of products from a shipper residing in a different country, say across
the Atlantic ocean. In order to enhance trustworthiness of the process, two banks
are involved, the issuing bank that provides a loan to (creditworthy) consignees,
and the corresponding bank on the shipper’s side of the ocean. On receiveing a

! It is beyond the scope of this paper to describe these logics, cf. [3]. We will show
some example formulas and explain them in due course.
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Fig. 1. An electronic trade system (excerpt)

buyer’s loan request, the issuing bank informs the correponding bank by means
of a letter of credit (lc) and requests shipment documents (bill of lading, etc.)
in return. It then makes a decision to either reject the request, or to accept
it and provide the credit. In the former case, the documents are returned to
the corresponding bank, while in the latter case, money is transferred so that
the shipper can be paid, and finally, payment with interest is received from the
consignee.

The net shown in [8] is acyclic, since it essentially describes a choice between a
few use cases. In order to make its analysis more complicated (and perhaps more
interesting), we introduced the possibility that up to five registered customers
may request a loan concurrently. Moreover, we set up the corresponding bank’s
activity as a cyclic deterministic protocol.

We may want to verify the following temporal logic formulas:

1 = O((lecreated > 0) — < ((rejected > 0) V (accepted > 0))),
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according to which it is always the case () that if one of the customers is at
lc_created, then at some later point in time (<) some customer (not necessarily
the same one) will be at rejected or at accepted. We choose

P = {lc_created, rejected, accepted }

and compute the slice according to the above algorithm, obtaining the subnet
within the dashed borders. In the full net, 1778 states (i.e., markings) are reach-
able via 5096 state transitions, whereas the slice has only 896 states and 2275
state transitions. Thus verifying the formula on the slice is approximately twice
as fast as verifying it on the full net. After verifying ¢, for the slice, we know
that it holds for the full net as well, since all of the latter’s executions are fair
towards the slice.

3.2 A Manufacturing Example

This example (cf. Figure 2) is taken from [5]. A customer asks the support de-
partment of a manufacturing company for information about a certain product.
Support then files a request to the production department, asking for informa-
tion about this product, and awaits the answer. Upon receiving the information,
support may either continue to request for more information (asking, for in-
stance, for some more details), or thank for the answer and proceed to provide
the appropriate information to the customer.
Consider verifying the formula

w2 = [O(P_end — (O-request)),

Customer Support Production

query

. ? | O ?
answer o
O

Fig. 2. A customer / support / production system



A Slicing Technique for Business Processes 49

which means that whenever control is at P_end, there will be no more tokens
on request. Slicing with P = {P_end, request} yields the subnet shown within
dashed lines. The full net has 17 reachable states and 19 state transitions, while
the slice has 11 states and 11 state transitions.

This example shows that slicing can usefully be combined with another reduc-
tion method [10] which is based on articulation points (that is, nodes of a graph
that connect two or more otherwise unconnected parts of the graph). Note that
the slice has articulation points, e.g. the place marked with the hollow token.
Because of this, it can be further reduced, yielding a smaller net (to the right
of the dotted line in Figure 2 and with the hollow token) with only 9 states
and 9 state transitions, on which the formula can be checked and the result be
transferred to the same formula on the full net. Note that the reductions cannot
be done in the other order, since the full net does not have articulation points.

3.3 A Business Process for Dealing with Insurance Claims

The Petri net of Figure 3 models a workflow as described in [1]. An incoming
claim is recorded first. A claim may be accepted or rejected, depending on the
insurance cover. For a rejected claim, a rejection letter is written. If the claim is
accepted, emergency measures, if necessary, are provided. After an assessment —
possibly done by an expert — a settlement is offered to the customer, who may

[ ]reject :
emergency
measure
send
el [ ] rejection
letter
L] O
close end

Fig. 3. Insurance claim
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either accept or reject. A rejected offer may be followed by legal proceedings or
a revision. If a settlement is agreed upon, money is paid.
We want to verify that every accepted claim is settled, i.e., in temporal logic
terminology:
w3 = O(ac— Ccs).

The slice of this net, for {ac, cs}, is again shown as a subnet within dashed
borders. In the full net, 29 states (i.e., markings) are reachable via 60 state
transitions, whereas the slice has only 11 states and 14 state transitions. Here
also, the algorithm described in [10] can be used to reduce the slice still further.

4 Concluding Remarks

The slicing algorithm works quite well for business process Petri net models,
since they often are not strongly-connected. As a benchmark for the effect of
slicing on other nets, we investigated the well-known collection of Promela ex-
amples of [4]. This collection comprises 75 case studies, some of which are scaled
up instances of the same problem type (e.g., 6, 8, 10 and 12 dining philoso-
phers). In total, there are 23 different types of examples. For our experiments
the biggest instance of each scalable type has been removed to reduce the overall
computation time. For each place of the net, a slice was generated. In case the
slice is smaller than the original net, its reachability graph was compared with
the reachability graph of the original net. We set an upper bound of three hours
for the state space generation. With such a generic test setup we were able to
analyse other test sets fully automatically, since we did not need to analyse each
net to find a meaningful slicing criterion in terms of a formula. But since we
did not provide such a formula, we filtered the generated slices. We considered
slices with more than 20 states or 10% of the states, or with less than 85% of the
states and state transitions as “interesting”, and slices that were not equal to
the full net as “nontrivial”. Of the 23 types, almost all had nontrivial slices and
6 had interesting slices. In average, the latter covered 67% of the places (with
a median of 69%). This was actually more than we expected. Moreover, as we
have seen in this paper, the slicing algorithm can produce added value by being
daisy-chained with more sophisticated net reductions.
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Abstract. The talk will address a number of problematic issues in current mul-
timedia technology and try to give some positive answers. The term multimedia
is used for a mixture of modalities, at least one of them being continuous. In the
center of interest are “natural” videos, taken by cameras.

Keywords: Distributed Multimedia, Streaming, Multimedia Delivery, Multi-
media Presentation.

Multimedia Everywhere — A Dream or a Nightmare? Some
Scenarios

. I wish to watch a movie I do not know the title and authors exactly of; I know only
some impressions, told by my neighbor. The dream: My video system finds me
the required movie, which I can watch in perfect quality. The nightmares (there
are many of them): (a) My system offers me 100 hours movies that could fit —
however they do not. It lies on me, after how many hours do I give up. (b) The
system noticed what kind of movies I seem to like and do not stop recommend me
movies in many hours length. (c¢) I am watching the movie in perfect quality, but
police bells at my door and brings me into jail because of watching movies ille-
gally.

. T have three 2-hour movies of my own. I am looking for two interesting, 2-minutes-
long scenes, which I would like to present at a talk. The dream: My video system
helps me to find, cut out and mix the two scenes in 5 minutes. The nightmare: I am
spending the whole night by stepping fast forward and backward, resulting in cut-
ting out only one of the required scenes, missing the start but taking longer than
required.

. I know exactly the URL I have to click on. The dream: I do so and watch the re-
quired clip. The nightmare: I do so; then wait 5 minutes to start; after 1 minute I get
blurred pictures for a while, after further minutes the sound is breaking down etc.

. I am watching a movie, everything goes well, but I have to leave. I would like to
redirect the movie to my handheld device, and watching it on the train. The dream:
I just let the session migrate to my handheld and resume after entering my train.

R. Kaschek et al. (Eds.): UNISCON 2008, LNBIP 5, pp. 52-58, 2008.
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The nightmare: After migration the movie is resumed at the wrong position, with a
wrong resolution and with a lot of interrupts.

5. T want to design and implement a new multimedia application, relying on existing
software. The dream: I take the specification of the components I want to assem-
ble in a certain way and have in a month a reliable new service, with the required
quality of service. The nightmare: I start to try to understand several hundreds of
thousands lines of C-code and give the project in two years up.

6. I have a mobile guide in my pocket, which helps me at traveling. I just arrive in
Japan (not knowing a single word Japanese). The dream: My device tells me in
my own language, how I can find the hotels, restaurants and museums I presuma-
bly like. The nightmare: My device switches to Japanese and tells me something I
do not understand and shows me pictures I cannot see, because their format is not
compatible to my device.

Everybody is invited to continue the game of finding new dreams — and the corre-
sponding nightmares. By the way — the latter makes much more fun.

2 Motivation

Digital multimedia technology has developed considerably in recent years. Neverthe-
less, we still cannot speak from a real breakthrough, as for example it had been the
case with graphics in the early Eighties. Graphics became in a few years an integral
part of all computer systems, whereas multimedia — especially continuous media — are
still staying rather aside.

At the end of the Seventies, the Alto computer was developed at Xerox PARC,
which was not only one of the first usable personal computers, but it was the first
computer providing pixel graphics. Graphics had been before something very expen-
sive, for exceptional applications (such as architecture), supported by special hard-
ware. Pixel graphics made the technology essentially software driven (first, with some
microcode support), and thus cheap and flexible. Nevertheless, it took many years,
until it became a pervasive technology. After a lot of research, the commercial break-
through was brought due to the Apple-Macintosh. Many companies (such as IBM and
DEC) were fairly long skeptical against graphics, and lost a lot due to this hesitation.
It is important to note that it is not pixel graphics alone, which won this battle, but a
combination — or much rather: integration — of three technologies: graphics, window-
management and object orientation. They together could serve as a basis for some
absolutely “killer” applications, such as a totally new way of user-machine interac-
tion, and flexible document processing including drawings and fonts with variable
size and shape (first in black and white, a bit later in color). What can we learn from
this lesson? We can observe the following key points:

1. It was an integration of several technologies.
Most of these technologies were very innovative, even the reinvention of ob-
ject-orientation can be regarded as such.

3. Ittook several years until the technology became widely expected.

4. The new (combination of) technologies were strong enough to enforce
fundamental changes in hardware, operating systems and even applications.
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Actually all applications had to change there view of interaction — instead of
putting messages onto a statically defined screen, they had to adapt their out-
puts to the actual window size (usually given as the width and height pa-
rameters of a method, called “redraw”).

If we take a look at the same points in case of multimedia, we can observe the following:

1. Integration of technologies

In this point the development goes even much further than with graphics. Proba-
bly this is exactly the reason for a slow-down in the dispersion. A really huge
amount of technologies ought to be consolidated, beginning from film and video
production, over compression, storage, delivery and presentation issues, up to
questions like digital right management.

2. Innovation

Regarding innovation, the landscape is disappointing. Really new, “killer” appli-
cations are rare or rather not existing yet. Applications like YouTube have surely
their merits, but they cannot be called really innovative. Soft-video players look
very similar to video recorders from the Sixties, they do not offer essentially new
functionality, but do offer mostly less — and still worse, varying — quality.

3. Dispersion time

The dispersion of multimedia takes definitely longer than that of graphics. This
might cause some resignation in some researchers and companies. Five years ago
many experts were fairly sure that the breakthrough comes soon. The same can
be said today as well — however with less credit, due to the time went in between.
Nevertheless, it is hard to believe that digital multimedia remains a side-effect.

4. Power to change existing technologies

Multimedia — especially video — needs huge storage capacity, and data paths pro-
viding guaranteed quality of service (QoS). The first point is very much in trend;
the second one is, however, still at the beginning. The whole previous develop-
ment of computer and network technology went into another direction. All usual
operating systems and networks rely essentially on the “best effort” principle and
fit therefore principally bad for video delivery. That video applications work at
all is almost a miracle — and can be explained only due to massive over-allocation
of resources. There is some movement on the network side (such as the integrated
and differentiated services, implemented by some newer routers), but most work-
ing solutions apply more or less “nasty tricks” on the application level. In the
area of operating systems almost nothing happens — even research is hesitating
strongly in this issue. An operating system, which allows opening a stream and
delivering it corresponding to a set of QoS parameters, is still a dream. Multime-
dia applications behave typically greedy. Even if they have some notion of QoS
control, this is used only in the context of the given application, but hardly in a
federative way. For this, a generally accepted cost model would be necessary.

There are some further challenges, that must be handled if multimedia should become
pervasive.
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5. Semantic gap

Digital graphics is based on computer-generated mathematical descriptions.
Thus, the semantic gap between internal representation and human vision is not
as big as in the case of “natural” multimedia. The internal representation has no-
tions of geometrical objects, such as “circle” or “triangle”. In the case of pictures
taken by a camera, we have at first nothing than a matrix of pixels — resp. a se-
quence of them, in the case of a movie. The semantic gap is one of the main is-
sues. It is a real challenge to find the proper video sequence in a large archive, in
reasonable time.

6. Delivery

Even if we find the real video sequence, we are still confronted with the delivery
problem. To deliver a video from any point of the world to any target, in exactly
that quality as the user requires it, is a major challenge.

7. Presentation

Text processing tools, like Word, have found a way of presentation, which corre-
sponds both to the content and to the user requirements sufficiently. Surely, this
development took also fairly long, but can now be regarded as solved. The pres-
entation of continuous data, especially of video, and their integration with other
modalities is unsolved. The paradigm of the sequential video tape seems to be ex-
tremely resistant against any innovation. However, apart from pure entertainment
this implies a number of technologically unnecessary restrictions.

8. Software engineering

One of the barriers in the development is the lack of good engineering methods
and tools for QoS-aware software development. A lot of research has been done,
but the state-of-the-art is by far not satisfactory. If applications behave greedy in-
stead of federative, this is partly, because the programming is too cumbersome.
We could imagine a programming language, in which we can not only assign a
value to a variable but also a stream to a screen — under automatic QoS control.

9. Digital right management

Digital right management is not a new issue, but gets a new dimension with mul-
timedia. This seems to be one of the hardest nuts in the area. Actually it is that
hard that we do not consider it further in this talk.

3 Detailed, Exemplary Discussion of Three Issues
In the talk only four of the above topics will be discussed in detail.

3.1 The Semantic Gap

Pictures, seen by people, are not arrays of pixels. The pixel representation has signifi-
cant advantages at the last stage in the life-cycle of pictures: at presenting them on a
screen. In any other cases, this representation is rather disadvantageous. This is true
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even for pictures, used by robots and embedded systems. Currently, the only way to
cope with the semantic gap is using metadata. However, detailed metadata are usually
not considered as being an integral part of multimedia data. The slow or even missing
acceptance of MPEG-7 and especially that of MPEG-21 show a good example for
this. On the other hand, some innovative techniques, such as cooperative annotation,
promise new insights into the possibilities of handling semantics as a product of hu-
man cooperation. A further interesting approach could be looking for higher-level
mathematical representations of pictures — maybe as an additional level between pix-
els and metadata. Such techniques have been already addressed to a certain extent in
different research directions, such as video retargeting or automatic scene generation.

3.2 Video Delivery, Proxy-to-Proxy (X2X) Streaming

Delivering videos in good quality can still be regarded as an unsolved problem. If we
wish to stream a video from an arbitrary source to an arbitrary target then the per-
ceived quality is typically a question of luck. In the general case; streaming over the
internet, the chances for good luck are rather small. Moreover, different approaches
can be hardly compared, as no generally accepted metrics exist.

The problem can be best characterized with the help of two extreme cases — which
hardly occur in pure form in practice, but show well the essence of the difficulties.

1. Pure client/server, without caching.

Videos are not replicated and on each client request the video is streamed from the
original source. Sharing of the content is maximal — all clients share the same single
copy. Beside the well-known problems of the client/server model — poor scalability
and single point of failure — we have an additional difficulty, in the case of videos,
which could be called the long distance problem. Even if the server is only lightly
loaded, streaming over a long path (let the length being measured simply in hops)
may provide unacceptable poor quality.

2. Pure download and play.

Each client creates an own copy before playing back. The quality of the play-back is
maximal — we may assume that the local disc and operating system have resources
abundantly. However, beside the obvious problem of large start-up delay — each
video has to be fully replicated before played back — the approach wastes a lot of
resources, both at the clients and on the network. This is, because now, sharing of the
content is minimal.

Improved video delivery methods try to find a good balance between these two ex-
treme cases. They create a certain number of replicas, try to locate these near to cli-
ents and let the clients share the replicas. More formally stated; we are looking for an
optimum in the space of replication and sharing possibilities: How many replicas
should be placed, where and how long? Different, well-known techniques, such as
Client/Server-, Contend Delivery Network- (CDN) and Peer-to-Peer- (P2P) based
streaming can be placed differently in this optimization space. None of these ap-
proaches addresses the issue as a general optimization problem; rather they either
postulate explicitly, or — still worse — assume implicitly some basic conditions, under
which the method works well.
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We define a model of the content delivery problem, based on a set of simple metrics.
This allows us to model different kinds of behaviors (such as CDN-like and P2P-like)
and to compare them quantitatively. The model assumes three kinds of components:
(1) videos (2) proxies and (3) clients. Proxies serve as possible target locations for
holding replicas, and form resource-sharing groups. Each component has a so-called
affinity function, and “strives for a world” with maximal affinity. The affinity func-
tion is different for each component-type, but the affinity-based behavior is common:
(1) Videos, entering the system, let themselves replicate at places, to which they have
a high affinity (hoping many interested consumers there). (2) Proxies, entering the
system join a group of proxies, to which they have maximal affinity — promising simi-
lar content, good network connections and well-balanced load. The “similarity” of
content is not investigated further; we just assume that it is possible to differentiate
between semantically near resp. far content. (3) Clients have a double connection to
proxies. On the one hand, they have a “home” proxy, to which they are directly con-
nected — typically, but not necessarily via a LAN. On the other hand, if they request
for a video, they find that source proxy group, to which their request has the greatest
affinity — i.e. with the highest chance not only possessing the required video, but also
having it in the required quality and also having the necessary streaming capacity. By
computing the streaming capacity, the possibility of multiple-source streaming is
considered, if necessary.

Based on this model, we define a new approach, called Proxy-to-Proxy (X2X)
streaming, which tries to make the best of CDN and P2P. Before getting into details
let us describe shortly the basic restrictions of the well-known approaches and to
show, where the improvements of X2X principally lie.

3.3 Non-linear Video Presentation and Browsing

With the dispersion of video technology, not only the number of videos is growing
fast, but also the kinds of their usage. Besides entertainment, a large number of appli-
cation domains, such as learning, health-care support, and disaster management rely
more and more on audiovisual material. A common characteristic of these emerging
applications is that videos are not just watched sequentially.

We are often not interested on the entire “movie”, we rather need to find certain
video segments as fast as possible. A very important special case is that we want to be
able to identify very quickly a video we do not need. Tools for efficient and user-
friendly navigation both in video archives and inside of single videos are urgently
required. Even modern soft video players operate in a manner as invented for tradi-
tional VCR devices in the 1960s, mainly for entertainment. They provide such well
known interaction features as play, pause, stop and fast forward/backward. Addition-
ally, they usually offer a timeline which allows more or less precise jumping to a
particular point in time within a video. Finding a specific segment within a large
video file still remains a difficult and time consuming task.

To improve the interactivity of digital video, a lot of research has already been
done in the area of video abstraction (also called summarization). The purpose is to
create a short summary of a long video. Video abstraction is mainly used to facilitate
browsing of large video-databases, but can also enable non-linear navigation within a
single video sequence. However, video abstracts alone do not solve the interaction
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problems linked to video data. We present our concepts and work done so far for a
flexible video navigation tool, which is a step towards more efficient and powerful
interactivity in video data. Beyond its simple interaction mode which is similar to a
common video player, it provides features, such as (1) skimming roughly through the
video, (2) watching an on-demand created video abstract/skim of a particular se-
quence or of the entire video, and (3) several presentation modes of different scenes in
parallel in time and/or in space. Moreover, the tool allows (1) to extract representative
parts of the video (e.g. key frames) very efficiently, and (2) to dynamically switch
between several presentations modes. Instead of enforcing any “best” presentation
mode, we extend the currently running prototype to enable experiments with larger
groups of non-expert end-users, in order to find different modes for different needs.

3.4 Adaptive Programming

Multimedia streaming and play-back is the periodical process of dealing with long
sequences of data (e.g. video frames) under so-called “soft real-time” constraints. The
implementation of this substantial pattern of common multimedia applications is
cumbersome and error-prone. Instead of defining QoS and adaptation capability as an
external aspect of an application, we suggest additional features at the programming
language level. A set of minimal language extensions allows us to encourage imple-
mentation of quality-aware applications. Our work concentrates on the following
feature extensions for a general-purpose system programming language (actually
implemented for C#):

1. An additional dimension can be added to any data type. This n+1st dimension
represents the time.

2. To take use of the time dimension, we introduce a special assignment operation
(called streaming) and the new, streaming mode for passing method parameters.

3. A new declarative syntax, embedded in a common programming language is used
to define QoS specifications.

If a streaming operator (assignment or parameter passing) violates a QoS specification
then compiler generated code raises an exception automatically. The designer of an
adaptive program can concentrate on the essential business logic, and QoS violations
can be handled as usual exceptions. If e.g. the QoS constraint specifies a top and a
bottom level for the frame rate, then an individual exception is generated if the actual
frame rate is too high resp. too low. In the corresponding exception handler the pro-
grammer may simply slow down in the first case (a simple implementation of a leaky
token bucket), or may switch to an alternative stream with lower bandwidth require-
ment in the second case. To our knowledge, no similarly simple method exists for
handling this fairly complex issue. The language elements are used further to define
common patterns for adaptive programming.
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1 Introduction

In the recent years the paradigm of service oriented systems has created visionary
business scenarios enabling novel ways of cooperation between business partners,
outsourcing parts of business processes, or sharing data in heterogeneous envi-
ronments. IT applications of the new generation are highly interconnected and
concurrent, involve electronic devices of many kinds and stakeholders in manifold
roles and interrelations. As a consequence novel challenges to the engineering of
such systems have emerged. This includes the increasing need for validating
compliance and methods for the systematic design of secure architec-
tures. In this paper we present a tool-supported framework for the development
of secure service oriented solutions. Our approach is model-driven in the sense
that we tightly integrate aspects of security with the functional views of the
system ranging from the business level down to system design.

The two basic building blocks of our framework are a method for the model-
based security analysis of service oriented systems and a development en-
vironment for the model-based configuration of security services. This
paves the way for a traceable process from requirements engineering down to
the high-level realization of secure solutions.

Sample applications for our method are health care networks. Health care
networks support cooperation between stakeholders in the health care domain
like hospitals, general practitioners and the patient. As running example we
will use the system health@net, an Austrian initiative to develop concepts and
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an implementation of distributed cross-institutional health data records [21,19].
Other examples may be cooperative traffic scenarios (involving traffic control
centres, drivers or car manufacturers) or applications in e-procurement.

More general, the following assumptions are characteristic for the kind of
systems we consider. First, the networks are highly dynamic, both concerning
stakeholder types, stakeholder instances and the workflows to be run. Second, the
stakeholders are highly heterogeneous in their organizational structure, security
requirements and security infrastructure (e.g. comparing hospitals and general
practitioners). Third, there may be a high number of stakeholder instances (e.g.
millions of patients, thousands of hospitals) requiring complex infrastructures
and effective engineering techniques. Finally, many of the systems adhere to
legal regulations and standards like the Data Protection Act and the IHE IT
Infrastructure Technical Framework [3] in the health care domain.

From these basic assumptions we derive a set of major goals for our framework.

Modularity

— Different levels of abstraction can be analyzed independently of each other
(e.g. separating organizational requirements from technical requirements)

— Different subdomains can be analyzed independently of each other (e.g. sep-
arating the analysis of the organizational structure of hospitals and general
practitioners)

— The notions of requirements, risks and controls are clearly separated and
may be considered independently of each other

Traceability

— Security aspects can be traced along the levels of abstraction starting with
general security objectives (which may be derived from legal regulations) and
arriving at the implemented security controls. Security controls may range
from organizational rules (e.g. four eyes principle) to technical components
(encryption, firewalls).

— The analyzer is provided with aggregated information about the state of the
security analysis process at any time.

Model-Driven Configuration of Security Services

— Secure solutions can be realized based on high-level security patterns. The
security patterns are attached with model elements of the functional system
models and configure executable security services in a target architecture.

The key idea of our framework is that we put any security related aspect in
the context of the functional system view and the functional model elements
drive the whole analysis process. This enhances the security analysis to a level
of preciseness and completeness which is beyond existing pragmatic approaches.
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The remaining sections are organized as follows. In Section 2 we present the
security analysis method ProSecO. Section 3 presents a short overview of related
work and a conclusion is drawn in Section 4.

In this paper we give an overview of the security analysis method. For a
detailed presentation of the SECTET platform for model-driven configuration
of security services we refer to [11,6]. In the sequel we assume the reader to
be familiar with general notions of software development and software process
models like business processes, services and actors.

2 Security Analysis of Service Oriented Systems

Information security is generally defined by properties like confidentiality, in-
tegrity, availability, non-repudiation and authenticity of information [15,4]. For
a thorough security analysis not only the information objects but also the ap-
plications, business processes and the organization supporting the creation and
processing of information have to be considered. We recognize this fact by ana-
lyzing the entire information processing context including business and technical
aspects. In our model all basic security concepts like security objectives, security
requirements and risks are bound to model elements, thus enabling systematic
tracing along dependencies.

In Subsection 2.1 we shortly present our system view targeted towards the
modeling of service oriented systems. In Subsection 2.2 we enhance this view by
security related concepts and sketch the analysis process in Subsection 2.3.

2.1 Functional Models

Functional system views in ProSecO are described by interrelated model ele-
ments according to the ProSecO meta model. The meta model elements are
classified along two orthogonal categories.

— Level of Interaction: The Global View describes