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Non-stationary Models

Although the main theme of this book is random geometric structures with
invariance properties, such as stationarity or isotropy, we conclude with an
outlook to some of the extensions that are possible without such assumptions.
The invariance properties in previous chapters allowed us to employ integral
geometric formulas for obtaining results on geometric mean values. Our set-up
followed also the historical development of the field, where from the beginning
stationarity and isotropy seemed to be natural and convenient conditions to
get simple and applicable formulas. Their counterparts for non-isotropic ran-
dom sets and particle processes are necessarily more complicated, as we have
seen in some of the previous sections. However, once the step from isotropic
to non-isotropic structures is made, the question arises whether a similar gen-
eralization from stationary to non-stationary structures is possible. Although
random sets and point processes without any invariance properties have been
studied by many authors under different aspects, one might get the impression
that, for example, the mean value formulas for Boolean models, which are at
the heart of stochastic geometry, rely on the invariance of the model. Surpris-
ingly, this is not the case. As the dissertation of Fallert [222] showed (see also
[223]), specific intrinsic volumes for Boolean models with convex or polycon-
vex grains can be introduced without any invariance requirements, and the
formulas obtained in Section 9.1 transfer to this situation in a suitably gen-
eralized form. Even more astonishing is the fact that these local mean value
formulas for non-stationary Boolean models (and Poisson particle processes)
make heavy use of the iterated formulas of translative integral geometry, as we
have discussed in Section 6.4. Thus, although we do not require that the distri-
butions of our random structures are invariant with respect to the translation
group, the corresponding integral geometric setting still plays an essential role.

Fallert’s dissertation, which contained results on several non-stationary
models (particle processes, Boolean models, processes of flats, random mo-
saics), initiated various further publications in which counterparts to formulas
in the stationary case were established without the assumption of stationarity.
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In this chapter, we present some of these generalizations, mostly concentrating
on results which are in analogy to the ones discussed in previous sections.

11.1 Particle Processes and Boolean Models

We consider a particle process X on C’ in R%. Although we do not assume any
invariance of the distribution of X, we require some regularity of the intensity
measure © (which is assumed to be locally finite, as always). Namely, we
assume that a decomposition

@(A):/C /]R 1a(C + 2)(C,2) Md2) QdC),  AeBE), (111

exists, with a probability measure @Q on Cy and a measurable function n > 0 on
Co x R?. How restrictive is this assumption? Due to the topological properties
of C', respectively those of Cy x R?, a locally finite measure © on C' always
has a decomposition

@(A)_/C /R 14(C +2) p(C,d2)QC),  AeBEC),  (11.2)

with a probability measure Q on Cy and a kernel p : Cog x B — RT, that
is, a function that is measurable in the first variable and is a locally finite
measure in the second variable. This follows from the disintegration result
for probability measures (see, e.g., Kallenberg [386, Th. 6.3]) by a simple
extension argument (compare Kallenberg [387, Lemma 3.1]). Our additional
assumption is that p(C,-) be absolutely continuous with respect to A, for
each C. In fact, if we assume this and denote the density by n(C, ), then the
decomposition (11.2) transforms into (11.1).

We say that a locally finite measure © on C’ admitting a decomposition
(11.1) is translation regular. This name is chosen since © is translation
regular if and only if it is absolutely continuous with respect to some transla-
tion invariant, locally finite measure ©. In fact, for a given translation regular
measure © with decomposition (11.1), one can choose © as

é(A):/C /R 14(C + 2) \d2) QC), A c BC).

The other direction follows from Theorem 4.1.1. One should be aware of the
fact that the decomposition (11.1) is not unique, in general. In fact, if f > 0
is a measurable function on Cy with [ fdQ = 1, then we can replace n by n/f
and Q by A +— [ f1,4dQ, and (11.1) remains valid. We therefore say that the
translation regular measure © is represented by the pair (1, Q) if (11.1)
holds.

It is sometimes convenient to modify this set-up slightly by imposing ad-
ditional conditions. For example, we may require that 7 is continuous or that
7 depends only on the location, so that we have
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O(A) :/C /R 14(C + 2)n(@) Md2) QC),  AeB(C).  (11.3)

The former condition is sometimes helpful, since it implies that densities of
geometric functionals exist at every point and not only almost everywhere.
The latter condition has the advantage that it ensures that n and Q are
uniquely determined. Namely, if we interpret X as a marked point process X
on R? with mark space Cy (such that X is the image of X under (x,C) +— C+
z), then A — [n14d\ is the intensity measure of the underlying unmarked
point process in R?, and Q is the mark distribution. It is therefore natural to
call the measure Q in (11.3) the distribution of the typical grain and 7 the
(spatial) intensity function of X. If X is stationary, n = v is a constant.

If X is a Poisson process, (11.3) implies that X is independently marked,
whereas (11.1) allows dependencies between the marks (or between the marks
and the points).

Up to here, we did not impose additional conditions on the shape of the
particles and, in fact, some of the following results hold in this generality,
for compact particles. This is particularly the case for the results on contact
distributions of Boolean models, and we shall comment on these in the Notes.
But since we now aim at defining specific intrinsic volumes, the restriction to
convex particles seems natural. Some of the results can be generalized easily
to particles in the convex ring, using the additivity of the functionals involved.
This would require additional integrability conditions, therefore we leave such
generalizations to the reader and assume convex grains, from now on. If the
intensity measure @ of a process X of convex particles has a representation
(11.1), then its local finiteness is equivalent to

/ / (K +2) N C £ 0n(K, 2) \(dz) QK) < o for C €C. (11.4)
Ko JRd

If X is stationary, (11.4) is equivalent to (4.4).

General assumption. We assume throughout Sections 11.1 and 11.2 that
the occurring particle processes satisfy (11.1) with locally finite ©, and thus
also (11.4).

In analogy to Sections 4.1 and 9.2, we now want to define densities of
translation invariant and measurable functionals ¢ for the particle process X.
Since these densities will depend on the location in space, they will be func-
tions and not constants. Therefore, we need an appropriate local concept. As
in Section 9.2, we start with a translation invariant, additive, and measurable
functional ¢ : R — R. In addition, we require that the restriction of ¢ to I is
continuous and nonnegative. For simplicity, in this chapter, we call ¢ a stan-
dard functional. We say that ¢ has a local extension @ if » : R x B — R
is a kernel, in the sense that &(-, A) is a measurable function on R for each
A € Band &(K,-) is a finite signed Borel measure on R? for each K € R, and
if @ has the following properties:
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o(K) = ®(K,R?) for all K € R,

P(K,-)>0for K e K,

P(K,-) is additive in K, for K € K,

& is translation covariant, that is, satisfies (K + z, A+ x) = &(K, A) for

KeR,AcB, xrcR?,

e & islocally determined, that is, ®(K, A) = ¢(M, A) for K, M € R, A € B,
if there is an open set U C R? with KNU =M NU and A C U,

e K — &(K,-) is weakly continuous on K'.

Typical examples of standard functionals having a local extension are, of
course, the intrinsic volumes, but there are many others.

For a standard functional ¢ with local extension @, we define the -
density B(X, ), as a function on R?, by

P2 = [ [ s - ) 9. d) QK),
Ko JRd
If X is stationary, then

B(X,2) = /K o(K) QUK) = p(X)

is the p-density defined in Section 9.2.

Theorem 11.1.1. Let X be a process of convex particles in R, and let © be
a standard functional with local extension . Then

EY #K,)
KeX

is a locally finite measure on R which is absolutely continuous with respect
to A\, and B(X,-) is a corresponding density.
Moreover, we have

1
(X, z) =lm —— E DK, z+rW 11.5
PX,2) =l g B Y o ) (11.5)

for A-almost all z € R and all W € K with Va(W) > 0.

Proof. In order to show the local finiteness, let B € B be a bounded Borel set.
Choose © > 0 with B C int7B?. Then, using Campbell’s theorem, the facts
that @ is locally determined and that ¢ is continuous on K’, we obtain

E > &(K,B)

KeX

_ / / B(K +y, B)n(K, y) A(dy) Q(dK)
Ko JRA
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< / / S((K +y) NrBYL{(K +y) NrB # DK, y) A(dy) Q(AK)
Ko JRA

<crn?) [ U+ neB £ 0n( ) Ady) QUIE)
< 00,

by (11.4).

In a similar manner, we get

B Y a(k.5) = [ [ 8K+ B)a(K.9) M) QE)

KeX

- / / / 15—, (@)n(K.y) B(K, dz) A(dy) Q(dK)
Ko JR4 JRA

_ /}C /R /R 1)K, = — 2) B(K, dz) A(dz) Q(dK)

:/B (/;< Adn(K,zx)é(K,dx)Q(dK)> A(d2)

which proves the absolute continuity and the stated form of the density.
The limit relation follows from Lebesgue’s differentiation theorem (see,
e.g., Rudin [654, Th. 8.8] or Wheeden and Zygmund [811, Th. 7.2]). O

If n(K,-) is continuous, uniformly in K, then the function ®(X,-) is con-
tinuous and, therefore, the limit relation (11.5) holds for all z.

As a first example of the application of Theorem 11.1.1, we choose ¢ =V,
the jth intrinsic volume. The local extension of V; is given by the curvature
measure @;. Thus, we obtain the following generalization of Corollary 9.4.2.

Corollary 11.1.1. Let X be a process of convex particles in R? and let j €
{0,...,d}. Then

E Y @K,
KeX

is a locally finite measure on R% which is absolutely continuous with respect
to A\, and a density is given by

Vj(X,z) ::/IC /]Rd (K, z —z)®;(K,dzr) Q(dK) (11.6)

Vd (TW)

= lim
r—0

E Y (K z+rW)
KeX

for X-almost all z € R? and all W € K with Vy(W) > 0.
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One could have expected that a locally defined intrinsic volume V;(X, 2)
should satisfy

— 1
Vi(X,2) = lim o TAGT E Z Vi(K N (24 rW)),

but, for j € {0,...,d — 1}, this does not even make sense for stationary and
isotropic X, since the limit on the right side does not exist in general, as one
can see from (9.32).

For the second example, we choose p(K) = (?)V(K[j]7 —M[d—j]), j €
{1,...,d — 1}, with fixed M € K’. According to (6.25), the local extension is

given by the mixed measure @;O;_j(K, M;- x R%).

Corollary 11.1.2. Let X be a process of convex particles in R?, let M € K’
and j € {0,...,d}. Then

EY o) (K M; xR
KeX

is a locally finite measure on R which is absolutely continuous with respect
to A\, and a density is given by

(§)vexs ~aria - o

/ (K, z—2) @) (K, M;dz x RY) Q(dK)
Ko ]Rd

_ (0) d
771—»0Vd e Zqﬁjd J(E, M (2 +7W) x RY)

for X-almost all z € R? and all W € K with Vy(W) > 0.

For M = B?, Corollary 11.1.2 reduces to Corollary 11.1.1.

However, we may also let M vary and apply Theorem 11.1.1 a second time.
Since this would involve independent copies of X, we state the corresponding
result only for Poisson processes, to which Corollary 3.2.4 applies. Then we
get a density for mixed volumes of the particle process Xi. For simplicity, we
also omit the corresponding local limit relations in the following results.

Corollary 11.1.3. Let X be a Poisson process of convex particles in R and
let j €{0,...,d}. Then

0
B Y a
(K,M)EX2

is a locally finite measure on (R?)? which is absolutely continuous with respect
to A2, and a density is given by
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d\— .
, V(X[J]»—X[d il 21, 22)

/ / / n(K1, 21 — x1)n(Kz, 22 — )QS;O;fj(KlaK?;d(xth))
Ko Jico J (Re)2

X @ dKl) Q(dKQ)
for A\2-almost all (z1,22) € (RY)2.

As a further generalization of all three corollaries, we may consider the
mixed functional V,Sfl)7,,,,mk(K1, ..., K) introduced in Section 6.4. We can
keep some of the K; fixed and let the others vary in X. Repeated application
of Theorem 11.1.1 to the Poisson process X, where the local extension at each
step uses the mixed measures @%)1,.“%;6 (Ky,...,Kg;-) in a suitable way, yields

v Xy, X, Kt K ) 2

My M 15000y my
a function on (R%)". We formulate this result only for the case n = k.

the existence of the density V,,,

Corollary 11.1.4. Let X be a Poisson process of convex particles in R?, let
keN,je€{0,....,d} andmy,...,my € {j,...,d} with

Zml— k—1)d+j.

Then

7

,,,,,,

is a locally finite measure on (R%)¥ which is absolutely continuous with respect
to \¥, and a density is given by

,,,,, , X521,y 2k)
/ / / (K, 21 —x1) - 0Ky, 25 — xk)

Ko Ko Rd)k

@(J ..... mk(Klv Kk,d(xlvu'v ))@(dKl) Q(de)

for Ne-almost all (21, ...,2;) € (RYF.
We remark that the densities Vgl),wmk (X,...,X;-, ..., inherit the im-
portant properties of the mixed functionals and mixed measures, namely they
are symmetric with respect to a permutation of the indices my, ..., my (and
the corresponding variables), and they obey a decomposition property: if
mq = d, then

7m27m7mk(X,---,X§2'2,-~-,Zk)~ (11.7)
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We now turn to Boolean models Z = Zx, where X is a Poisson process
on K’ (we still assume that X satisfies (11.1) and (11.4)). Let Z be a Boolean
model with convex grains in R?, let K € K’ and ¢ : R — R be a measurable,
additive and conditionally bounded functional. Then we have

Elo(ZNK)| < oo (11.8)
and (recall that K% := K + z)

o(ZN K)

e k 1

Z k' /’C /’C /Rd)k (KNKP N...NK*) (11.9)
k=1 0 0

x (K1, x1) (K, xp) N¥(d(z1, . .., 21) QAK,) - - - Q(dKy).

This follows from (9.8), together with the special form of the intensity mea-
sure.

In addition, we now assume that ¢ is a standard functional (hence transla-
tion invariant) with local extension ¢. As in Section 6.4, we can infer that there
are uniquely determined kernels @y : K* x B((R%)*) — RT, for k =1,2,...,
such that

/ D(K1NKyN...0K* AN AP N 0 AP N Hd(2e, .., 1))

(Rd)k 1

:Sp(k)(Kl,...,Kk;Al X...XAk) (1110)

holds for all k € N, Ky,..., K € K, Ay,..., A, € B. Namely, (11.10) for all
Borel sets A1, ..., Ay is equivalent to

/ / g(x1, 21 — 2, ..., — ) P(K1 N K2 N N KR day)
Rd)k—1 JRd
X )\kil(d(x27 s 71’k))

:/ g(‘fl,...,$k)@(k)(K1,...,K}C;d(l‘l,...,xk)) (1111)
(RE)*

for all continuous functions g on (R%)¥, provided that the measure on the
right side exists. Due to the properties of @, the mapping

g»—»/ g(x1, 21 —x2,. .., 21 — ) (KL N K2 N N KRF day)
Rd

is continuous on C.((R%)*), for A¥~L-almost all (z2,...,zx). Therefore, the
left side of (11.11) defines a positive linear functional T on C ((R%)*) through

T(g) : / / g(x1, 21 — 2,01 — ) P(K1 N K2 N N KR day)
Rd)k 1 Rd

x AN (d (2, .. ., ).
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The existence and uniqueness of the measure @) (K1, ..., K;-) now follows
from the Riesz representation theorem. Since

(Ki,..., K) > &K, N K& 0. K

is continuous on (K')*, for \¥=L-almost all (z2, ..., 2x) € (RY)*~! (and by our
assumptions on @), we obtain the continuity (and hence measurability) of

(Kl,...,Kk) = Q(k)(Klw--;Kk;')-

Finally, @) (K1, ..., K; Ay X ... x Ay) is invariant under simultaneous per-
mutations of the bodies K; and the sets A;.

We call @), P 3), ... the associated kernels of ¢. We remark that, since
@ is locally determined, the same is true for the kernel & . Therefore, we
can replace the convex body K; by an unbounded convex set, as long as the
corresponding Borel set A; is bounded. Also, the translation covariance of &
implies that @y is translation covariant in each variable K; (with associated
Borel set A;).

Since ¢ and the local extension @ are defined for sets K € R and since @ is
locally determined, the value #(Z, A) exists for bounded Borel sets A € B and
yields a (random) signed Radon measure &(Z, -). We now show that E®(Z, )
is absolutely continuous and prove a representation of the density.

Theorem 11.1.2. Let Z be a Boolean model in R? with convex grains and
¢ a standard functional with local extension @ and associated kernels @y,
k € N. Then

E®(Z,-)

is a signed Radon measure on R? which is absolutely continuous with respect
to \. For \-almost all z € RY, its density p(Z,-) satisfies

7 —mﬂ Zz—x1) - z—x
go(Z,z)—; o /KO.../KO/(Mkn(Kl, 1) (K, k)

k
X Qs(k)(Kl; .. .,Kk;d(xl, ce ,:Ek)) Q(dKl) cee @(de)

Proof. For the local finiteness, let B € B be a bounded Borel set with B C
int 7B, for some r > 0. Applying (11.8) with ¢ = &(-, B) and K = rB%, we
obtain

E|®(Z,B)| < 0.

Moreover, from (11.9) and (11.10), it follows that

®(Z, B)

00 k 1
/ // /1Bx0 S(rBIN K N.. N K, da)
}Co ’Co ]Rd)k Rd

1
xn(Kl,xl) (K, zp) N (d(21, ..., 25)) Q(AK,) - - - Q(dK})
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o0 -1
Z / / / B(xo)n(K1,x0 — 1) - - - Kk, x0 — =)
Pt Ko Ko J(R) k+1

X q)(k-‘rl)(rB Kla R Kkv d(an s axk)) Q(dKl) e Q(de)

o0 ( 1 k—1
Z / / / B(xo)n(K1,z0 — x1) - - - n( Kk, xo — xk)
Pt Ko Ko (Rd)kJrl

X é(k+1)(R ,Kl, N ,Kk;d(xo, ce ,l‘k)) Q(dKl) cee Q(de)
Here we have used that @ ;1) is locally determined
The translation covariance of @, 1) in the first variable shows that
D11y (RY, K, .

K ) = AR Py (K, - Ky -).
In fact, for bounded A € B,
@(k+1)(Rd,K1,...,Kk;A X A1 X ... X Ak)
/ DTN OKE AN AT L0 AT) X (o)
/ K NKy2N...NKF (A—z)NA NAS? ... .NAKF)
Rd)k—1 JRd

x A(dz ))\k Yd(zs,. .., 7))
— A4 B(K; N K2
( )/(]Rd)kl ( a

X AP d(zg, .
by Theorem 5.2.1.

M. MK AN A .. AT

.. ,CL’k>),

Hence, we conclude from Fubini’s theorem that
E®(Z, B)

oo

S LS S

X/ lB(mo)T}(Kl,l’o —ZZ?1)""I7(Kk, 0 —l‘k) )\(dilio)
Ré

X@(k)(Kh.. Kk, (1'1,.

o x) QUAKY) - - - Q(AKG)

A A

@( )(Kl, .. .,Kk;d(xl, N 7xk))Q(dK1) . Q(de)> )\(dz)

This confirms the result
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We apply Theorem 11.1.2 with ¢ = V;. The local extension of V;(K) is the

Jth curvature measure ®;(K,-). For the associated kernel (®;)), Theorem
6.4.1 yields

d
(@) iy (K1, - K ) = > B e (K1, Ky ).

M=
mi+...+mp= (h 1)d+j
Hence, E®;(Z,-) is absolutely continuous with density a.e. given by
V;(Z,2)
&0 -1 k—1
-3 S Jooe Lz
Pt k! el o Ko J (R~
m1+..+mk (k 1)d+j
X n(Kp, 2z —2p) B9 (Ky,. .., K;d(ay,. ..
From Corollary 11.1.4 we obtain

Vi(Z,2)

o~ (=DM )
:ZT Z ‘/th.__,mk(X,...,X;z,...,z).

k=

71'k))@(dK1)"' Q(de)-

=

MY,y mp=j
my+...+my=(k—1)d+j

We use the decomposition property (11.7) and get, with arguments similar to
those in the deduction of Theorem 9.1.3,

V;(Z,z)
d*j e’}
1 r+s—1
_ Z <T+S)( ) ' Vd(X,Z)T
s=1r=0 r (T+S)
d—1 )
S DU /(R ¢ SHPS CEN
e (e
d—j d—1
- (-1)° (4)
=-¢ Va2 ! Z le, ,ms(Xw ?XaZ7 aZ>
s=1 my,...mg=j

my+...tme=(s—1)d+j

d—j
_ o —1)8
= e Va2 <Vj(X, 2) - ( sl)
s=2 ’

X z %gl),...,ms(Xw"aX;Za"'vz)>'

mi,..me=j+1
mit.Ams=(s—1)d+j

Hence, we arrive at the following result.
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Theorem 11.1.3. Let Z be a Boolean model in R* with convez grains. Then,
for A-almost all z,

Vi(Z,2) =1 — e ValXo2), (11.12)
Vd*l(Za Z) = e_Vd(XVZ)Vdfl(Xa Z)a

and

mi+.. tme=(s—1)d+j
forj=0,...,d—2.

If Z is stationary, this reduces to Theorem 9.1.5, and if Z is also isotropic,
we get Theorem 9.1.3.

Notes for Section 11.1

1. As we have already mentioned, specific intrinsic volumes for non-stationary (Pois-
son) particle processes and Boolean models were introduced by Fallert [222, 223].
There, one also finds Corollaries 11.1.1, 11.1.4 and Theorem 11.1.3. Corollaries
11.1.2, 11.1.3 are special cases of more general results in Weil [801]. Theorem 6
in [801] gives formulas for the density of mixed volumes,

V(Z[]]’M[d_.ﬂvz)

for a Boolean model Z with polyconvex grains and a fixed body M € K’, which
are in analogy to Theorem 11.1.3. The proof of Theorem 6 contains some misprints
(#1,..., 2K have to be replaced by z, ...,z and A(dz1) - - - A(dzx) by A(dz)). The paper
[801] also presents more explicit formulas for the densities Vi(Z,-), i = 0,1,2, for a
planar Boolean model with circular grains.

Formulas for densities of some of the intrinsic volumes (volume density, surface
area density) for non-stationary Boolean models of (deterministic or random) balls
have also been obtained by Hahn, Micheletti, Pohlink and Stoyan [314], K. Mecke
[505, 506], Micheletti and Stoyan [516], Quintanilla and Torquato [609, 610].

2. In Note 4 to Section 9.1 we have remarked that, for a stationary Boolean model
Z with convex grains in dimensions 2 and 3, densities for mixed volumes of Z
determine the intensity v uniquely. For non-stationary Boolean models in R?, a cor-
responding result was obtained by Weil [799]. It was shown that the values V(Z, 2),
V(Z[1], M[1); 2), for all M € K" and V5(Z, 2), determine the specific Euler character-
istic Vo(X, 2) at z uniquely. The corresponding three-dimensional case was settled
in Goodey and Weil [280] under a symmetry condition. Without this, a unique-
ness result for Vo(X,z) was shown, if instead of the local mean mixed volumes
V(Z[1], M[2]; z) and V(Z[2], M[1]; z) the densities of support functions and surface
area measures for Z at z are given (see also the following note).
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3. We have applied formula (11.9) mainly to real functionals ¢. It can also be applied
to measure- or function-valued functionals. In particular, this yields the existence
of the density h(Z,u;z) of the centered support function h*(K,u), u € R%, and a
formula expressing it in terms of densities of mixed centered support functions of
the particles in X. In view of (6.28), the necessary local extension is given by the
support kernel p(K,u;-), defined as

p(K,u; B) =) (K, u™;B x A1),

for u € S9! and B € B. This notion was first studied by Goodey and Weil
[281]. Similarly, the existence of the density S(Z, B;z) of the surface area mea-
sure Sy_1(K,B), B € B(S%!), follows. Its relation to the corresponding notion for
X is given by
S(Z,2) = e ValZ2) S(X,;2).

The local extension is given here by a suitable support measure. These results were
obtained in Goodey and Weil [280]. In contrast to the stationary case and due to
the occurrence of the intensity function 7, the function h(Z,-;z) need no longer
be centered (and for d > 3 also not convex), and the measure S(Z,;z) need no
longer be a surface area measure. This indicates some of the difficulties arising in
the non-stationary setting.

4. For a non-stationary particle process X and a functional ¢, the densities p(X, 2)
were introduced as functions depending on the location z € R?, whereas, for sta-
tionary X, they do not depend on z. Conversely, one can ask whether invariance
properties of X can be inferred from invariance properties of (X, z), for suitable
functionals ¢. Results of this type were obtained by Hoffmann [345, 347]. Assume
that the intensity measure of the particle process X is of the form (11.3) with a
continuous function n. Hoffmann defined the generalized local mean normal
measure of X at z € R? by

pz (A, B) := /

IB(K)/ n(z —z) Zq-1(K,dz x A) Q(dK)
Jico R

for A € B(S*™"), B € B(Ko). An intuitive interpretation is obtained from

E Y 1p(K - c(K)H'H(C N7(K,A)) :/ = (A, B) \(d2)

KeX C

for C' € B, where 7(K, A) denotes the set of boundary points of K for which an
outer normal vector belongs to A. Under the assumption that dim K > d — 1 for
Q-almost all K € Ky and that the support of Q contains some strictly convex body,
Hoffmann proved that X is weakly stationary and weakly isotropic if and only if
1, is rotation invariant, which means that p.(9A4,9B) = u.(A, B) for all z € R?,
A€ B(84™Y), B € B(Ky) and ¥ € SO,. Hoffmann also showed a corresponding result
for processes of convex cylinders. This comprises Theorem 1 of Schneider [707] (see
Theorem 11.3.2 below), which was the motivation for Hoffmann’s investigation.

5. Theorem 11.1.3 has been extended to Boolean models of cylinders by Hoffmann
[345, 348]. Due to the local nature of the mixed measures, such an extension seems
natural; the main effort went into finding the special form of the mixed measures
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for cylinders. Special cylinder processes were also studied by Spiess and Spodarev
[732].

6. For a stationary Poisson process X on K’ and the corresponding Boolean model Z
the intersection density v4(X) and the mean visible volume V,(Z) were introduced
and studied in Section 4.6, and sharp lower and upper estimates for the product
7a(X)Vs(Z) were given in Theorem 4.6.3. Hoffmann [345] has studied intersection
densities and mean visible volumes for non-stationary Poisson processes and Boolean
models and has obtained some generalizations of Theorem 4.6.3. He has also con-
sidered intersection densities of a different kind, where the Hausdorff measure is

replaced by a curvature measure.

11.2 Contact Distributions

We continue the investigation of general Boolean models Z with convex grains
and consider generalized contact distributions. As an immediate generalization
of the function introduced in Section 2.4, in the stationary case, we define the
contact distribution function Hp(z,-) of a random closed set Z C R as
the distribution function of the B-distance dp(x, Z) from a point = ¢ Z to Z,
hence, for r > 0,

Hp(x,r) =P(x+rB)NZ # 0|z ¢ Z)
— P(dp(e,2) < 1|z ¢ 2)

Here the gauge body (or structuring element) B is a convex body containing
0, and we assume that the local volume fraction P(z € Z) = V4(Z, ) is less
than one (so that P(z ¢ Z) > 0).

For the Boolean model Z = Zx, we use the same notations as in the
previous section. Since

Va(Z —rB,x) — Vy(Z,x)
1—-Vy(Z,x)

Hp(x,r) =

)

we obtain from (11.12) and (11.6)

o Va(X,2) _ o~ Va(X—rB.z)

HB(ZU,T) = e—Vd(X )

1—exp < /’CO /(KTB)\K n(K,z —y) AMdy) Q(dK)) . (11.13)

To the inner integral, we apply formula (14.26) involving the relative support
measures =;(K; B;-) and get

/ n(K,z —y) A(dy) (11.14)
(K—rB)\K

d—1 -
=S s / / (10K, @ — y — th) Z;(K By d(y, b)) dt.
=0 0 J(®d)2
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The definition of the relative support measures requires that K and B have
independent support sets (see Section 14.3). This is satisfied, for example, if
one of the bodies K, B is strictly convex.

Inserting (11.14) into (11.13), we obtain the following theorem.

Theorem 11.2.1. Let Z be a Boolean model in R? with convex grains and let
B be a gauge body. Assume that K and B have independent support sets, for
Q-almost all K. Then

Hp(w,r) = 1 — exp (— /O hi(z, ) dt)

forr >0, with

d—1

hp(z,t) := Z(] + Dkjpat? / / n(K,z —y —tb)
ICO (]Rd)Q

j=0
X Eg—1-;(K; B;d(y, b)) Q(AK).
If B = B, the measure =;(K;B;-) is the (ordinary) support measure

Z,(K,-) of K. Hence, we obtain a formula for the spherical contact distri-
bution function H(z,-) of Z.

Corollary 11.2.1. For a Boolean model Z with convex grains, we have

H(z,r) =1—exp <— /0 ") dt)

for r >0, with

d—1

)= G [ e y) S (06 ) Q1K)

J=0

Theorem 11.2.1 shows that Hp(z,-) is differentiable. In particular, if for
Q-almost all K the function n(K,-) is continuous, we get

0
EH(xaT)

- h(z,0)

r=

_ s /’C 0 /R (@ — y) P (K, dy) Q)
= 2Vd,1(X,$)

and thus

2Vy 1(Z,x) = (1 —Vd(Z,ac))%H(x,r) e

Now we consider generalized contact distribution functions, involving di-
rections and local geometric information in the contact points. As we have



536 11 Non-stationary Models

shown in Lemma 9.5.1, the distance dg(z, Z) is almost surely attained at a sin-
gle particle Z; of the underlying Poisson process X, thus dg(z, Z) = dp(z, Z;).
This implies z € bd (Z; — rB) with r := dg(z, Z). If Z; and B have almost
surely independent support sets (as we shall assume below), the decomposition
x=z+rb, z€bdZ;, be bd(—B), is unique. With the notation introduced
before Theorem 14.3.2, we have z =: pp(Z,z) and b =: up(Z,x), thus

pp(Z,z) =z —dp(z, Z)up(Z, ).

We call pp(Z,x) the B-contact point in Z and —up(Z,z) the B-direction
from z to Z. For simplicity, we just speak of the contact point and the direc-
tion.

It is possible to exploit additional local information at the contact point.
For this, we assume that a mapping p : S x R — R (where S is the extended
convex ring) is given which is measurable and translation covariant, that is,
satisfies p(F + y,x +y) = p(F,z) for F € S and z,y € R Moreover, we
assume that p(F,z) = 0 if z ¢ bd F and that p is ‘local’ in the sense that, for
any = € R? and any neighborhood U of x, we have p(F,z) = p(FNU,z). For
example, p(F,x) could be the value of a curvature function of bd F' at z, and
0 if this is not defined. In the following, we write

lp(Z,x) = p(Z,pp(Z,x)).

As a generalization of Theorem 11.2.1 (and also of Theorem 9.5.2) we show
the following result.

Theorem 11.2.2. Let Z be a Boolean model in R? with convex grains and let
B be a gauge body. Assume that K and B have independent support sets, for
Q-almost all K. Let g > 0 be a measurable function on Rt x R? x R. Then,
for x € R with P(x ¢ Z) > 0, we have

E(H{dp(z,2) < ootg(dp(@, Z),up(Z, x),1(Z,x)) | v ¢ Z)
-1

=Y s [0 tp) [ o)

S

<.
I
o

xn(K,z —y —tb) Zq—1—;(K; B;d(y, b)) Q(dK) dt.

Proof. We fix x with P(z ¢ Z) > 0. The following arguments are quite similar
to those employed in the proof of Theorem 9.5.2; we even use some of the
notation introduced there. Namely, for an enumeration X = {Z1, Zs,...} we
define the events

A, ={0<dp(z,Z,) < o},

B, = {dp(z, UX\{Z,})) > dp(z,Z,)}

and
Cn = {(szn) € Isznd )
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where K2 , denotes the set of pairs (K, M) € (K')? of convex bodies with
independent support sets. Then

(dp(x, Z),up(Z,x),lp(Z,x)) = (dp(x, Zn),up(Zn, ©),l5(Zy, x))

on A, N B, NC, and almost surely

{0<dp(z,Z) < 0} = [j (A, N B, NCy).

n=1

We abbreviate
Zi(K) = g(dB(.’I,'7 K)7UB(K7 .'IJ), lB(K7‘T))
for K € K'. Using Theorem 3.2.5 and formula (14.27), we obtain

]E(]-{O < dB(xa Z) < oo}g(dB(x, Z)qu(Zv x)alB(Zv :E)))

=K Z lAnt,,ang(Zn)

n=1

- IE( 3" 1{0 < dp(x, K) < 0o} 1{(B, K) € K2,4}5(K

KeX

x H{dp(z, UX \ {K})) > dB(x,K)}>

_ / 1{0 < dn(e, K) < c}1{(B. K) € K2, 4}(K)

< P(dp(x, U(X)) > dp(z, K)) O(dK)
(z ¢ Z)/]C /]R 140 < d(z, 2 + K) < 00}§(= + K)
% (1= Hp(x, dp(x, = + K)(K, 2) \(dz) Q(dK)

RS+ +/ /K/ 9(t,b, oK y) (K, — y — )

7=0
x (1 — Hp(x,t))t! Z4-1-;(K; B;d(y,b)) Q(dK) dt.

Here we have used that (y, b) € supp Z4_1—;(K; B;-) implies g(z—y—tb+K) =
g(t, b, p(K,y)). Division by P(z ¢ Z) yields the assertion. O

We mention some special cases of this result. First, if ¢ depends only on
the distance dg(x,Z), Theorem 11.2.2 reduces to Theorem 11.2.1. This fol-
lows from the exponential formula of Lebesgue-Stieltjes calculus (see the cor-
responding more detailed argument given in Section 9.5). Next, for B = B,
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we obtain a result for the spherical contact distribution function, as a gener-
alization of Corollary 11.2.1. Note that, for the spherical contact distribution,
the condition d(x, Z) < oo is satisfied almost surely.

Corollary 11.2.2. For a Boolean model Z with convex grains, a point x € R?
with P(x ¢ Z) > 0, and a measurable function g > 0 on Rt x R? x R, we have

E(g(d(z, 2),u(Z,x),1(Z,2)) | = & Z)

U

-1

=X 0+ [ ea—n@o) [ [ gt

<.

X (K@ — y — tu) Za-1—5(K, d(y, u)) Q(dK) dt.

If Z is stationary, the formulas in Theorem 11.2.2 and Corollary 11.2.2
simplify only slightly, in that = can be replaced by 0 and the function 7
by the constant . Theorem 11.2.1 and Corollary 11.2.1 then reduce to the
corresponding results in Theorem 9.1.1. A further simplification of Corollary
11.2.2 is possible if, for stationary Z (and = = 0), the function g depends
only on d(0, Z) and u(Z,0). Then, the support measure Z4_;_;(k,-) can be
replaced by its image under (y,u) — u, the area measure ¥y_q1_;(K,-).

Corollary 11.2.3. For a stationary Boolean model Z with convex grains and
a measurable function g > 0 on RT x %=1, we have

E (9(d(0, 2),u(Z,0))[0 ¢ Z)
d—1

S e [Cea—mm) [ )

7=0
X g’d—l—j (K, du) Q(dK) dt.

Notes for Section 11.2

1. The results on contact distributions for non-stationary Boolean models and their
generalized versions have been obtained in Hug [356], Hug and Last [357], and Hug,
Last and Weil [358]; a survey with additional results is Hug, Last and Weil [359]
(see also shorter presentations in Weil [802, 803]). In Hug, Last and Weil [358], an
even more general version of Theorem 11.2.1 and the subsequent results is obtained,
where the point x is replaced by a test body L € K'. The considered function g can
then also depend on the contact point pg(L, Z) in which the B-distance of L from
Z is realized (provided this point is unique). The formula is proved in exactly the
same way, but uses a more general Steiner-type result which involves mixed relative
support measures depending on three convex bodies.

2. As was shown in Hug and Last [357] and Hug, Last and Weil [358], [359], the re-
sults on generalized contact distributions, which we proved here for Boolean models,
hold true for random closed sets Z which are the union of a point process X on K’,
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where the intensity measure © of X satisfies (11.4) and the second factorial moment
measure A of X has a certain smoothness property. The resulting formulas for
Z are then formulated and proved with the Palm distribution of X. In this general
framework, (generalized) contact distributions of Gibbs processes, Cox processes,
Poisson cluster processes and more general cluster models (grain models where the
underlying ordinary point process is a Poisson cluster process) can be subsumed;
the results are surveyed in Hug, Last and Weil [359].

3. In Section 9.5, we have already stated and proved a special case of Theorem 11.2.1,
namely Theorem 9.5.2. The latter result concerned a stationary Boolean model Z,
where the grains are balls with random radius. In the discussion, we remarked that
the intensity v and the radius distribution G are determined by the generalized
contact distributions of Z. One may expect that this result holds for more general
Boolean models Z. The question, which information on the intensity function 1 and
the distribution of the typical grain @Q can be inferred from the generalized contact
distributions of Z, is discussed in detail in Hug, Last and Weil [358, §4], and several
uniqueness results are given.

4. Boolean models with compact grains. For the spherical contact distribution
function and its variants, a far-reaching generalization was obtained by Hug, Last
and Weil [361]. They proved a Steiner formula for arbitrary closed sets F' C R%,
by which support measures =;(F,-), j =0,...,d — 1, of F' are defined. The latter
are signed Radon-type measures on the normal bundle Nor F' of F; they are defined
on Borel sets A C Nor F, for which the reach function 6(F,-) is bounded away
from 0 and oco. Here, the reach §(F,z,u), (z,u) € NorF, is the largest r > 0
such that x + ru has a unique projection point x in F. With the help of this Steiner
formula, Boolean models with arbitrary compact grains can be considered (satisfying
a condition analogous to (11.1)). The following is one of the results obtained in Hug,
Last and Weil [361] (dg; are given constants).

Let Z be a stationary Boolean model with compact grains. Then

H(r):l—exp<—/0Th(t)dt), r>0,

with

d—1
h(t) == Z ddjtj'y/c /Rd s 1{t < 8(C,z,u)} Zq1-;(C,d(z,u)) QdC).

5. The general Steiner formula also yields results for (generalized) contact distribu-
tions of arbitrary stationary random closed sets Z C R?. Namely, let

H(t, A) :==P(d(0,2) < t,u(0,Z) € A|0 ¢ Z), t>0, AeB(S*").

Then,
d—1 t

(1-p)H(t,A) = ZCdj/O s Ta1_(A x (s,00])ds

=0

with constants cq; and
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0 = IE/ 1{(u,8(Z,2,u)) € -} 5:(Z, d(z,u).
Ccdxsgd—1

Thus, H(-, A) is absolutely continuous and we have an explicit formula for the den-
sity.

Moreover, H (-, A) is differentiable with the exception of at most countably many
points, but it need not be differentiable at 0. If

E|Zi|(Z,B x S ') <oco  for some B € B(RY), A(B) >0,i=0,...,d—1,
(which excludes fractal behavior, for example), then

lim ¢t ' (1 —p)H(t, A) = S4-1(Z, A),

t—0+
for A € B(S%"), where
Sa1(Z,A) =285, 1(Z;C* x A) < .
In particular, for such random closed sets we have
(1—p)H'(0) = 2Vy_1(Z) := Sa_1(Z, 8.

Hence, for a stationary random set Z fulfilling the expectation condition above,
the surface area density is defined and, even more, a mean surface area measure
Sa—1(Z,-) exists. The normalized measure

Sa-1(2,-
Rz =5

is called the rose of directions of Z. It is the distribution of the (outer) normal in
a typical point of bd Z.

6. Characterization of convex grains. For a stationary Boolean model Z with
convex grains and a gauge body B, Theorem 9.1.1 shows that

—In(1— Hp(r))

is a polynomial in > 0 (of degree d). As we have mentioned earlier, this can be
used, for B = B% or B = [0, u], to obtain simple estimators for the intensity -, the
specific intrinsic volumes V;(X) and other mean functionals, such as Sq_1 (X, -). For
non-convex grains, the occurrence of the reach function in the formula, explained in
Note 4 above, shows that we can no longer expect a polynomial behavior of contact
distributions. This was made more precise by Heveling, Hug and Last [338] and Hug,
Last and Weil [362] and yields a possibility to check the convexity of the grains.

Namely, let us consider a stationary Boolean model Z with compact and regular
grains (the latter means that C' = clint C' holds for Q-almost all C'). We assume
that

Va(conv K + BY) Q(dK) < oo (11.15)
Co

and define the ALLC-function (average logarithmic linear contact distribution
function) L of Z by
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L(r) := _/sd—l In(1 — Hig (7)) oa—1(du), r>0.

The following result was presented in Hug, Last and Weil [362].

Let Z be a stationary Boolean model in R* with reqular compact grains satisfying
(11.15). Then the ALLC-function L of Z is linear if and only if the grains are almost
surely convex.

We sketch the proof of the non-obvious direction. Thus, we assume that L is
linear. Then

is a polynomial and
) =~ / K + [0, u]) Q) 01 (du).
sd-1 Jey

We have

£ < Fy =y [ A 100 Q) s ()

= 7[5’171/6 <)\(Ku) +/\d—1(K|ul)r) Q(dK) og—1(du)

= 6—&—51“,

where K, is the convexification of K in direction u (for each line [ in direction w,
we replace K N1 by its convex hull). Hence,

fr)y=a+br  with a<a, b<b.

For sufficiently large r, we have K + r[0,u] = K, + 7[0,u], uniformly in w. This
implies f = f, for large r and therefore for all » > 0. But then K = K,,, for all u,
which implies convexity. (Notice that in some of these arguments the regularity of
the grains is used.)

There is a corresponding result in Hug, Last and Weil [362] for the two-
dimensional unit disk B?, which concerns the ALDC-function (average logarithmic
disk contact distribution function) D of Z,

D(r):=— /so In(1 — Hypgz(r)) v(dv), r>0.

Instead of (11.15), we need the stronger assumption of uniformly bounded grains.

Let Z be a stationary Boolean model in R with regqular, uniformly bounded compact
grains. Then the ALDC-function D of Z is a polynomial if and only if the grains
are almost surely convex.

The proof is more complicated and is based on the following steps.

First, by Fubini’s theorem, it is sufficient to show the result for d = 2 and a
fixed (regular) grain K € C’. More precisely, it is sufficient to show that K C R? is
convex if X2(K + rB?) is a polynomial in r > 0.
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As in the linear case, we compare A2(K(r)) = 31" air', K(r) := K +rB?, with

the volume of the convex hull K(r) := K +rB?, K := convkK,
(K (1)) = Va(K) + 2rV (K, B?) + r*Va(B?).
Since A2(rB?) < A2(K(r)) < A2(K(r)), we obtain
A2(K(r)) = ao + a17 + aar”, r >0,

with as = V2(B?) and a¢ + a1 < Va(K) + 2rV (K, B?).
For Aj-almost all » > 0, we have

d
d—VQ(K(r)):/ h(B? u(ry(z)) H' (dz),

r bd K (r)
where ug () is the (H'-almost everywhere existing) outer unit normal vector in
x and h(M,-) is the support function of the convex body M. Moreover, K(r) is
star-shaped, for sufficiently large r. Hence,

/ h(B? ug () (z)) H' (dz) < / hB? ug (2)) H' (dz),
bd K (r)

bd K(r)

which, under the spherical image map, transforms to
/ h(B? u) 81 (K (r),du) < Js h(B%,u) S1(K(r),du). (11.16)
S1

Here, the image measure S1(K(r),-) is the surface area measure of K(r) and
S1(K(r),-) is, by Minkowski’s theorem, also the surface area measure of some convex
body K(r), the convexification of K (r).

As one can show, K (r) C K(r), after a suitable translation, and therefore K (r) C

K(r). This implies h(K(r),-) < h(K(r),-). On the other hand, (11.16) and the

symmetry of planar mixed volumes yield

h(K(r),u) o1(du) = 11(327 u) S1(K(r),du)
Sl Sl

> h(B?,u) S1(K(r),du)
Sl

- /S Ch(Bu) $i(K (1), du)

= / h(K (1), u) oy (du).
Sl

Therefore h(K(r),-) = h(K(r),-), hence K(r) = K(r), which implies that K (r)
and the convex hull K (r) have the same boundary length, H'(K(r)) = H*(K(r)).
For a planar star-shaped set this implies K(r) = K(r). Consequently, K = K =
conv K.

The result holds in a more general version, with the unit disk B? replaced by a
smooth planar body B, and the proof is essentially the same.

However, as was shown in Heveling, Hug and Last [338], a corresponding result
for three-dimensional gauge bodies B is wrong. In particular, for d = 3 and B = B?,
In(1— H) can be a polynomial without Z having convex grains. An example is given
by a Boolean model Z, the primary grain of which is the union of two touching balls
of equal radius.
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11.3 Processes of Flats

Our aim in this section is to see how some of the results on flat processes
obtained in Sections 4.4 and 4.6 carry over to the non-stationary case. For
simplicity, we assume that all k-flat processes occurring in the following are
simple. If we omit the stationarity assumption, some regularity property of the
intensity measure will be necessary, similarly to Section 11.1, to get smooth
results. We say that a measure on the space A(d, k) of k-flats in R is trans-
lation regular if it is absolutely continuous with respect to some translation
invariant, locally finite measure on A(d, k).

Let k € {1,...,d—1}, and let X be a k-flat process in R? with a translation
regular intensity measure @ # 0 (assumed to be locally finite, as always). By
assumption, there exist a locally finite, translation invariant measure © on
A(d, k) and a nonnegative, locally ©-integrable function n on A(d, k) such
that

O(A) = /Andé

for A € B(A(d, k)). The density 7 is only determined ©-almost everywhere. If
© and 7 can be chosen such that 7 is continuous on A(d, k), then we say that
O is translation regular with continuous density.

By Theorem 4.4.1, the measure © has a decomposition

o) = | " [ 14z 2) A (d) Q)

for A € B(A(d, k)), with a finite measure Q on G(d, k), without loss of gen-
erality a probability measure (since Q # 0, and © and 7 can be changed by
constant factors). For the intensity measure of X, this yields the representa-
tion

O(A) = / / 14(L + 2)n(L + z) A\po (dz) Q(dL). (11.17)
G(d,k) JL+

As in Section 11.1 we say that © is represented by the pair (7, Q) (which,
nota bene, is not uniquely determined).
For a stationary k-flat process X, the intensity -y, given by

E > Ap=7X

EeX

(Theorem 4.4.3), and the directional distribution determine the intensity mea-
sure, by (4.25). For a k-flat process with a translation regular intensity mea-
sure there are corresponding quantities, but depending on the location. They
are obtained from the following result. For E € A(d, k) we denote here by
Ey € G(d, k) the translate of E through 0.
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Theorem 11.3.1. Let X be a k-flat process in R with a translation reqular
intensity measure represented by (n, Q). Let A € B(G(d, k)). Then

E Y 1a(Eo)e _/ / n(L + z) Q(dL) A\(dz).

EcX G(d ’“)

EY g

EeX

In particular, the measure

has a density with respect to Lebesgue measure, given by
v(z) = / n(L+ z)Q(dL) (11.18)
G(d,k)

for almost all z € R?.

Proof. Let B € B(R?). Using Campbell’s theorem and (11.17), we obtain

E Y 1a(Eo)Ae(B)

EeX

_ / 14(Eo)\s(B) O(dE)
A(dk)
_ / / La(D AL sa(B)n(L + ) A (do) Q(dL)
ak) It
_ / / / 15(y + 2)1a(L)n(L + 2) Az (dy) A (dz) Q(dL)
(d,k) JLL

/ / 14(L)n(L + z) AM(dz) Q(dL)
G(d.k)

/ /G(d " (L +2) Q(dL) A(dz),

which completes the proof. a

The function ~ is called the intensity function of the k-flat process X.
It replaces the constant intensity appearing in the stationary case.

If the density 7 is continuous on A(d, k), then it follows from the compact-
ness of G(d,k) and the finiteness of Q that there is a uniquely determined
continuous version of the intensity function on R?. In this case an intuitive
interpretation is easily obtained as follows. If K is a convex body with interior
points, then, for z € R% and r > 0,

EE%; Ap(rK + 2) = /(d Y Ap(rK + 2) O(dE)
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_ / / Aota(rK + 2)n(L + 7) A+ (dz) Q(dL)
G(d,k) JL

i

_ / / / L (@ + y)n(L + ) AL (dy) A (de) Q(dL)
G(d,k) JL+ JL

- / / L2 (On(L + ) A(dt) Q(L),
G(d,k) JR

Since 7 is continuous, the inner integral is equal to n(L+ 2, ,)Vy4(rK) for some
point 2, 1, € TK + z. The continuity of n now gives

—FE Z Ae(rK + z).
EeX

v(2) = lim Vd(rK

It is also easy to see that

1
V(2) = lli% WEX(J:TB‘Urz)

holds for all z € R%. This extends (4.27).
As a counterpart to the directional distribution in the stationary case, we
define a measure ¢(z,-) on G(d, k) by

o) = [ nld+2)ea)

for z € R?, which is finite almost everywhere. From Theorem 11.3.1 it follows
that
E Y LaEe(B) = [ olz )W)
BeX B

for A € B(G(d,k)) and B € B(R?). This relation, together with the fact that
the o-algebra B(G(d, k)) is countably generated, shows that for A-almost all
z the measure ¢(z,-) is uniquely determined and hence depends only on the
process X and not on the choice of © and 7. The measure ¢(z, -) is called the
directional measure of X at z. At the points z with 0 < v(z) < oo, the
directional distribution ¢(z,-)/v(z) can be defined.

If X is stationary, then the directional measure ¢(z,-) does not depend on
z. If X is also isotropic, then ¢(z, ) is rotation invariant. We prove a certain
converse statement. Here we use the terminology introduced in the remark at
the end of Section 9.2.

Theorem 11.3.2. Let X be a k-flat process in R? whose intensity measure is
translation regular with a continuous density. If the directional measure p(z,-)
is rotation invariant for all z € R, then X is weakly stationary and weakly
1sotropic.
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Proof. Under the assumptions, the intensity function « is continuous, hence
the set
M :={z € R%: ~(z) > 0}

is open (and not empty). Let z € M. The finite, rotation invariant measure
©(z,-) is a multiple of vy. Since ¢(z,G(d, k)) = v(z), it follows that
o(z,) = v(2)vk,
hence from (11.18) we get
n(L + 2)
(A :/7QdL 11.19
for A € B(G(d,k)). Let also y € M, then
n(L+z) n(L+y)
MET2) dr) = / METY) oL
f ey ean - [ g e
for A € B(G(d,k)), hence

nL+2) _nll+y) (11.20)

7(2) 7(y)

for all L € supp Q, by the continuity of . By (11.19), supp Q = G(d, k), since
vk (A) > 0 for every nonempty open set A C G(d, k).
The set
N, :={L e G(d,k) :n(L+z) =0}

satisfies vi(N,) = 0, by (11.19). Let U C M be a neighborhood of y. The
directions Ejy of the k-flats E through z and a point of U fill a nonempty
open set in G(d, k). Therefore, y; € U can be chosen such that there exists a
subspace L € G(d, k) with L+ z = L+ y; and n(L + z) > 0. Relation (11.20)
implies that v(y1) = 7(z), and since y; can be chosen arbitrarily close to v,
we deduce that v(y) = v(z), by the continuity of .

We have proved that the continuous intensity function -y is constant on the
set M where it is positive. Hence, v is constant on R?. From (11.17), (11.19)
and (11.20) we conclude that

O(A) = ’Y/G(d,k) /“ 14(L+2)Ape(dz) v (dL)

for A € B(G(d,k)). This shows that © is invariant under translations and
rotations and thus completes the proof. a

The rest of this section is devoted to Poisson hyperplane processes. We
want to extend Theorem 4.6.5 on intersection densities to the non-stationary,
translation regular case. This requires the introduction of associated zonoids
depending on the location.
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For hyperplanes, we use the representation (4.32), but we consider only
hyperplanes not passing through 0. Every such hyperplane has a unique rep-
resentation

H(u,7):={z € RY: (x,u) = 7}

with v € 4! and 7 > 0.
Let X be a hyperplane process in R? with a translation regular intensity
measure represented by the pair (1, Q). It is convenient to use the function

g: 891 x (0,00) — [0,00) defined by

g(u, ) :=n(H (u,T))

for u € S9! and 7 > 0 and by g(u,7) := 0 for 7 < 0 or if n(H(u,7)) is
not defined. Instead of Q, we use the measure ¢ on the sphere S¢~! with the
property
1
#(4) = 5QUH(w,0) s u e A}

for A € B(S4~!) without antipodal points. The intensity measure of X is then
given by

_2/sd 1/ 14(H(u,7))g(u, 7)dr ¢(du) (11.21)

for A € B(A(d,d—1))

We assume now in addltlon that X is a Poisson process. For k € {1,...,d},
let X} be the intersection process of order k of the process X. Modifying the
method of proof for Theorem 4.4.5, one can show that X is a.s. simple. Let
Oy be its intensity measure. As in the proof of Theorem 4.4.8 (where the
stationarity assumption is not needed in the beginning), one obtains

1

Or(A4) = il

/ 14(H, N ...N Hy) OF(d(Hy, ..., Hy))  (11.22)
(d,d—1)

for A € B(A(d,d — k)), where A(d,d — 1)¥* denotes the set of k-tuples of
hyerplanes with linearly independent normal vectors. Thus, k!©} is the image
measure of ©%_ A(d,d—1)** under the intersection mapping (Hy, ..., Hy)
Hyn...N Hy. It follows that @ is locally finite. Since © is absolutely con-
tinuous with respect to a translation invariant measure © on A(d,d — 1), the
measure Oy is absolutely continuous with respect to the image measure of
Ok A(d,d — 1)** under the same intersection mapping. Hence, the intersec-
tion process X has a translation regular intensity measure, too. We compute
its intensity function. Let B € B(R?) and A\(B) < oco. Then, using (11.22) and
(11.21),

KE Y Ap(B)

EeXy

= k'/ )\dfk(B N E) @k(dE)
A(d,d—Fk)
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—/ Naw(BNHyN...NHy)OFd(Hy, ..., Hy))
A(d,d—1)k*

zzk/ / Naw(B 0 H(ug,7) 0.0 Hug, 7))
(Sd*l)k‘* (O,oo)k

X g(ula Tl) o 'g(uk?Tk) d(Tlv ce 7776) (bk(d(ula cey uk))a
where (S971)** denotes the set of k-tuples of linearly independent unit vectors.
We use the same transformation as at the end of the proof of Theorem 4.4.8. If

Uy, ..., up € S9! are linearly independent and H (uy, 71)N. . .NH (uy, 71) =: L,
then

/( . Ad—k(BNH(uy, ) N...N H(ug,11))g(ur, m1) - g(ug, 7)
0,00

X d(71,. .., 7Tk)
= [ AarlBO L+ g, ) ) A ()
X Vk(ul,. .. ,’U,k)

:/Bg(ul,(ul,z))-~-g(uk,<uk,z>)/\(dz)~Vk(u1,...,uk).

Since Vi (u1,...,ug) = 0 if uq,...,ux are linearly dependent, we conclude
that

k
E Z Ap(B) = i!/(Sd_l)k/Bg(ula<U1az>)"'9(ukv<uk’z>)vk(u1""’uk)
X /\(dz) ¢k(d(u1, .. .,uk))
_ / e(2) A(d2)
B

with

Qk:
= — \Y% R
k! ‘/(Sdl)k k(U17 Uk)

x g(uy, (u, 2)) - glug, (ug, 2)) @"(d(u, ... ug)).  (11.23)

Vi (2)

This is the intensity function of the intersection process Xj;. We rewrite it,
using the measure &, on S4~! defined by

B.(A) =2 /A o(u, (u, 2)) 6(du)

for A € B(S971). Then
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1 ~
(z) = — Vi(uy,...,ug) cp’zc(d(ul,...,uk)). (11.24)
k' (Sd—l)k

Now we define the local associated zonoid IIx(z) of X at z as the
convex body with support function given by

Bx(2)) = 5 [ 1) Bu(ao)

for u € R%.

From (11.24) and (14.35) we obtain the generalization of formula (4.63)
to Poisson hyperplane processes with translation regular intensity measure,
namely

(2) = Vi(llx(2)) (11.25)

for z € R?. We can state the following result.

Theorem 11.3.3. Let X be a Poisson hyperplane process in R% with a trans-
lation regular intensity measure. Let k € {2,...,d}, and let X}, be the inter-
section process of X of order k. Let v be the intensity function of X and g
the intensity function of Xy. Then

(VL B
Ye(z) < W’Y(z) (11.26)
—kFq

for almost all z € R?.

If the intensity measure of X is translation regular with a continuous den-
sity and if equality holds in (11.26) for all z, then the process X is stationary
and isotropic.

Proof. The inequality (11.26) follows from (11.25) in the same way as in the
stationary case (see Theorem 4.6.5). Assume that X is translation regular
with a continuous density and that equality holds in (11.26) for all z € R
Then, for each z, the local associated zonoid IIx(z) is a ball (possibly one-
pointed). Hence, the even part of the measure ¢, is proportional to the spher-
ical Lebesgue measure. Since

o(z,A) =@.({u e S H(u,0) € A} for A€ B(G(d,d — 1)),

it follows that ¢(z,-) is rotation invariant. Now Theorem 11.3.2 shows that
X is weakly stationary and weakly isotropic. Since the intensity measure of a
Poisson process determines its distribution, X is stationary and isotropic. O

A remarkable aspect of Theorem 11.3.3 can be seen in the fact that to-
gether with isotropy also the stationarity, and thus invariance under all rigid
motions, is characterized by an extremal property.
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Notes for Section 11.3

1. The results of this section are taken from Schneider [707]. Fallert [222] has studied
k-flat processes which instead of (11.17) satisfy

o= [ [t mr@n. e

with a locally integrable nonnegative function f. For 0 < k < d— 1, this assumption
is more restrictive than the assumption (11.17) with a locally integrable nonnegative
function 7.

2. Intersections with fixed flats. Let X be a translation regular k-flat process,
let j € {0,...,k — 1}, and let S € A(d — k + j). The intersection process X NS,
defined by
XNS:= > bdpns if X=) og,
E;NS#0

is a translation regular j-flat process in S. Its intensity function at z € S is given by
s = [ (L8]l dL),
G(d,k)

where @(z, ) is the direction measure of X at z. See Schneider [707], also for some
results on the determination of translation regular flat processes from information
on section processes.

3. Hoffmann [346] has given a common generalization of results of Schneider [707]
and of Wieacker [817], by investigating intersection densities and local associated
zonoids for non-stationary Poisson processes of hypersurfaces, which are cylinders
with (H*, k)-rectifiable bases.

4. Hug, Last and Weil [360] study generalized contact distribution functions, in the
sense of Section 11.2, for Poisson networks Z. The latter are union sets of Pois-
son k-flat processes X with translation regular intensity measures. They prove an
analog of Theorem 11.2.2. As a consequence, it is shown that, for processes X with
continuous density n and z € R?, the distribution of (d(z, Z),u(Z,z)) determines
the Radon transform Rg,q—1¢(z, ). Hence for line or hyperplane networks, the direc-
tional measure ¢(z,-) is determined by measuring the distance and direction from
the point z to Z. Various generalizations are also treated in [360]. For example, the
point z is replaced by a flat F' € A(d, j), with k + j < d, and the intensity measure
OF of the process of midpoints m(FE, F), E € X, is assumed to be given. As another
generalization, z is replaced by a flag of (linear) subspaces with increasing dimension
and a uniqueness result for stationary Poisson networks is proved.

11.4 Tessellations

The purpose of this section is to extend from the stationary to the non-
stationary case a basic result on random hyperplane mosaics, namely the
relations of Theorem 10.3.1 between the specific intrinsic volumes of the face
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processes. However, for reasons explained later, we do this only under Poisson
assumptions.

Let X be a Poisson hyperplane process in R? with a translation regular
intensity measure. It generates a random tessellation X of R?, and our first aim
will be to formulate a condition which ensures that the cells of the tessellation
are a.s. bounded. A given point z is a.s. contained in a unique cell, denoted
by Z,, of the mosaic; this follows from the translation regularity.

Definition 11.4.1. The hyperplane process X is nondegenerate if the fol-
lowing holds.

(a) With positive probability, the zero cell Zy is bounded.

(b) If U C S9! is a measurable set and if X contains with positive prob-
ability a hyperplane with normal vector in U, then X contains with positive
probability infinitely many such hyperplanes.

This is an appropriate geometric condition for obtaining a random mosaic,
as the following theorem shows.

Theorem 11.4.1. Let X be a nondegenerate Poisson hyperplane process in
R? with a translation regqular intensity measure. The system X of the induced
cells is a random mosaic in general position. The process X¥) of the k-faces
of X has a translation regular intensity measure, for k =1,...,d.

Proof. The intensity measure ©(A) of X has the representation (11.21),

B(A) = Q/SH /OOO 14 (H (u, 7))g(u, 7) dr 6(du)

for A € B(A(d,d — 1)), with a locally integrable, nonnegative function g and
a finite measure ¢. We put

P = {ueSdlz/ g(u,T)d7'>O}
0

and assume without loss of generality that the measure ¢ is reduced, in the
sense that

P(ST1\ P)=0.

Let U := supp ¢ and suppose that 0 ¢ intconvU. Then convU and 0
can be separated weakly by a hyperplane, hence there is a vector v € S9!
with (u,v) < 0 for u € U. We denote by M the set of hyperplanes H(u, ),
7 > 0, meeting the ray R := {\v: A > 0}. If H(u,7) "R # 0 and (w.l.o.g.)
R ¢ H(u,7), then (u,v) > 0, hence

O(M) = 2/5(171 /OOo Lar(H (u,7))g(u, 7) dr ¢(du) = 0.

But then R C Z; a.s., which contradicts the assumption that Z; is bounded
with positive probability. It follows that 0 € intconvU. As in the proof of
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Theorem 10.3.2, this implies the existence of vectors wuq,...,usq € U and
neighborhoods U; of u; in S%~! for 4 = 1,...,2d such that

0 € int conv{vy,...,veq} for all (v1,...,v9q) € Uy X ... X Usq.

Let x € R, and let A;(x) be the set of all hyperplanes H(u,7) with u € U;
and 7 > max{(x,u;),0} for i = 1,...,2d. Then

é(Ai(x)):Q/U /(00 .>g(u77)d7¢>(du).

We have -
B(A:(0) = 2 /U | / 9(u, ) dr $(du) > 0,

since ¢(U;) > 0, which follows from u; € supp ¢ and the assumption that ¢ is
reduced. Since X is nondegenerate, this implies ©(A(0)) = oo, thus

=N (z,us)
O(A;(z)) + 2/. /0 g(u, 7)dr dé(u) = oo.

Here the second summand is finite since O is finite on compact sets. We
conclude that ©(A;(z)) = co.

Now we can continue as in the proof of Theorem 10.3.2 and deduce that
the cell Z, is almost surely bounded. The rest of that proof also carries over,
showing that the system of induced cells is a random mosaic in general posi-
tion.

Let X(®) be the system of k-faces of X, k € {0,...,d}. As in Section 10.1
one sees that X (*®) is a particle process. Since the intersection processes of X
have locally finite intensity measures, the proof of Theorem 10.3.1 shows that
X (¥) has locally finite intensity measure. It remains to show that this measure
is translation regular.

Let X, be the stationary Poisson hyperplane process with spherical direc-
tional distribution ¢ and with intensity 1. It exists by Theorem 4.4.4 and has
intensity measure

O,(A) = 2/5 /Ooo 14(H(u, 7)) d7 ¢(du),

for A € B(A(d,d — 1)). The random hyperplane mosaic generated by X, is
denoted by X, and the particle process of its k-faces by Xs(k). Let @gk) be the
intensity measure of X *) We will show that O®) is absolutely continuous
with respect to ng).

Let A € B(K') be a set with

e (A) =o0. (11.27)
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In order to show that
oM (A) =0, (11.28)

it is sufficient to show that ©*)(4,) = 0 for each r € N, where A, := {K €
A : K C rB%}. Let H, be the set of hyperplanes meeting rB?. To prove
(11.28), it is sufficient to prove for r,m € N that

E(X®(A,) | X(Hy) =m) =0.

We choose 7 so large that é(HT) # 0, which is possible since © # 0. The
process X restricted to H, and under the condition X (H,) = m is stochas-
tically equivalent to the process defined by m independent, identically dis-
tributed hyperplanes with distribution ©L_H,/©(H,) (Theorem 3.2.2). We
denote by f(uy,...,Um,T1,...,Tm) the number of & dimensional polytopes in
the set A, that are faces of the tessellation of R? generated by the hyperplanes
H(uy,71),..., H(Um,Tm). Then

E(X®(4,) | X(H,) = m)

) —maom
=O(H 2 Fur, ooy Umy Ty ey Tin)
Sd l)m OOO)’NL

X g(ulle) o 'g(umaTm) d(Tla s 7Tm) ¢m( (ula cee ,’U,m))
Similarly, for the stationary Poisson hyperplane process X s we get

E(X®(A,) | Xo(Hy) =

:@ m2m/ / Uh.. s Umy Ty« oy )
Sd— 1)711 OOO

X A(T1, . Tm) @™ (A (U, - Um).

Let M be the set of all m-tuples (u1,...,uy,) € (S¢71)™ for which
/ Fur, oy, Ty ey ) g(un, 1) - g (U, Ton) A(T14 o T ) > 0.
0,00)™
For (u1,...,un) € M we also have
/ Fur, sy Ty e Ton) A(T1y ooy Tin) > 0.
(O Oo)m

Since E(X{*(A,) | X,(H,) =m) = 0 by (11.27), it follows that ¢™ (M) = 0
and, therefore, that E(X®*)(A,) | X(H,) = m) = 0. This proves (11.28).
Thus ©%) is absolutely continuous with respect to the translation invariant

measure 9§k). This shows that the face process X (%) has a translation regular
intensity measure. o
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Let X and O be as in the previous theorem. Since the induced hyper-
plane mosaic X = X4 and its processes X *) of k-faces (k = 0,...,d — 1)
have (locally finite) translation regular intensity measures, they admit specific
intrinsic volumes V;(X®), 2) =: dg-k)(z), j=0,...,k, satisfying

(k) vk
d(z) = V(X ,z>_;g%vd ) EKGZW W 4 2) (11.29)

for A-almost all z, where W € K with V4(W) > 0; see Corollary 11.1.1. We

write ©
78 (2) = d\(2)

and call v*) the intensity function of the k-face process X ).

The following result extends Theorem 10.3.1, for Poisson processes. This
restriction was made since it allows us to deduce the translation regularity of
the intensity measures of the face processes, which otherwise would have to
be an additional assumption.

Theorem 11.4.2. Let X be a nondegenerate Poisson hyperplane process in
R?® with a translation regular intensity measure, let X be the induced hy-
perplane mosaic, and let X®) be its k-face process, for k = 0,...,d. For

0 <j<k<d, the relation
(k) d=17\ ;6)
dj” = (d — k) d;

holds \-almost everywhere, in particular

d
(k) — (0)
v = ().

Proof. Let j € {0,...,d — 1}, z € R% and r > 0. Given a realization of X
inducing a mosaic X in general position (without loss of generality), we can
choose finitely many cells Sy, ..., S, of X such that P :=J!_, S; is a convex
polytope with rB¢+z C int P. Then ®;(P,rB?+z) = 0 since j < d. Since the
curvature measure 9, is additive on the convex ring R, the inclusion—exclusion
principle gives

0=&;(P,rB* + 2)

p
= @j (U Si,’I"Bd —|— Z)

i=1
p
=> (D"t Y #(8,n...NS,,rBY +2).
m=1 11 <. <%y

Each intersection S;, N...NS;,, is either empty or an ¢-face of the mosaic X and
thus an element of X for some i € {1,...,d}. Conversely, each element of
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X @) meeting the ball r B¢+ z is obtained in this way. For a face F, let v(F,m)
denote the number of m-tuples (S;,,...,S;,,) with S;; N...NS;, = F. Taking
into account the fact that @;(F,-) =0 if dim F' < j, we deduce that

d P
Z Z i(F,rBY + 2) Z v(F,m)
m=1

J Fex®
d

=> (-1)*" > @(FrB+2) (11.30)

i=j Fex()

(compare the proof of Theorem 10.1.4). Taking the expectation, dividing by
Va(rB?%) and letting r tend to 0, we obtain from (11.29) the relation

d
)z =0
i=j
for almost all z € R% and for j =0,...,d — 1.
Let k€ {1,...,d—1},j €{0,...,k—1}, and 7 > 0. Let E be a k-plane

of the intersection process Xg_. We apply (11.30) to the mosaic induced in
the k-plane E. This gives

0=> (- Y &;(FrB*+2).

i=J FexX(®) FCE

We sum over all k-planes F € Xn r and observe that X is almost surely
in general position. Hence, each i-face of X is contained in precisely ( i 2)

k-planes of Xd_ k- This gives

k

(d
_ _1\k—1
O_Z( 1) (d_k) > &;(FrBt + 7).
i=j FeX (@)
As above, (11.29) yields
k .
i 4= )
;;“4)<d—k>% =0

for almost all z € R%. The remaining part of the proof is identical to that of
Theorem 10.3.1. |

Finally, we observe that the specific j-volume d§-j ) of the j-faces can be
expressed in a different way. Let )?d_j be the intersection process of order
d — j of the hyperplane process X, and let 73—; be the intensity function of
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)?d_j. It is the Radon—Nikodym derivative of the measure E ) BeXa Ag and

J

hence can be obtained by differentiation, in particular

: 1 d ~
lim VirB? E Z Ap(rB® + z) =3a-;(2)
EGXd_j

for almost all z. Since

> As(rB'+z)= ) &;(K,rB'+2),

EeXa_; Kex @

we deduce that d\7) = Ya—; almost everywhere. Together with (11.26), this
yields the inequality

) d—j
Wy < (F7IN (B Fa1 50 ya
d;(2) < <dk) (j ddfmjm‘d’*j*ﬂ(z) '

Equality holds if the hyperplane process X is stationary and isotropic.

Notes for Section 11.4

1. The results of this section are taken from Schneider [707]. The proof of Theorem
11.4.2 uses ideas from Weiss [807] and Weiss and Zahle [809].

2. Fallert [222, chap. 6] has investigated Voronoi and Delaunay mosaics induced by
Poisson processes in R? with translation regular intensity measures.



