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Collaborative26. Collaborative Human–Automation
Decision Making

Mary L. Cummings, Sylvain Bruni

The development of a comprehensive collabora-
tive human–computer decision-making model is
needed that demonstrates not only what decision-
making functions should or could be assigned to
humans or computers, but how many functions can
best be served in a mutually supportive environ-
ment in which the human and computer collabo-
rate to arrive at a solution superior to that which
either would have come to independently. To this
end, we present the human–automation collabo-
ration taxonomy (HACT), which builds on previous
research by expanding the Parasuraman infor-
mation processing model [26.1], specifically the
decision-making component. Instead of defining
a simple level of automation for decision making,
we deconstruct the process to include three dis-
tinct roles: the moderator, generator, and decider.
We propose five levels of collaboration (LOCs) for
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each of these roles, which form a three-tuple that
can be analyzed to evaluate system collaboration,
and possibly identify areas for design intervention.
A resource allocation mission planning case study
is presented using this framework to illustrate the
benefit for system designers.

In developing any complex supervisory control system
that involves the integration of human decision making
with automation, the question often arises as to where,
how, and how much humans should be in the decision-
making loop. Allocating roles and functions between
the human and the computer is critical in defining effi-
cient and effective system architectures. However, role
allocation does not necessarily need to be mutually
exclusive, and instead of systems that clearly define spe-
cific roles for either human or automation, it is possible
that humans and computers can collaborate in a mu-
tually supportive decision-making environment. This is
especially true for aspects of supervisory control that in-
clude planning and resource allocation (e.g., how should
multiple aircraft be routed to avoid bad weather, or how
to allocate ambulances in a disaster), which is the fo-
cus of this chapter. For discussion purposes, we define
collaboration as the mutual engagement of agents in
a coordinated and synchronous effort to solve a prob-

lem based on a shared conception of it [26.2, 3]. We
define agents as either humans or some form of automa-
tion/computer that provides some level of interaction.

For planning and resource allocation supervisory
control tasks in complex systems, the problem spaces
are large with significant uncertainty, so the use of au-
tomation is clearly warranted in attempting to solve
a particular problem; for example, if bad weather
prevents multiple aircraft from landing at an air-
port, air-traffic controllers need to know right away
which alternate airports are within fuel range, and of
these, which have the ability to service the different
aircraft types, the predicted traffic volume, routing con-
flicts, etc. While automation could be used to provide
optimized routing recommendations quickly, computer-
generated solutions are unfortunately not always the
best solutions. While fast and able to handle complex
computation far better than humans, computer opti-
mization algorithms are notoriously brittle in that they
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can only take into account those quantifiable variables
identified in the design stages that were deemed to
be critical [26.4]. In supervisory control systems with
inherent uncertainties (weather impacts, enemy move-
ment, etc.), it is not possible to include a priori every
single variable that could impact the final solution.
Moreover, it is not clear exactly what characterizes an
optimal solution in uncertain such scenarios. Often, in
these domains, the need to generate an optimal solution
should be weighed against a satisficing [26.5] solution.
Because constraints and variables are often dynamic in
complex supervisory control environments, the defini-
tion of optimal is also a constantly changing concept.
In those cases of time pressure, having a solution that
is good enough, robust, and quickly reached is often
preferable to one that requires complex computation
and extended periods of times, which may not be ac-
curate due to incorrect assumptions.

Recognizing the need for automation to help nav-
igate complex and large supervisory control problem
spaces, it is equally important to recognize the crit-
ical role that humans play in these decision-making
tasks. Optimization is a word typically associated with
computers but humans are natural optimizers as well,
although not necessarily in the same linear vein as
computers. Because humans can reason inductively and

generate conceptual representations based on both ab-
stract and factual information, they also have the ability
to optimize based on qualitative and quantitative in-
formation [26.6]. In addition, allowing operators active
participation in decision-making processes provides not
only safety benefits, but promotes situation awareness
and also allows a human operator, and thus a system,
to respond more flexibly to uncertain and unexpected
events. Thus, decision support systems that leverage the
collaborative strength of humans and automation in su-
pervisory control planning and resource allocation tasks
could provide substantial benefits, both in terms of hu-
man and system performance,

Unfortunately, little formal guidance exists to aid
designers and engineers in the development of col-
laborative human–computer decision support systems.
While many frameworks have been proposed that de-
tail levels of human–automation role allocation, there
has been no focus on what specifically constitutes col-
laboration in terms of role allocation and how this
can be quantified to allow for specific system analysis
as well as design guidance. Therefore, to better de-
scribe human-collaborative decision support systems in
order to provide more detailed design guidance, we
present the human–automation collaboration taxonomy
(HACT) [26.7].

26.1 Background

There is little previous literature that attempts to
classify, describe, or provide design guidance on
human–automation (or computer) collaboration. Most
previous efforts have generally focused on developing
application-specific decision support tools that promote
some open-ended form of human–computer interac-
tion (e.g., [26.8–10]). In an attempt to categorize
human–computer collaboration more formally, Silver-
man [26.11] proposed categories of human–computer
interaction in terms of critiquing, although this is
a relatively narrow field of human–computer col-
laboration. Terveen [26.12] attempted to seek some
unified approach and more broadly define and cat-
egorize human–computer collaboration in terms of
human emulation and human “complementary” [sic].
Beyond these broad definitions and categorizations of
human–computer collaboration and narrow applications
of specific algorithms and visualizations, there has been
no underlying theory addressing how collaboration with
an automated agent supports operator decision mak-

ing at the most fundamental information processing
level.

So while the literature on human–automation col-
laboration in decision making is sparse, the converse
is true in terms of scales and taxonomies of au-
tomation levels that describe interactions between
a human operator and a computer/automation. These
levels of automation (LOAs) generally refer to the
role allocation between automation and the human,
particularly in the analysis and decision phases of a sim-
plified information processing model of acquisition,
analysis, decision, and action phases [26.1, 13, 14].
The originators of the concept of levels of automa-
tion, Sheridan and Verplank (SV), initially proposed
that automation could range from a fully manual
system with no computer intervention to a fully au-
tomated system where the human is kept completely
out of the loop [26.15]. Parasuraman [26.1] ex-
panded the original SV LOA to include ten levels
(Table 26.1).
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Table 26.1 Levels of automation (after [26.1, 15])

Automation level Automation description

1 The computer offers no assistance: human must take all decision and actions

2 The computer offers a complete set of decision/action alternatives, or

3 Narrows the selection down to a few, or

4 Suggests one alternative, and

5 Executes that suggestion if the human approves, or

6 Allows the human a restricted time to veto before automatic execution, or

7 Executes automatically, then necessarily informs humans, and

8 Informs the human only if asked, or

9 Informs the human only if it, the computer, decides to

10 The computer decides everything and acts autonomously, ignoring the human

At the lower levels, LOAs 1–4, the human is
actively involved in the decision-making process. At
level 5, the automation takes on a more active role in ex-
ecuting decisions, while still requiring consent from the
operator before doing so (known as management-by-
consent). Level 6, typically referred to as management-
by-exception, allows the automation a more active role
in decisions, executing solutions unless vetoed by the
human. For levels 7–10, humans are only allowed
to accept or veto solutions presented to them. Thus,
as levels increase, the human is increasingly removed
from the decision-making loop, and the automation is
increasingly allocated additional authority. This scale
addresses primarily authority allocation, i. e., who is
given the authority to make the final decision, al-
though only to a much smaller and limited degree does
it address the solution-generation aspect of decision
making, which is a critical aspect of human–computer
collaboration.

The solution-generation process in supervisory con-
trol planning and resource allocation tasks is critical
because this is the aspect of the human–computer in-
teraction where the variables and constraints can be
manipulated to determine solution alternatives. This ac-
cess creates a sensitivity analysis trade space that allows
human operators the ability to cope with uncertainty
and apply judgment and experience that are unavailable
to computer algorithms. While the LOAs in Table 26.1

provide some indirect guidance as to how the solution-
generation process can be allocated either to the human
or computer, it is only tangentially inferred, and there is
no level that allows for joint construction or modifica-
tion of solutions.

Other LOA taxonomies have addressed the need
to examine authority and solution generation LOAs,
although none have addressed them in an integrated
fashion; for example, Endsley [26.16] incorporated ar-
tificial intelligence into a five-point LOA scale, thus
addressing some aspects of solution generation and
authority. Riley [26.17] investigated the use of the
level of information attribute in addition to the au-
tomation authority attribute, creating a two-dimensional
scale. Another ten-point scale was created by Ends-
ley and Kaber [26.16] where each level corresponds
to a specific task behavior of the automation, going
from manual control to full automation, through in-
termediate levels such as blended decision making or
supervisory control. While all of these scales acknowl-
edge that there are possible collaborative processes
between humans and automated agents, none specif-
ically detail how this interaction can occur, and how
different attributes of a collaborative system can each
have a different LOA. To address this shortcoming in
the literature, we developed the human–automation col-
laboration taxonomy (HACT), which is detailed in the
next section.

26.2 The Human–Automation Collaboration Taxonomy (HACT)
In order to better understand how human operators
and automation collaborate, the four-stage information-

processing flow diagram of Parasuraman [26.1] (with
stages: information acquisition, information analysis,
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Fig. 26.1 The HACT collaborative information-processing model

decision selection, and action implementation) was
modified to focus specifically on collaborative decision
making. This new model, shown in Fig. 26.1, features
three steps: data acquisition, decision making, and ac-
tion taking. The data acquisition step is similar to that
proposed by Parasuraman [26.1] in that sensors retrieve
information from the outside world or environment, and
transform it into working data. The collaborative aspect
of this model occurs in the next stage, the decision-
making process, which corresponds to the integration
of the analysis and decision phases of the Parasura-
man [26.1] model.

First, the data from the acquisition step is analyzed,
possibly in an iterative way where requests for more
data can be sent to the sensors. The data analysis outputs
some elements of a solution to the problem at hand. The
evaluation block estimates the appropriateness of these
elements of solutions for a potential final solution. This
block may initiate a recursive loop with the data ana-
lysis block; for instance, operators may request more
analysis of the domain space or part thereof. At this
level, subdecisions are made to orient the search and
analysis process. Once the evaluation step is validated,
i. e., subdecisions are made, the results are assembled
to constitute one or more feasible solutions to the prob-
lem. In order to generate feasible solutions, it is possible
to loop back to the previous evaluation phase, or even
to the data analysis step. At some point, one or more
feasible solutions are presented in a second evaluation
step.

The operator or automation (depending on the level
of automation) will then select one solution (or none)
out of the pool of feasible solutions. After this selection
procedure, a veto step is added, since it is possible for
one or more of the collaborating agents to veto the solu-

tion selected (such as in management-by-exception). An
agent may be a human operator or an automated com-
puter system, also called automation. If the proposed
solution is vetoed, the output of the veto step is empty,
and the decision-making process starts again. If the se-
lected solution is not vetoed, it is considered the final
solution and is transferred to the action mechanism for
implementation.

26.2.1 Three Basic Roles

Given the decision-making process (DMP) shown
in Fig. 26.1, three key roles have been identified:
moderator, generator, and decider. In the context of
collaborative human–computer decision making, these
three roles are fulfilled either by the human operator, by
automation, or by a combination of both. Figure 26.2
displays how these three basic roles fit into the HACT
collaborative information-processing model. The gen-
erator and the decider roles are mutually exclusive in
that the domain of competency of the generator (as out-
lined in Fig. 26.2) does not overlap with that of the
decider. However, the moderator’s role subsumes the
entire decision-making process. As will be discussed,
each of the three roles has its own possible LOA scale.

The Moderator
The moderator is the agent(s) that keeps the decision-
making process moving forward, and ensures that the
various phases are executed; for instance, the moderator
may initiate the decision-making process and interac-
tion between the human and automation. The moderator
may prompt or suggest that subdecisions need to be
made, or evaluations need to be considered. It could
also be involved keeping the decision processing within
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Fig. 26.2 The three collaborative decision-making process roles: moderator, generator, and decider

prespecified limits when time pressure is a concern. In
relation to the ten-level SV LOA scale (Table 26.1),
the step between LOA 4 and 5 implies this role, but
does not address the fact that moderation can occur
across multiple segments of the decision-making pro-
cess and separate from the tasks of solution generation
and selection.

The Generator
The generator is the agent(s) that generates feasible
solutions from the data. Typically, the generator role in-
volves searching, identifying, and creating solution(s)
or parts thereof. Most of the previously discussed LOAs
(e.g., [26.1,16]) address the role of a solution generator.
However, instead of focusing on only the actual solution
(e.g., automation generating one or many solutions), we
expand in detail the notion of the generator to include
other aspects of solution generation, i. e., all the other
steps within the generator box (Fig. 26.2), such as the
automation analyzing data, which makes the solution
generation easier for the human operator. Additionally,
the role allocation for generator may not be mutually ex-
clusive but could be shared to varying degrees between

Table 26.2 Moderator and generator levels

Level Who assumes the role of generator
and/or moderator?

2 Human

1 Mixed, but more human

0 Equally shared

−1 Mixed, but more automation

−2 Automation

the human operator and the automation; for example, in
one system the human could define multiple constraints
and the automation searches for a set of possible solu-
tions bounded by these constraints. In another system,
the automation could propose a set of possible solu-
tions and then the human operator narrows down these
solutions.

For both the moderator and generator roles, the
general LOAs can be seen in Table 26.2, which we
recharacterize as LOCs (levels of collaboration). While
the levels could be parsed into more specific levels, as
seen in previously discussed LOAs, these five levels
were chosen to reflect degrees of collaboration with the
center scale reflecting balanced collaboration. At either
end of the LOC scale (2 or −2), the system, in terms
of moderation and generation, is not collaborative. The
negative sign should not be interpreted as a critical re-
flection on the use of automation; it simply reflects
scaling in the opposite direction. A system at LOC 0,
however, is a balanced collaborative system for either
the moderator and/or generator.

The Decider
The third role within the HACT collaborative decision-
making process is the decider. The decider is the
agent(s) that makes the final decision, i. e., that selects
the potentially final solution out of the set of feasible
solutions presented by the generator, and who has veto
power over this selection decision. Veto power is a non-
negotiable attribute: once an agent vetoes a decision, the
other agent cannot supersede it. This veto power is also
an important attribute in other LOA scales [26.1, 16],
but we have added more resolution to the possible role
allocations in keeping with our collaborative approach,
listed in Table 26.3. As in Table 26.2, the most balanced
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Level Who assumes the role of decider?

2 Human makes final decision, automation cannot veto

1 Human or automation can make final decision,

human can veto, automation cannot veto

0 Human or automation can make final decision,

human can veto, automation can veto

−1 Human or automation can make final decision,

human cannot veto, automation can veto

−2 Automation makes final decision, human cannot veto

Table 26.3 Decider levels

collaboration between the human and the automation is
seen at the midpoint, with the greatest lack of collabo-
ration at the extreme levels.

The three roles, moderator, generator and decider,
focus on the tasks or actions that are undertaken by
the human operator, the automation, or the combina-
tion of both within the collaborative decision-making
process.

26.2.2 Characterizing Human Supervisory
Control System Collaboration

Given the scales outlined above, decision support sys-
tems can be categorized by the collaboration across
the three different roles (moderator, generator, and de-
cider) in the form of a three-tuple, e.g., (2, 1, 2) or
(−2, −2, 1). In the first example of (2, 1, 2), this sys-
tem includes the human as both the moderator and the
decider, as well as generating most of the solution, but
leverages some automation for the solution generation.
An example of such a system would be one where an
operator needs to plan a mission route but must select
not just the start and goal state, but all intermediate
points in order to avoid all restricted zones and possi-
ble hazards. Automation is used to ensure fuel limits

are not exceeded and to alert the operator in the case of
any area violations.

This is in contrast to the highly automated
(−2, −2, 1) example, which is the characterization of
the Patriot missile system. This antimissile missile sys-
tem notifies the operator that a target has been detected,
allows the operator approximately 15 s to veto the au-
tomation’s solution, and then fires if the human does
not intervene. Thus the automation moderates the flow,
analyzes the solution space, presents a single solution,
and then allows the human to veto this. Note that un-
der the ten LOAs in Table 26.1, this system would be
characterized at LOA 6, but the HACT three-tuple pro-
vides much more information. It demonstrates that the
system is highly automated at the moderator and gener-
ator levels, while the human has more authority than the
automation for the final decision. However, a low de-
cider level does not guarantee a human-centered system
in that the Patriot system has accidentally killed three
North Atlantic Treaty Organization (NATO) airmen be-
cause operators were not able to determine in the 15 s
window that the targets were actually friendly aircraft
and not enemy missiles. This example illustrates that all
three entries in the HACT taxonomy are important for
understanding a system’s collaborative potential.

26.3 HACT Application and Guidelines

In order to illustrate the application and utility of
HACT, a case study is presented. Given the increased
complexity, uncertainty, and time pressure of mission
planning and resource allocation in command and con-
trol settings, increased automation is an obvious choice
for system improvement. However just what level of
automation/collaboration should be used in such an ap-
plication is not so obvious. As previously mentioned,

too much automation can induce complacency and loss
of situation awareness, and coupled with the inherent in-
ability of automated algorithms to be perfectly correct
in dynamic command and control settings, high levels
of automation are not advisable. However, low levels
of automation can cause unacceptable operator work-
load as well as suboptimal, very inefficient solutions.
Thus the resource allocation aspect of mission planning
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Fig. 26.3 Interface 1

is well suited for some kind of collaborative human–
computer environment. To investigate this issue, three
interfaces were designed for a representative system,
each with a different LOA/LOC detailed in the next
section.

The general objective of this resource allocation
problem is for an operator to match a set of military
missions with a set of available resources, in this case
Tomahawk missiles aboard ship and submarine launch
platforms.

Interface 1 (Fig. 26.3) was designed to support
manual matching of the missiles to the missions at
a low level of collaboration. This interface provides
raw data tables with all the characteristics of mis-
sions and missiles that must be matched, but only
provides very limited automated support, such as ba-
sic data sorting, mission/missile assignment summaries
by categories, and feedback on mission–missile incom-
patibility and current assignment status. Therefore, this
interface mostly involves manual problem solving. As
a result, interface 1 is assigned a level 2 moderator be-
cause the human operator fully controls the process.
Because interface 1 only features basic automation sup-
port, the generator role is at level 1. The decider is
at level 2 since only the human operator can validate
a solution for further implementation, with no possible
automation veto.

Interface 2 (Fig. 26.4) was designed to offer the
human operator the choice to either solve the mission–

missile assignment task manually as in interface 1 (note
in Fig. 26.4 that the top part of interface 2 is a replica
of interface 1 shown in Fig. 26.3), or to leverage au-
tomation and collaborate with the computer to generate
solutions. In the latter instance, termed Automatch,
the human operator can steer the search of the auto-
mated solution in the domain space by selecting and
prioritizing search criteria. Then, the automation’s fast
computing capabilities perform a heuristic search based
on the criteria defined by the human. The operator can
either keep the solution output or modify it manually.
The operator can also elect to modify the search criteria
to get a new solution.

Therefore, for interface 2, the moderator remains at
level 2 because the human operator is still in full con-
trol of the process, including which tasks are completed,
at what pace, and in which order. Because of the flex-
ibility in obtaining a solution in that the human can
define the search criteria, thus orienting the automation
which does the bulk of the computation, the generator
is labeled 0. The decider is at level 2 since only the
human operator can validate a final solution, which the
automation cannot veto.

While interfaces 1 and 2 are both based on the use
of raw data, interface 3 (Fig. 26.5) is completely graph-
ical, and allows the operator to only have access to
postsolution sensitivity analysis tools. For interface 2,
the automated solution process is guided by the human,
who also can conduct sensitivity analysis via an Au-
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Fig. 26.4 Interface 2

tomatch function; the Automatch button at the top of
interface 3 is similar to that in interface 2. However,
the user can only select a limited subset of information

Fig. 26.5 Interface 3

criteria by which to orient the algorithmic search, caus-
ing the operator to rely more on the automation than
in interface 2. Thus the HACT three-tuple in this case
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is (2, −1, 2) as neither the moderator nor decider roles
changed from interface 2, although the generator’s did.

The three interfaces were evaluated with 20 US
Navy personnel who would use such a tool in an op-
erational setting. While the full experimental details
can be found elsewhere [26.18], in terms of overall
performance, operators performed the best with inter-
faces 1 and 2, which were not statistically different from
each other (p = 0.119). Interface 3, the one with the
predominantly automation-led collaboration, produced
statistically worse performance compared with both in-
terfaces 1 and 2 (p = 0.011 and 0.031 respectively).
Table 26.4 summarizes the HACT categorization for the
three interfaces, along with their relative performance
rankings. The results indicate that, because the moder-
ator and decider roles were held constant, the degraded
performance for those operators using interface 3 was
a result of the differences in the generator aspect of the
decision-making process. Furthermore, the decline in
performance occurred when the LOC was weighted to-
wards the automation. When the solution process was
either human-led or of equal contribution, operators
performed no differently. However, when the solution
generation was automation led, operators struggled.

While there are many other factors that likely af-
fect these results (trust, visualization design, etc.), the
HACT taxonomy is helpful in first deconstructing the
automation components of the decision-making pro-
cess. This allows for more specific analyses across
different collaboration levels of humans and automa-
tion, which has not been articulated in other LOA
scales. In addition, as demonstrated in the previous ex-
ample, when comparing systems, such a categorization
will also pinpoint which LOCs are helpful, or at the very
least, not detrimental. In addition, while not explicitly
illustrated here, the HACT taxonomy can also provides

Table 26.4 Interface performance and HACT three-tuples;
M – moderator; G – generator; D – decider

HACT three-tuple Performance

(M, G, D)

Interface 1 (2, 1, 2) Best

Interface 2 (2, 0, 2) Best

Interface 3 (2,−1, 2) Worst

designers with some guidance on system design, i. e.,
to improve performance for a system; for example, in
interface 3, it may be better to increase the moderator
LOC instead of lowering the generator LOC.

In summary, application of HACT is meant to elu-
cidate human–computer collaboration in terms of an
information processing theoretic framework. By decon-
structing either a single or competing decision support
systems using the HACT framework, a designer can
better understand how humans and computers are col-
laborating across different dimensions, in order to
identify possible problem areas in need of redesign; for
example, in the case of the Patriot missile system with
a (−2, −2, 1) three-tuple and its demonstrated poor per-
formance, designers could change the decider role to
a 2 (only the human makes the final decision, automa-
tion cannot veto), as well as move towards a more truly
collaborative solution generation LOC. Because missile
intercept is a time-pressured task, it is important that
the automation moderate the task, but because of the
inability of the automation to always correctly make
recommendations, more collaboration is needed across
the solution-generation role, with no automation author-
ity in the decider role. Used in this manner, HACT aids
designers in the understanding of the multiagent roles in
human–computer collaboration tasks, as well as identi-
fying areas for possible improvement across these roles.

26.4 Conclusion and Open Challenges

The human–automation collaboration taxonomy
(HACT) presented here builds on previous research
by expanding the Parasuraman [26.1] information
processing model, specifically the decision-making
component. Instead of defining a simple level of au-
tomation for decision making, we deconstruct the
process to include three distinct roles, that of the moder-
ator (the agent that ensures the decision-making process
moves forward), the generator (the agent that is pri-
marily responsible for generating a solution or set of

possible solutions), and the decider (the agent that
decides the final solution along with veto authority).
These three distinct (but not necessarily mutually ex-
clusive) roles can each be scaled across five levels
indicating degrees of collaboration, with the center
value of 0 in each scale representing balanced col-
laboration. These levels of collaboration (LOCs) form
a three-tuple that can be analyzed to evaluate system
collaboration, and possibly identify areas for design
intervention.
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As with all such levels, scales, taxonomies, etc.,
there are limitations. First, HACT as outlined here does
not address all aspects of collaboration that could be
considered when evaluating the collaborative nature of
a system, such as the type and possible latencies in
communication, whether or not the LOCs should be dy-
namic, the transparency of the automation, the type of
information used (i. e., low-level detail as opposed to
higher, more abstract concepts), and finally how adapt-
able the system is across all of these attributes. While
this has been discussed in earlier work [26.7], more
work is needed to incorporate this into a comprehensive
yet useful application.

In addition, HACT is descriptive versus prescrip-
tive, which means that it can describe a system and
identify post hoc where designs may be problematic, but
cannot indicative how the system should be designed to
achieve some predicted outcome. To this end, more re-
search is needed in the application of HACT and the
interrelation of the entries within each three-tuple, as
well as more general relationships across three-tuples.
Regarding the within three-tuples issue, more research
is needed to determine the impact and relative impor-
tance of each of the three roles; for example, if the
moderator is at a high LOC but the generator is at
a low LOC, are there generalizable principles that can
be seen across different decision support systems? In
terms of the between three-tuple issue, more research
is needed to determine under what conditions certain
three-tuples produce consistently poor (or superior) per-
formance, and whether these are generalizable under
particular contexts; for example, in high-risk time-
critical supervisory control domains such as nuclear
power plant operations, a three-tuple of (−2, −2, −2)
may be necessary. However, even in this case, given

flawed automated algorithms such as those seen in
the Patriot missile, the question could be raised of
whether it is ever feasible to design a safe (−2, −2, −2)
system.

Despite these limitations, HACT provides more de-
tailed information about the collaborative nature of
systems than did previous level-of-automation scales,
and given the increasing presence of intelligent au-
tomation both in complex supervisory control systems
and everyday life, such as global positioning system
(GPS) navigation, this sort of taxonomy can provide for
more in-depth analysis and a common point of com-
parison across competing systems. Other future areas
of research that could prove useful would be the de-
termination of how levels of collaboration apply in the
other data acquisition and action implementation in-
formation processing stages, and what the impact on
human performance would be if different collaboration
levels were mixed across the stages. Lastly, one area
often overlooked that deserves much more attention is
the ethical and social impact of human–computer col-
laboration. Higher levels of automation authority can
reduce an operator’s awareness of critical events [26.19]
as well as reduce their sense of accountability [26.20].
Systems that promote collaboration with an automated
agent could possibly alleviate the offloading of attention
and accountability to the automation, or collaboration
may further distance operators from their tasks and ac-
tions and promote these biases. There has been very
little research in this area, and given the vital nature
of many time-critical systems that have some degree of
human–computer collaboration (e.g., air-traffic control
and military command and control), the importance of
the social impact of such systems should not be over-
looked.
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