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Preface

The Latin American Theoretical INformatics Symposium (LATIN) is becoming
a traditional and high-quality conference on the Theory of Computing. Previous
conferences have been organized twice in Brazil: São Paulo (1992) and Campinas
(1998); twice in Chile: Valparáıso (1995) and Valdivia (2006); once in Uruguay:
Punta del Este (2000); once in Mexico: Cancun (2002); and once in Argentina:
Buenos Aires (2004).

This volume contains the proceedings of the 8th Latin American Theoreti-
cal INformatics Symposium (LATIN 2008), which was held in Búzios, Rio de
Janeiro, Brazil, April 7–11, 2008.

A total of 242 papers were reviewed by the program committee. Among them,
66 were selected for presentation at the conference. The selection was based on
the papers’ originality, quality and relevance to Theoretical Computer Science.

This volume also contains the extended abstract associated with the invited
talk of Wojciech Szpankowski. We also had 4 invited talks by Cláudio Leonardo
Lucchesi, Eva Tardos, Moni Naor and Robert Tarjan.

We would like to thank all members of the PC for their thorough work, which
resulted in a good selection of papers; the members of the Steering Committee for
their insightful advice and for sharing their experience with us; and the members
of our community who served as referees.

In addition, we thank all our sponsors, Microsoft, UOL, IFIP, HP, Yahoo!,
FAPERJ, CNPq and CAPES, and Springer for their continuous support.

April 2008 Eduardo Laber
Claudson Bornstein

Loana Nogueira
Luerbio Faria
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Abstract. The profile of a trie, the most popular data structures on
words, is a parameter that represents the number of nodes (either in-
ternal or external) with the same distance to the root. Several, if not
all, trie parameters such as height, size, depth, shortest path, and fill-
up level can be uniformly analyzed through the (external and internal)
profiles. The analysis of profiles is surprisingly arduous but once it is
carried out it reveals unusually intriguing and interesting behavior. We
present a detailed study of the distribution of the profiles in a trie built
over strings generated by a memoryless source (extension to Markov
sources is possible). Our results are derived by methods of analytic algo-
rithmics such as generating functions, Mellin transform, Poissonization
and de-Poissonization, the saddle-point method, singularity analysis and
uniform asymptotic analysis.

1 Introduction

Tries are prototype data structure useful for many indexing and retrieval pur-
poses. Due to their simplicity and efficiency, tries found widespread use in diverse
applications ranging from document taxonomy to IP addresses lookup and dis-
tributed hashing, from data compression to dynamic hashing, from partial-match
queries to speech recognition, from leader election algorithms to distributed hash-
ing tables (see [3,7,8,15]). In this paper, we are concerned with probabilistic
properties of the profiles of tries, where the profile of a tree is the sequence of
numbers each counting the number of nodes with the same distance to the root.
We discover several new phenomena in the profiles of tries built over strings gen-
erated by a random memoryless source, and develop asymptotic tools to describe
them.

Tries are natural choice of data structures when the input records involve a
notion of alphabets or digits. They are often used to store such data so that
future retrieval can be made efficient. Given a sequence of n words over the

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 1–11, 2008.
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alphabet {a1, . . . , am}, m ≥ 2, we can construct a trie as follows. If n = 0, then
the trie is empty. If n = 1, then a single (external) node holding the word is
allocated. If n ≥ 1, then the trie consists of a root (internal) node directing
words to the m subtrees according to the first symbol of each word, and words
directed to the same subtree are themselves tries (see [7,8,15] for more details).
For simplicity, we deal only with binary tries in this paper. In Figure 1 we plot
a binary trie of 5 strings.

0000

0

0001

1

0

0

0

10

0

110

0

111

1

1

1

Bn,0 = 0, In,0 = 1

Bn,1 = 0, In,1 = 2

Bn,2 = 1, In,2 = 2

Bn,3 = 2, In,3 = 1

Bn,4 = 2, In,4 = 0

Fig. 1. A trie of n = 5 records and its profiles: the circles represent internal nodes and
rectangles holding the records are external nodes

Throughout the paper, we write Bn,k to denote the number of external nodes
(leaves) at distance k from the root; the number of internal nodes at distance
k from the root is denoted by In,k. For simplicity, we will refer to Bn,k as the
external profile and In,k the internal profile. Figure 1 shows a trie and its profiles.

In this paper we study the profiles of a trie built over n binary strings gen-
erated by a memoryless source. More precisely, we assume that the input is a
sequence of n independent and identically distributed random variables, each
being composed of an infinite sequence of Bernoulli random variables with mean
p, where 0 < p < 1 is the probability of a “1” and q := 1−p is the probability of
a “0”. The typical behaviors under this simple model often hold under more gen-
eral models such as Markovian or dynamical sources, although the technicalities
are usually more involved.

The motivation of studying the profiles is multifold. First, there are fine shape
measures closely connected to many other cost measures on tries; some of them
are indicated below. Second, at least for the first moment, they are also as-
ymptotically close to the profiles of suffix trees, which in turn have a direct
combinatorial interpretation in terms of words; see [9,15] for more information
and another interpretation in terms of urn models. Third, not only the analytic
problems are mathematically challenging, but the diverse new phenomena they
exhibit are highly interesting and unusual. Fourth, our findings imply several
new results on other shape parameters. Finally, most properties of random tries
have also a prototype character and are expected to hold for other varieties
of digital search trees (and under more general random models), although the
proofs are generally more complicated.
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Due to the usefulness of tries, many cost measures, discussed below, on random
tries have been studied in the literature since the early 1970’s, and most of
these measures can be expressed and analyzed through the profiles studied in
this paper. The depth of a trie is the distance from the root to a randomly
selected node; its distribution is given by the expected external profile divided
by n. The total path length, the sum of distances between nodes and the root, is
defined as

∑
j jIn,j . The size of a trie is the total number of internal nodes, or∑

j In,j . The height of a trie is the length of the longest path from the root, or
max{j : Bn,j > 0}. The shortest path, the length of the shortest path from the
root to an external node, is given by min{j : Bn,j > 0}. The largest full level of
a trie, called a fill-up level, is given by max{j : In,j = 2j}.

We observe that by assumption of the model, the probability generating func-
tion Pn,k(y) := E(yBn,k) of the external profile satisfies the recurrence

Pn,k(y) =
∑

0≤j≤n

(
n

j

)

pjqn−jPj,k−1(y)Pn−j,k−1(y) (n ≥ 2; k ≥ 1), (1)

with the initial conditions Pn,k(y) = 1 + δn,1δk,0(y − 1) when either n ≤ 1 and
k ≥ 0 or k = 0 and n ≥ 0, where δa,b is the Kronecker symbol. Observe that this
recurrence depends on two parameters n and k, which makes the analysis quite
challenging, as we will demonstrate in this paper. The probability generating
functions of the internal profile satisfy the same recurrence (1) but with different
initial conditions.

From (1), the moments of Bn,k and In,k (centered or not) are seen to satisfy
a recurrence of the form

xn,k = an,k +
∑

0≤j≤n

(
n

j

)

pjqn−j (xj,k−1 + xn−j,k−1) ,

with suitable initial conditions, where an,k are known (either explicitly or in-
ductively). A standard approach is to consider the Poisson generating function
f̃k(z) := e−z

∑
n xn,kzn/n!, which in turn satisfies the functional equation

f̃k(z) = g̃k(z) + f̃k−1(pz) + f̃k−1(qz),

with a suitable g̃k(z). This equation can be solved explicitly by a simple iteration
argument and asymptotically by using the Mellin transform ([2,15]). The final
step is to invert from the asymptotics of the Poisson generating function f̃k(z) to
recover the asymptotics of xn,k. This last step is guided by the Poisson heuristic,
which roughly states that

if a sequence {xn}n is “smooth enough,” then xn ∼ e−n
∑

j≥0 xjn
j/j! (2)

where xn ∼ yn if limn→∞ xn/yn = 1. By means of the Poisson heuristic
(2), we expect that the expected profile μn,k := E(Bn,k) satisfies μn,k ∼
e−n

∑
j≥0 μj,knj/j!. However, as we will see, such a heuristic holds in our case

when q2kn → 0 but fails otherwise. The reason is that μn,k is too small in this
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range. We should mention that we need uniformity for our asymptotic approxi-
mations in k (varying with n) and in z (in some region in the complex plane) in
order to invert the results to obtain xn,k by suitable complex analysis.

As far as probabilistic properties of the profiles of random tries are concerned,
very little is known in the literature. Since the distribution of the depth Dn in
random tries is given by P(Dn = k) = μn,k/n, where we recall μn,k := E(Bn,k),
the asymptotics of the expected profile μn,k for n → ∞ and varying k = k(n)
can be regarded as local limit theorems for Dn. Although many papers addressed
the limiting behaviors of the depth, none dealt with the local limit theorem of
Dn and the asymptotics of μn,k for varying k. Our result implies an unusual
type of local limit theorem for Dn.

On the other hand, Pittel [12] showed that the distribution of the number of
pairs of input-strings having a common prefix of length at least k is asymptoti-
cally Poisson when k is close to the height. Devroye [1] showed that

if
E(Bn,k)√

n
→ ∞ then

Bn,k

E(Bn,k)
→ 1 in probability;

if E(In,k) → ∞ then
In,k

E(In,k)
→ 1 in probability,

under very general assumptions on the underlying models. These represent known
results concerning profiles. We will see that convergence in probability in both
cases holds as long as the variance tends to infinity.

Our results are described in details in the next section. In a brief summary,
we show inter alia that for k ≤ (1 − ε) log n/ log(1/q) the average profile μn,k is
exponentially small, where ε > 0 is small. When k increases and lies in the range
(log n − log log log n + O(1))/ log(1/q), then μn,k decays to zero logarithmically
until k > k∗ for a specific threshold k∗ in this range beyond which μn,k suddenly
grows unbounded in a logarithmic rate. The rate becomes polynomial Θ(nυ) for
some 0 < υ ≤ 1 when

1
log(1/q)

(1 + ε) log n ≤ k ≤ 2
log(1/(p2 + q2))

(1 − ε) log n.

Surprisingly enough, for this range of k an oscillating factor emerges in the
expected profile behavior, that is, E(Bn,k) ≈ G(logp/q pkn)nv/

√
log n, where G

is a bounded periodic function. Such a behavior is a consequence of an infinite
number of saddle-points appearing in the integrand of the associated Mellin
integral transform. This was first observed for the internal profile by Nicodème
[9]. For larger values of k, these oscillations disappear since the behavior of the
expected profile is dominated by a polar singularity. We also show that a central
limit theorem holds for both external and internal profiles for a wide range of k;
furthermore, we also show that for k near the height the limiting distribution of
the profiles becomes Poisson. Some of these results were already anticipated in
[10] and the full version of this paper is [11].
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2 Summary of Main Results

We summarize in this section our main results. Crucial to our analysis of the
profiles is the asymptotics of the expected profiles. Not only are the results
fundamental and highly interesting, but also the analytic methods we used are
of certain generality.

From (1), we see that the expected external profile μn,k := E(Bn,k) satisfies
the following recurrence

μn,k =
∑

0≤j≤n

(
n

j

)

pjqn−j(μj,k−1 + μn−j,k−1), (3)

for n ≥ 2 and k ≥ 1 with the initial values μn,0 = 0 for all n 	= 1 and 1 for n = 1.
Furthermore, μ0,k = 0, k ≥ 0 and μ1,k = 0 for k ≥ 1 and equal to 1 when k = 0.

We solve asymptotically (3) for various ranges of k when p 	= q; a crude
description of the asymptotics of μn,k is as follows.

log μn,k

log n
→

⎧
⎪⎪⎨

⎪⎪⎩

0, if α ≤ α1;
−ρ + α log(p−ρ + q−ρ), if α1 ≤ α ≤ α2;
2 + α log(p2 + q2), if α2 ≤ α ≤ α3;
0, if α ≥ α3,

(4)

where

α1 :=
1

log(1/q)
, α2 :=

p2 + q2

p2 log(1/p) + q2 log(1/q)
, and α3 :=

2

log(1/(p2 + q2))
(5)

are delimiters of α := limn k/ logn (k = k(n)), and

ρ :=
1

log(p/q)
log

(
1 − α log(1/p)
α log(1/q) − 1

)

.

We also define α0 := 2/(log(1/p) + log(1/q)). Note that α1 ≤ α2; see Figure 2.
The limiting estimate (4) gives a rough picture of μn,k as follows: μn,k is of
polynomial growth rate when α1 + ε ≤ α ≤ α3 − ε, and is smaller than any
polynomial powers when 0 ≤ α ≤ α1−ε and α ≥ α3+ε. Near the two boundaries
α1 and α3, the behaviors of μn,k will undergo phase-changes from being sub-
polynomial to being polynomial or the other way around.

To derive more precise asymptotics of μn,k than the phase transitions (4) of the
polynomial order of μn,k, we divide all possible values of k into four overlapping
ranges.

(I) Elementary range: 1 ≤ k ≤ α1(log n − log log log n + O(1));
(II) Saddle-point range: α1(log n−log log log n+Kn) ≤ k ≤ α2(log n−Kn

√
log n);

(III) Gaussian transitional range: k = α2 log n + o((log n)2/3);
(IV) Polar singularity range: k ≥ α2 log n + Kn

√
log n,

where, throughout this paper, Kn ≥ 1 represents a (generic) sequence tending
to infinity.
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p
0.5 0.6 0.7 0.8 0.9 1

2

4

6

8

10

α1

α2

α3

0 2 4 6 8 10

0.2

0.4

0.6

0.8

1

p = 0.9

p = 0.85

α2

Fig. 2. Left: A plot of α1, α2, and α3 (defined in (5)) as functions of p. Right:
The (non-zero) limiting order of log μn,k/ log n plotted against α = limn k/ log n for
p = 0.55, 0.6, . . . , 0.9 (the spans of the curves increase as p grows). The vertical lines
represent the positions of α2 (to the right of which the curves are straight lines);
see (4).

For convenience, we also write

Ln := log n, LLn := log log n, LLLn := log log log n.

The generic symbol ε is always used to represent a suitably small constant whose
value may vary from one occurrence to another, and Kn denotes any sequence
tending to infinity. The symbol f(n) = Θ(g(n)) means that there are positive
constants C and C′ such that C|g(n)| ≤ |f(n)| ≤ C′|g(n)|.

Theorem 1 below precisely characterize the profile in range (I). Define

km := α1

(

Ln − LLLn + log
(

p

q
− 1

)

+ m log
p

q

)

(m ≥ 0), (6)

Sn,k,j :=
(

k

j

)

pjqk−jn
(
1 − pjqk−j

)n−1
(0 ≤ j ≤ k).

Also, define k−1 = 0.

Theorem 1 (Asymptotics of μn,k in Range (I)). Assume m ≥ 0. If

km−1 +
α1Kn

LLn
≤ k ≤ km − α1Kn

LLn
, (7)

then

μn,k = Sn,k,m

(
1 + O((m + 1)e−Kn)

)
. (8)

If k = km + α1x/LLn, where x = o(
√

LLn), then

μn,k = Sn,k,m

(

1 +
pα1e

x

q(m + 1)

) (
1 + O

(
x2LL−1

n + (m + 1)L−(1−q/p)
n

))
. (9)
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Roughly speaking, for k lying in range (I) the expected external profile μn,k

decays first exponentially fast (asymptotic to qkn(1 − qk)n−1). Then, when k
is around α1(log n − log log log n + log(p/q − 1) + m log(p/q)) for some integer
m ≥ 0,

μn,k ∼ km

m!
pmqk−mne−npmqk−m

,

which is of order

μn,k = O

(
log log n

logξ−m n

)

,

for some ξ. Thus, for m < ξ the expected external profile decays only logarith-
mically, but for m ≥ ξ it increases logarithmically.

The behavior of μn,k in range (II) is described in Theorem 2 below. This is
the most interesting region.

Theorem 2 (Asymptotics of μn,k in Range (II)). If k is in range (II), then

μn,k = G1

(
ρ; logp/q pkn

) n−ρ (p−ρ + q−ρ)k

√
2πβ2(ρ)k

(

1 + O

(
1

k(p/q)ρ
+

1
k(ρ + 2)2

))

,

(10)

where ρ = ρ(n, k) > −2 is chosen to satisfy the saddle-point equation
⎧
⎪⎨

⎪⎩

∂

∂ρ

(
ρρe−ρn−ρ(p−ρ + q−ρ)k

)
= 0, if ρ ≥ 1;

∂

∂ρ

(
n−ρ(p−ρ + q−ρ)k

)
= 0, if ρ ≤ 1,

(11)

and

β2(ρ) :=
p−ρq−ρ log(p/q)2

(p−ρ + q−ρ)2
, (12)

G1(ρ; x) =
∑

j∈Z

g(ρ + itj)Γ (ρ + 1 + itj)e−2jπix (tj := 2jπ/ log(p/q))

where g(s) = 1 − 1/(p−s + q−s), and G1(ρ, x) is a 1-periodic function (see Fig-
ures 3).

As clearly spelled out in the above findings, the situation in range (II) becomes
highly nontrivial and interesting. More precisely, for α1(1+ε) logn ≤ k ≤ α2(1−
ε) log n, we find that

μn,k ∼ G1

(
ρ; logp/q pkn

) pρqρ(p−ρ + q−ρ)
√

2παn,k log(p/q)
× nυ1

√
log n

,

where (αn,k := k/ logn)

υ1 = −ρ + αn,k log(p−ρ + q−ρ),

ρ = − 1
log(p/q)

log
(

−1 − αn,k log q

1 + αn,k log p

)

,
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and G1(ρ; x) is a periodic function. We plot in Figures 3 the periodic parts of
G1(−1, x) for a few values of p. These oscillations are consequences of an infinite
number of saddle-points appearing in the integrand of the associated Mellin
transform of the expected profile.

6 × 10−23

−6 × 10−23

1
p = 0.55

3 × 10−7

−3 × 10−7

1

p = 0.65

6 × 10−3

−6 × 10−3

1 p = 0.75

p = 0.85

p = 0.95

Fig. 3. The fluctuating part of the periodic function G1(−1; x) for p =
0.55, 0.65, . . . , 0.95 and for x in the unit interval; its amplitude tends to zero when
p → 0.5+

Finally, in ranges (III) and (IV) the expected profiles behaves as described in
the following two theorems.

Theorem 3. In range (IV), if

k ≥ α2

(
Ln + Kn

√
α2β2(−2)Ln

)
, (13)

where β2 is defined in (12), then

μn,k = 2pqn2(p2 + q2)k−1
(
1 + O

(
K−1

n e−K2
n/2+O(K3

n/
√

Ln)
))

, (14)

uniformly for 1 
 Kn = o(
√

Ln).

Theorem 4. In range (III), if

k = α2

(
Ln + ξ

√
α2β2(−2)Ln

)
, (15)

where ξ = ξn,k = o(L1/6
n ), then

μn,k = |g(−2)|Φ(ξ)n2
(
p2 + q2

)k
(

1 + O

(
1 + |ξ|3√

Ln

))

, (16)

uniformly in ξ, where Φ(ξ) = (2π)−1/2
∫ ξ

−∞ e−t2/2dt.

Roughly speaking, in Theorem 3 we prove that for k in range (IV)

μn,k ∼ 2pq

p2 + q2
nυ2 ,
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where υ2 = 2 + αn,k log(p2 + q2), and the periodic function disappears. In this
region, the asymptotic behavior of the expected profile is dictated by the expected
number of pairs (of input-strings) having common prefixes of length at least k. This
property is analytically reflected by a polar singularity in the associated Mellin
transform. Asymptotics of μn,k in range (III) for k = α2 log n + o(log2/3 n) is pre-
sented in Theorem 4. In this transitional range, the saddle-point coalesces with the
polar singularity, so we use the Gaussian integral to describe the behavior of μn,k.

In summary, our results roughly state that μn,k → 0 when 1 ≤ k ≤ k∗ for some
k∗ close to α1(log n− log log log n+O(1)), then μn,k tends abruptly to infinity at a
logarithmic rate when k > k∗. Such an abrupt change has already been observed
before in the literature for the shortest path and the fill-up level (see [6,12]), but not
much is known for μn,k beyond that. Then we show that μn,k grows polynomially
when k lies in the range α1(1 + ε) log n ≤ k ≤ α3(1 − ε) log n, reaching the peak
where it is of order n/

√
log n; it decays in a slower rate afterwards until it tends to

zero again when k ≥ α3(log n + Kn). A salient feature here is the presence of an
oscillating function in the asymptotic approximation when p 	= q1.

The expected value of the internal profile E(In,k) is analyzed in a similar
fashion. In particular, the expected internal profile is asymptotically equivalent
to 2k for k ≤ α0(log n − Kn

√
log n), where α0 := 2/(log(1/p) + log(1/q)). When

k ≥ α2(log n+Kn

√
log n), then E(In,k) ∼ (p2+q2)E(Bn,k)/pq. Between these two

ranges, it is again the infinite number of saddle-points that yields the dominant
asymptotic approximation. Unlike μn,k, an additional phase transition appears
in the asymptotics of the E(In,k) when k = α0 log n + O(

√
log n), reflecting the

structural change of the internal nodes from being asymptotically full to being
of the same order as the number of external nodes.

Next we deal with variances of the external and internal profiles. Theorem 5
describes their the asymptotic behaviors.

Theorem 5. (i) If 1 ≤ k ≤ α1(1 + o(1))Ln, then

σ2
n,k ∼ μn,k. (17)

(ii) If α1(Ln − LLLn + Kn) ≤ k ≤ α2(Ln − Kn

√
Ln), then

σ2
n,k = G2

(
ρ; logp/q pkn

) n−ρ (p−ρ + q−ρ)k

√
2πβ2(ρ)k

(

1 + O

(
1

k(p/q)ρ
+

1
k(ρ + 2)2

))

,

(18)

where ρ = ρ(n, k) > −2 is given in (11) and

G2(ρ; x) =
∑

j∈Z

h(ρ + itj)Γ (ρ + 1 + itj)e−2jπix (tj := 2jπ/ log(p/q)).

(iii) If k ≥ α2(1 − o(1))Ln, then
1 The expected values of many shape characteristics of random tries often exhibit the

asymptotic pattern: ∼ F (logc n)n if log p/ log q is rational for some periodic function
F and constant c expressible in terms of p, and ∼ Cn if log p/ log q is irrational; see
[5,14,15]
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σ2
n,k ∼ 2μn,k. (19)

We observe that asymptotically the variance of the profile turns out to be of
the same order as the expected value for all ranges of k ≥ 1, namely, V(Bn,k) =
Θ(E(Bn,k)). In fact, we show that V(Bn,k) ∼ E(Bn,k) in range (I), while V(Bn,k) ∼
2E(Bn,k) in range (IV), and in range (II) (polynomial growth) the variance and the
expected profile differ only by the oscillating functions. The variance of the internal
profile behaves almost identically to the variance of the external profile; roughly,
V(In,k) = Θ(V(Bn,k)) for all k.

Finally, we establish some distributional results as shown below.

Theorem 6. (i) If σn,k → ∞, then

Bn,k − μn,k

σn,k

d−→ N (0, 1), (20)

where N (0, 1) denotes a standard normal random variable and d−→ stands for
convergence in distribution. (ii) If σn,k = Θ(1), then

{
P (Bn,k = 2m) =

λm
0

m!
e−λ0 + o(1),

P (Bn,k = 2m + 1) = o(1),
(21)

uniformly for (finite) m ≥ 0, where λ0 := pqn2(p2 + q2)k−1.

Similarly, for the internal profile we have the following result.

Theorem 7. (i) If V(In,k) → ∞, then

In,k − E(In,k)
√

V(In,k)
d−→ N (0, 1)

(ii) If V(In,k) = Θ(1), then, with λ1 := n2(p2 + q2)/2,

P(In,k = m) =
λm

1

m!
e−λ1 + o(1), (22)

for all m ≥ 0.
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Abstract. We consider the random 2-XOR satisfiability problem, in
which each instance is a formula that is a conjunction of m Boolean equa-
tions of the form x ⊕ y = 0 or x ⊕ y = 1. Random formulas on n Boolean
variables are chosen uniformly at random from among all

�
n(n−1)

m

�
possi-

ble choices. This problem is known to have a coarse transition as n and
m tends to infinity in the ratio m/n → c in particular the probability
p(n, cn) that a random 2-XOR formula is satisfiable tends to zero when
c reaches c = 1/2. We determine the rate n−1/12 at which this proba-
bility approaches zero inside the scaling window m = n

2 (1 + μn−1/3).
This main result is based on a first exact enumeration result about the
number of connected components of some constrained family of random
edge-weighted (0/1) graphs, namely those without cycles of odd weight.
This study relies on the symbolic method and analytical tools coming
from generating function theory which enable us to describe the evo-
lution of n1/12 p(n, n

2 (1 + μn−1/3)) as a function of μ. Our results are
in accordance with those obtained by statistical physics methods, their
tightness points out the benefit one could get in developping generating
function methods for the investigation of phase transition associated to
Constrained Satisfaction Problems.

1 Introduction

1.1 Context

The last decade has seen a growth of interest in the phase transition for Boolean
Satisfiability (SAT) and more generally for Constraint Satisfaction Problems
(CSP). For any k ≥ 2, the random version of the famous k-SAT problem is
known to exhibit a sharp [12] phase transition in the sense that, as the density
c of formulas (where the number of clauses is c times the number of variables) is
increased, formulas abruptly change from being satisfiable to being unsatisfiable
at a critical threshold point. For general CSP, determining the nature of the
phase transition (sharp or coarse), locating it, determining a precise scaling
window and better understanding the structure of the space of solutions turn

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 12–23, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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out to be very challenging tasks, which have aroused a lot of interest in different
communities, namely mathematics, computer science and statistical physics (see
e.g. [11], [1]). It is well known that a random 2-SAT formula with density c < 1
is satisfiable with probability tending to 1 as the number n of variables tends
to infinity, while for c > 1, the probability of satisfiability tends to 0 as n tends
to infinity [9], [13]. Indeed there is now, [2], a detailed picture of the transition
yielding a scaling window of size Θ(n2/3). For greater values of k much less is
known about the precise behaviour of random k-SAT near the threshold point
whose exact location is still an open problem.

The difficulty of identifying transition factors and of performing theoretical
explorations of the SAT transition has incited many researchers to turn to a vari-
ant of the SAT problem: the k-XORSAT problem. One is given a linear system
over n Boolean variables, composed of m equations modulo 2, each involving ex-
actly k ≥ 2 variables. This problem introduced in [5] has contributed to develop
or validate techniques, thus revealing typical behaviors of both random instances
and their space of solutions for SAT-type problems (see, e.g., [4,10,23]). Partic-
ularly 2-XORSAT appears to be a seed of coarseness for the transition of a wide
class of CSP [7]. Our main goal is to give a precise description of the scaling
window associated to the critical ratio c = 1

2 , the zero point of satisfiability
for 2-XORSAT. In using the so-called symbolic method from generating func-
tion theory [19], we give enumerative and analytic results related to random
2-XORSAT formula that make possible a rigorous verification of the prediction
made by statistical physics technique.

Let us note that the satisfiability of 2-XORSAT formulas is strongly related to
the existence of cycles in graphs. Such a formula s of density c can be represented
by a weighted graph G(s) with n vertices (one for each variable) and cn weighted
(0 or 1) edges. For each equation xi ⊕ xj = ε, we add the edge {xi, xj} weighted
ε. Then, observe that formula s is satisfiable if and only if G(s) does not contain
any cycle of odd weight. From this, one can deduce, see [6], that the probability
p(n, m) that a random 2-XORSAT formula over n variables with m equations is
satisfiable verifies:

lim
n→+∞ p(n, cn) = exp(c/2) · (1 − 2c)1/4 for 0 ≤ c ≤ 1/2 and 0 otherwise.

Figure 1 shows the evolution of p(n, cn) as function of the density c, and for
various sizes n, as well as the asymptotic limiting curve i.e. the threshold dis-
tribution function of the monotone property 2-XORSAT. As noticed in [27], a
spectacular change of finite-size effects appears when c gets closer to c = 1

2 , the
zero satisfiability point. We will give a precise characterization of this phenom-
enon, in particular we will show that the probability of satisfiability is of order of
magnitude Θ(n−1/12) as the number of variables n gets large and whenever the
number of equations satisfies m = n

2 (1 + μn−1/3), μ being a fixed real number.

1.2 Main Result and Outline of Proof

Whenever the tuned parameter μ is fixed, our main finding can be stated pre-
cisely as follows :
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0,6

0,4

0,2

c

0
0,80,60,40,20

1

0,8

Fig. 1. Probability p(n, cn) that a
random 2-XOR formula with cn
equations and n variables is satisfi-
able as a function of the ratio c, for
various size of n (dashed n = 1000,
dotted n = 2000) and the asymp-
totic threshold function (bold full
line)

1,6

1,2

0,8

4

0,4

0
20-2-4

Fig. 2. Rescaled probability at the
zero threshold point c = 1/2:
n1/12 p(n, n/2 + μn−1/3) as a func-
tion of μ , for n = 1000 (dashed),
n = 2000 (dotted) with the theoret-
ical limit (bold full line)

Theorem 1. Let μ be any real constant. The probability p(n, m) that a ran-
dom 2-XORSAT formula with n variables and m = n

2 (1 + μn−1/3) equations is
satisfiable verifies :

lim
n→∞n1/12p(n, m) =

( ∞∑

r=0

√
2π e1/4er

2r
A(3r + 1/4, μ)

)

, (1)

where the sequence (er)r∈N satisfies

∞∑

r=0

erx
r = exp

( ∞∑

r=1

(6r)!
25r−132r(3r)! (2r)!

xr

)

(2)

and

A(y, μ) =
e−μ3/6

3(y+1)/3

∑

k≥0

(
1
232/3μ

)k

k! Γ
(
(y + 1 − 2k)/3

) . (3)

Outline of the proof. For any r ≥ 0, let pr (n, m) be the probability that
an edge-weighted graph with m = 1

2n
(
1 + μn−1/3

)
weighted (0/1) edges and n

vertices has no cycle of odd weight and exactly n − m + r acyclic components (r
is the total excess of the graph see for example [21]). We have:

p(n, m) =
∑

r≥0

pr (n, m) .

Then, the two following facts show that our main result is a direct consequence
of the dominated convergence theorem.
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Fact (i): For all integer r ≥ 0

n1/12pr (n, m) ∼
√

2π e1/4er

2r
A(3r + 1/4, μ) . (4)

Fact (ii): There exits R, C, ε > 0 such that for all r ≥ R and all n:

n1/12 pr (n, m) ≤ C e−ε r . (5)

In contrast with the above mentionned results on random 2-SAT, we obtain
sharper characterization in the scaling window. The accuracy of our results can
be compared to the one on the finite size scaling for the core of large random
hypergraphs in [14] expressed in terms of the Airy function. This function has
been encountered in the physics of the classical random graphs [21] and is shown
in [17,18] related to A(y, μ) appearing in our formula (1). In Figure 2, we give
empirical results corresponding to random 2-XORSAT formulas with n = 1000
(resp. n = 2000) variables around the point phase transition m = n

2 + μn2/3

2
with μ ∈ [−4, 4]. The figure illustrates the accuracy of formula (1).

1.3 Organization of the Paper and Further Results as |μ| is Large

In this paper, we embark on 2-XORSAT phase transition study with the pow-
erful tools developped by analytic combinatorics. We show that methods devel-
opped on simple graphs [29,30,17,21,24,25] are also well suited for constrained
weighted graphs associated to random 2-XORSAT formulas. In Section 2, The-
orem 2 gives an explicit differential recurrence between Exponential Generating
Functions C� of �-connected components of weighted graph without cycle of odd
weight. Then we deduce inequalities on C� involving simpler generating func-
tions that concentrate essential informations about the asymptotical behaviour
of C�’s coefficients. In Section 3 we give the extended proof of our main theorem
that is the one of facts (i) and (ii) mentionned above. To end this introductory
section, we mention without proof more estimates that might be obtained within
the same framework.

When |μ| growswith n (say for example μ = +n1/15 orμ = − log n2), the results
presented here can be extended to show that the probability p

(
n, n

2 + μn2/3

2

)
is

about ∼ e1/4|μ|1/4n−1/12 whenever μ tends to −∞. Similarly, p
(
n, n

2 + μn2/3

2

)
is

of order of magnitude O
(
μ−7/8 exp

(
−μ3/6

)
n−1/12

)
when μ tends to +∞ with n

but μ = O(n1/12). The proofs rely on the same principles except that instead of (4)
we have (6) and (7) :

• ∀r ∈ N and μ(n) s. t. |μ(n)| = O(n1/12) and limn→∞ μ(n) = −∞

lim
n→∞ n1/12|μ(n)|3r−1/4pr(n, m) =

e1/4er

2r
. (6)
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•• ∀r ∈ N and μ(n) s. t. μ(n) 
 1 but μ(n) = O(n1/12)

lim
n→∞n1/12 exp

(
μ(n)3

6

)

μ(n)7/8−3r/2 pr(n, m) =
1

23r/2+1/8Γ (3r/2 + 1/8)
.

(7)

2 Exact Enumeration

Recall that 2-XORSAT formula is satisfiable if and only if the associated weighted
graphs have no cycle of odd weight. In this paragraph, we investigate the EGF of
these combinatorial structures.

2.1 Generating Functions

We adapt the definitions on simple graphs [17,21] to simple (without self-loops
nor multiple edges), undirected and labeled graphs with weighted edges 0 or 1.

Let t(z) be the exponential generating function (EGF for short) of rooted
labeled trees, we know from [3] that:

t(z) = zet(z) =
∞∑

n=1

nn−1 zn

n!
. (8)

Recall that a tree on n vertices has n − 1 edges thus, in our case, the EGF of
rooted labeled weighted trees with edge weight from {0, 1} is:

T (z) =
∞∑

n=1

(2n)n−1 zn

n!
=

t(2z)
2

= ze2T (z) . (9)

The differential operator ϑz = z ∂
∂z corresponds to marking a vertex. To con-

sider a pair of distinct vertices we will use the differential operator ϑ2
z−ϑz

2 . From
(9) we get:

ϑz(T ) =
T

1 − 2T
ϑ2

z(T ) =
T

(1 − 2T )3
. (10)

For sake of simplicity, throughout the rest of this paper T ≡ T (z) which is given
by (9).

We say that a connected graph has excess � if it has �(≥ −1) more edges than
vertices. A connected component of excess � is also called �-component. If � > 0,
�-components are called complex. Let C� be the EGF of �-components without
cycles of odd weight. Observe that C−1 is the EGF of unrooted weighted trees
thus ϑz(C−1) = T , it follows that:

C−1(z) = T − T 2 =
∞∑

n=1

nn−22n−1 zn

n!
(11)

When the random graph [15,16] evolves, it has many sparse �-components (−1 ≤
�). Let us define the total excess of a graph as follows (see also [21, Section 13]) :
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the total excess of a graph is the number of edges plus the number of acyclic
components, minus the number of vertices. Let Er(z) be the EGF of all complex
graphs (connected or not) without cycles of odd weight with a positive total
excess r. By definition, we have E0(z) = 1, E1(z) = C1(z) and the relations

Er(z) = [xr] exp

( ∞∑

i=1

xiCi(z)

)

rEr =
r∑

k=1

kCk Er−k . (12)

(The last equality is obtained by differentiating
∑

xrEr(z) w.r.t. x and equating
the coefficients of xr−1.)

A smooth graph is one without vertices of degree one. Smooth graphs can
be obtained by recursively pruning the vertices of degree one, i.e. by cutting off
repeatedly any vertex of degree 1 in the graph. Conversely, given any smooth
graph, we obtain all graphs that prune down to it by simply sprouting a (rooted)
tree from each reduced vertex. Accordingly, let C̃� be the EGF of smooth �-
components without cycles of odd weight, it follows that the EGFs C�, C̃� and
T satisfy for any � ≥ 0:

C�(z) = C̃� (T (z)) . (13)

From n(≥ 3) labeled vertices, one can form 2nn!
2n distinct elementary weighted

cycle of length n. There is only one weighted (odd) cycle of length 2 and for
greater length as many cycles of odd weight as cycles of even weight. Thus, we
obtain

C̃0(z) =
1
4

∞∑

n=3

2n zn

n!
=

1
4

log
(

1
1 − 2z

)

− z

2
− z2

2
.

From (13) we then have

C0 =
1
4

log
(

1
1 − 2T

)

− T

2
− T 2

2
. (14)

In order to study random 2-XORSAT formula by means of enumerative ap-
proach, we have to compute the EGFs C�.

2.2 Differential Recurrence for EGFs

Observe that our combinatorial structures are constrained since the considered
weighted graphs are without cycles of odd weights. As shown by the longstanding
open problem of enumerating exactly triangle-free graphs [20], it is in general
extremely difficult to derive EGFs of such structures [26]. However, the following
Theorem gives exact enumerative results for the EGFs C� for all � ≥ −1.

Theorem 2. Let C� be the EGF of �-components without cycles of odd weight.
We have,

C−1 = T − T 2, C0 =
1
4

log
(

1
1 − 2T

)

− T

2
− T 2

2
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and for � ≥ 0, C�+1(z) verifies the differential equation

(1 − 2T (z))ϑzC�+1(z) + (� + 1)C�+1(z) =

(
ϑ2

z − 3ϑz − 2�
)

2
C�(z)

+
�∑

p=0

(ϑzCp(z)) (ϑzC�−p(z)) ,

(15)

where ϑz = z ∂
∂z and T is given by (9).

Proof. We shall use multivariate exponential generating functions (EGF’s) to
study family of graphs with labeled vertices and edges weighted in {0, 1}. If F
is such a family the associated EGF is the formal power series

F (w, u, z) =
∑

M∈F
wm1(M)um0(M) zn(M)

n(M)!
, (16)

where n(M) is the number of vertices of a graph M and m0(M) (resp. m1(M))
denotes the number of edges of weight 0 (resp. 1) of M . Also, a graph M is of
odd (resp. even) weight iff m1(M) is odd (resp. even).

To prove (15), we show the following

(ϑw + ϑu)C�+1 + (u + w)
(

ϑ2
z − ϑz

4

)

C� = w

(
ϑ2

z − ϑz

2
− ϑw

)

C�

+ u

(
ϑ2

z − ϑz

2
− ϑu

)

C� +
(w + u)

2

�+1∑

p=−1

(ϑzCp) (ϑzC�−p) , (� ≥ 0) . (17)

which gives more lights on the combinatorial interpretations of (15).
The second term, i.e. the summation, in the RHS of (17) reflects the choices of

one vertex vp from a connected p-component (p ∈ [−1 , � + 1]) and another vertex
v�−p from an (�−p)-component (both components without cycles of odd weight)
in order to add a distinguished edge of weight 1 (resp. 0), viz. vp 1− − v�−p (resp.
vp 0− − v�−p), between the two previously disconnected components.

In the RHS of (17), the two terms before the summation correspond to adding
a distinguished edge (respectively of weight 1 or 0) to an existing �-component
without cycles of odd weight. To add this last edge, we may choose a pair of
distinct vertices not already connected by an edge of weight 1 (resp. 0) thus
the operator ϑ2

z−ϑz

2 − ϑw (resp. ϑ2
z−ϑz

2 − ϑu). We observe that this last edge
(independently of its weight) can introduce cycles of odd weight.

Next, the first term in the LHS of (17) corresponds to starting with a con-
nected component of C�+1 having a distinguished edge.

Finally, the second term in the LHS of (17) take into account the constructions
containing cycles of odd weight with a marked edge whose deletion will suppress
all the cycles of odd weight. For this last term, let us first remark that if we
choose any pair of distinguished vertices in a connected component without
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cycles of odd weight there is exactly one possibility to insert a weighted edge
between these two vertices in order to create an odd cycle. Second, observe that
the number of such constructions obtained in adding an edge of weight 0 is equal
to the one when adding an edge of weight 1, thus the operator ϑ2

z−ϑz

4 .
Observe that univariate EGF can be obtained from multivariate EGF by

setting w = u = 1, thereby ignoring the number of edges and their respective
weights. Now (15) appears as a direct consequence of (17).

Note that equations (10) and (15) allow us to compute the sequence of EGFs
(C�)�≥−1 and the first of them are given by: C1 = 2 T 4(3−2T )

3(1−2 T )3
and

C2 =
T 4(1+28 T−46 T 2+36 T 3−8 T 4)

3(1−2 T )6
. When performing partial fraction decomposi-

tion w.r.t. T , it yields

C1 =
5
48

1
(1 − 2 T )3

− 19
48

1
(1 − 2 T )2

+
13
24

1
(1 − 2 T )

− 1
4

− 1
8
T +

1
12

T 2 .

2.3 Inequalities for EGFs

For our purpose, we need the following notations :

Definition 1. If A(z) =
∑

n anzn and B(z) =
∑

n bnzn are two formal power
series, we write A(z) � B(z) if and only if ∀n ∈ N and n ≥ 3, an = [zn] A(z) ≤
bn = [zn] B(z).

Expanding the series (1 − 2 T )ϑzA(z) + (� + 1)A(z) we have:

n! [zn]
��

(1−2 T
�
ϑzA(z)+(�+1)A(z)

�
= (n+ �+1)an −

n�
k=1

�
n

k

�
2kkk−1(n−k)an−k

(18)

This proves the following result :

Lemma 1. Let A(z) =
∑

n≥0

an
zn

n!
, and � ∈ N. If

(
1−2 T

)
ϑzA(z)+(�+1)A(z)  0

then A(z)  0.

Theorem 3. Let b1 = 5
48 , c1 = 19/48. For � ≥ 1

2(� + 1)b�+1 = 3�(� + 1)b� + 6
�−1∑

p=1

p(� − p)bpb�−p and

2(3� + 2)c�+1 = 8(� + 1)b�+1 + 3�b� + (3� − 1)(3� + 2)c�

+ 12
�−1∑

p=1

p(3� − 3p − 1)bpc�−p . (19)

Then, for � ≥ 1

b�

(1 − 2T )3�
− c�

(1 − 2T )3�−1
� C�(z) � b�

(1 − 2T )3�
. (20)
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Proof. By induction on �. Due to place limitation, the proof is omitted.

As a consequence of Theorem 3, we have:

Corollary 1. We have E0(z) = 1 and E1(z) = C1(z). For � ≥ 1, the EGFs E�

satisfies
e�

(1 − 2T )3�
− f�

(1 − 2T )3�−1
� E� � e�

(1 − 2T )3�
, (21)

where the sequences (b�), (c�) and (e�) are defined respectively by (19) and by
e� =

∑�
k=1 k bk e�−k; f1 = c1 = 19

48 and

f� = c� +
1
�

�−1∑

k=1

(kcke�−k + kbkf�−k) , (� ≥ 2) . (22)

Proof. The bounds are derived by induction.

3 Proof of Theorem 1

In this paragraph, we focus on the studies of random 2-XORSAT formula in-
side the critical window. Recall that we consider random formulas on n Boolean
variables, chosen uniformly at random from among all

(
n(n−1)

m

)
possible choices.

The satisfiability of such formulas is the same as the probability that our ran-
dom weighted graphs have no cycles of odd weight. Such graphs with exactly
n vertices, m edges and a total excess r (r ≥ 0) have exactly n − m + r tree
components. Thus, they are enumerated by the following EGF:

C−1(z)n−m+r

(n − m + r)!
Er(z) exp (C0(z))

Therefore, the probability pr (n, m) that a graph with m = 1
2n

(
1 + μn−1/3

)

edges and n vertices has total excess r with all components without cycles of
odd weights is exactly

pr (n, m) =
n!

(
n(n−1)

m

) [zn]

(
T − T 2

)n−m+r

(n − m + r)!
Er(z)

e−T/2−T 2/2

(1 − 2T )1/4
. (23)

We used (11) and (14) for respectively C−1 and C0.

3.1 Proof of Fact (i)

The formula (24) below based on techniques introduced in [17] and following [21,
Lemma 3], is a key tool for the computation of such probabilities. Let r ∈ N be
fixed. If m = 1

2n
(
1 + μn−1/3

)
and if y is any real constant, we have

e−μ3/6−n

22m−n−2r
[zn]

(
T − T 2

)n−m+r
e−T/2−T 2/2

(1 − 2T )y
∼ e−3/8 A(y, μ)ny/3−2/3 (24)
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where A(y, μ) is given by (3). To prove (24), we first use Cauchy’s integral
formula and after the substitution τ = z

2e−z, so that T (τ) = z
2 . We then obtain

[zn]

(
T − T 2

)n−m+r
e

�
−T

2 −T2
2

�

(1 − 2T ))y =
en22m−n−2r−1

πi
×

∮

(1 − z)1−ye−z/4−z2/8enh(z) dz

z
, (25)

where

h(z) = z − 1 − log z −
(
1 − m

n

)
log

1
1 − (z − 1)2

. (26)

The proof of (24) can now be completed following the one of [21, Lemma 3], by
choosing the path of integration z = e−(α+it)n−1/3

where t runs from −πn1/3 to
πn1/3 and α is the positive solution of μ = 1

α − α. Note that h defined in (26)
is exactly the same as in [21, equation (10.12)] satisfying h(1) = h′(1) = 0 and
if m = n

2 h′′(1) = 0.
Next, using Stirling approximation it yields

n!
(
n(n−1)

m

)
1

(n − m + r)!
∼ π1/2 2−μn2/3+r+1/2

nr−1/2
e−μ3/6−n+5/8 . (27)

The ‘ny/3’ in (24) tells us that we have only to consider the term er

(1−2T )3r from
Er (the other term in the lower-bound of Er in the inequalities of Corollary 1
can be neglegted). Taking y = 3r + 1/4 after multiplying (24), (27) and er, we
obtain the result announced by (4).

3.2 Sketch of the Proof of Fact (ii)

By Corollary 1, (23) and using the change of variable τ = z
2e−z, the probability

pr (n, m) verifies

pr (n, m) ≤ n!
(
n(n−1)

m

)
er

(n − m + r)!
en22m−n−r−1

πi
×

∮ (
z(2 − z)
1 − z

)r

(1 − z)3/4−2re−z/4−z2/8enh(z)dz , (28)

with h(z) as in (26) and where the contour is a circle z = ρeiθ with 0 < ρ < 1.
Using complex analysis, it can be proved (details omitted) that

pr (n, m) < α2 r−5/12 n−1/12 exp
(

−μ3

6
+ μr2/3 +

(

log 3 − 2 log 2 − 1
2

)

r

)

,(29)

for some constant α2 > 0. Note that, the quantity (log 3 − 2 log 2 − 1
2 ) =

−.787 · · · < 0. Therefore, for r sufficiently large we have (5).
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4 Conclusion

We have shown that the generating function approach is well suited to make
precise the scaling window of a particular Contraint Satisfaction Problem: 2-
XORSAT. This problem is governed by the behaviour of cycles in random
weighted graphs thus our analysis is a first step towards a fine description of
the scaling window associated to other random CSPs like 2-Colourability, i.e.
bipartitness, or to random quantified XOR-formulas [8].
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Abstract. We investigate the natural situation of the dissemination of

information on various graph classes starting with a random set of in-

formed vertices called active. Initially active vertices are chosen inde-

pendently with probability p, and at any stage in the process, a vertex

becomes active if the majority of its neighbours are active, and there-

after never changes its state. We show that in any cubic graph, with high

probability, the information will not spread to all vertices in the graph

if p < 1
2 . We give families of graphs in which information spreads to all

vertices with high probability for relatively small values of p.

1 Introduction

Let G = (V, E) be a simple undirected graph. A configuration C of G is a function
that assigns to every vertex in V a value in {0, 1}. The value 1 means that the
corresponding vertex is active while the value 0 represents passive vertices.

We investigate the natural situation in which a vertex v needs a strong major-
ity of its neighbours, namely strictly more than 1

2d(v) neighbours, to be active
in order to become an active vertex. Therefore, consider the following rule of dis-
semination that acts on configurations: a passive vertex v whose strict majority
of neighbours are active becomes active; once active, a vertex never changes its
state. The initial configuration of a dissemination process is called an insemina-
tion. Since the set of active vertices grows monotonically in a finite set V , a fixed
point has to be reached after a finite number of steps. If the fixed point is such
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that all vertices have become active, then we say that the initial configuration
overruns the graph G. A community [10] (also called an alliance) in G is a subset
of nodes X ⊆ V each of which has at least as many neighbours in X as in V \X ,
i.e. for every v ∈ X , |N(v) ∩ X | ≥ |N(v) ∩ (V \ X)|. Notice that a configuration
overruns G if and only if it contains no community of passive vertices.

Dissemination has been intensively studied in the literature, using various
dissemination rules (see e.g. [17] for a survey). Among other types of rules we
can cite models in which a vertex becomes active if the total weight of its ac-
tive neighbours exceeds a fixed value [12], or symmetric majority voting rules,
for which an active vertex may also become passive if the number of passive
neighbours outweights the number of active neighbours [17]. One of the main
questions for each of these models is to find small sets of active vertices which
overrun the network. Several authors considered the problem of finding small
communities in arbitrary graphs or special graph classes [8,10].

In this work we consider a probabilistic framework. A random configuration
in which each vertex is active with probability p and passive with probability
1 − p is called a p-insemination. We are interested in the probability θp(G) that
a p-insemination overruns G. It is clear that θp(G) is a monotonic increasing
function of p. We investigate the majority dissemination process starting with a
p-insemination for various graph classes. Such random dissemination processes,
with different types of dissemination rules, have been studied in the literature
in the context of cellular automata or in bootstrap percolation [11].

One of the basic questions is to determine the ratio of active vertices (in
other words, the critical value of p) one needs in order to overrun the whole
graph with high probability. Without any restriction on the structure of the
underlying graph, it appears to be difficult to determine this ratio. It is therefore
more instructive to consider whole classes of graphs. If G is a class of graphs, let
G = (Gn)n∈N denote a generic sequence of graphs Gn ∈ G such that |V (Gn)| <

|V (Gn+1)| for all n ∈ N. We define dissemination half-thresholds p+
c and p−c of

class G by

p+
c (G) = inf{p | ∃G : lim θp(Gn) = 1}

p−c (G) = sup{p | ∀G : lim θp(Gn) = 0}

In words, for p < p−c and any increasing sequence G in G, the probability that
a random p-insemination overruns the graph tends to zero.

For example, for the class K of all complete graphs, it is straightforward to
see that p+

c (K) = p−c (K) = 1
2 . If for a class G the two half-thresholds are equal,

we say that pc(G) = p+
c (G) = p−c (G) is the dissemination threshold of class G.

It is convenient to introduce the following terminology: throughout the paper, if
(An)n∈N is a sequence of events in a probability space such that limn→∞ P[An] =
1, we write An a.a.s (asymptotically almost surely). For example, if p < p−c (G)
then a.a.s Gn ∈ G is not overrun by a p-insemination.
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In this paper, we consider dissemination on regular graphs and particular
classes of irregular graphs. First we consider regular graphs, for which we give
simple lower bounds for the dissemination half-threshold p−c , and we prove that
the threshold pc is exactly 1

2 for cubic graphs. In the second part, we give simple
explicit constructions of graph classes with relatively small dissemination half-
threshold p+

c (G). This counters the naive intuition that one should need about
half of the vertices to overrun the whole graph.

Regular graphs. The dissemination process, as we have mentioned, has been
studied for specific families of graphs, such as integer lattices, hypercubes, and
so on, all of which are regular graphs. More generally, let Gr be the family of
r-regular graphs. We observe that pc(G2) = 1, since a p-insemination overruns
a cycle if and only if there are no two consecutive passive vertices. A more
interesting case is the class Q of hypercube graphs: these are regular graphs
but with growing degrees. Following from more general results on families of
regular graphs with growing degrees, Balogh, Bollobás and Morris [5] showed
pc(Q) = 1

2 . Balogh and Pittel [6] considered dissemination on random r-regular
graphs. Consider Gn,r, a graph chosen uniformly at random from the family of
all r-regular graphs on n vertices, so G(r) = {Gn,r : n ∈ N}. It turns out that
pc(G(r)) a.a.s. exists and equals

pr := 1 − inf
y∈(0,1)

y

F (r − 1, 1 − y)

where F (r, y) is the probability of obtaining at most r/2 successes in r indepen-
dent trials with the success probability equal y. This leaves the determination
of the dissemination threshold for Gr for fixed r > 3 as an open question. Let us
have a look at the values of pr for small r, though:

r 3 4 5 6 7
pr 0.5 0.667 0.275 0.397 0.269

We conjecture that the dissemination thresholds pc(Gr) exist and equal pr.
Towards this conjecture, we show the following modest result:

Theorem 1. For all positive integers r, p−c (Gr) ≤ pr and

p−c (Gr) ≥
{

1
r if r is odd
2
r if r is even

We will prove the conjecture in the case r = 3:

Theorem 2. pc(G3) = 1
2

Irregular graphs. It is natural to search for graph classes G for which p+
c (G) is

small. If, as we conjecture, regular graphs behave like random regular graphs,
then regular graphs cannot have very low thresholds. One should consider graphs
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whose vertices have varying degrees – we refer to these loosely as irregular graphs.
To this end, we consider the class of wheels and toroidal graphs. Let Cn denote
the cycle on n vertices and C2

n denote the toroidal grid on n2 vertices. Notice
that C2

n is, indeed, the cartesian square of Cn. In general, let Ck
n denote the

k-dimensional torus. Let u ∗ Ck
n denote the k-dimensional torus augmented with

a single universal vertex u. We will consider the class of wheels – i.e. the family
W = {u∗Cn | n ∈ N} – and the class of toroidal grids plus a universal vertex – i.e.
T = {u ∗C2

n | n ∈ N}. Our main result is that for both classes the dissemination
threshold is small:

Theorem 3. For the class W, we have p+
c (W) = 0.4030..., where 0.4030... is

the unique root in the interval [0, 1] of the equation p+p2 −p3 = 1
2 . For the class

T of toroidal grids plus a universal vertex, we have 0.35 ≤ p+
c (T ) ≤ 0.372.

Since our goal is to find graph classes with small dissemination thresholds, clearly
the second result is stronger than the first. Nevertheless, we shall present their
proofs in parallel. For establishing the bounds on toroidal grids plus a universal
vertex we need (a small amount of) computer-aided computations, while on
wheels all computations are easy to check by hand.

The results of Balogh and Pittel on 7-regular graphs imply the existence of
graph classes with half-threshold p+

c < 0.27. Although this bound is smaller
than in our case, our result has the advantage of giving explicit constructions
of graph classes with small half-threshold p+

c . We also believe that our proof
techniques might give new tools for constructing classes with even smaller values
of p+

c . Let us remark that computer simulations for higher dimension tori with a
universal vertex u ∗Ck

n indicate even lower thresholds. In simulations, a random
p-insemination overruns u ∗C2

n the graph a.a.s. already with p = 0.37, which fits
within the bounds shown in this paper. For k equal 3, 4 and 5 the graph u ∗ Ck

n

is a.a.s. overrun by a random p-insemination already with p equal 0.35, 0.32 and
0.3, respectively. We leave the following as an open problem: Is there a family
of graphs on which any p-insemination overruns the graph a.a.s for any p > 0?

2 Regular Graphs

In this section we outline the proof of Theorem 1. Balogh and Pittel [6] showed
that for the class of random r-regular graphs, the dissemination threshold is a
constant pr a.a.s. where p3 = 1

2 , p4 = 2
3 and so on. This establishes the upper

bound in Theorem 1. For the lower bound, we use the following easy observation.
The average degree of a graph G is 2e(G)/|V (G)|.

Lemma 1. Let G be a graph of average degree more than 2k − 2, where k ∈ N.
Then G has a subgraph of minimum degree at least k.

Proof. Let G be such a graph. We recursively remove vertices of degree at most
k−1. Each step this removes at most k−1 edges, thus at the end of this process
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we must obtain a non-empty subgraph of G. This subgraph has the required
property. 
�
Let I be the set of active vertices of a p-insemination of G ∈ Gr, and Ic =
V (G) \ I. Then

E[|Ic|] = (1 − p)n and E[e(Ic)] =
r

2
(1 − p)2n

where e(Ic) is the number of edges of G with both ends in Ic. Note that |Ic| is
a binomial random variable, in particular the Chernoff Bound [2] implies:

|Ic| ∼ (1 − p)n a.a.s. (2.1)

We also need to prove that

e(Ic) ∼ r

2
(1 − p)2n a.a.s. (2.2)

This is proved using the Independent Bounded Differences (IBD) inequality
(see [14]).

Theorem 4 ([14]). Let X = (X1, X2, . . . , Xq) be a family of independent ran-
dom variables with Xi taking values in a set Ai for each i. Suppose that the
real-valued function f defined on ΠAi satisfies

|f(x) − f(x′)| ≤ ci

whenever vectors x and x′ only differ on the ith coordinate. Let μ be the expected
value of f(X). Then for any t ≥ 0,

P(|f(X) − μ| ≥ t) ≤ 2e−2t2/
�

c2
i .

Note that e(Ic) can be considered as a function of the independent variables
Xv, for all vertices v of the graph, where Xv = 1 if v is active in the initial
configuration, and Xv = 0 if v is initially passive. By changing the value of only
one variable Xv, we simply move vertex v from I to Ic or vice-versa. Thus the
value of e(Ic) changes by at most r since G ∈ Gr. By applying Theorem 4 to
e(Ic), we obtain (2.2). If p < 1/r for r odd and p < 2/r for r even, by (2.1) and
(2.2), we have

e(Ic) >
(⌈r

2

⌉
− 1

)
|Ic| a.a.s.

Lemma 1 with k = r/2� implies that the graph G[Ic] induced by Ic a.a.s
has a subgraph of minimum degree at least r/2�, and so Ic a.a.s contains a
community. This gives θp(G) → 0, as required.

3 Cubic Graphs

In this section, we prove Theorem 2, which determines the dissemination thresh-
old for cubic graphs. We observe that a community in a cubic graph contains
a cycle, and therefore the obstruction to a p-insemination overrunning a cubic
graph is a cycle of passive vertices.
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3.1 Random Cubic Graphs

In this section, we outline the proof of Theorem 2. To prove that pc(G3) ≤ 1
2

we shall find a family of cubic graphs G such that θp(G) → 1 as |V (G)| → ∞
for all p > 1

2 . Note that the existence of such a family is implied by the work
of Balogh and Pittel [6]. Nevertheless, our proof is short, self-contained and can
be easily turned into an explicit construction of such a family. This family of
cubic graphs is generated by considering cubic graphs chosen at random from
all cubic graphs, and then showing that such a random graph has the required
properties. A survey of random regular graphs is found in Wormald [15]. The
specific property we shall require of such graphs G is that the length of the
shortest cycle in G tends to infinity as |V (G)| tends to infinity, and G contains
no more than 2i cycles of length i for every i ≤ |V (G)|. We call such graphs
cycle-sparse. The following fundamental result on short cycles in random regular
graphs was proved by Bollobás [3]:

Proposition 1. Let Xi denote the number of cycles of length i in a random
cubic graph on n vertices, for i ≤ n. Then, for any fixed integer g > 3,

lim
n→∞ P[∀i ≤ g : Xi = 0] = exp

(

−
g∑

i=1

i−12i−1

)

.

This result was recently extended to longer cycles in random cubic graphs by
Garmo [9]. Omitting technical details, the results of Garmo show that for any
i ≤ n, P[Xi > 2i] = O(i−2). Since the Euler sum converges, we deduce that with
positive probability Xi ≤ 2i for all i. A few more technical considerations show
that we can ensure that with positive probability, Xi = 0 for i ≤ g and Xi ≤ 2i

for i > g, no matter what constant value of g we prescribe. It follows that there
are infinitely many cycle-sparse cubic graphs.

To finish the proof that pc(G3) ≤ 1
2 , we fix p > 1

2 and apply the Harris-
Kleitman inequality [2]. For this inequality we consider the probability space
Qn, whose underlying sample space is the n-dimensional Boolean lattice {0, 1}n

endowed with the natural product probability measure

P(ω) :=
n∏

i=1

pωi(1 − p)1−ωi for ω ∈ {0, 1}n.

We may consider ω ∈ {0, 1}n as the incidence vector of a subset of {1, 2, . . . , n}.
Taking this stance, a downset in Qn is an event A ⊂ {0, 1}n such that if ω ∈ A

and ω′ ⊆ ω, then ω′ ∈ A. An event is an upset if its complement is a downset.

Proposition 2. Let A1, A2, . . . , Ar be downsets in Qn. Then

P[A1 ∩ A2 ∩ · · · ∩ Ar] ≥
r∏

i=1

P[Ai].

The same holds if the events are all upsets.
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In the current context, we take a p-insemination of a cycle-sparse n-vertex cubic
graph Gn (seen as a {0, 1}n vector), and observe that the events AC that all
vertices of a cycle C ⊂ Gn are passive are downsets in Qn. By the Harris-
Kleitman inequality,

P[
⋂

C⊂Gn

AC ] ≥
∏

C⊂Gn

P[AC ]

where the products and intersections are over all cycles C ⊂ G. Observe that AC

has probability (1 − (1 − p)�) if C has length �. Using the cycle-sparse property
of Gn, we see ∏

C⊂Gn

P[AC ] ≥
∏

i>g

(1 − (1 − p)i)2
i

.

Since p > 1
2 , 1 − (1 − p)i > e−2(1−p)i

. Consequently,

∏

C⊂Gn

P[AC ] > exp
(
2

∑

i>g

(2(1 − p))i
)

> exp
(
−2(2(1 − p))g

1 − 2p

)
.

We conclude that for any p > 1
2 and any constant g,

lim sup
n→∞

θp(Gn) ≤ 1 − lim
n→∞ exp

(
−2(2p)g

1 − 2p

)
.

Since g was an arbitrary constant,

lim
n→∞ θp(Gn) = 1

and this shows pc(G3) ≤ 1
2 .

3.2 pc(G3) ≥ 1
2

With high probability, the existence of many short vertex-disjoint cycles in a
cubic graph prevents a p-insemination from overrunning the graph. Therefore,
to prove pc(G3) ≥ 1

2 , it is enough to consider cubic graphs which have very few
short disjoint cycles – after some technical details, we may assume that we have
an infinite sequence G where an n-vertex cubic graph Gn in G has no cycles
of length at most 2g where g = 1

8 log n. These details will be presented in the
full version of the paper. We now outline the proof that for any p < 1

2 and any
increasing sequence of graphs Gn, θp(Gn) → 0 as n → ∞.

Let Cλ(Gn) denote the number of sets of λ vertices of Gn through which
Gn contains a cycle of length λ – we shall call these cyclic sets. Note that, in
general, Cλ(Gn) is less than the number of cycles of length λ in Gn. The key
idea in showing θp(Gn) → 0 is the following technical proposition:

Proposition 3. For some λ satisfying λ = Θ(log n),

Cλ(Gn) = Ω(λ−42λ).
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An intuitive way to see this is via eigenvalues: the number of closed walks of
length k in Gn is exactly n

∑n
i=1 λk

i , where λi is the ith largest eigenvalue of the
adjacency matrix of Gn. Since Gn is cubic, λ1 = 3. Now it is possible, although
fairly detailed, to show by subtracting walks on trees, that about Ω(2k/k) of
these walks contain cycles provided k is a large enough constant times log n. A
similar computation is carried out in [13] (see Proposition 4.2). Putting k = λ,
and using the girth condition, one arrives at the bound on Cλ(G) in Proposition
3. We also observe that in a random cubic graph, the expected number of cycles
of length λ is roughly 2λ/λ, so in the sense of counting cycles, Gn is close to a
random cubic graph, and these were discussed in the last section. We consider
the events AX that all vertices in a cyclic set X of size λ are passive. The Harris-
Kleitman Inequality – Proposition 2 – gives a lower bound on the probability
that no AX occurs, whereas we require an upper bound. The requisite inequality
for such an upper bound is Janson’s Inequality [16]:

Proposition 4. Let A1, A2, . . . , Ar be downsets in the probability space Qn, and
define

� =
∑

i∼j

P[Ai ∩ Aj ]

where i ∼ j means the events Ai and Aj are dependent and μ is the expected
number of Ai which occur. Then

P[
r⋂

i=1

Ai] ≤ e−μ2/2	.

Showing θp(Gn) → 0 is equivalent to showing that some AX occurs a.a.s., and
we shall establish this with Janson’s Inequality by showing that for the events
AX , μ2/� → ∞.

To prove this, note that from Proposition 3,

μ = (1 − p)λCλ(Gn) = Ω
( (2 − 2p)λ

λ4

)
.

It is trickier to estimate �, and this relies heavily on the assumption that Gn

has no cycles of length at most 2g. To estimate �, we fix a cyclic set X and
ask, for each i ∈ N, for the number �i(X) of cycles C of length λ for which
|X ∩ V (C)| = i. It turns out that

�i(X) = λO(1)2λ−i−g for 1 ≤ i < λ − g

and �i(X) = 0 otherwise. This allows us to estimate �:
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� ≤ Cλ(Gn)
λ−g−1∑

i=1

(1 − p)2λ−i�i(Gn)

= O(μ2) · λO(1)

λ−g−1∑

i=1

(1 − p)−i2−i−g

= O(μ2)λO(1)2−g.

Here we used the fact that p < 1
2 . By the choice of g, λO(1)2−g → 0, and we are

done: �/μ2 → 0. In words, some λ-cycle is passive a.a.s by Janson’s Inequality,
and therefore θp(Gn) → 0.

4 Wheels and Toroidal Grids

We prove here Theorem 3: wheels and toroidal grids plus a universal vertex u

have (relatively) small dissemination half-thresholds p+
c . One of the main ob-

servations is that, for any probability p > 0, if the universal vertex becomes
active during the dissemination process, then the graph is overrun a.a.s. Thus,
for any value p such that p-inseminations contaminate a.a.s. more than half of
the vertices of the cycle or of the toroidal grid, we deduce that the whole graph
is overrun.

There has been much research on dissemination on the k-dimensional torus
and grid graphs. The considered rules were the l-neighbours rule, which are more
general than the majority rule: in this setting a vertex becomes active if at least
l of its neighbours already are active. In particular, Aizenman and Lebowitz [1]
studied the 2-neighbours dissemination on P 2

n and their results extend to C2
n.

Notice that the majority dissemination on C2
n is the 3-neighbours dissemination,

since C2
n is a four-regular graph.

Our approach is based on the observation that once the universal vertex u

becomes active, the majority dissemination in the Ck
n part of u ∗ Ck

n, in fact,
follows the weak majority rule restricted to Ck

n . In the weak majority rule a vertex
becomes active if at least half of its neighbours are active. If the p-insemination
of u ∗ Ck

n is such that half plus one vertex of Ck
n become active, then u becomes

active as well. Moreover, for any p > 0, the weak majority rule dissemination
process for Ck

n will almost surely overrun the whole graph (the result is trivial
for cycles, and due to Aizenman and Lebowitz for toroidal grids):

Lemma 2 (see [1]). Let Ow
p (G) be the random event that a p-insemination

overruns G under the weak majority rule, and let us denote ow
p (G) the corre-

sponding probability. Then for any p > 0 and any k ∈ {1, 2},

lim
n→∞ ow

p (Ck
n) = 1
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Therefore, for any probability p > 0 on graphs of type u∗Ck
n, if the dissemination

contaminates the vertex u it will almost surely overrun the whole graph.

Lemma 3. Denote by Fp(G) the number of active vertices obtained by the p-
dissemination process on G. For every class of graphs G of type u ∗Ck

n, p+
c (G) =

inf{p ∈ [0, 1] over all values p such that there exists an increasing sequence u∗Ck
ni

satisfying limi→∞ P(Fp(Ck
ni

) > nk
i /2) = 1.

From now on we only consider the p-dissemination process in cycles and toroidal
grids, under the strong majority rule. Recall that Fp(G) is the random variable
counting the number of active vertices in the final state, after a p-dissemination
process in G. We give upper and lower bounds for the expected value of Fp for
cycles and toroidal grids. Moreover, we shall see that, with very high probability,
the value of Fp(Ck

n) is very close to its expectation, when n → ∞. Therefore, it
is sufficient to see for which values of p this quantity E(Fp(Ck

n)) is strictly bigger
than nk/2, and for which values it is strictly smaller than nk/2. According to
Lemma 3, the dissemination threshold for the class u ∗ Ck

n lies between the two
values.

Since we are unable to give an exact formula for Fp(Ck
n), we give upper and

lower bounds for this quantity. Consider a window Dd(v) formed by all vertices
at distance at most d from v in Ck

n. Let Sd
p(v) be a random variable equal

to 1 if v becomes active when we replace, in the original p-insemination, all
vertices outside the window Dd(v) by passive vertices, and equal to 0 otherwise.
Let sd

p(Ck
n) be the probability that Sd

p (v) = 1 (by symmetry this probability is
the same for all vertices). Dually, let W d

p (v) = 1 if v becomes active when, in
the initial p-insemination, all vertices outside Dd(v) are transformed into active
vertices, and W d

p (v) = 0 otherwise. The probability that W d
p (v) = 1 is denoted

wd
p(Ck

n). Finally, let Sd
p (G) =

∑
v Sd

p (v) and W d
p (G) =

∑
v W d

p (v)1.

Clearly, we have

Lemma 4. For any constant d and any k ≥ 1,

Sd
p(Ck

n) ≤ Fp(Ck
n) ≤ W d

p (Ck
n)

For any fixed values of k and d, the probabilities sd
p(Ck

n) and wd
p(Ck

n) can be
expressed as polynomials on p.

Lemma 5

1. For any n ≥ 3,
s1

p(Cn) = w1
p(Cn) = p + p2 − p3.

1 In the case of cycles, it is easy to see that the dissemination process stops in exactly

one step: a passive vertex becomes active iff both neighbours are active, therefore

Sd
p(Cn) = Fp(Cn) = W d

p (Cn) for any n ≥ 3 and any d ≥ 1.
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2. For any n ≥ 5, s3
p(C

2
n) and w3

p(C2
n) are polynomials of degree 25 on p. Their

exact formula has been computed by a program.

Proof. Let us prove the first part of the lemma. Let v be a vertex of the cycle and
assume that all vertices at distance at least 2 from v are passive. Then v will be
active if and only if initially v is already active (which occurs with probability
p) or initially v is passive and both his neighbours are active (which occures
with probability (1 − p)p2. Therefore the probability that u becomes active is
p + p2 − p3 = s1

p. Now if we configure all non-neighbours of v to be active, the
situation is exactly the same: v will be active iff it was active since the begining,
or if it was initially passive and both neighbours were active.

For the second part of the proof, the polynomials corresponding to s3
p and w3

p

have been computed by a program. The program considers the window D3(v)
formed by the 25 vertices of distance at most 3 from vertex v in C2

n. For each
number i, with 0 ≤ i ≤ 25, we count the number of configurations with exactly
i active vertices and such that v belongs to a passive community. (We consider
both settings, when vertices outside the window are all active, respectively all
passive.) We find e.g. 1 community with 0 active vertices, 24 communities with
one active vertex, 276 communities with 2 active vertices, etc. The probability of
such a configuration being pi(1−p)25−i, we obtain the required polynomials. 
�

The expectation of the variable Sd
p(Ck

n) (respectively W d
p (Ck

n)) is nksd
p(Ck

n) (re-
spectively nksd

p(C
k
n)). Moreover, we have:

Sd
p (Ck

n) ∼ nksd
p(C

k
n) and W d

p (Ck
n) ∼ nkwd

p(Ck
n) a.a.s. (4.1)

For proving that the two quantities are very close to their expectations we use
again the Independent Bounded Differences inequality (Theorem 4). Consider
Sd

p(Ck
n) and W d

p (Ck
n) as real functions on all possible initial configurations of Ck

n

(so their domain is {0, 1}nk

). For each vertex v of Ck
n, let Xv be the random

variable s.t. Xv = 1 if v is active in the initial configuration, and Xv = 0 if v is
initially passive. Clearly the variables Xv are independent. Recall that Sd

p(Ck
n) =

∑
w Sd

p(w), where Sd
p (w) is the boolean random variable corresponding to the

event “vertex w becomes active if we replace, in the original p-insemination, all
vertices at distance larger that d from w by passive vertices”. If in the initial
configuration we only change the value of one vertex v, this only changes the
values Sd

p (w) for vertices w at distance at most d from v. Hence the value of
Sd

p(Ck
n) is modified by at most a constant value. By similar arguments, the

value of W d
p (Ck

n) also changes by at most a constant. Therefore we can apply
Theorem 4 to both functions, and deduce Equation 4.1.

We are now able to prove our Theorem 3. Consider the case of wheels. For
any p > 0.4030..., we have s1

p(Cn) = p + p2 − p3 > 1/2. By Lemma 4 and
Equation 4.1, we have that Fp(Cn) > n/2 a.a.s. Therefore p+

c (W) ≤ p, for any
p > 0.4030.... by Lemma 3. Symmetricaly, for any p < 0.4030..., w1

p(Cn) < 1/2
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and thus Fp(Cn) < n/2 a.a.s. We deduce by Lemma 3 that p+
c (W) ≥ 0.4030...,

which proves the first part of Theorem 3.

The same kind of arguments can be applied to toroidal grids plus one vertex.
For any p ≥ 0.372 (resp. any p ≤ 0.35), the polynomial s3

p(C
2
n) (resp. w3

p(C2
n),

see Lemma 5) has value strictly greater (resp. smaller) than 1/2. We conclude
by Lemma 3 that 0.35 ≤ p+

c (T ) ≤ 0.372.

References

1. Aizenman, A., Lebowitz, J.: Metastability effects in bootstrap percolation. J. Phys.

A: Math. Gen. 21, 3801–3813 (1988)
2. Alon, N., Spencer, J.: The Probabilistic Method, 2nd edn. Wiley, Chichester (1992–

2000)
3. Bollobás, B.: Random graphs, 2nd edn. Academic Press, Cambridge University

Press (1985–2001)
4. Balogh, J., Bollobás, B.: Bootstrap percolation on the hypercube. Probab. Theory

Related Fields 134(4), 624–648 (2006)
5. Balogh, J., Bollobás, B., Morris, J.: Majority bootstrap percolation on the hyper-

cube. (manuscript, 2007)
6. Balogh, J., Pittel, B.: Bootstrap percolation on the random regular graph. Random

Structures Algorithms 30(1-2), 257–286 (2007)
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How to Complete a Doubling Metric
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Abstract. In recent years, considerable advances have been made in the
study of properties of metric spaces in terms of their doubling dimension.
This line of research has not only enhanced our understanding of finite
metrics, but has also resulted in many algorithmic applications. How-
ever, we still do not understand the interaction between various graph-
theoretic (topological) properties of graphs, and the doubling (geometric)
properties of the shortest-path metrics induced by them. For instance,
the following natural question suggests itself: given a finite doubling met-
ric (V, d), is there always an unweighted graph (V ′, E′) with V ⊆ V ′ such
that the shortest path metric d′ on V ′ is still doubling, and which agrees
with d on V . This is often useful, given that unweighted graphs are often
easier to reason about.

A first hurdle to answering this question is that subdividing edges
can increase the doubling dimension unboundedly, and it is not difficult
to show that the answer to the above question is negative. However,
surprisingly, allowing a (1 + ε) distortion between d and d′ enables us
bypass this impossibility: we show that for any metric space (V, d), there
is an unweighted graph (V ′, E′) with shortest-path metric d′ : V ′ ×V ′ →
R≥0 such that

– for all x, y ∈ V , the distances d(x, y) ≤ d′(x, y) ≤ (1 + ε) · d(x, y),
and

– the doubling dimension for d′ is not much more than that of d, where
this change depends only on ε and not on the size of the graph.

We show a similar result when both (V, d) and (V ′, E′) are restricted
to be trees: this gives a simple proof that doubling trees embed into
constant dimensional Euclidean space with constant distortion. We also
show that our results are tight in terms of the tradeoff between distortion
and dimension blowup.

1 Introduction

The algorithmic study of finite metrics has become a central theme in theoretical
computer science in recent years. Of particular interest has been the study of
the geometry of metrics—embeddings into Minkowski spaces have been the most
obvious example, accompanied by the study of notions of metric dimension which
� This research was partly supported by the NSF CAREER award CCF-0448095, and

by an Alfred P. Sloan Fellowship.
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have allowed us to partially quantify geometric properties that make metrics
tractable for several algorithmic problems.

Given these advances in our understanding of the geometric properties of ab-
stract metric spaces, it is worth remarking that our comprehension of the topo-
logical properties of metric spaces—and of the relationship between topology and
geometry has lagged behind: we do not yet have a good comprehension of how
the structure of a graph interacts with the dimensionality of the shortest-path
metric induced by it. One such example shows up in a paper [8], where a fairly
simple algorithm is given for low-distortion Euclidean embeddings of unweighted
trees whose shortest-path metric is doubling—however, extending the result to
embed weighted trees (also with doubling shortest-path metrics) requires signif-
icantly more work. This raises the natural question: given a doubling tree metric
M = (V, d), is there an unweighted tree G = (V ′, E′) whose shortest-path metric
is also doubling, and contains M as a submetric? In fact, the situation is even
more embarrassing: we do not know the answer even if we drop the requirement
that G be a tree, and look for any unweighted graph!

An immediate obstacle to answering these question is the observation that
subdividing the edges of a weighted tree to convert it into an unweighted tree
can increase the dimension unboundedly. For example, take a star K1,n, and set
the length of the ith edge {v0, vi} to be 2i. It is easy to check that the metric
dG has constant doubling dimension; however, subdividing the ith edge into 2i

parts to make it unit-weighted creates a new graph with n points at unit distance
from each other, which has a doubling dimension log n that is unbounded. On
the positive side, it is easy to show that this metric can be embedded into the real
line with distortion 2 (e.g., the map vi �→ 2i), which we can subdivide without
altering the doubling dimension. In this paper, we show that this positive result
is not an aberration: any tree metric can be represented as a submetric of an
unweighted tree metric which has almost the same doubling dimension. We show
a similar result for arbitrary graphs as well, and show that our tradeoff between
distortion and the dimension blowup is asymptotically optimal.

Formal Definitions: To define the problems we study, let us define the convex
closure of a graph, which is an extension of the notion of subdividing edges.
Given a graph G = (V, E) with edge lengths � : E → R≥0, assume that the
names of the vertices in V belong to some total order (V, ≺). Let V G be the
uncountably infinite set of points V ∪ {e[x] | e ∈ E, x ∈ (0, �(e))} obtained by
considering each edge as a continuous segment of length �(e). Let MG = (V, dG)
be the shortest-path metric of the graph G: we can define a natural metric on
the set V G as

dG(e[x], e′[y]) = min{x + d(u, u′) + y, x + d(u, v′) + (�(e′) − y),

(�(e) − x) + d(u′, v) + y, (�(e) − x) + d(u′, v′) + (�(e′) − y)},

if e = {u, v} (with u ≺ v) and e′ = {u′, v′} (with u′ ≺ v′). We now define the
convex closure of the graph G to be the metric space conv(G) .= MG = (V G, dG).
Note the metric obtained by subdividing edges of G is a sub-metric of the convex
closure of G, and hence it suffices to study the doubling dimension of this convex
closure conv(G).
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1.1 Our Results

The example of K1,n with exponential edge weights shows that even if the
shortest-path metric MG of a graph G is doubling, its convex closure MG may
not be doubling. The goal of this paper is to show that despite this, there is a
“close-by” graph G′ whose convex closure MG′ is indeed doubling. In particular,
the main theorem is the following:

Theorem 1 (Main Theorem). Given a graph G = (V, E) with specified edge-
lengths, we can efficiently find a graph G′ = (V, E′) (also with non-negative
edge-lengths) such that

• The distances in G and G′ are within a multiplicative factor of (1 + ε) of
each other, and

• Ifdim(MG) = k, then dim(MG′) = O(k), anddim(conv(G′)) = O(k log ε−1).

Since Theorem 1 does not give any guarantees about the topology of the graph
G′, we prove an analogous result about tree metrics, with improved guarantees
on the dimension:

Theorem 2. Given a tree T = (V, E) with specified edge-lengths, we can ef-
ficiently find a tree T ′ = (V ′, E′) with V ⊆ V ′ (and with non-negative edge-
lengths) such that

• For x, y ∈ V , the distance between them in T and T ′ are within a multi-
plicative factor of (1 + ε) of each other, and

• If dim(MT ) = k, then dim(MT ′) = O(k), and dim(conv(T ′)) = O(k +
log log ε−1).

As a corollary of this result, we obtain an independent proof of the following
result about embeddings of doubling tree metrics into �p spaces:

Corollary 3 ([8]). Every (weighted) doubling tree metric embeds into �p with
constant distortion and constant dimension.

(Another proof of this embedding result for doubling trees appears in [21], using
completely different techniques.)

In addition, we show that the tradeoff between the distortion and the dimen-
sion of the convex closure shown in Theorem 2 is asymptotically optimal:

Theorem 4. There exists a tree metric T = (V, E) with dim(MT ) = O(1) such
that for any tree metric T ′ = (V ′, E′) with V ⊆ V ′, the following holds. If
dT (u, v) ≤ dT ′(u, v) ≤ (1 + ε)dT (u, v) for all u, v ∈ V , then dim(conv(T ′)) must
be Ω(log log ε−1).

For general graphs, we show that our tradeoff is asymptotically optimal, under
the restriction that the graph G′ is defined on the same vertex set as G, i.e. we
do not use any steiner points.

Theorem 5. There exists a metric G = (V, E) with dim(MG) = O(1) such
that for any graph G′ = (V, E′), the following holds. If dG(u, v) ≤ dG′(u, v) ≤
(1 + ε)dG(u, v) for all u, v ∈ V , then dim(conv(G′)) must be Ω(log ε−1).
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Proofs of Theorems 4 and 5 are omitted from this extended abstract and can be
found in the full version [10].

1.2 Related Work

The notion of doubling dimension was introduced by Assouad [1] and first used
in algorithm design by Clarkson [5]. The properties of doubling metrics and their
algorithmic applications have since been studied extensively, a few examples of
which appear in [8,18,19,25,11,2,6,12,16,17].

Somewhat similar in spirit to our work is the 0-extension problem [14,3,7].
Given a graph G, the 0-extension (cf. Lipschitz Extendability [13,23,20]) problem
deals with extending a (Euclidean) embedding of the vertices of the graph to an
embedding of the convex closure of the graph, while approximately preserving the
Lipschitz constant of the embedding. Our results can be interpreted as analogues
to the above where the goal is to approximately preserve the doubling dimension.

A number of papers have dealt with geometric implications of topological
properties of the graph inducing the metric, e.g. when the graph is planar [15,24],
outer-planar [9], series-parallel [9], or a tree [22].

2 Preliminaries and Notation

Given a graph G, the shortest path metric on it is denoted by dG and we shall
use BG(x, r) to denote the “ball” {y ∈ VG : dG(x, y) < r}. We will often omit the
subscript G when it is obvious from context. There are several ways of defining
the doubling constant λ and the doubling dimension dim for a metric space, all
of them within a constant factor of each other: here is the one that will be most
useful for us.

Definition 6 (Doubling Constant and Doubling Dimension). A metric
space (X, d) has doubling constant λ if for each x ∈ X and r ≥ 0, given the ball
B(x, 2r), there is a set S ⊆ X of size at most λ such that B(x, 2r) ⊆ ∪y∈SB(y, r).
The doubling dimension dim((X, d)) = log2 λ.

Fact 7 (Subset Closed). Let metric M = (V, d) have doubling dimension k.
If X ′ ⊆ X, and d′ = d|X′×X′ , then (X ′, d′) has doubling dimension at most k.
Fact 8 (Small Uniform Metrics). If a metric M = (V, d) has doubling di-
mension k then there exists a point x and a radius r such that the ball B(x, r)
contains at least 2k points with interpoint distances at least r/2.
Given a metric (X, d), an r-packing is a subset P ⊆ X such that any two points
in P are at least distance r from each other. An r-covering is a subset C ⊆ X
such that for each point x ∈ X , there is a point c ∈ C at distance d(x, c) ≤ r.
An r-net is a subset N ⊆ X that is both an r-packing and an r-covering.

Fact 9 (“Small” Nets). Let metric M = (V, d) have doubling dimension k,
and N is an r-net of M , then for any x ∈ V and radius R, the set B(x, R) ∩ N
has size at most (4R/r)k.
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3 A Structure Theorem

In this section, we show how to characterize the dimension of the convex closure
of a graph H in terms of some easier-to-handle parameters of the graph.

Definition 10 (Long Edges). Given a graph H = (V, E), a vertex u ∈ V and
a radius r ≥ 0, call an edge e = {v, w} a long edge with respect to u, r if one
endpoint of e is at distance at most r from u, and l(e) > r.

Let the set of long edges with respect to u, r be denoted by Lu(r). The follow-
ing structure theorem gives us a characterization of the doubling dimension of
conv(H) in terms of the number of long edges. The proof is omitted from this
extended abstract and can be found in the full version [10].

Theorem 11 (Structure Theorem). There exist constants c1 and c2 such
that the following holds. Consider any graph H = (V, E), and any k ≥ dimH : if
the number of long edges |Lu(r)| ≤ 2k for every u ∈ V and every r ≥ 0, then the
doubling dimension of the convex closure conv(H) is at most c1k. Moreover, if
the doubling dimension of the convex closure conv(H) is at most k, then for every
vertex u ∈ V and every radius r ≥ 0, the number of long edges |Lu(r)| ≤ 2c2k.

4 Convex Completions for Graphs

In this section, we show how to take a graph G = (V, E) and obtain a graph
G′ = (V, E′) on the same vertex set, which has (almost) the same distances
as in G, but whose doubling dimension does not change by much under taking
the convex closure. In particular, we use a bounded-degree spanner construction
due to Chan et al. [4]: they give an algorithm that given a metric (V, d) with
dimension dim = dim(G) and a parameter ε < 1/4, outputs a spanner G′ =
(V, E′) such that d(x, y) ≤ dG′(x, y) ≤ (1 + ε) d(x, y) for all pairs x, y ∈ V , and
moreover the degree of each vertex x ∈ V is bounded by ε−O(dimG). We show that
the convex closure of this spanner has doubling dimension of O(dimG log ε−1).

4.1 The Spanner Construction

We start with a graph G and carry out a series of transformations to obtain graph
G′. Let ε < 1

4 be given and let τ = 6 + �log(1
ε )�. Without loss of generality,

the smallest pairwise distance in G is at least 2τ . We start with some more
definitions.

Definition 12 (Hierarchical Tree). A hierarchical tree for a set V is a pair
(T, φ), where T is a rooted tree, and φ is a labeling function φ : T → V that
labels each node of T with an element in V , such that the following conditions
hold.

1. Every leaf is at the same depth from the root.
2. The function φ restricted to the leaves of T is a bijection into V .
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3. If u is an internal node of T, then there exists a child v of u such that
φ(v) = φ(u). This implies that the nodes mapped by φ to any x ∈ V form a
connected subtree of T.

Definition 13 (Net-Tree). A net tree for a metric (V, d) is a hierarchical tree
(T, φ) for the set V such that the following conditions hold.

1. Let Ni be the set of nodes of T that have height i. (The leaves have height
0.) Let r0 = 1, and ri+1 = 2ri, for i ≥ 0. (Hence, ri = 2i.) Then, for i ≥ 0,
φ(Ni+1) is an ri+1-net for φ(Ni).

2. Let node u ∈ Ni, and its parent node be pu. Then, d(φ(u), φ(pu)) ≤ ri+1.

It is easy to see that net-trees exist for all metrics, and Har-Peled and Mendel
show how to construct a net-tree efficiently [11].

To construct their bounded-degree spanner, Chan et al. [4] define the fol-
lowing: suppose we are given a graph G = (V, E), whose shortest-path metric
(V, dG) has doubling dimension dimG. Let ε > 0 and (T, φ) be any net tree for
M . For each i > 0, let

Ei :=
{

{u, v} | u, v ∈ φ(Ni), dG(u, v) ≤ (4 +
32
ε

) · ri

}
\

⋃

j≤i−1

Ej , (4.1)

where E0 is the empty set. (Here the parameters Ni, ri are as in Definition
13.) Letting Cε denote (4 + 32

ε ), we note that all edges in Ei have length in
(Cεri−1, Cεri].

While the graph Ĝ = (V, Ê = ∪iEi) is a (1+ε)-spanner for the original metric
with few edges, obtaining a bounded-degree spanner requires some modifications
to the basic construction. First, the edges in Ê are directed (merely for the
purposes of the algorithm, and the proof). For each v ∈ V , define i∗(v) :=
max{i|v ∈ φ(Ni)}. For each edge (u, v) ∈ Ê, we direct the edge from u to v if
i∗(u) < i∗(v). If i∗(u) = i∗(v), the edge can be directed arbitrarily. Chan et al.
show that each vertex x ∈ V has out-degree bounded by β = ε−O(dimG). Then,
the following steps are performed:

– Consider any vertex x, and all the edges that are directed into x. These
edges come from various sets Ei: let us denote by Fi = Fi(x) the subset of
edges directed into x that belong to Ei.

– Suppose the non-empty subsets are Fi1 , Fi2 , . . . , Fit , where ij < ij+1. We do
nothing to the first 7 log ε−1 of these edge sets; these contribute ε−O(dimG)

to the final degree of x.
– Consider a value of j > 7 log ε−1: from the set Fi(j−7 log ε−1)

of edges directed
into x, we choose an arbitrary one {u, x}. We replace edges of the form
{y, x} ∈ Fij by edges {y, u}—and refer to these (at most ε−O(dimG)) edges
as edges donated from x to u.

Note that the length of the edge {u, x} is at most Cε 2i(j−7 log ε−1) ≤
Cε ε72i, whereas the length of any edge in {y, x} ∈ Fij is at least Cε 2i−1;
hence dG(u, x) ≤ (ε7/2)dG(x, y) ≤ ε6dG(x, y), since ε ≤ 1/4. By the triangle
inequality, dG(u, y) ∈ (1 ± ε6)dG(x, y).
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Additionally, note that if x donates a long edge (x, y) ∈ Fij to u, then
(u, x) ∈ Fij−7 log ε−1 so that dG(x, u) is at least Cε2(ij−7 log ε−1)−1.

Theorem 14 ([4]). The spanner thus constructed has degree ε−O(dimG) and
stretch (1 + ε).

From the construction of the bounded-degree spanner, note that each vertex
u ∈ V has the following edges incident to it:

– Type-A edges. These correspond to the ε−O(dimG) edges that were directed
away from u.

– Type-B edges. These correspond to the edges directed into u that belong
to the smallest 7 log ε−1 levels; this gives another (ε−O(dimG)) edges in total.

– Type-C edges. For each edge e = {u, x} of type-A incident to u, there are
at most (ε−O(dimG)) other edges incident to u that are not counted above.
Each such edge e′ = {y, u} corresponds to some edge of the form {y, x} ∈ Ei

(for some i such that x, y ∈ φ(Ni)), such that the edge was “donated” from
x to u to maintain x’s degree bound.

4.2 Bounding the Dimension of the Convex Closure

Simply by the distortion bound, it follows that the doubling dimension of the
bounded-degree spanner G′ is close to dimG. Of course, the bounded-degree does
not imply that conv(G′) has low doubling dimension: in this section, we use the
Structure Theorem 11 to show this fact, and hence prove Theorem 1.

Lemma 15. Given the graph G′ defined as above, fix any vertex v and radius
R, and ε < 1

4 . Then the number of long edges |Lv(R)| with respect to v, R is at
most O(ε−O(dimG)).
Proof. Recall that Lv(R) is the set of edges that have one endpoint within
the ball B(v, R), and have length at least R. Define � ∈ Z≥0 such that R ∈
(Cε2�−1, Cε2�].

By the spanner construction, any type-A or type-B edge that is long must
belong to ∪i≥� Ei, and hence must have both endpoints in φ(N�). Moreover, one
endpoint of each such a long edge must lie in the ball B(v, R) ⊆ B(v, Cε2�);
since the points in φ(N�) are at distance at least 2� from each other, there can
be at most (Cε)O(dimG) many such endpoints within the ball. Moreover, each one
of these endpoints has at most ε−O(dimG) type-A or type-B edges; multiplying
them together, using the fact that Cε = O(ε−1), and simplifying gives an upper
bound of ε−O(dimG) on the number of type-A and type-B edges in Lv(R).

Let us now consider the edges in Lv(R) that are of type-C with respect to their
endpoint within B(v, R). Recall that each type-C edge {u, y} can be associated
with some edge {x, y} ∈ Ê (of almost the same length—up to a factor of (1 ±
ε6)) such that x donates the edge to u. Let us fix one such long edge e =
{u, y} associated with {x, y} ∈ Ei—hence the distance dG(x, y) ∈ (Cε2i−1, Cε2i],
and also x, y ∈ φ(Ni). By the construction of the type-C edges, the distance
dG(u, x) ≤ ε6 · dG(x, y), and hence x lies in the ball B(v, R + ε6Cε2i).
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Given any fixed level i ≥ � − 1, the number of donor vertices is bounded by
the number of points in B(v, Cε(2� + ε62i)) that are at least 2i distance apart
from each other, which can be loosely bounded by ε−O(dimG). Each such donor
vertex could donate ε−O(dimG) edges, which would give us a total of ε−O(dimG)

edges for the level i. Summing this over all levels would give us too many edges,
so we use this bound only for levels i such that � − 1 ≤ i ≤ � + O(log ε−1).

Consider any level i > �+6 log ε−1: any donor vertex for such a level must lie
in the ball B(v, Cε(2� +ε62i)) ⊆ B(v, Cεε

62i+1) ⊆ B(v, Cε ε5 2i). A little algebra
shows that

ε5Cε = ε5(4 +
32
ε

) ≤ ε5 33
ε

≤ ε4 · 33 ≤ ε,

and thus the donor vertex must be at distance at most ε2i from v. However,
since the donor vertex must belong to φ(Ni), it must be at distance at least 2i

from any other donor vertices. Now, if there were two donor vertices at distance
ε2i from v, they would be at distance 2ε2i < 2i from each other—this implies
that there can be at most one donor vertex for such a “high” level.

Finally, it remains to show that the total number of long edges donated by
this donor vertex x to vertices in B(v, R) is small. Let i1, i2, . . . , it, ij < ij+1 be
the levels for which x donates a long edge to vertices in B(v, R); we shall show
that t is at most O(log ε−1). Since the first edge is long, R ≤ Cε2i1+1. Moreover,
since x donates this edge to u, we conclude that dG(x, u1) ≤ ε6Cε2i1 , so that
dG(v, x) ≤ R + ε6Cε2i1 ≤ (2+ ε6)Cε2i1 . Suppose that t > 7 log ε−1 +3. Then an
edge in Fit is donated from x to ut, and we have that dG(x, ut) ≥ Cε2i4−1. On
the other hand, since ut ∈ B(v, R), by triangle inequality, dG(x, ut) ≤ dG(x, v)+
dG(v, ut) ≤ (3+ε6)Cε2i1 . Since i4 ≥ i1+3, this gives us the desired contradiction.
Thus t ≤ O(log ε−1). Since there are at most ε−O(dimG) edges donated to B(v, R)
from each of these levels, the claim follows. �
Using Lemma 15 along with the Structure Theorem 11 implies that the dimen-
sion of conv(G′) is bounded by O(dimG log ε−1), which proves Theorem 1.

5 Convex Completions for Trees

The construction of the previous section showed that given any graph G, we
could construct a new graph G′ such that distances in G and G′ are within
(1 + ε) of each other, and conv(G′) has low doubling dimension. However, since
the construction starts with the shortest-path metric dG and completely ignores
the topological structure of G itself, it is not suited to proving Theorem 2 which
seeks to start with a tree and end with another tree. In this section, we show a
different approach that allows us to monitor the graph structure more closely.

5.1 The Construction for Trees

We give a procedure that takes a general graph G and outputs a graph G′

(since the construction itself does not depend on G being a tree); we then show
some properties that hold when G is a tree. The procedure takes a graph G =
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(V, E), and constructs a new graph G′ = (V ′, E′) with V ⊆ V ′ (by way of an
intermediate graph Ĝ) as follows. Define an exponential tail with k edges as
a path P = 〈v0, v1, v2, . . . , vk〉, where the length of the edge {vi−1, vi} is 2i.
Without loss of generality, the smallest edge length in G is at least 2τ , where
τ = 6 + �log(1

ε )�.
We construct the graph G′ in the following way:

– As in Section 4.1, we consider a net-tree (T, φ) for the graph G. If Ni is the
set of nodes in T at height i, then for u ∈ V define i∗(u) to be the largest
i such that u ∈ φ(Ni). Attach to each u ∈ V an exponential tail with i∗(u)
edges; refer to the jth vertex on this path as u[j], with u[0] = u. Let Ĝ be
this intermediate graph consisting of G along with the tails.

– Consider an edge e = {u, v} ∈ E(G), and suppose its length lies in the interval
(Cε2i−1, Cε2i]. Some leaf of T must be mapped by φ to u ∈ V : let the level-(i)
ancestor of that node be mapped by φ to û; similarly, define v̂ be defined for v.
We now make an edge {û[i], v̂[i]} of length �e in the graph G′.

Note that if we start off with a tree T , the above procedure adds exponential
tails to T to get the intermediate graph T̂ , and then “moves the edges up the
tails” to get the final graph T ′.

Proposition 16 (Distance Preservation). Let ε < 1/4. If the input graph
is a tree T = (V, E), then the above procedure results in a connected tree T ′ =
(V ′, E′) such that for any x, y ∈ V ,

(1 + ε)−1dT (x, y) ≤ dT ′(x, y) ≤ (1 + ε)dT (x, y).

Proof. Let us consider performing the above-mentioned transformation for edges
in increasing order of edge-length. Given j ∈ Z≥0, let Tj be the forest formed
by deleting all edges of length more than Cε2j from T ; also, let T ′

j be the forest
formed by deleting the corresponding edges in T ′. We will prove by induction
on j that for all x, y that lie in some connected component in Tj, their distance
in T ′

j will satisfy the desired stretch bound. The base case is trivial, since all
components of T0 have single nodes in them.

To prove the claim for j, we inductively assume it for j − 1. Now consider
taking some edge e = {u, v} of length �e ∈ (Cε2j−1, Cε2j]. In this case we find
some nodes û and v̂, and add an edge of length �e between û[j] and v̂[j]. By
the properties of the net-tree, the distance dT (u, û) ≤ 2j+1 − 2. Since Tj already
contains all edges of length at most Cε2j−1, and Cε ≥ 4, the net point û lies in the
same component as u in Tj. By the induction hypothesis, dT ′(u, û) ≤ (1+ε)2j+1;
note that this implicitly proves that u and û are in the same component in T ′

j .
A similar claim holds for dT (v, v̂). Hence the distance in T ′

j+1 between u and v
is at most

dT ′
j
(u, û) + dT ′

j
(û, û[j]) + �e + dT ′

j
(v̂[j], v̂) + dT ′

j
(v̂, v)

= 2 × (1 + ε)2j+1 + 2 × 2j+1 + �e

≤ �e (8(1+ε)+8
Cε

+ 1) ≤ (1 + ε)�e,
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where we used the fact that Cε = (4 + 32
ε ) and ε < 1/4. Since each of the edges

of T are not stretched by more than (1 + ε), this implies that the stretch for all
pairs is bounded by the same value.

We also need to show that the distances are not shrunk too much in T ′: to
show this, we go via T̂ . (Recall that T̂ was the original tree T along with the
exponential tails.) First note that for any u, v ∈ V , dT (u, v) = d

�T (u, v). We show
that distance do not shrink in going from T̂ to T ′. It suffices to show this for the
edges of T ′. For an edge e′ = (û[j], v̂[j]) that has length �e ≥ Cε2j−1, we note
that their distance in T̂

d
�T (�u[j], �v[j]) ≤ d

�T (�u[j], �u) + d
�T (�u, u) + �e + d

�T (v, �v) + d
�T (�v, �v[j]) ≤ 4(2j+1 − 2) + �e

(5.2)

Since Cε > 32/ε, this is at most (1 + ε)�e. Thus the contraction going from T̂
to T ′ is at most (1 + ε).

Finally, we note that we have shown that T ′ is connected, and the number of
edges in T ′ is equal to the number of edges in T̂ , which is a tree. Thus T ′ is a
tree as well. �

5.2 Bounding the Dimension of the Convex Closure: The Tree Case

Finally, to show that the doubling dimension of conv(T ′) is small, we will again
invoke Theorem 11. However, since we have added additional vertices in going
from T to T ′, we first show that dim(T ′) is O(dim(T )). Since we have already
shown that distances are preserved in going from T̂ to T ′, it suffices to bound
the doubling dimension of T̂ (proof omitted).

Lemma 17. The doubling dimension of T̂ is at most O(dim(T )).
Finally, Theorem 2 follows from the following bound on the number of long edges
in T ′

Lemma 18 (Few Long Edges). For any vertex v ∈ T ′ and every radius R,
the number of long edges in T ′ is bounded by 2O(dim) log ε−1.

Proof. First consider some v ∈ V , and R ≥ 0, and define � ∈ Z≥0 such that
R ∈ (Cε2�−1, Cε2�]. Every long edge incident on B(v, R) must have length at
least R. Further, edges longer than 2CεR are incident on a tail node further
than R from its root, and hence such an edge cannot be incident on B(v, R).
For each of the length scales (Cε2�+j−1, Cε2�+j) : 0 ≤ j ≤ log Cε, we will
bound the number of long edges in that length scale. Fix one such scale, and let
L(v, R, j) = {(ui, wi) : 1 ≤ i ≤ |L(v, R, j)|} be the set of long edges of length
in (Cε2�+j−1, Cε2�+j), such that d(v, ui) ≤ R. Since each long edge has length
more than R, there is a path from v to ui that does not use any of the long
edges. Consider the set of nodes W = {wi : 1 ≤ i ≤ |L(v, R, j)|}. Clearly, for any
w, w′ ∈ W , d(w, w′) is at most 2R + 2Cε2�+j ≤ 4Cε2�+j. Moreover, since T is a
tree, the symmetric difference of the v-w and v-w′ paths gives the shortest path
from w′ to w. Since the long edges incident on w and w′ are in this symmetric
difference, we conclude that d(w, w′) ≥ 2Cε2�+j−1. Thus from the bound on
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doubling dimension, we conclude that |W | ≤ 2O(dim). Adding the contribution
of the O(log ε−1) distance scales, we get the desired bound.

We now extend the argument to a vertex v[i] on an exponential tail hanging off
v. If i ≥ j, then B(v[i], R) = {v[i]}. All edges incident on v have, up to a factor of
two, the same length, and thus their endpoints form a near uniform submetric.
Thus we can bound the degree of v[i] by 2O(dim) and the claim follows. On the
other hand, when i < j, B(v[i], R) ⊆ B(v, 2R) and an argument analogous to
the one for the case v ∈ V above suffices. �
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Abstract. There is a growing body of work on sorting and selection in
models other than the unit-cost comparison model. This work treats a
natural stochastic variant of the problem where the cost of comparing
two elements is a random variable. Each cost is chosen independently
and is known to the algorithm. In particular we consider the following
three models: each cost is chosen uniformly in the range [0, 1], each cost
is 0 with some probability p and 1 otherwise, or each cost is 1 with
probability p and infinite otherwise. We present lower and upper bounds
(optimal in most cases) for these problems. We obtain our upper bounds
by carefully designing algorithms to ensure that the costs incurred at
various stages are independent and using properties of random partial
orders when appropriate.

1 Introduction

In the relatively recent area of priced information [5,6,4], there is a set of facts each
of which can be revealed at some cost. The goal is to pay the least amount such
that the revealed facts allow some inference to be made. A specific problem in this
framework, posed by Charikar et al. [4], is that of sorting and selection where each
comparison has an associated cost. Here we are given a set V of n elements and
the cost of comparing two elements u and v is c(u,v). This cost is known to the al-
gorithm. We wish to design algorithms for sorting and selection that minimize the
total cost of the comparisons performed. Results can be found in [15,11,12] where
the performance of the algorithms is measured in terms of competitive analysis. In
all cases assumptions are made about the edge costs, e.g., that there is an under-
lying monotone structure [15,11] or metric structure [12].

A related problem that predates the study of priced information is the problem
of sorting nuts and bolts [1,17]. This is a problem that may be faced by “any
disorganized carpenter who has a mixed pile of bolts and nuts and wants to
find the corresponding pairs of bolts and nuts” according to the authors of [1].
The problem amounts to sorting two sets, X and Y , each with n elements given
that comparisons are only allowed between u ∈ X and v ∈ Y . It can be shown
that this problem can be generalized to the priced information problem in which
comparison costs are either 1 or ∞.
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In this paper we study a natural stochastic variant of the sorting problem. We
consider each comparison cost to be chosen independently at random. Specifi-
cally, we consider the following three models:

(a) Uniform Costs: c(u,v) is chosen uniformly in the range [0, 1],
(b) Boolean Costs: c(u,v) = 0 with probability p and 1 otherwise,
(c) Unit and Infinite Costs: c(u,v) = 1 with probability p and ∞ otherwise.

The first model is in the spirit of the work on calculating the expected cost
of the minimum spanning tree [10]. The second and third models are related
to the study of random partially ordered sets (see [3] for an overview) and
linear extensions [9,13,2]. Specifically, in Model (b), the free comparisons define a
partial order (V, �) that is chosen according to the random graph model. To sort
V we need to do the minimum number of remaining comparisons to determine
the linear extension, or total order. In Model (c) we have the problem of inferring
properties of the random partial order (V, �) defined by the cost 1 edges.

1.1 A Motivation from Game Theory

The framework of priced information lends itself naturally to a game theoretic
treatment where there are numerous sellers each owning one or more facts. Some
facts will be, in a sense, more valuable than others. In the case of sorting, the
value of a comparison (u, v) is inversely related to |{w : u < w < v or v < w <
u}| because for each such w, the comparisons (u, w) and (w, v) together provide
an alternative way of implying (u, v). How should sellers price their information
in an effort to maximize their profit? Herein lies the dilemma — if the pricing
of the facts is strictly monotonic with their value, the buyer can infer the sorted
order from the prices themselves and by performing a single (cheapest) compar-
ison! Yet, if there is no correlation, the seller is not capitalizing on the value of
the information they have to sell. It seems likely that the optimum pricing of a
fact will be a non-deterministic function of the value. While a treatment of the
game theoretic problem seems beyond our reach at this time, we feel that a first
step will be to find optimal buyer strategies when the price of each fact is chosen
randomly and independently of the value of the fact.

1.2 Our Results

For p = 1/2, our results are summarized in Table 1. In general, we will present
bounds in terms of both n and p. Note that rather than using a competitive
analysis of our algorithms (as in [15,11,12]) we estimate the expected cost of our
algorithms and the expected cost of the respective minimum certificate.

We would like to note that for the first three rows of Table 1, the expected cost
of each comparisons is 1/2 but the variance differs. For selection type problems
the variance makes a big difference since there are many ways to certify the rank
of an element. However for sorting there is only one (minimal) certificate for the
sorted order. Nevertheless, a little bit of variance makes it possible to sort with
only linear cost rather than O(n log n) cost.
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Table 1. Comparison between the expected costs of our algorithms and the minimum
certificates for sorting and selection for various cost functions when p = 1/2. The first
row follows from standard algorithms and is given as a reference point for comparison.
Also, in the case of c(u,v) ∈ {1, ∞} we consider finding all maximal/minimal elements.

Max and Min Selection Sorting

Upper Bound Min. Certificate Upper Bound Min. Certificate Upper Bound Min. Certificate

c(u,v) = 1/2 O(n) Ω(n) O(n) Ω(n) O(n log n) Ω(n)

c(u,v) ∈ [0, 1] O(log n) Ω(log n) O(log6 n) Ω(log n) O(n) Ω(n)

c(u,v) ∈ {0, 1} O(1) Ω(1) O(log n) Ω(1) O(n) Ω(n)

c(u,v) ∈ {1, ∞} O(n log n) Ω(n) − − − −

One of the main challenges in the analysis of our algorithms is to ensure that
the costs incurred at various stages of the algorithm are independent. We achieve
this by carefully designing the algorithms and describing an alternative random
process of cost assignment that we argue is equivalent to the original random
process of cost assignment.

2 Preliminaries

We are given a set V of n elements, drawn from some totally ordered set. We are
also given a non-negative symmetric function c : V ×V → R+ which determines
the cost of comparing two elements of V . Given V and c, we are interested in
designing algorithms for sorting and selection that minimize the total cost of the
performed comparisons.

The above setting is naturally described by the complete weighted graph on
V , call it G, where the weight ce of an edge e is determined by the cost function
c. The direction of each edge (u, v) in G is consistent with the underlying total
order and is unknown unless the edge e is probed, i.e., the comparison between u
and v is performed, or it is implied by transitivity, i.e., a directed path between
u and v is already revealed. In this case we call u and v comparable.

An algorithm for sorting or selection should reveal a certificate of the cor-
rectness of its output. In the case of sorting, the minimal certificate is unique,
namely the Hamiltonian path in G between the largest and the smallest elements
of V . In the case of selection, the certificate is a subgraph of G that includes a
(single) directed path between the element of the desired rank and each of the
remaining elements of V . In the special case of max-finding, the certificate is a
rooted tree on V , the maximum element being the root. The cost of a certificate
is defined as the total cost of the included edges.

In this paper we consider three different stochastic models for determining
the cost function c (see Section 1). In Models (b) and (c), the graphs induced
respectively by the cost 0 or 1 edges have natural analogue to random graphs with
parameter p, denoted by Gn,p. Note that in Models (a) and (b), the maximum



Sorting and Selection with Random Costs 51

cost of a comparison is 1. When this is case, the following proposition will be
useful and follows from a natural greedy strategy to find the maximum element
in the standard comparison model.

Proposition 1. Given a set V of n elements, drawn from a totally ordered set,
where the cost of the comparison between any two elements is at most 1, we can
find (and certify) the maximum element performing n−1 comparisons incurring
a cost of at most n − 1.

We will measure the performance of our algorithms by comparing the expected
total cost of the edges probed with the expected cost of a minimum certificate.
Note that the cost of the minimum certificate is concentrated around the mean
in most cases. Even when the minimum certificate cost is far from the mean,
we can obtain good bounds on the expected ratio by using algorithms from [4]
(Model (a)) or standard algorithms (Model (b) and (c)).

Finally, in the analysis, it would be often useful to number the elements of
V , v1, · · · , vn such that v1 < · · · < vn. We also define the rank of an element v
with respect to a set S ⊆ V to be rkS(v) = |{u : u ≤ v, u ∈ S}|.

3 Uniform Comparison Costs

In this section we will assume that the cost of each comparison is chosen uni-
formly at random in the range [0, 1]. We consider the problems of finding the
maximum or minimum elements, general selection, and sorting. The algorithms
are presented in Fig. 1.

Theorem 1. The expected cost of UniformFindMax is at most 2(Hn −1) where
Hk =

∑k
i=1 1/i.

Proof. We analyze a random process where we consider edges one by one in a
non-decreasing order of their cost. Note that the costs of edges define a random
permutation on the edges. If an edge is incident to two candidate elements, i.e.,
elements that have not lost so far a performed comparison, we probe the edge,
otherwise we ignore the edge. Either way we say the edge is processed.

We divide the analysis in rounds. A round terminates when an edge is probed.
After the end of a round, the number of candidates for the maximum decreases
by one. Therefore after n − 1 rounds the last candidate would be the maximum
element. For r ∈ {1, . . . , n − 1}, let tr denote the random variable which counts
the number of edges processed in the rth round. Let Tr =

∑r
i=1 ti denote the

rank of the edge (in the sorted by costs order) found in the rth round. Therefore,
the expected cost of the performed comparison is E [Tr] /(

(
n
2

)
+ 1).

It remains to show an upper bound on the value of E [Tr] =
∑r

i=1 E [ti]. So far
Tr−1 edges have been processed. The probability that the next edge is between
two candidate elements is p =

(
n−(r−1)

2

)
/

((
n
2

)
− Tr−1

)
≥

(
n−(r−1)

2

)
/
(
n
2

)
. Hence,

for r ∈ {1, . . . , n − 2}, E [tr] ≤ 1/p ≤
(

n
2

)
/
(
n−(r−1)

2

)
, and for r = n − 1, we have
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E [Tr] ≤
(
n
2

)
. We conclude that the total expected cost is at most,

n−1∑

r=1

E [Tr]
(
(
n
2

)
+ 1)

≤ 1 +
n−2∑

r=1

r∑

i=1

1
(
n−(i−1)

2

) ≤ 1 +
n−2∑

r=1

2
n − r + 1

= 2(Hn − 1) .

Theorem 2. The expected cost of the cheapest rank k certificate is Hk +
Hn−k+1 − 2.

Proof. Consider vi with i < k. Any certificate must include a comparison with
at least one of vi+1, . . . , vk. The expected cost of the minimum of these k − i
comparisons is 1

k−i+1 . Summing over i, i < k, yields Hk − 1. Similarly, now
consider vi with i > k. Any certificate must include a comparison with at least
one of vk, . . . , vi−1. The expected cost of the minimum of these i−k comparisons
is 1

i−k+1 . Summing over i, n ≥ i > k, yields Hn−k+1 − 1. The theorem follows.

Note that the theorem above also implies a lower bound of Ω(log n) on the
expected cost of the cheapest certificate for the maximum (minimum) element.
To prove a bound on the performance of UniformSelection we need the following
preliminary lemma.

Lemma 1. Let v ∈ V and perform each comparison (not just those involving v)
with probability p . Then, with probability at least 1−1/n4 (assuming p > 1/n3),
for all u such that

| rkV (u) − rkV (v)| ≥ 150 logn (log n + log(1/p))
p

,

the relationship between u and v is certified by the comparisons performed.

Proof. Without loss of generality, rkV (v) ≥ n/2. We will consider elements in
S = {u : rkV (u) < rkV (v)}. The analysis for elements among {u : rkV (u) >
rkV (v)} is identical and the result follows by the union bound. Throughout the
proof we will assume that n is sufficiently large.

Let D be the subset of S such that u ∈ D is comparable to v. We partition S
into sets,

Bi = {u : rkV (v) − wi ≤ rkV (u) < rkV (v) − w(i − 1)} ,

where w = 12 log n
p(1−e−1) . Let Xi = D ∩Bi, that is, the elements from set Bi that are

comparable to v. For the sake of notation, let X0 = {v}. Let Di =
⋃

0≤j≤i−1 Xj .
If we perform a comparison between an element of Di and an element u of Bi

then we certify that u is less than v. The probability that an element of Bi gets
compared to an element of Di is,

1 − (1 − p)Di ≥ 1 − e−pDi ≥ (1 − e−1)max{1, pDi} .

Let (Yi)1≤i be a family of independent random variables distributed as Bin(w, q)
where q = (1 − e−1)max{pDi, 1}. Note that E [Yi] = 12Di log n if pDi ≤ 1.
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1. For i such that Di < 1/p. Using the Chernoff Bounds,

P [Xi < Di log n] = P

�
Xi <

qw

12

�
≤ P

�
Yi <

E [Y ]

12

�
≤ e−6(11/12)2Di log n ≤ n−5 .

In other words, the number of comparable elements increases by at least a
log n factor until Di ≥ 1/p. Hence, with probability at least 1− log(1/p)/n5,
for all i, Di ≥ min{1/p, (logn)i−1}. In particular, Dlog 1/p ≥ 1/p.

2. Assume that i > log(1/p) and therefore Dlog 1/p ≥ 1/p. Using Chernoff
Bounds, we get

P

�
Xi <

1

p

�
≤ P

�
Yi <

1

p

�
≤ P

�
Yi <

E [Yi]

12 log n

�
≤ e−(1− 1

12 log n
)26Di log n ≤ n−5 .

Therefore with probability at least 1− t/n5, Dt ≥ 6p−1 log n where t = 6 log n+
log(1/p). Consider an element u ∈ Bt′ where t′ > t. The probability that u
is not in D is at most (1 − p)6 log n/p ≤ 1/n6. Hence, with probability at least
1 − (1 + t)/n5,

|S \ D| ≤ wt ≤ 150 logn (log n + log(1/p))
p

.

Lemma 2. Consider the algorithm UniformFindRankCertificate called on a
randomly chosen v. With probability at least 1 − n−3 the algorithm returns a
certificate for the rank of v. The expected cost of the comparisons is O(log5 n).

Proof. Let Vi be the set of elements at the start of iteration i. Let p1 = α/n be the
probability that ce ∈ [0, α/n]. For i > 1, let pi = α2i−1/n be the probability that
ce ∈ [α2i−1/n, α2i/n]. First we show that, with probability at least 1− log2(n/α)

n4 ,
for all 1 ≤ i ≤ log2(n/α), |Vi| < n/2i−1. Assume that |Vi| < n/2i−1. Appealing
to Lemma 1, there are less than

300 log |Vi|(log |Vi| + log(1/p))
p

≤ 600 log2 n

α2i−1/n
= |Vi|/2

elements in Vi+1 \ Vi and hence |Vi+1| < n/2i. It remains to show that the cost
per iteration is O(log4 n). This follows since the expected number of comparisons
is O(V 2

i α2i/n) = O(αn/2i) and each comparison costs at most α2i/n.

The following theorem can be proved using standard analysis of the appropriate
recurrence relations and Lemma 2.

Theorem 3. The algorithm UniformSelection can be used to select the kth ele-
ment. The expected cost of the certificate is O(log6 n). The algorithm UniformSort
returns a sorting certificate with expected cost O(n).

Note that we can check if a certificate is a valid one without performing any
additional comparisons. In the case when UniformFindRankCertificate fails, we
can reveal all edges to obtain a certificate without increasing asymptotically the
overall expected cost.
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Algorithm UniformFindMax(V )
1. for j = 1 to n − 1
2. do Perform cheapest remaining comparison
3. Remove the smaller element of the performed comparison
4. return remaining element

Algorithm UniformFindRankCertificate(V, v)
1. Let α = 1200 log2 n
2. Perform all comparisons e such that ce ∈ [0, α/n]
3. for u ∈ V
4. do if u is comparable with v
5. then V ← V \ {u}
6. if u < v then V1 ← V1 ∪ {u} else V2 ← V2 ∪ {u}
7. for i = 1 to log2(n/α)
8. do Perform all comparisons e such that ce ∈ [α2i−1/n, α2i/n]
9. Repeat Steps 3-6
10. return V1, V2

Algorithm UniformSelection(V, k)
1. if |V | = 1 then return V
2. Pick random pivot v ∈ V
3. (V1, V2) ←UniformFindRankCertificate(V, v)
4. V ← V \ {v}
5. if |V1| > k then UniformSelection(V1, k) else UniformSelection(V2, k − |V1|)

Algorithm UniformSort(V )
1. Pick random pivot v ∈ V
2. (V1, V2) ←UniformFindRankCertificate(V, v)
3. return (UniformSort(V1), v,UniformSort(V2))

Fig. 1. Algorithms for uniform comparison costs

Theorem 4. The expected cost of the cheapest sorting certificate is (n − 1)/2.

Proof. For each 1 ≤ i ≤ n − 1 there must be a comparison between vi and vi+1.
The expected cost of each is 1/2. The theorem follows by linearity of expectation.

4 Boolean Comparison Costs

In this section we assume that comparisons are for free with probability p and
have cost 1 otherwise. We consider the problems of finding the maximum or
minimum elements, general selection, and sorting. The algorithms for maximum
finding and selection are presented in Fig. 2. For sorting we use results from [2]
and [15] to obtain a bound on the number of comparisons needed to sort the
random partial order defined by the free comparisons.

Theorem 5. The expected cost of BooleanFindMax is 1/p − 1 as n → ∞.
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Algorithm BooleanFindMax(V )
1. Perform all free comparisons
2. Find the maximum element among the elements that have not lost a compar-

ison in Step 1 using cost 1 comparisons.

Algorithm BooleanSelection(V, k)
1. Perform all free comparisons
2. w ← 3(log n)/p2

3. S ← {v : v wins at least k − 1 − w comparisons and loses at least n − k − w
comparisons}

4. Find the minimum and maximum element of S and determine their exact rank
by comparing them to all elements whose relation to them is unknown.

5. rmin ← rkV (minimum element of S)
6. rmax ← rkV (maximum element of S)
7. T ← {v : rmin ≤ rkV (v) ≤ rmax}
8. if rmin ≤ k and rmax ≥ k
9. then return StandardSelection(T, k − rmin)
10. else return StandardSelection(V, k)

Fig. 2. Algorithms for boolean comparison costs

Proof. Consider the ith largest element. The probability that there is no free
comparison to a larger element is (1 − p)i−1. Hence, after performing all the
free comparisons, the expected number of non-losers, in the limit as n tends to
infinity, is

lim
n→∞

n∑

i=1

(1 − p)i−1 = lim
n→∞

1 − (1 − p)n

p
= 1/p .

Hence, by Proposition 1, the expected number of comparisons of cost 1 that are
necessary is 1/p − 1.

The theorem above leads to an immediate corollary:

Corollary 1. The expected cost of the cheapest certificate for the maximum el-
ement and the element of rank k is Ω(1/p) as n → ∞.

Using Theorem 5, we obtain a sorting algorithm with expected cost of at most
(1/p − 1)(n − 1) by repeating n − 1 times BooleanFindMax . We improve this
result (for sufficiently small p) by observing that the free comparisons define a
random partial order on the n elements, call it Gn,p. In [2], the expected number
of linear extensions of Gn,p was shown to be

p−1
n∏

k=1

1 − (1 − p)k ≤ 1/pn−1 .

A conjecture, proposed by Kislitsyn [16], Fredman [9], and Linial [18], states
that given a partial order P , there is a comparison between two elements such



56 S. Angelov, K. Kunal, and A. McGregor

that the fraction of extensions of P where the first elements precedes the second
one is between 1/3 and 2/3. Ignoring running time, this would imply sorting
with cost log3/2 e(P ), where e(P ) denotes the number of linear extensions of P .
In [14], a weaker version of the conjecture was shown giving rise to an efficient,
via randomization [8], sorting algorithm with cost log11/8 e(P ). Taking a differ-
ent approach, Kahn and Kim [13] described a deterministic polynomial time,
O(log e(P )) cost algorithm to sort any partial order P .

Combining the above results, and using Jensen’s inequality, we obtain a sort-
ing algorithm with expected cost at most,

log11/8 e(Gn,p) ≤ (log11/8 p−1)(n − 1) .

Note that for p < 0.1389, log11/8(1/p) < 1/p − 1. Combining the two sorting
methods, we obtain the following theorem.

Theorem 6. There is a sorting algorithm for the Boolean Comparison Model
with expected cost of min{log11/8 1/p, 1/p − 1} · (n − 1).

The proof of the following theorem about the cheapest sorting certificate is nearly
identical to that of Theorem 4.

Theorem 7. The expected cost of the cheapest sorting certificate is (1−p)(n−1).

We next present our results for selection.

Theorem 8. The algorithm BooleanSelection can be used to select the kth ele-
ment. The expected cost of the algorithm is O(p−2 log n).

Proof. We want to bound the size of set S as defined in the algorithm. Fix an
element vj . For an element vi such that i < j, let l = j − i − 1. Consider the
event that we can infer vi < vj from the free comparisons because there exists an
element vi′ such that vi < vi′ < vk and c(vi,vi′ ) = c(vi′ ,vj) = 0. The probability
of this event is 1− (1−p2)l and hence with probability at least 1−1/n3 we learn
vi < vj if l ≥ w = 3(log n)/p2. Therefore, with probability at least 1 − 1/n2, vj

wins at least j −1−w comparisons. Similarly with probability at least 1−1/n2,
vj loses at least n − j + w comparisons.

Hence, with probability 1 − 2/n2, every element from the set

S′ = {v : k − w ≤ rkV (v) ≤ k + w} ,

belongs to the set S and in particular the element of rank k also belongs to
S. Note that no element from outside S′ can belong to S and hence |S| ≤ 2w.
By Proposition 1, it takes O(w) comparisons to compute the minimum and
maximum elements in S. There are at most 2w elements incomparable to the
minimum (maximum) element with probability at least 1 − 2/n2 and hence the
expected cost for determining the exact rank of minimum (maximum) element
from S is bounded by

2w(1 − 2/n2) + (n − 1)2/n2 = O(w)
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Algorithm PosetFindMaximal
1. Pick v ∈ V
2. while |V | > 0
3. do Perform cost 1 comparisons with v until it loses (or is certified maximal)
4. if v wins all of its comparisons then return v maximal
5. else V ← V \ {v} and set v to the winner of the last comparison

Algorithm PosetFindAllMaximal
1. for each v ∈ V
2. do Perform, in a random order, cost 1 comparisons with v
3. until v loses or all such comparisons are performed
4. return All elements that did not lose comparison

Fig. 3. Algorithms for 1/∞ comparison costs

in expectation. Since the size of T is also O(w), step 5 takes O(w) time if vk ∈ T ,
which happens with probability at least 1 − 2/n2, and O(n) otherwise. Similar
to the previous step, the expected cost is O(w).

Note that with a slight alteration to the BooleanSelection algorithm it is
possible to improve upon Theorem 8 if p is much smaller than 1/ logn. Namely,
setting w = 150p−1 log n log(n/p), and appealing to Lemma 1 in the analysis,
gives an expected cost of O

(
p−1 log n log(n/p)

)
.

5 Unit and Infinite Comparison Costs

In this section we consider the setting where only a subset of the comparisons
is allowed. More specifically, each comparison is allowed with probability p (has
cost 1) and is not allowed otherwise (has infinite cost). Here, the underlying total
order might not be possible to infer even if all comparisons are performed. This is
because, for example, adjacent elements can be compared only with probability
p. Hence, even the maximum element might not be possible to certify exactly.
We therefore relax our goals to finding maximal elements and inferring the poset
defined by the edges of cost 1. In what follows, we present algorithms for finding
a maximal element as well as all maximal elements (see Fig. 3). We consider an
element maximal if it wins (directly or indirectly) all allowed comparisons to its
neighbors.

Theorem 9. The expected cost of the cheapest certificate for all maximal ele-
ments is Ω

(
n(1 − (1 − p)n−1)

)
.

Proof. In this setting, each element that has no edges of cost 1 incident to it is a
maximal element. In expectation, there are n(1 − p)n−1 such elements. For each
of the remaining elements we need to do at least one comparison. Note that each
comparison satisfies this requirement for two elements. Therefore, we need to do
at least 1

2 (n − n(1 − p)n−1) comparisons in expectation.
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Theorem 10. The expected cost of PosetFindAllMaximal is O(n log n). The
expected cost of PosetFindMaximal is at most n − 1.

Proof. We first analyze PosetFindAllMaximal . Fix an element v. Let i = rkV (v).
Consider the following equivalent random process that assigns costs (1 or ∞) to
edges in the following way:

1. Pick t from a random variable T distributed as Bin(n − 1, p).
2. Repeat t times: Assign cost 1 to a random edge adjacent to v whose cost has

not yet been determined.
3. Declare the cost of all other edges adjacent to v to be ∞.
4. For each remaining graph edge assign cost 1 with probability p and ∞

otherwise.

We may assume that the algorithm probes the cost 1 edges in this order until
v loses a comparison or until all cost 1 edges are revealed. If v has not lost
a comparison, v loses the next performed comparison with probability at least
(i − 1)/(n − 1). Hence, the expected number of comparisons involving v is

∑

t

P [T = t]
t∑

j=1

i − 1
n − 1

(

1 − i − 1
n − 1

)j−1

j ≤
∑

t

P [T = t]
n − 1
i − 1

≤ n − 1
i − 1

.

Therefore, by linearity of expectation the total number of comparisons we expect
to do is at most (n − 1)Hn−1 + (n − 1).

The second part of the theorem follows easily from Proposition 1. The algo-
rithm PosetFindMaximal is given for completeness.

Recently, Daskalakis et al. [7] gave algorithms with O(wn) cost for finding
all maximal elements in a poset where w is the width or maximum size of in-
comparable elements in the poset. Note that for p < 1/2, E [w] = Ω(log n) but
for higher values of p, their algorithm yields a cheaper solution. However, their
results also apply in the worst case, not just the expected case.

6 Conclusions and Open Questions

We have presented a range of algorithms for finding cheap sorting/selection
certificates in three different stochastic priced-information models. Most of our
algorithms are optimal up to constants and the remaining algorithms are optimal
up to poly-logarithmic terms (for constant values of the parameter p). Beyond
improving the existing algorithms there are numerous ways to extend this work.
In particular,

– What about the price model in which the comparison costs are chosen in an
adversarial manner but the order of the elements is randomized?

– In this work we have compared expected cost of minimum certificates to
expected cost of the algorithms presented. Is it possible to design algorithm
which are optimal in the sense that the expected cost of the certificate found
is minimal over all algorithms? Perhaps this would admit an information
theoretic approach.
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Finally, this work was partially motivated by the game theoretic framework
described in Section 1.1. A full treatment of this problem was beyond the scope of
the present work. However, the problem seems natural and deserving of further
investigation.
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Abstract. Most deterministic algorithms for NP-hard problems are
splitting algorithms: They split a problem instance into several smaller
ones, which they solve recursively. Often, the algorithm has a choice be-
tween several splittings. For 3-SAT, we show that choosing wisely which
splitting to apply, one can avoid encountering too many worst-case in-
stances. This improves the currently best known deterministic worst case
running time for 3-SAT from O(1.473n) to O(1.465n), n being the num-
ber of variables in the input formula.

1 Introduction

Most deterministic algorithms for NP-hard problems like k-SAT, k-colorability
and Maximum Independent Set use the idea of splitting: A problem instance I
is replaced by several smaller instances I1, . . . , I�, which are solved recursively.
Of course, we want � to be small and the size of the instances Ii to be much
smaller than the size of I—whatever size means in this context. Most algorithms
use several branching rules, i.e. rules for replacing I by I1, . . . , I�. Inevitably, not
every rule will apply to every instance, and some rules will amount to higher
running time and some to lower. Often, a single rule is responsible for the worst-
case behavior of the algorithm. Imagine you have a “meta-rule” that tells you
what branching rule to apply in order to avoid encountering too many worst-case
instances. This will of course speed up your algorithm. For our 3-SAT-algorithm,
we find such a meta-rule. The general idea is to run a preliminary search on a
given instance I that simply aborts when a worst case instance is encountered.
We pick one such worst-case instance I ′ and again start the preliminary search on
I ′. Repeating, we will find an instance I∗ and a search tree for I∗ that contains no
worst-case instances. The trick is that one can show, for our particular algorithm,
that this very search tree is also a search tree for I. We use the instance I∗ as a
search guide for I, always applying the branching rules that would have applied
in the search tree for I∗. The algorithm to which we apply this idea is the
deterministic local search algorithm for 3-SAT by Dantsin et al. [3], of which
we improve the running time from the previously best known O(1.473n) [2] to
O(1.465n) (here, n is the number of variables). The idea is in fact not limited
to 3-SAT, it can be applied for general k-SAT, but the improvement over the
original algorithm by [3] becomes smaller and smaller.
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Previous Results

In recent years, a lot of research has been done in designing “modestly exponen-
tial” algorithms deciding 3-SAT, i.e. running in time O(an), for a considerably
smaller than 2. The currently fastest randomized algorithm, given by Daniel
Rolf [7], achieves a running time of O(1.32216n).

The running times of deterministic algorithms for 3-SAT are much higher:
Dantsin et al. [3] gave a deterministic algorithm based on local search, with a
running time of O(1.481n). Later, Brueggemann and Kern [2] further improved
this algorithm and obtained a running time of O(1.473n), which was the previ-
ously fastest known deterministic algorithm.

We apply the idea of guided search to the splitting algorithm in Dantsin
et al. [3] and Brueggemann and Kern [2], thus avoiding encountering too many
worst-case formulas and improving the running time of deterministic local search
algorithms for 3-SAT from O(1.473n) to O(1.465n).

Notation

A CNF formula, or simply a CNF, is a conjunction (and) of clauses, and a
clause is a disjunction (or) of literals. A literal is either a boolean variable x or
its negation x̄. We can assume that no clause contains both a variable and its
negation. A k-CNF is a CNF in which every clause contains at most k literals,
and k-SAT is the problem whether a given k-CNF is satisfiable. If γ is a partial
truth assignment, then we denote by F [γ] the k-CNF obtained by setting the
variables of F as described by γ. If γ does not set variable x, we may write
[γ, x �→ 1] (or [γ, x �→ 0]) to denote the partial assignment that behaves like γ,
and in addition sets x to 1 (or to 0).

2 The Local Search Algorithm k-SAT

In [3], Dantsin et al. give a surprising approach to deciding k-SAT. Let F be
a k-CNF and n be the number of variables in F . Let {0, 1}n be the set of
all possible truth assignments to these variables. We search for a satisfying
assignment not in the whole cube {0, 1}n, but locally in some Hamming ball
Br(α) := {β ∈ {0, 1}n : d(α, β) ≤ r} of radius r centered at some α ∈ {0, 1}n.
We say F is Br(α)-satisfiable if Br(α) contains an assignment satisfying F . We
will see below how this can be decided for k-CNFs in time O(krpoly(n)). For
certain values of r, kr is much smaller than the volume of Br(α). By choos-
ing N(n, r) many Hamming balls that together cover {0, 1}n, we can decide
satisfiability of F in time O(N(n, r)krpoly(n)). There is of course a trade-off
between the radius r of the balls and the number of balls needed to cover
{0, 1}n. Dantsin et al. [3] show how to choose r optimally such that if Br(α)-
satisfiability can be decided in O(arpoly(n)), satisfiability of F can be decided

in O
((

2 − 2
1+a

)n

poly(n)
)
.
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Note that by the symmetry of {0, 1}n, Br(α)-satisfiability is basically the
same problem for each α ∈ {0, 1}n. Hence we will assume for the rest of the
paper that α = (1, . . . , 1) and write Br for Br

(
(1, . . . , 1)

)
. Algorithm 1, given in

Dantsin et al. [3], decides Br-satisfiability in O(krpoly(n)) steps.

Algorithm 1. searchball(Formula F , depth r)
1: if F contains no negative clause then
2: return true
3: else if � ∈ F or r ≤ 0 then
4: return false
5: else
6: pick some negative clause {x̄1, . . . , x̄�} ∈ F
7: return

��
i=1 searchball(F [xi �→0], r − 1)

8: end if

Here, a negative clause is a clause containing only negative literals (and thus
is not satisfied by α = (1, . . . , 1)). Let us see why this algorithm works. The first
four lines should be clear: If F contains no negative clause, α satisfies F , and
surely α ∈ Br. Otherwise, if � ∈ F , then F is clearly unsatisfiable. Also, if α
does not satisfy F , and r = 0, then F is clearly not Br-satisfiable.

So much for the base cases. The interesting step is of course the recursion.
Consider the negative clause {x̄1, . . . , x̄�}. If there is some satisfying assignment
α∗ ∈ Br, it must set some xi to 0. Let α∗

i be the assignment setting xi to 1, but
else agreeing with α∗. Since d(α∗, α) ≤ r, it holds that d(α∗

i , α) ≤ r − 1. Note
that α∗

i satisfies F [xi �→0]. Therefore, F ′ is Br−1-satisfiable, and the recursive
call searchball(F [xi �→0], r − 1) will return true. Conversely, if some F [xi �→0] is
Br−1-satisfiable, it is easy to see that F is Br-satisfiable.

3 Branching Rules

We say in lines 6 and 7 searchball performs a branching. To be more precise,
define branchings as follows:

Definition 3.1. For a partial assignment γ, let |γ| denote the number of vari-
ables γ sets to 0. A branching for F is a set Γ = {γ1, . . . , γ�} of partial assign-
ments with |γi| ≥ 1 for all 1 ≤ i ≤ �.

Note that we only count variables γ sets to 0. This has two reasons. First, almost
no assignment we encounter sets any variable to 1. We will see an exception at the
end of the paper, but this will not cause any trouble. Second, we want to measure
how far a partial assignment takes us from α = (1, . . . , 1), and setting variables
to 1 obviously does not increase the distance from α. The intuition behind the
definition of branchings is that searchball first computes some branching Γ for
F and then recurses on each of the formulas F [γ] for each γ ∈ Γ . The following
definition and observation ensure that this is legal, i.e. will give a correct result.
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Definition 3.2. We define valid branchings inductively. Let F be a CNF. For
every negative clause {x̄1, . . . , x̄�} ∈ F the branching

{[x1 �→ 0], . . . , [x� �→ 0]}

is valid for F . If some branching Γ is valid for F , and there is some γ ∈ Γ and
a branching Γ ′ = {β1, . . . , β�} that is valid for F [γ], then

Γ \ γ ∪ {γβ1, . . . , γβ�}

is valid for F .

Here, γβi denotes the combination of both partial assignments. Note that this is
well defined, as these two partial assignments refer to disjoint sets of variables.
The following observation gives meaning to the previous definition.

Observation. If Γ is a branching valid for F , then F is Br-satisfiable if and
only if there exists some γ ∈ Γ such that F [γ] is Br−|γ|-satisfiable.

One might think that these definitions are overly formal, since the notion of
branchings in the context of recursive algorithms is a familiar one. However, as
our algorithm becomes more involved, it will become clear that it pays to have
things defined formally. Using the definition of branchings, we can replace lines
6 and 7 by

6: apply some rule to obtain a valid branching {γ1, . . . , γ�} for F

7: return
∨�

i=1 searchball(F [γi], r − |γi|)

It is clear that for 3-CNFs, we always find a valid branching containing at most
3 partial assignments, thus searchball has a running time of O (3rpoly(n)). Our
goal is to decrease the basis of the exponential to some a < 3. To achieve this,
we first give four relatively simple branching rules for 3-CNFs.

3.1 Simple Branching Rules

Let Neg(F ) denote the set of all negative clauses in F , i.e. clauses without posi-
tive literals. Accordingly, the empty clause � is a negative clause, too. If Neg(F )
consists of pairwise disjoint clauses, we say F is Neg-disjoint. From now on, we
assume that all negative 3-clauses in F are pairwise disjoint, i.e. that F is Neg-
disjoint or contains some negative clause of size at most two. We will show at the
end of the paper how to deal with intersecting negative 3-clauses. Let us state
four simple rules the algorithm tries to apply. See Figure 1 for an illustration.

Rule 1. If there is some {x̄1, . . . , x̄�} ∈ Neg(F ) with � ≤ 2, then use the branch-
ing {[x1 �→ 0], . . . , [x� �→ 0]}. This includes the case � ∈ F .
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Note that if Rule 1 does not apply, then by assumption F is Neg-disjoint.
Clearly, any satisfying assignment needs to set at least |Neg(F )| variables to 0.
Hence if |Neg(F )| > r at this point, the algorithm immediately returns “not
Br-satisfiable”. We assume from now on that |Neg(F )| ≤ r.

Rule 2. Suppose F contains two clauses of the form {u} and {ū, v̄, w̄}. Use the
branching {[v �→ 0], [w �→ 0]}. Note that the partial assignment [u �→ 0] need not
be part of the branching, because F [u�→0] contains the empty clause.

Rule 3. Suppose F contains clauses of the form {u, ā} and {ū, v̄, w̄}. Use the
branching {[u �→ 0, a �→ 0], [v �→ 0], [w �→ 0]}.

Rule 4. Suppose F contains clauses of the form {u, x}, {x̄, ȳ, z̄} and {ū, v̄, w̄},
the latter two being distinct. Use the branching {[u �→ 0, y �→ 0], [u �→ 0, z �→
0], [v �→ 0], [w �→ 0]}. Similarly to the case for Rule 2, the partial assignment
[u �→ 0, x �→ 0] is not part of the branching, since � ∈ F [u�→0,x �→0].

{ū, v̄, w̄}{ū, v̄, w̄} {ū, v̄, w̄}

{x̄, ȳ, z̄}

�

�

v = 0v = 0 v = 0u = 0 u = 0u = 0 w = 0w = 0 w = 0

x = 0 y = 0 z = 0a = 0

{ā}

Fig. 1. Visualization of Rules 2, 3 and 4, respectively

It should be noted that there is nothing new about these branching rules. They
all appear in [2], and some appear already in [3]. Each formula occurring in the
computation of searchball(F ,r) is of the form F [γ] for some partial assignment
γ. In this sense, branching rules extend γ: For example, Rule 3 extends it to
[γ, u �→ 0, a �→ 0], [γ, v �→ 0] and [γ, w �→ 0] in the recursive calls.

4 Partial Exact Assignments and Guided Search

If some of Rules 1–4 applies to F , then searchball applies a branching Γ and
calls itself recursively on F [γ] for each γ ∈ Γ . If none of these rules applies to
F , we call F reduced. This is where the difficult part begins. The approach of
[3] and [2] is (briefly) to define additional rules and then prove a non-trivial
theorem that if these rules do not apply, there is some other way to decide
quickly whether F is Br-satisfiable. Unfortunately, the additional rule causes a
higher running time. Our approach is not completely different, however, we do
not introduce any additional rules. Observe that Rules 1–4 might give several
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valid branchings for the same formula. It turns out that, depending on which
branching we decide to apply, we may encounter reduced formulas very often
or very rarely. We show that we can find a “guide” formula that tells us which
branchings to apply in order to avoid encountering too many reduced formulas.
Central to our algorithm will be the following special type of partial assignments:

Definition 4.1. Let F be a Neg-disjoint CNF. A partial assignment γ to the
variables of F is called a partial exact assignment w.r.t. F , short pea, if

– it sets no variable to 1, and
– in each clause C ∈ Neg(F ), it satisfies at most one literal (i.e. it sets the

corresponding variable to 0), and
– it does not set further variables.

For example, if F = {{ū, v̄}, {x̄, ȳ}, {x, ā}}, then γ = [u �→ 0, y �→ 0] is a pea
for F , but [u �→ 0, v �→ 0] and [u �→ 0, a �→ 0] are not. Please note that though
defined in more general terms, we will use the term pea w.r.t. F only if F is
a reduced 3-CNFs. A crucial fact in our algorithm will be that Rules 2 and 4
behave “nicely” with respect to peas. This means, if γ is a pea w.r.t. some F ,
and Rule 2 or Rule 4 applies to F [γ], then the extensions of γ produced by the
branching will be peas w.r.t. F , as well. This is because all variables set to 0
in Rule 2 and 4 occur in a 3-clause of F [γ]. Since applying γ does not create
new 3-clauses, these must already have been in F . However, Rules 1 and 3 can
produce non-peas, as they set variables to 0 which do not necessarily occur in a
3-clause.

If we encounter a reduced formula F , we cannot apply any of Rules 1–4 and
thus have to pick some {x̄1, x̄2, x̄3} ∈ Neg(F ) and recurse on the three formulas
F [xi �→0], i = 1, 2, 3. This branching rule, if applied over and over again, would
amount to a running time of O (3rpoly(n)). Having applied it once, we would
like to make sure that we will not encounter any further reduced formulas in the
subsequent recursive calls. This is too much to ask for, but what we definitely do
not want is to encounter a reduced formula F [γ] where γ is a pea for F . Think of
peas as being especially benign and well-behaved partial assignments. We surely
do not want these nice peas to bring us into trouble.

Definition 4.2. We call a computation of searchball(F , r) good if for any
F [γ] occurring in the computation with γ being a pea w.r.t. F and |γ| ≥ 1, the
formula F [γ] is non-reduced.

We will give a procedure that runs in reasonable time, and for every reduced F ,
finds either a satisfying assignment in Br or a good computation. The benefit of
a good computation is clear: As long as our branchings produce peas w.r.t. F ,
we will not encounter reduced formulas. Recall that Rules 2 and 4 never extend a
pea γ to a non-pea. Rules 1 and 3 might, but these rules are so efficient that this
compensates for the possibility of encountering a reduced formula afterwards.

We will compute a “guide” formula G for which we find a good computation,
and then show that the same computation can be performed on F . Let us be
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more precise: We pick a negative clause {x̄1, x̄2, x̄3} in Neg(F ), called the starting
clause of F . For each i = 1, 2, 3, we try to extend the partial assignment [xi �→ 0]
to a pea γ w.r.t. F such that F [γ] is reduced. We do this by recursively applying
Rules 1–4, but aborting the recursion on formulas F [γ] if γ is not a pea w.r.t. F ,
or if γ is a pea and F [γ] is reduced. This procedure searchball-prelim is given
in detail in Algorithm 2. The number of leaves visited by searchball-prelim
is ≤ fr−1, where

fi :=
{

2fi−1 + 2fi−2 if i ≥ 1,
1 if i ≤ 0 .

(1)

Algorithm 2. searchball-prelim(Formula F , partial assignment γ, radius r)
1: if γ is not a pea w.r.t. F then
2: return undefined
3: else if F [γ] is reduced then
4: return γ
5: else if r ≤ 0 then
6: return undefined
7: else
8: Apply one of Rules 1–4 and obtain a branching {γ1, . . . , γ�}
9: for 1 ≤ i ≤ � do

10: γ′ := searchball-prelim(F , γγi, r − |γi|)
11: if γ′ �= undefined then
12: return γ′

13: end if
14: end for
15: return undefined
16: end if

This can easily be seen by induction on r: If Rule 4 is applied, it causes two
calls with r − 1 and two with r − 2. Rules 1, 2 and 3 are clearly even better.
So we call searchball-prelim(F , [xi �→ 0], r − 1) for each i = 1, 2, 3. Suppose
each of these three calls returns undefined. Then searchball-prelim did not
encounter any reduced F [γ] for γ being a pea, i.e. this was a good computation.
Otherwise, let γ1 be the returned pea and consider F2 := F [γ1]. As for F , pick a
negative clause {ȳ1, ȳ2, ȳ3} ∈ Neg(F2) as starting clause of F2 (if there is one).
Call searchball-prelim(F2, [yi �→ 0], r−1) for each i = 1, 2, 3. Either every call
returns undefined, or some γ2 is returned. In the latter case, define F3 := F

[γ2]
2

and we do for F3 what we did for F2. This creates a sequence F = F1, F2, . . .

where Fi+1 = F
[γi]
i , γi is a pea w.r.t. Fi returned by searchball-prelim, and

every Fi is reduced. Since each Fi+1 contains strictly fewer variables than Fi,
this process terminates in some Fm =: G. Furthermore, it is not difficult to see
that γ1γ2 . . . γm−1 is a pea w.r.t. F , and thus |γ1γ2 . . . γm−1| ≤ r: Recall that F
is Neg-disjoint, and we assume |Neg(F )| ≤ r, hence every pea has size ≤ r. See
Figure 2.
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F

F2

Fm

γ1

γ2

Fig. 2. Constructing a sequence F1, F2, . . . , Fm of reduced formulas. The process
terminates in Fm. Either Neg(Fm) = ∅, or for every γ in the tree of Fm that is a pea

w.r.t. Fm, F
[γ]
m is non-reduced.

There are two cases: First, the process above could terminate with Neg(G) =
∅. Then setting all variables in G to 1 satisfies it. Since G = F [γ1γ2...γm−1] and
|γ1γ2 . . . γm−1| ≤ r, F is Br-satisfiable.

Second, the process could terminate with G for which searchball-prelim
returned undefined. Let us contemplate for a moment what this means. When
reaching G in the process described above, we pick a starting clause {z̄1, z̄2, z̄3} ∈
Neg(G) and call searchball-prelim(G, [zi �→ 0], r − 1) for i = 1, 2, 3, and
each call returns undefined. This means that for any pea γ that occurs in
the computation of searchball-prelim, G[γ] is non-reduced. Therefore, one
of Rules 1–4 applies to it, giving a branching Γ . We will show that Γ is valid
for F [γ], as well, i.e. we can perform the same computation on F instead of G,
which will be a good computation of searchball on F . We say we use G as a
search guide for searchball(F , r) telling us which branching to apply. Here it is
important that the branching in Line 8 of searchball-prelim is chosen among
all possible branchings by some deterministic rule, such that when performing
the same computation for F , we will get exactly the same branching again. This
will be a good computation, and we will not encounter reduced formulas F [γ] as
long as γ is a pea w.r.t. G. We need the following technical lemma to show that
any branching which is valid for G[γ] is also valid for F [γ], if γ is a pea w.r.t. G.

Lemma 4.3. Let F and G be reduced 3-CNFs. Let F3, G3 denote the set of all
3-clauses of F and G, respectively. If G3 ⊆ F3, and γ is a pea w.r.t. G, then
Neg(G[γ]) ⊆ Neg(F [γ]).

Proof. Consider any C ∈ Neg(G[γ]). We will show that C ∈ Neg(F [γ]). There
is some clause D ∈ G with D[γ] = C. If |D| = 3, then by assumption D ∈ F
and C = D[γ] ∈ F [γ], and we are done. Otherwise, |D| ≤ 2, and thus D is not a
negative clause, because G is reduced. Thus, D is either of the form {u}, {u, ā}
or {u, x}. If D = {u} or {u, ā}, then γ(u) = 0, since D[γ] is a negative clause.
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Since γ is a pea w.r.t. G, there is a clause {ū, v̄, w̄} in G. Hence Rule 2 or 3 ap-
plies to G, contradicting the assumption that G is reduced. If D = {u, x}, then
C = ∅, and γ(u) = γ(x) = 0. Therefore G contains distinct clauses {ū, v̄, w̄}
and {x̄, ȳ, z̄}, and Rule 4 applies. This is again a contradiction. It follows that
|D| = 3 and C ∈ F [γ], thus Neg(G[γ]) ⊆ Neg(F [γ]). �

Lemma 4.4. Let F and G be reduced 3-CNFs and suppose that G3 ⊆ F3. If γ
is a pea w.r.t. G and one of Rules 1–4 applies to G[γ] yielding a branching Γ ,
then Γ is valid for F [γ], as well.

Proof. Let γ be a pea w.r.t. G. The idea of the proof is the same for each of
the four rules, but for the sake of completeness, we will show all four cases.

Case 1. If Rule 1 applies to G[γ], then G[γ] contains a clause C = {x̄1, . . . , x̄�}
with � ≤ 2. Let {[x1 �→ 0], . . . , [x� �→ 0]}, � ≤ 2 be the branching. By Lemma 4.3,
C ∈ F [γ], thus the branching is valid for F [γ].

Case 2. If Rule 2 applies, G[γ] contains clauses C = {ū, v̄, w̄} and D = {u}. By
Lemma 4.3, C ∈ F [γ]. Note that � = D[u�→0] ∈ G[γ,u�→0]. Since [γ, u �→ 0] is
a pea w.r.t. G, too, and we consider the empty clause to be a negative clause,
Lemma 4.3 applies again, thus � ∈ F [γ,u�→0], and the branching {[v �→ 0, w �→ 0]}
is valid for F [γ].

Case 3. If Rule 3 applies, there are clauses {u, ā} and {ū, v̄, w̄} in G[γ]. By
Lemma 4.3, {ū, v̄, w̄} ∈ F [γ], as well. Hence the branching {[u �→ 0], [v �→
0], [w �→ 0]} is valid for both G[γ] and F [γ]. Since [γ, u = 0] is a pea w.r.t.
G, Lemma 4.3 applies and {ā} ∈ Neg(F [γ,u�→0]). Therefore, the branching {[u �→
0, a �→ 0], [v �→ 0], [w �→ 0]} is valid for F [γ].

Case 4. If Rule 4 applies, G[γ] contains clauses of the form {u, x}, {x̄, ȳ, z̄} and
{ū, v̄, w̄}. By Lemma 4.3, the latter two are in F [γ], as well. When applying Rule
4, we do not recurse on G[γ,u�→0,x �→0], because in this formula, {u, x} has become
an empty clause. Note that according to our definition, the empty clause is a
negative clause, and since [γ, u �→ 0, x �→ 0] is a pea w.r.t. G, Lemma 4.3 im-
plies that F [γ,u�→0,x �→0] contains the empty clause, too. Therefore the branching
{[u �→ 0, y �→ 0], [u �→ 0, z �→ 0], [v �→ 0], [w �→ 0]} is valid for F [γ]. �

Let us summarize our algorithm. If F is not reduced, the algorithm applies one
of Rules 1–4. Otherwise, it computes the search guide G = F [γ1γ2...γm−1]. Let
{z̄1, z̄2, z̄3} be the starting clause of G. We call searchball(F [zi�→0],
r − 1) for i = 1, 2, 3. As each partial assignment [zi �→ 0] is a pea w.r.t. G,
and searchball-prelim(G, [zi �→ 0], r − 1) returned undefined, G[zi �→0] is not
reduced, and hence one of Rules 1–4 applies to it, yielding a branching Γ . By
Lemma 4.4, this branching is valid for F [zi �→0], as well, hence searchball applies
this very branching in the recursive call searchball(F [zi�→0], r − 1). The same
argument holds for every subsequent recursive call searchball(F [γ], r′), as long
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as γ is a pea w.r.t. G. If searchball is called with some F [γ] and γ is not a pea
w.r.t. G, we have to discard our search guide. In this case, it may happen that
F [γ] is reduced again, and we would have to run searchball-prelim on F [γ],
to find a new search guide.

We will now analyze the running time. It turns out that Rule 4 is the “worst
case rule” that dominates the running time of the algorithm. However, we have
to be careful in our calculations because we do a lot of additional work in
searchball-prelim. We have to make sure that the running time is still domi-
nated by fr, defined in (1).

Theorem 4.5. If F contains no intersecting negative 3-clauses, the number of
leaves visited by searchball(F , r) is ≤ 3(r + 1)2fr−1.

Proof. We prove a stronger statement. We claim in addition that if F is reduced
and G is used as a search guide for searchball, and γ is a pea w.r.t. G, then
searchball(F [γ], r) visits ≤ (r + 1)2fr leaves.

We use induction on r. For r = 0, the statement is trivial. If F is reduced,
we compute a search guide formula G. Doing this, we call searchball-prelim
≤ 3r times, each time creating ≤ fr−1 leaves. Then we pick a clause {ȳ1, ȳ2, ȳ3} ∈
Neg(G) and call searchball(F [yi�→0], r − 1) for i = 1, 2, 3. Since each [yi �→ G]
is a pea w.r.t. G, by induction each call causes ≤ r2fr−1 leaves. Together, this
amounts to ≤ 3(r + 1)2fr−1 calls.

If F is not reduced and we are not using a search guide, then one of Rules
1–4 applies, and it is straightforward to show that the number of leaves is ≤
3(r + 1)2fr−1.

The most interesting case is when searchball is called for F [γ], using G as
a search guide, and γ is a pea w.r.t. G. If Rule 4 applies, we pick clauses {u, x},
{x̄, ȳ, z̄} and {ū, v̄, w̄} ∈ G[γ] and use the branching {[u �→ 0, y �→ 0], [u �→ 0, z �→
0], [v �→ 0], [w �→ 0]}. Recall that all four extended assignments are peas w.r.t.
G, hence the recursive calls cause ≤ 2r2fr−1 +2(r− 1)2fr−2 ≤ (r +1)2fr leaves.
For Rule 2, the argument is exactly the same. This is really the crucial point in
this algorithm: Of all four rules, Rule 4 yields the worst running time. However,
using our search guide, we can be sure not to encounter a reduced formula after
applying Rule 4.

If Rule 3 applies, we pick {u, ā}, {ū, v̄, w̄} ∈ G[γ] and use the branching {[u �→
0, a �→ 0], [v �→ 0], [w �→ 0]}. Note that γ[v �→ 0] and γ[w �→ 0] are peas w.r.t.
G, hence these calls cause ≤ 2r2fr−1 leaves. However, γ[u �→ 0, a �→ 0] is per-
haps not a pea w.r.t. G, hence F [u�→0,a�→0] might be reduced, and this call causes
≤ 3(r−1)2fr−3 leaves. Altogether, this is surely ≤ 2(r+1)2fr−1 +3(r+1)2ff−3,
which is ≤ (r + 1)2fr. If Rule 1 applies, we cause ≤ 2 × 3r2fr−2 ≤ 3(r + 1)2fr−1

leaves. This completes the proof. �

To summarize, computing and using a search guide guarantees that reduced
formulas might be encountered once, but in subsequent calls, they will be en-
countered only after Rule 1 or Rule 3 has been applied. These rules are so effi-
cient that they compensate for the possibility of encountering a reduced formula
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afterwards. To complete our algorithm, we have to show finally what to do when
F is not Neg-disjoint. We basically do the same as Brueggemann and Kern [2].

Theorem 4.6. Let F be a 3-CNF. The number of leaves visited by searchball(F ,
r) is ≤ 3(r + 1)2fr−1.

Proof. If F contains a negative clause of size ≤ 2, we obtain by induction that
searchball(F , r) causes ≤ 2 × 3r2fr−2 ≤ 3(r + 1)2fr−1 leaves. Otherwise, all
negative clauses are of size three. There are three cases:

First, there could be clauses {ū, v̄, w̄}, {ū, v̄, z̄} intersecting in exactly two
literals. We use the branching {[u �→ 0], [u �→ 1, v �→ 0], [u �→ 1, v �→ 1, w �→
0, z �→ 0]}. Though not valid according to our definition, it still holds that F is
Br-satisfiable if and only if F [γ] is Br−|γ|-satisfiable, for some γ in the branching.
The claimed time bound follows after a short computation.

Second, if F contains two 3-clauses {ū, v̄, w̄}, {ū, ȳ, z̄} intersecting in exactly
one literal, use the branching {[u �→ 0], [u �→ 1, v �→ 0, y �→ 0], [u �→ 1, v �→ 0, z �→
0], [u �→ 1, w �→ 0, y �→ 0], [u �→ 1, w �→ 0, z �→ 0]}. Again, a short calculation
shows that this causes ≤ 3(r + 1)2fr−1 leaves.

Third, it could be that F does not contain intersecting negative clauses. Then
Theorem 4.5 applies. This completes the proof. �

It is standard to show that fr ∈ O(ar), where a ≈ 2.74 is the largest root of x2 −
2x−2. Therefore, Br-satisfiability can be decided in time O(arpoly(n)), and thus,
by the results of Danstin et al., we can decide 3-SAT in time O (1.465npoly(n)).

5 Conclusions

Observe that Lemma 4.3, though looking innocent, is really the core reason why
our algorithm works. It is also what causes trouble when ones tries to directly
apply guided search to other backtracking algorithms. Take for example Beigel
and Eppstein’s Algorithm [1] for solving (3,2)-CSP. For this algorithm we cannot
find and apply an equivalent of Lemma 4.3, because the algorithm uses some
kind of resolution which introduces new constraints, whereas our application of
Lemma 4.3 relies crucially on the fact that if G was created from F by steps of
the algorithm, then G does not contain any 3-clauses that F does not contain.

For traditional backtracking algorithms for k-SAT, often called DPLL algo-
rithms, after Davis, Putnam, Logemann and Loveland [4,5], there is an even
simpler technique than guided search. Consider a backtracking algorithm that
chooses a shortest clause C = {u1, . . . , ui} ∈ F and recurses on F1 := F [u1 �→1]

and F0 := F [u1 �→0], where F0 contains an (i − 1)-clause. In this context, call a
formula reduced if every clause in F has size exaclty k. It is clear that if F is a k-
CNF and in the recursive computation of F , a reduced formula F [γ] occurs, then
F [γ] ⊂ F , and the two formulas are SAT-equivalent in the sense that one is satis-
fiable if and only if the other is. Hence all other open branches of the search tree
can be pruned, and the algorithm only needs to recurse on F [γ]. This is known
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as the autark assignment rule and was used by Monien and Speckenmeyer [6] to
speed up their k-SAT algorithm.

It should be mentioned that we first tried to prove some kind of autarky re-
sult, i.e. that if F is reduced and F [γ] is reduced as well, then one formula is
Br-satisfiable if and only if the other is. Unfortunately, this is not true. One
can, however, obtain a SAT-equivalence under certain conditions stronger than
reducedness, which leads to a simpler proof of the O(1.473n)-bound of Bruegge-
mann and Kern [2].
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Abstract. We define, analyze, and give efficient algorithms for two kinds of dis-
tance measures for rooted and unrooted phylogenies. For rooted trees, our mea-
sures are based on the topologies the input trees induce on triplets; that is, on
three-element subsets of the set of species. For unrooted trees, the measures are
based on quartets (four-element subsets). Triplet and quartet-based distances pro-
vide a robust and fine-grained measure of the similarities between trees. The dis-
tinguishing feature of our distance measures relative to traditional quartet and
triplet distances is their ability to deal cleanly with the presence of unresolved
nodes, also called polytomies. For rooted trees, these are nodes with more than
two children; for unrooted trees, they are nodes of degree greater than three.

Our first class of measures are parametric distances, where there is parameter
that weighs the difference between an unresolved triplet/quartet topology and a
resolved one. Our second class of measures are based on Hausdorff distance. Each
tree is viewed as a set of all possible ways in which the tree could be refined to
eliminate unresolved nodes. The distance between the original (unresolved) trees
is then taken to be the Hausdorff distance between the associated sets of fully
resolved trees, where the distance between trees in the sets is the triplet or quartet
distance, as appropriate.

1 Introduction

Evolutionary trees, also known as phylogenetic trees or phylogenies, represent the evo-
lutionary history of sets of species. Such trees have uniquely labeled leaves, correspond-
ing to the species, and unlabeled internal nodes, representing hypothetical ancestors.
The trees may be rooted, if the evolutionary origin is known, or unrooted, otherwise.

This paper addresses two related questions: (1) How does one measure how close
two evolutionary trees are to each other? (2) How does one combine or aggregate the
phylogenetic information from conflicting trees into a single consensus tree? Among
the motivations for the first question is the growth of phylogenetic databases, such as
TreeBase [19], with the attendant need for sophisticated querying mechanisms and for
means to assess the quality of answers to queries. The second question arises from the
fact that phylogenetic analyses — e.g., by parsimony — typically produce multiple
evolutionary trees (often in the thousands) for the same set of species.

We address the above questions by defining appropriate distance measures between
trees. While several such measures have been proposed before (see below), ours pro-
vide a feature that previous ones do not: The ability to deal elegantly with the presence
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of unresolved nodes, also called polytomies. For rooted trees these are nodes with more
than two children; for unrooted trees, they are nodes of degree greater than three. Poly-
tomies cannot simply be ignored, since they arise naturally in phylogenetic analysis.
Furthermore, they must be treated with care: A node may be unresolved because it truly
must be so or because there is not enough evidence to break it up into resolved nodes
— that is, the polytomies are either “hard” or “soft” [17].

Our Contributions. We define and analyze two kinds of distance measures for phyloge-
nies. For rooted trees, our measures are based on the topologies the input trees induce
on triplets; that is, on three-element subsets of the set of species. For unrooted trees,
the measures are based on quartets (four-element subsets). Our approach is motivated
by the observation that triplet and quartet topologies are the basic building blocks of
rooted and unrooted trees, in the sense that they are the smallest topological units that
completely identify a phylogenetic tree [21]. Triplet and quartet-based distances thus
provide a robust and fine-grained measure of the differences and similarities between
trees1. In contrast with traditional quartet and triplet distances, our two classes of dis-
tance measures deal cleanly with the presence of unresolved nodes.

The first kind of measures we propose are parametric distances: Given a triplet (quar-
tet) X , we compare the topologies that each of the two input trees induces on X . If they
are identical, the contribution of X to the distance is zero. If both topologies are fully
resolved but different, then the contribution is one. Otherwise, the topology is resolved
in one of the trees, but not the other. In this case, X contributes p to the distance, where
p is a real number between 0 and 1. Parameter p allows one to make a smooth transition
between hard and soft views of polytomy. At one extreme, if p = 1, an unresolved
topology is viewed as different from a fully resolved one. At the other, when p = 0,
unresolved topologies are viewed as identical to resolved ones. Intermediate values of
p allow one to adjust for the degree of certainty one has about a polytomy.

The second kind of measures proposed here are based on viewing each tree as a set
of all possible fully resolved trees that can be obtained from it by refining its unresolved
nodes. The distance between two trees is defined as the Hausdorff distance between the
corresponding sets, where the distance between trees in the sets is the triplet or quartet
distance, as appropriate.

After defining our distance measures, we proceed to study their mathematical and
algorithmic properties. We obtain exact and asymptotic bounds on expected values of
parametric triplet distance and parametric quartet distance. We also study for which
values of p, parametric triplet and quartet distances are metrics, near-metrics (in the
sense of [15]), or non-metrics.

Aside from the mathematical elegance that metrics and near-metrics bring to tree
comparison, there are also algorithmic benefits. We formulate phylogeny aggregation
as a median problem, in which the objective is to find a consensus tree whose total
distance to the given trees is minimized. We do not know whether finding the median
tree relative to parametric (triplet or quartet) distance is NP-hard, but conjecture that
it is. This is suggested by the NP-completeness of the maximum triplet compatibility
problem (see [8]). However, by the results mentioned above and well-known facts about

1 Biologically-inspired arguments in favor of triplet-based measures can be found in [11].
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the median problem [26], there is a simple constant-factor approximation algorithm for
aggregating rooted and unrooted trees relative to parametric distance: Simply return the
input tree with minimum distance to the remaining input trees. We show that there are
values of p for which parametric distance is a metric, but the median tree may not be
fully resolved even if all the input trees are. However, beyond a threshold, the median
tree is guaranteed to be fully resolved if the input trees are fully resolved.

We suspect that computing Hausdorff triplet (quartet) distance between two trees
is NP-hard. However, we show that one can partially circumvent the issue by proving
that, under a certain density assumption, Hausdorff distance is within a constant factor
of parametric distance — that is, the measures are equivalent in the sense of [15].

Finally, we present a O(n2)-time algorithm to compute parametric triplet distance
and a O(n2) 2-approximate algorithm for parametric quartet distance. To our knowl-
edge, there was no previous algorithm for computing the parametric triplet distance
between two rooted trees, other than by enumerating all Θ(n3) triplets. Two algorithms
exist that can be directly applied to compute the parametric quartet distance. One runs
in time O(n2 min{d1, d2}), where, for i ∈ {1, 2}, di is the maximum degree of a node
in Ti [10]; the other takes O(d9n logn) time, where d is the maximum degree of a
node in T1 and T2 [24].2 Our faster O(n2) algorithm offers a 2-approximate solution
when an exact value of the parametric quartet distance is not required. Additionally, our
algorithm gives the exact answer when p = 1

2 .

Related Work. Several other measures for comparing trees have been proposed; we
mention a few. A popular class of distances are those based on symmetric distance
between sets of clusters (that is, on sets of species that descend from the same internal
node in a rooted tree) or of splits (partitions of the set of species induced by the removal
of an edge in an unrooted tree); the latter is the well-known Robinson-Foulds (RF)
distance [20]. It is not hard to show that two rooted (unrooted) trees can share many
triplet (quartet) topologies but not share a single cluster (split). Cluster- and split-based
measures are also coarser than triplet and quartet distances.

One can also measure the distance between two trees by counting the number of
branch-swapping operations needed to convert one of the trees into the other [2]. How-
ever, the associated measures can be hard to compute, and they fail to distinguish be-
tween operations that affect many species and those that affect only a few. An alterna-
tive to distance measures are similarity methods such as maximum agreement subtree
(MAST) approach [16]. While there are efficient algorithms for computing the MAST,
the measure is coarser than triplet-based distances.

There is an extensive literature on consensus methods for phylogenetic trees. A non-
exhaustive list of methods based on splits or clusters includes strict consensus trees
[18], majority-rule trees [3], and the Adams consensus [1]. For a thorough survey on
the subject, see [9].

The fact that consensus methods tend to produce unresolved trees, with an attendant
loss of information, has been observed before. An alternative approach is to cluster the
input trees into groups using some distance measure, each of which is represented by a
consensus tree, in such a way as to minimize some measure of information loss [25].

2 Note that unresolved nodes seem to complicate distance computation: The quartet distance
between a pair of fully resolved unrooted trees can be obtained in O(n log n) time [7].
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In addition to consensus methods, there are techniques that take as input sets of
quartet trees or triplet trees and try to find large compatible subsets or subsets whose
removal results in a compatible set [5,22]. These problems are related to the supertree
problem, which generalizes the consensus problem by allowing the leaves of the input
trees to overlap only partially [6].

The consensus problem on trees exhibits parallels with the rank aggregation problem
[14,15]. Here we are given a collection of rankings (that is, permutations) of n objects,
and the goal is to find a ranking of minimum total distance to the input rankings. A
distance between rankings of particular interest is Kendall’s tau, defined as the number
of pairwise disagreements between the two rankings. Like triplet and quartet distances,
Kendall’s tau is based on elementary ordering relationships. Rank aggregation under
Kendall’s tau is NP-complete even for four lists [14].

A permutation is the analog of a fully resolved tree, since every pairwise relationship
between elements is given. The analog to a partially-resolved tree is a partial ranking,
in which the elements are grouped into an ordered list of buckets, such that elements
in different buckets have known ordering relationships, but elements within a bucket
are not ranked [15]. Our definitions of parametric distance and Hausdorff distance are
inspired by Fagin et al.’s Kendall tau with parameter p and their Hausdorff version of
Kendall’s tau, respectively [15]. We note, however, that aggregating partial rankings
seems computationally easier than the consensus problem on trees. For example, while
the Hausdorff version of Kendall’s tau is easily computable [15], it is unclear whether
the Hausdorff triplet or quartet distances are polynomially-computable for trees.

Organization of the Paper. Section 2 reviews basic notions in phylogenetics and dis-
tances. Our distance measures and the consensus problem are formally defined in Sec-
tion 3. The basic properties of parametric distance are proved in Section 4. Section 5
studies the connection between Hausdorff and parametric distances. Section 6 gives ef-
ficient algorithms for computing parametric distance.

2 Preliminaries

Phylogenies. By and large, we follow standard terminology (i.e., similar to [21]). We
write [N ] to denote the set {1, 2, . . . , N}, where N is a positive integer.

Let T be a rooted or unrooted tree. We write V(T ), E(T ), and L(T ) to denote,
respectively, the node set, edge set, and leaf set of T . A taxon (plural taxa) is some
basic unit of classification; e.g., a species. Let S be a set of taxa. A phylogenetic tree or
phylogeny for S is a tree T such that L(T ) = S. Furthermore, if T is rooted, we require
that every internal node have at least two children; if T is unrooted, every internal
node is required to have degree at least three. We write RP (n) and P (n) to denote,
respectively, the sets of all rooted and unrooted phylogenetic trees over S = [n].

An internal node in a rooted phylogeny is resolved if it has exactly two children; oth-
erwise it is unresolved. Similarly, an internal node in an unrooted phylogeny is resolved
if it has degree three, and unresolved otherwise. Unresolved nodes in rooted and un-
rooted trees are also referred to as polytomies or multifurcations. A phylogeny (rooted
or unrooted) is fully resolved if all its internal nodes are resolved.



76 M.S. Bansal, J. Dong, and D. Fernández-Baca

A contraction of a phylogeny T is obtained by deleting an internal edge and iden-
tifying its endpoints. A phylogeny T2 refines phylogeny T1 if and only if T1 can be
obtained from T2 through 0 or more contractions. T2 is a full refinement of T1 if T2 is a
fully resolved tree that refines T1. F(T ) denotes the set of all full refinements of T .

Let X be a subset of L(T ) and let T [X ] denote the minimal subtree of T having X
as its leaf set. The restriction of T to X , denoted T |X , is the phylogeny for X defined
as follows. If T is unrooted, then T |X is the tree obtained from T [X ] by suppressing
all degree-two nodes. If T is rooted, T |X is obtained from T [X ] by suppressing all
degree-two nodes except for the root.

A triplet is a three-element subset of S; a quartet is a four-element subset of S. A
triplet (quartet) X is said to be resolved in a phylogenetic tree T over S if T |X is fully
resolved; otherwise, X is unresolved.

Finally, we need some special notation for rooted trees T . We write rt(T ) to denote
the root node of T . Let v be a node in T . Then, pa(v) denotes the parent of v in T and
Ch(v) is the set of children of v. Furthermore, T (v) denotes the subtree of T rooted at
v and T (v) denotes the tree obtained by deleting T (v) from T , as well as the edge from
v to its parent, if such an edge exists.

Distance Measures, Metrics, and Near-metrics. A distance measure on a set D is a
binary function d on D satisfying the following three conditions: (i) d(x, y) ≥ 0 for
all x, y ∈ D; (ii) d(x, y) = d(y, x) for all x, y ∈ D; and (iii) d(x, y) = 0 if and only
if x = y. Function d is a metric if, in addition to being a distance measure, it satisfies
the triangle inequality; i.e., d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈ D. Distance
measure d is a near-metric if there is a constant c, independent of the size of D, such that
d satisfies the relaxed polygonal inequality: d(x, z) ≤ c(d(x, x1) + d(x1, x2) + · · · +
d(xn−1, z)) for all n > 1 and x, z, x1, . . . , xn−1 ∈ D [15]. Two distance measures
d and d′ with domain D are equivalent if there are constants c1, c2 > 0 such that
c1d

′(x, y) ≤ d(x, y) ≤ c2d
′(x, y) for every pair x, y ∈ D [15].

3 Distance Measures for Phylogenies

Let T1 and T2 be any two rooted (unrooted) phylogenies over the same taxon set S. We
partition the set of triplets (quartets) over S into the following five sets.3

1. S(T1, T2): triplets (quartets) X that are resolved in T1 and T2, and T1|X = T2|X .
2. D(T1, T2): triplets (quartets) X that are resolved in T1 and T2, but T1|X �= T2|X .
3. R1(T1, T2): triplets (quartets) that are resolved in T1, but not in T2.
4. R2(T1, T2): triplets (quartets) that are resolved in T2, but not in T1.
5. U(T1, T2): triplets (quartets) that are unresolved in both T1 and T2.

Let p be a real number in the interval [0, 1]. The parametric triplet (quartet) distance
between T1 and T2 is defined as

d(p)(T1, T2) = |D(T1, T2)| + p (|R1(T1, T2)| + |R2(T1, T2)|) . (1)

3 Note that the sets S(T1, T2) and U(T1, T2) are not used in this section, but are needed later.
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Parameter p allows one to make a smooth transition from soft to hard views of poly-
tomy: When p = 0, resolved triplets (quartets) are treated as equal to unresolved ones,
while when p = 1, they are treated as being completely different. Intermediate values
of p allow one to adjust for the amount of evidence required to resolve a polytomy.

Let d be a metric over fully resolved trees. Metric d can be extended to partially
resolved trees via Hausdorff distance, as follows.

dHaus(T1, T2) = max
{

max
t1∈F(T1)

min
t2∈F(T2)

d(t1, t2), max
t2∈F(T2)

min
t1∈F(T1)

d(t1, t2)
}

(2)

When d is the triplet (quartet) distance, dHaus is called the Hausdorff triplet (quartet)
distance. In Equation (2), maxt1∈F(T1) mint2∈F(T2) d(t1, t2) gives the maximum dis-
tance between a full refinement of T1 and the set of full refinements of T2. Similarly,
maxt2∈F(T2) mint1∈F(T1) d(t1, t2) is the maximum distance between a full refinement
of T2 and the set of full refinements of T1. Therefore, T1 and T2 are at Hausdorff
distance r of each other if every full refinement of T1 is within distance r of a full
refinement of T2 and vice-versa.

Aggregating Phylogenies. Let k be a positive integer and S be a set of taxa. A profile
of length k (or simply a profile) is a mapping P that assigns each i ∈ [k] a phylogenetic
tree P(i) over S. We refer to these trees as input trees. A consensus rule is a function
that maps a profile P to some phylogenetic tree T over S called a consensus tree.

Let d be a distance measure whose domain is the set of phylogenies over S. We ex-
tend d to define a distance measure from profiles to phylogenies as d(T, P) =
∑k

i=1 d(T, P(i)). A consensus rule is a median rule for d if for every profile P it
returns a phylogeny T ∗ of minimum distance to P ; such a T ∗ is called a median. The
problem of finding a median for a profile with respect to a distance measure d is referred
to as the median problem (relative d), or as the aggregation problem.

4 Properties of Parametric Distance

In what follows, unless mentioned explicitly, whenever we refer to parametric distance,
we mean both its triplet and quartet varieties. We begin with a useful observation.

Proposition 1. For every p, q such that p, q ∈ (0, 1], d(p) and d(q) are equivalent.

The proof of the next theorem is along the lines of an analogous result for aggregating
partial rankings by Fagin et al. [15] and is omitted from this extended abstract.

Theorem 1. (1) For p = 0, d(p) is not a distance measure. (2) For 0 < p < 1/2, d(p)

is a near-metric, but not a metric. (3) For p ≥ 1/2, d(p) is a metric.

Part (3) of Theorem 1 leads directly to approximation algorithms. Part (2) indicates
that the measure degrades nicely, since constant factor approximation ratios are also
achievable with near-metrics [15].

The next result establishes a threshold for p beyond which a collection of fully re-
solved trees give enough evidence to produce a fully resolved tree.



78 M.S. Bansal, J. Dong, and D. Fernández-Baca

Theorem 2. Let P be a profile of length k, such that for all i ∈ [k], tree P(i) is fully
resolved. Then, if p ≥ 2/3, there exists median tree T for P relative to d(p) such that T
is fully resolved.

Proof (sketch). Suppose T is a median tree that contains an unresolved node v. The key
idea is to show that there is a way to refine v into two nodes such that the number of
input triplet (quartet) topologies with which the resulting tree disagrees is at most twice
the number with which it agrees. The theorem follows by applying this refinement step
repeatedly, until a fully resolved tree is obtained. ��

We can, in fact, show that if p > 2/3 and the input trees are fully resolved, the median
tree relative to d(p) must be fully resolved. On the other hand, it is easy to show that
when p ∈ [1/2, 2/3), there are profiles of fully resolved trees whose median tree is only
partially resolved.

It is interesting to compare Theorem 2 with analogous results for partial rankings.
Consider the variation of Kendall’s tau for partial rankings in which a pair of items
that is ordered in one ranking but is in the same bucket in the other contributes p to
the distance, where p ∈ [0, 1]. This distance measure is a metric when p ≥ 1/2 [15].
Furthermore, if p ≥ 1/2 the median ranking relative to this distance is a full ranking if
the input consists of full rankings [4]. In contrast, Proposition 1 and Theorem 2 show
that, for p ∈ [1/2, 2/3], parametric triplet or quartet distance are metrics, but the median
tree is not guaranteed to be fully resolved even if the input trees are. This opens up a
range of values for p wherein parametric triplet/quartet distance is a metric, but where
one can adjust for the degree of evidence needed to resolve a node.

We now consider the expected value of parametric triplet and quartet distances.

Theorem 3. Let u(n) and r(n) denote the probabilities that a given quartet is, respec-
tively, unresolved or resolved in an unrooted phylogeny chosen uniformly at random
from P (n). Then,

(i) E(d(p)(T1, T2)) =
(
n
4

)
·
(

2
3 · r(n)2 + 2 · p · r(n) · u(n)

)
, if T1 and T2 are un-

rooted phylogenies chosen uniformly at random with replacement from P (n), and
(ii) E(d(p)(T1, T2)) =

(
n
3

)
·
(

2
3 · r(n + 1)2 + 2 · p · r(n + 1) · u(n + 1)

)
, if T1 and

T2 are rooted phylogenies chosen uniformly at random with replacement from
RP (n).

Part (i) of Theorem 3 follows directly from [13,23]. Part (ii) follows from part (i) and

the relationship between rooted and unrooted trees [21]. Since u(n) ∼
√

π(2 ln 2−1)
4n

[23] and r(n) = 1 − u(n), Theorem 3 implies that E(d(p)(T1, T2)) is asymptotically
2
3 ·

(
n
4

)
for unrooted trees and 2

3 ·
(
n
3

)
for rooted trees.

5 Relationships Among the Metrics

We do not know whether the Hausdorff triplet or quartet distances are computable in
polynomial time. Indeed, we suspect that, unlike its counterpart for partial rankings,
this may not be possible. On the positive side, we show here that, in a broad range of
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cases, it is possible to obtain an approximation to the Hausdorff distance by exploiting
its connection with parametric distance. As in the previous section, our results apply to
both triplet and quartet distances.

Lemma 1. For every two phylogenies T1 and T2 over S, |D(T1, T2)| + 2
3 ·

max{|R1(T1, T2)|, |R2(T1, T2)|} ≤ dHaus(T1, T2) ≤ |D(T1, T2)| +|R1(T1, T2)|
+|R2(T1, T2)| +|U(T1, T2)|.

Proof (sketch). The proof of the lower bound on dHaus is in two steps. We first show
that T1 can be refined so that it disagrees with T2 in at least two thirds of the triplets
(quartets) in R2(T1, T2). Next, we show the existence of an analogous refinement of T2.
Note that the triplets (quartets) in D(T1, T2) are resolved differently in any refinements
of T1 and T2. This gives lower bounds for both arguments in the outer max of the
definition of dHaus(T1, T2) (Equation 2) and yields the lemma.

The upper bound follows by assuming that T1 and T2 are refined so that the triplets
(quartets) in R1(T1, T2), R2(T1, T2), and U(T1, T2) are resolved differently. ��

It is instructive to compare Lemma 1 with the situation for partial rankings. In the
Hausdorff version of Kendall’s tau, each partial ranking is viewed as the set of all pos-
sible full rankings that can be obtained by refining it (that is, ordering elements within
buckets). The distance is then the Hausdorff distance between the two sets, where the
distance between two elements is Kendall’s tau. Let L1 and L2 be two partial rankings.
Re-using notation, let D(L1, L2) be the set of all pairs that are ordered differently in L1

and L2, R1(L1, L2) be the set of pairs that are ordered in L1 but in the same bucket in
L2, and R2(L1, L2) be the set of pairs that are ordered in L2 but in the same bucket in
L1. Then, dHaus(L1, L2) = |D(L1, L2)| + max{|R1(L1, L2)|, |R2(L1, L2)|} [12,15].
This expression leads to an efficient way to compute dHaus(L1, L2) and establishes an
equivalence with the parametric version of Kendall’s tau defined in Section 4 [15]. It
seems unlikely that a similar simple expression can be obtained for Hausdorff triplet
or quartet distance. There are at least two reasons for this. Let L1 and L2 be partial
rankings. Then, it is possible to resolve L1 so that it disagrees with L2 in any pair in
R2(L1, L2). Similarly, there is a way to resolve L2 so that it disagrees with L1 in any
pair in R1(L1, L2). An analog for trees cannot be established for this property; hence,
the 2

3 factor in the lower bound of Lemma 1. The second reason is due to the properties
of the set U(L1, L2). It can be shown that is one can refine L1 and L2 in such a way
that pairs of elements that are unresolved in both rankings are resolved the same way
in the refinements. This is, in general, impossible for trees and leads to the presence of
|U(T1, T2)| in the upper bound of Lemma 1.

While the above observations are an obstacle to establishing equivalence between
dHaus and d(p), we can show equivalence when the number of triplets (quartets) that
are unresolved in both trees is suitably small. The result below follows from Lemma 1.

Theorem 4. Let β be a positive real number. Suppose we restrict ourselves to pairs of
trees (T1, T2) such that |U(T1, T2)| ≤ β(|D(T1, T2)| + |R1(T1, T2)| + |R2(T1, T2)|).
Then, Hausdorff distance and parametric distance are equivalent.
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6 Computing Parametric Distance

Let R(T ) and U(T ) denote the sets of all triplets (quartets) that are, respectively re-
solved and unresolved in T . We need the following fact, which holds for rooted and
unrooted trees.

Proposition 2. For any two phylogenies T1, T2 over the same set of taxa,

d(p)(T1, T2) = |R(T1)| − |S(T1, T2)| + p · (|U(T1)| − |U(T2)|)
+ (2p − 1) · |R1(T1, T2)|. (3)

Proof. It can be shown that |R1(T1, T2)| + |U(T1, T2)| = |U(T2)|, |R2(T1, T2)| +
|U(T1, T2)| = |U(T1)|, and |S(T1, T2)|+ |D(T1, T2)|+ |R1(T1, T2)| = |R(T1)|. These
relationships, along with Equation (1), establish Equation (3). ��

6.1 Computing the Parametric Triplet Distance

Theorem 5. The parametric triplet distance d(p)(T1, T2) for two rooted phylogenetic
trees T1 and T2 over the same set of n taxa can be computed in O(n2) time.

Proof (sketch). Our algorithm computes d(p)(T1, T2) via Equation (3). For this, it needs
|R(T1)|, |U(T1)|, |U(T2)|, |S(T1, T2)| and |R1(T1, T2)|. The first three values can eas-
ily be obtained in O(n) time. Below we outline an algorithm that computes the remain-
ing two values in O(n2) time. This gives a O(n2) parametric triplet distance algorithm.

Our algorithm relies on a preprocessing step that calculates and stores the following
four quantities for every pair u, v such that u, v are internal nodes of T1 and T2, re-
spectively: |L(T1(u))∩L(T2(v))|, |L(T1(u))∩L(T2(v))|, |L(T1(u))∩L(T2(v))|, and
|L(T1(u)) ∩L(T2(v))|. All these O(n2) values can be computed in O(n2) time by vis-
iting the pairs according to interleaved postorder traversals of T1 and T2, in which the
set intersection sizes for each pair of nodes are computed by using the set intersection
sizes computed for their children. We omit the details.

We need two definitions. Let T be a rooted phylogenetic tree. Let X = {x, y, z} be
a triplet. Suppose X is resolved in T . We say that X is induced by edge (pa(v), v) in
T if x, y are in L(T (v)), and z is in L(T (v)). Note that X may be induced by multiple
edges in T . Now suppose X is unresolved in T . We say that X is associated with the
least common ancestor (lca) v of X in T . Observe that node v is unique and that it must
be unresolved.

To compute |S(T1, T2)| we enumerate all pairs of internal edges (pa(u), u) ∈ E(T1)
and (pa(v), v) ∈ E(T2) according to an order obtained by interleaving postorder tra-
versals of T1 and T2. For each pair, we compute the number of common triplet topolo-
gies induced by the pair in O(1) time by using the values |L(T1(u)) ∩ L(T2(v))|, and
|L(T1(u)) ∩ L(T2(v))| computed in the preprocessing step. Thus, each identically re-
solved triplet is counted at least once. Since a triplet may be induced by multiple edges,
it is necessary to adjust for over counting. Indeed, among the triplets induced by the
edges (pa(u), u) ∈ T1 and (pa(v), v) ∈ T2, the ones that have already been counted at
an earlier step are exactly those that are either (i) induced by both edges (pa(u), u) and
(u, y) in T1, for some y ∈ Ch(u), and are induced by the edge (pa(v), v) in T2, or, (ii)
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induced by both edges (pa(v), v) and (v, y) in T2, for some y ∈ Ch(v), and are induced
by the edge (pa(u), u) in T1. Both the counting and the correction for over counting
can be done in O(| Ch(u)| + | Ch(v)|) per pair, for a total of O(n2) time.

To compute the value of |R1(T1, T2)| we enumerate all pairs formed by picking an
edge e = (pa(u), u) ∈ E(T1) and an internal unresolved node v ∈ V(T2) according
to interleaved postorder traversals of T1 and T2. At each step, we count the number of
triplets that are induced by e in T1 and associated with v in T2. Such triplets must be
resolved in T1 but unresolved in T2. Let us say that a triplet X is relevant if it is induced
by edge (pa(u), u) in T1, and T2[X ] is a subtree of T2(v). There are m =

(|P |
2

)
· |Q|

relevant triplets, where P = L(T2(v)) ∩ L(T1(u)) and Q = L(T2(v)) ∩ L(T1(u)).
Out of these, we are interested in counting the number of triplets X whose lca in T2

is v, and X is unresolved in T2. Any such triplet X falls into one of three categories:
(i) the lca of X in T2 is not v, (ii) the lca of X in T2 is v, X is resolved in T1 and
T2, and T1|X = T2|X , (iii) the lca of X in T2 is v, X is resolved in T1 and T2, but
T1|X �= T2|X . The sizes of these sets can be obtained in O(| Ch(u)| · | Ch(v)|) time
— details are omitted. The number thus computed is then subtracted from m to get the
quantity we need. The total time over all pairs u, v is O(n2). As in the computation
of |S(T1, T2)|, we must correct for over counting. Indeed any triplet induced by edge
(pa(u), u) and edge (u, y) in T1, for some y ∈ Ch(u), has already been counted in
an earlier step of the interleaved traversals of T1 and T2. It can be shown that one can
adjust for this over counting while keeping within the required time bound. ��

6.2 An Approximation Algorithm for Parametric Quartet Distance

Theorem 6. Let T1 and T2 be two unrooted phylogenetic trees on the same n leaves.
Then, for p = 1

2 , d(p)(T1, T2) can be computed in O(n2) time. For p ∈ (1
2 , 1], a value

x such that d(p)(T1, T2) ≤ x ≤ 2 · d(p)(T1, T2) can be computed in O(n2) time.

Proof (sketch). Our algorithm first computes the values of |S(T1, T2)|, |R(T1)|,
|U(T1)|, and |U(T2)| — this can be done in O(n2) time [10]. If p = 1

2 , these values suf-
fice to obtain d(p)(T1, T2) exactly, since the term involving |R1(T1, T2)| in Equation (3)
vanishes. For p > 1

2 , we also use Equation (3), but instead of |R1(T1, T2)| we use a 2-
approximation y to |R1(T1, T2)|; that is, y satisfies |R1(T1, T2)| ≤ y ≤ 2|R1(T1, T2)|.
Below, we outline how to compute such a y in O(n2) time. As a result, we obtain an
O(n2)-time 2-approximate algorithm for d(p)(T1, T2).

Let (u, v) be an edge in tree T . We denote the subtree of T − (u, v) that contains
node u by T (u ← v), and the one that contains v by T (v ← u). Quartet {a, b, c, d} is
induced by edge (u, v) if {a, b} ∈ L(T (u ← v)) and {c, d} ∈ L(T (v ← u)). Note that
every resolved quartet is induced by at least one edge. Quartet {a, b, c, d} is associated
with node v in T if the paths from v to a, v to b, v to c, and v to d are edge-disjoint.
Note that each unresolved quartet is associated with exactly one node in T .

Our algorithm roots T1 by adding a root node to an arbitrarily chosen edge in T1. It
then enumerates each edge e = (pa(u), u) ∈ E(T1) according to a preorder traversal
of T1 and each internal node v ∈ V(T2) of degree at least 4. For each pair, it counts the
number of quartets that are induced by e in T1 and associated with v in T2. As in the
rooted case (Theorem 5), we do this indirectly. We first obtain the number of relevant
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quartets; namely those induced by (pa(u), u). This can be done efficiently with suitable
preprocessing. To find the size of the subset of these quartets that are unresolved and
associated with v (which is what we need), we count the number of all other quartets
and subtract it from the number of relevant quartets. Each of these other quartets appears
in one of the following five configurations in the tree T2: (i) there exists a neighbor x of
v in T2, such that the quartet is completely contained in T2(x ← v), (ii) there exist two
neighbors x, y of v in T2, such that T2(x ← v) contains three leaves from the quartet
and T2(y ← v) contains the other leaf, (iii) there exist two neighbors x, y of v in T2,
such that T2(x ← v) contains two leaves from the quartet and T2(y ← v) contains
the other two leaves, and (iv) there exist three neighbors x, y, z of v in T2, such that
T2(x ← v) contains two leaves from the quartet, T2(y ← v) contains one leaf of the
quartet, and T2(z ← v) contains the remaining leaf. Handling cases (i), (ii) and (iii)
efficiently is relatively easy, but case (iv) requires computing first a combined value
that counts each quartet from case (iii) twice and each quartet from (iv) once, and then
deriving the value for case (iv). The time per pair (pa(u), u) ∈ E(T1), v ∈ V(T2) is
O(| Ch(u)| · | adj(v)|), where adj(v) is the set of neighbors of v in T2, for a total of
O(n2) time.

Note that, as described, the above computation over counts some quartets. It is not
clear how to correct for this while staying within a O(n2) time bound. However, within
this time, we can guarantee that no quartet is counted at least once and more than twice.
Thus, instead of computing |R1(T1, T2)| exactly, we obtain a 2-approximation to its
value. ��
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Abstract. Overlap-free words are words over the alphabet A = {a, b}
that do not contain factors of the form xvxvx, where x ∈ A and v ∈
A∗. We analyze the asymptotic growth of the number un of overlap-
free words of length n. We obtain explicit formulas for the minimal and
maximal rates of growth of un in terms of spectral characteristics (the
lower spectral radius and the joint spectral radius) of one set of matrices
of dimension 20. Using these descriptions we provide estimates of the
rates of growth that are within 0.4% and 0.03% of their exact value. The
best previously known bounds were within 11% and 3% respectively. We
prove that un actually has the same growth for “almost all” n. This
“average” growth is distinct from the maximal and minimal rates and
can also be expressed in terms of a spectral quantity (the Lyapunov
exponent). We use this expression to estimate it.

1 Introduction

Binary overlap-free words have been studied for more than a century. These
are words over the binary alphabet A = {a, b} that do not contain factors of
the form xvxvx, where x ∈ A and v ∈ A∗. For instance, the word baabaa is
overlap free, but the word baabaab is not, since it can be written xuxux with
x = b and u = aa. See [1] for a recent survey. Thue [19, 20] proved in 1906 that
there are infinitely many overlap-free words. Indeed, the well-known Thue-Morse
sequence1 is overlap-free, and so the set of its factors provides an infinite number
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of different overlap-free words. The asymptotics of the number un of such words
of a given length n was analyzed in a number of subsequent contributions2. The
number of factors of length n in the Thue-Morse sequence is proved in [4] to be
larger than 3n, thus providing a linear lower bound on un:

un ≥ 3 n.

The next improvement was obtained by Restivo and Salemi [17]. By using a
certain decomposition result, they showed that the number of overlap-free words
grows at most polynomially:

un ≤ C n r,

where r = log(15) ≈ 3.906. This bound has been sharpened successively by
Kfoury [10], Kobayashi [11], and finally by Lepisto [12] to the value r = 1.37. One
could then suspect that the sequence un grows linearly. However, Kobayashi [11]
proved that this is not the case. By enumerating the subset of overlap-free words
of length n that can be infinitely extended to the right he showed that un ≥
C n 1.155 and so we have

C1 n 1.155 ≤ un ≤ C2 n 1.37.

It is worth noting that the sequence un is 2-regular, as shown by Carpi [5]. On
Figure 1(a) we show the values of the sequence un for 1 ≤ n ≤ 200 and on
Figure 1(b) we show the behavior of log un/ logn for larger values of n. One can
see that the sequence un is not monotonic, but is globally increasing with n.
Moreover the sequence does not appear to have a polynomial growth since the
value log un/ log n does not seem to converge. In view of this, a natural question
arises: is the sequence un asymptotically equivalent to nr for some r ? Cassaigne
proved in [6] that the answer is negative. He introduced the lower and the upper
exponents of growth:

α = sup
{
r

∣
∣∃C > 0, un ≥ Cnr

}
, (1)

β = inf
{
r

∣
∣∃C > 0, un ≤ Cnr

}
,

and showed that α < β. Cassaigne made a real breakthrough in the study
of overlap-free words by characterizing in a constructive way the whole set of
overlap-free words. By improving the decomposition theorem of Restivo and
Salemi he showed that the numbers un can be computed as sums of variables that
are obtained by certain linear recurrence relations. These relations are explicitly
given in the next section. As a result of this description, the number of overlap-
free words of length n can be computed in logarithmic time. For the exponents
of growth Cassaigne has also obtained the following bounds: α < 1.276 and
β > 1.332. Thus, combining this with the earlier results described above, one
has the following inequalities:

1.155 < α < 1.276 and 1.332 < β < 1.37. (2)
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(a) (b)

Fig. 1. The values of un for 1 ≤ n ≤ 200 (a) and log un/ log n for 1 ≤ n ≤ 10000 (b)

In this paper we develop a linear algebraic approach to study the asymptotic
behavior of the number of overlap-free words of length n. Using the results of
Cassaigne we show in Theorem 2 that un is asymptotically equivalent to the
norm of a long product of two particular matrices A0 and A1 of dimension
20× 20. This product corresponds to the binary expansion of the number n − 1.
Using this result we express the values of α and β by means of certain joint
spectral characteristics of these matrices. We prove that α = log2 ρ̌(A0, A1)
and β = log2 ρ̂(A0, A1), where ρ̌ and ρ̂ denote, respectively, the lower spectral
radius and the joint spectral radius of the matrices A0, A1 (we define these
notions in the next section). In Section 2, we estimate these values and we
obtain the following improved bounds for α and β:

1.2690 < α < 1.2736 and 1.3322 < β < 1.3326. (3)

Our estimates are, respectively, within 0.4% and 0.03% of the exact values. In
addition, we show in Theorem 3 that the smallest and the largest rates of growth
of un are effectively attained, and there exist positive constants C1, C2 such that
C1 nα ≤ un ≤ C2 nβ for all n ∈ N.

Although the sequence un does not exhibit an asymptotic polynomial growth,
we then show in Theorem 6 that for “almost all” values of n the rate of growth
is actually equal to σ = log2 ρ̄(A0, A1), where ρ̄ is the Lyapunov exponent of
the matrices. For almost all values of n the number of overlap-free words does
not grow as nα, nor as nβ, but in an intermediary way, as nσ. This means in
particular that the value log un

log n converges to σ as n → ∞ along a subset of
density 1. We obtain the following bounds for the limit σ, which provides an
estimation within 0.8% of the exact value:

1.3005 < σ < 1.3098.

These bounds clearly show that α < σ < β.
Our linear algebraic approach not only allows us to improve the estimates

of the asymptotics of the number of overlap-free words, but also clarifies some
2 The number of overlap-free words of length n is referenced in the On-Line Encyclo-

pedia of Integer Sequences under the code A007777; see [18]. The sequence starts 1,
2, 4, 6, 10, 14, 20, 24, 30, 36, 44, 48, 60, 60, 62, 72,...



Computing the Growth of the Number of Overlap-Free Words 87

aspects of the nature of these words. For instance, we show that the “non purely
overlap-free words” used in [6] to compute un are asymptotically negligible when
considering the total number of overlap-free words.

The paper is organized as follows. In the next section we formulate the main
theorems (Theorems 2 and 3). The proofs of these theorems are quite technical
and are not presented here for sake of conciseness. We refer the reader to [7]
for a presentation of the proof and all numerical values. We deduce from these
results sharp estimates for α and β. Then in Section 3 we introduce the average
growth rate σ and approximate it.

2 The Minimal and Maximal Rates of Growth of the
Overlap-Free Words

In the sequel we use the following notation: R
d is the d-dimensional space, in-

equalities x ≥ 0 and A ≥ 0 mean that all the entries of the vector x (respectively,
of the matrix A) are nonnegative. We denote R

d
+ = {x ∈ R

d, x ≥ 0}, by |x| we
denote a norm of the vector x ∈ R

d, and by ‖ · ‖ any matrix norm. In particular,

|x|1 =
d∑

i=1

|xi|, ‖A‖1 = sup|x|1=1 |Ax| = maxj=1,...d

∑d
i=1 |Aij |. We write 1 for

the vector (1, . . . , 1)T ∈ R
d, ρ(A) for the spectral radius of the matrix A, that

is, the largest magnitude of its eigenvalues. If A ≥ 0, then there is a vector
v ≥ 0 such that Av = ρ(A)v (the so-called Perron-Frobenius eigenvector). For
two functions f1, f2 from a set Y to R+ the relation f1(y) 
 f2(y) means that
there are positive constants C1, C2 such that C1f1(y) ≤ f2(y) ≤ C2f1(y) for all
y ∈ Y .

To compute the number un of overlap-free words of length n we use several
results from [6] that we summarize in the following theorem:

Theorem 1. There exist two nonnegative matrices F0, F1 ∈ R
30×30, and non-

negative vectors w, y3, . . . , y15 ∈ R
30
+ allowing to compute the number of overlap-

free words in the following way: For n ≥ 16, let yn be the solution of the recur-
rence equations:

y2n = F0yn

y2n+1 = F1yn.
(4)

Then, for any n ≥ 16, the number of overlap-free words of length n is equal to
wT yn−1.

It follows from this result that the number un of overlap-free words of length
n ≥ 16 can be obtained by first computing the binary expansion dk · · ·d1 of
n − 1, i.e., n − 1 =

∑k−1
j=0 dj+12j , and then defining

un = wT Fd1 · · ·Fdk−4ym (5)

where m = dk−3 + dk−22 + dk−122 + dk23. To arrive at the results summarized
in Theorem 1, Cassaigne builds a system of recurrence equations allowing the
computation of a vector Un whose entries are the number of overlap-free words of
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certain types (there are 16 different types). These recurrence equations also in-
volve the recursive computation of a vector Vn that counts other words of length
n, the so-called “single overlaps”. The single overlap words are not overlap-free,
but have to be computed, as they generate overlap-free words of larger lengths.
We now present the main result of this section which improves the above theo-
rem in two directions. First we reduce the dimension of the matrices from 30 to
20, and second we prove that un is given asymptotically by the norm of a matrix
product. The reduction of the dimension to 20 has a straightforward interpre-
tation: when computing the asymptotic growth of the number of overlap-free
words, one can neglect the number of “single overlaps” Vn defined by Cassaigne.
We call the remaining words purely overlap-free words, as they can be entirely
decomposed in a sequence of overlap-free words via Cassaigne’s decomposition
(see [6] for more details).

Theorem 2. There exist two nonnegative matrices A0, A1 ∈ R
20×20
+ allowing

to describe the asymptotics of the number of overlap-free words in the following
way: let ‖ · ‖ be a matrix norm, and let A(n) : N → R

20×20
+ be defined as

A(n) = Ad1 · · · Adk
with dk . . . d1 the binary expansion of n − 1. Then,

un 
 ||A(n)||. (6)

These matrices A0, A1 are submatrices of F0 and F1 described in Theorem 1.

The matrices F0, F1 in Theorem 1 are both nonnegative and hence possess a
common invariant cone K = R

30
+ . We say that a cone K is invariant for a linear

operator B if BK ⊂ K. All cones are assumed to be solid, convex, closed, and
pointed. We start with the following simple result proved in [15].

Lemma 1. For any cone K ⊂ R
d, for any norm | · | in R

d and any matrix norm
‖ · ‖ there is a homogeneous continuous function γ : K → R+ positive on intK
such that for any x ∈ intK and for any matrix B that leaves K invariant one
has

γ(x)‖B‖ · |x| ≤ |Bx| ≤ 1
γ(x)

‖B‖ · |x|.

Corollary 1. Let two matrices A0, A1 possess an invariant cone K ⊂ R
d. Then

for any x ∈ intK we have |Ad1 · · ·Adk
x| 
 ‖Ad1 · · · Adk

‖ for all k and for all
indices d1, . . . , dk ∈ {0, 1}.

In view of Corollary 1 and of Eq. (5), Theorem 2 may seem obvious, at least if
we consider the matrices Fi instead of Ai. One can however not directly apply
Lemma 1 and Corollary 1 to the matrices A0, A1 or to the matrices F0, F1 be-
cause the vector corresponding to x is not in the interior of the positive orthant,
which is an invariant cone of these matrices. To prove Theorem 2 we construct
a wider invariant cone of A0 and A1 by using special properties of these matri-
ces. Theorem 2 allows us to express the rates of growth of the sequence un in
terms of norms of products of the matrices A0, A1 and then to use joint spectral
characteristics of these matrices to estimate the rates of growth. More explicitly,
Theorem 2 yields the following corollary:
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Corollary 2. Let A0, A1 ∈ R
20×20
+ be the matrices defined in Theorem 2 and

let A(n) : N → R
20×20
+ be defined as A(n) = Ad1 · · · Adk

with dk . . . d1 the binary
expansion of n − 1. Then

log un

log n
− log ‖A(n)‖1/k → 0 as n → ∞. (7)

Proof. Since log2 n
k → 1 as n → ∞, we have

lim
n→∞

(
log2 un

log2 n − log2 ‖Ad1 ···Adk
‖

k

)
=

lim
n→∞

log2 un−log2 ‖Ad1 ···Adk
‖

k = lim
n→∞

log2

(
un·‖Ad1 ···Adk

‖−1
)

k .

By Theorem 2 the value log2

(
un · ‖Ad1 · · · Adk

‖−1
)

is bounded uniformly over
n ∈ N, hence it tends to zero, being divided by k. �
We now analyze the smallest and the largest exponents of growth α and β defined
in Eq. (1). For a given set of matrices Σ = {A1, . . . , Am} we denote by ρ̌ and ρ̂
its lower spectral radius and its joint spectral radius:

ρ̌(Σ) = lim
k→∞

min
d1,...,dk∈{1,...,m}

‖Ad1 · · · Adk
‖1/k, (8)

ρ̂(Σ) = lim
k→∞

max
d1,...,dk∈{1,...,m}

‖Ad1 · · · Adk
‖1/k.

Both limits are well-defined and do not depend on the chosen norm. Moreover,
for any product Ad1 · · ·Adk

we have

ρ̌ ≤ ρ(Ad1 · · · Adk
)1/k ≤ ρ̂ (9)

(see [14, 3] for surveys on these notions).

Theorem 3. For k ≥ 1, let αk = min
2k−1<n≤2k

log un

log n and βk = max
2k−1<n≤2k

log un

log n .

Then, with A0, A1 defined in Theorem 2,

α = lim
k→∞

αk = log2 ρ̌(A0, A1) and β = lim
k→∞

βk = log2 ρ̂(A0, A1). (10)

Moreover, there are positive constants C1, C2 such that

C1 ≤ min
2k−1<n≤2k

unn−α and C1 ≤ max
2k−1<n≤2k

unn−β ≤ C2 (11)

for all k ∈ N.

The proof of this theorem can be found in [7].

Corollary 3. There are positive constants C1, C2 such that

C1n
α ≤ un ≤ C2n

β , n ∈ N.
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We end this section by giving sharp estimates for α and β, obtained thanks to
their representations as joint spectral quantities of A0 and A1. We also conjecture
that the lower bound on β is actually its exact value. We refer the reader to the
journal version of the present paper [7] for a complete description of how these
bounds have been derived.

Theorem 4
1.2690 < α < 1.2736
1.3322 < β < 1.3326 (12)

In [7] we also make (and give arguments for) the following conjecture:

Conjecture 1
β = log2

√
ρ(A0A1) = 1.3322 . . . .

3 The Average Rate of Growth: The Lyapunov Exponent

We have seen that α < β. In particular, the sequence un does not have a constant
rate of growth, and the value log un

log n does not converge as n → ∞. This was
already noted by Cassaigne in [6]. Nevertheless, it appears that the value log un

log n
actually has a limit as n → ∞, not along all the natural numbers n ∈ N, but
along a subsequence of N of density 1. In other terms, the sequence converges
with probability 1. The limit, which differs from both α and β can be expressed
by the so-called Lyapunov exponent ρ̄ of the matrices A0, A1. To show this we
apply the following result proved by Oseledets in 1968. For the sake of simplicity
we formulate it for two matrices, although it can be easily generalized to any
finite set of matrices.

Theorem 5. [13] Let A0, A1 be arbitrary matrices and d1, d2, . . . be a sequence
of independent random variables that take values 0 and 1 with equal probabilities
1/2. Then the value ‖Ad1 · · ·Adk

‖1/k converges to some number ρ̄ with probability
1. This means that for any ε > 0 we have P

(∣
∣‖Ad1 · · · Adk

‖1/k − ρ̄
∣
∣ > ε

)
→ 0

as k → ∞.

The limit ρ̄ in Theorem 5 is called the Lyapunov exponent of the set {A0, A1}.
This value is given by the following formula:

ρ̄(A0, A1) = lim
k→∞

( ∏

d1,...,dk

‖Ad1 · · ·Adk
‖1/k

)1/2k

(13)

(for the proof see, for instance, [16]). To understand what this gives for the
asymptotics of our sequence un we introduce some further notation. Let P be
some property of natural numbers. For a given k ∈ N we denote

Pk(P) = 2−(k−1)Card
{
n ∈ {2k−1 + 1, . . . , 2k}, n satisfiesP

}
.

Thus, Pk is the probability that the integer n uniformly distributed on the
set {2k−1 + 1, . . . , 2k} satisfies P . Combining Proposition 2 and Theorem 5 we
obtain
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Theorem 6. There is a unique number σ such that for any ε > 0 we have

Pk

(∣
∣
∣
log un

log n
− σ

∣
∣
∣ > ε

)
→ 0 as k → ∞.

Moreover, σ = log2 ρ̄, where ρ̄ is the Lyapunov exponent of the matrices {A0, A1}
defined in Theorem 2.

Thus, for almost all numbers n ∈ N the number of overlap-free words un has the
same exponent of growth σ = log2 ρ̄. Let us recall that a subset A ⊂ N is said to
have density 1 if 1

nCard
{
r ≤ n, r ∈ A

}
→ 1 as n → ∞. We say that a sequence

fn converges to a number f along a set of density 1 if there is a set A ⊂ N of
density 1 such that lim

n→∞,n∈A
fn = f . Theorem 6 yields.

Corollary 4. The value log un

log n converges to σ along a set of density 1.

We show in [7] how to derive bounds on σ:

Theorem 7
1.3005 < σ < 1.3098. (14)

4 Conclusions

The goal of this paper is to precisely characterize the asymptotic rate of growth
of the number of overlap-free words. Based on Cassaigne’s description of these
words with products of matrices, we first prove that these matrices can be simpli-
fied, by decreasing the state space dimension from 30 to 20. This improvement
is not only useful for numerical computations, but allows to characterize the
overlap-free words that “count” for the asymptotics: we call these words purely
overlap free, as they can be expressed iteratively as the image of shorter purely
overlap free words.

We have then proved that the lower and upper exponents α and β defined by
Cassaigne are effectively reached for an infinite number of lengths, and we have
characterized them respectively as the logarithms of the lower spectral radius
and the joint spectral radius of the simplified matrices that we constructed. This
characterization allows us to compute them within 0.4% of their exact value.
Finally we have shown that for almost all values of n, the number of overlap-free
words of length n do not grow as nα, nor as nβ, but in an intermediary way as
nσ, and we have provided sharp bounds for this value of σ.

The computational results we report in this paper have all been obtained in
a few minutes of computation time on a standard PC desktop and can therefore
easily be improved.

This work opens obvious questions: Can joint spectral characteristics be used
to describe the rate of growth of other languages, such as for instance the
more general repetition free languages ? The generalization does not seem to
be straightforward for several reasons: first, the somewhat technical proofs of
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the links between un and the norm of a corresponding matrix product take into
account the very structure of these particular matrices, and second, it is known
that a bifurcation occurs for the growth of repetition-free words: for some mem-
bers of this class of languages the growth is polynomial, as for overlap-free words,
but for some others the growth is exponential [9], and one could wonder how the
joint spectral characteristics developed in this paper could represent both kinds
of growth.
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Abstract. We look at stateless multihead finite automata in their two-
way and one-way, deterministic and nondeterministic variations. The
transition of a k-head automaton depends solely on the symbols cur-
rently scanned by its k heads, and every such transition moves each
head one cell left or right, or instructs it to stay. We show that stateless
(k + 4)-head two-way automata are more powerful than stateless k-head
two-way automata. In the one-way case, we prove a tighter result: state-
less (k + 1)-head one-way automata are more powerful than stateless
k-head one-way automata. Finally, we show that the emptiness problem
for stateless 2-head two-way automata is undecidable.

1 Introduction

Inspired by biologically-motivated models of computing [3,4,6], stateless multi-
head two-way finite automata and stateless multicounter machines were recently
introduced by Yang, Dang and Ibarra [7]. These stateless machines are essen-
tially one-state machines. The previous results [7] are mostly concerned with
decidability/undecidability of decision problems such as emptiness and reach-
ability. In this paper, we investigate the language accepting power of stateless
multihead finite automata.

Denote two-way nondeterministic (deterministic) finite automata by 2NFA
(2DFA), similarly denote their one-way variants by 1NFA (1DFA). We consider
stateless k-head 2NFAs and define them as pairs of an alphabet Σ and a set of
transitions δ. Let c, $ /∈ Σ, be the left and right end markers. Each transition
in δ is of the form a1 . . . ak → d1 . . . dk, where ai ∈ Σ ∪ {c, $} is the symbol
scanned by i-th head, while di ∈ {�, s, r} tells where each i-th head is to be
moved (�, s and r stand for left, stay and right, respectively). If there is at most
one transition for every collection of symbols a1, . . . , ak ∈ Σk, we refer to such
an automaton as a stateless k-head 2DFA. If none of the transitions move any
heads to the left, such an automaton is called a stateless k-head 1NFA (1DFA).
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For an input string w ∈ Σ∗, machines work on a tape containing cw$ and
start with all heads on the left end marker. At every step of the computation,
the symbols a1, . . . , ak currently scanned by all k heads are considered, any cor-
responding transition a1 . . . ak → d1 . . . dk ∈ δ is chosen, and each i-th heads is
moved according to di. If no such transition exists, the automaton rejects. If any
of the heads falls off the tape, the automaton rejects as well. If the transition
instructs all heads to stay, the automaton halts and accepts. The string is ac-
cepted if there exists a computation resulting in acceptance. As an example, the
stateless 2-head 1DFA with instructions cc → sr, ca → sr, cb → rr, ab → rr,
and b$ → ss recognizes the language L = {anbn+1 | n � 0}.

We shall also consider the well-known k-head 2NFAs (2DFAs) with states,
which use a finite set of states Q, and in which transitions are quintuples
(q, a1, . . . , ak, q′, d1, . . . , dk), with ai ∈ Σ ∪ {c, $} and di ∈ {�, s, r}, and with
q, q′ ∈ Q being the current and the next states of the automaton. The automa-
ton starts on a tape containing cw$ with all heads over c and having an internal
state q0 ∈ Q. At every step of the computation such an automaton may apply
only transitions labelled by the current state q, and along with moving the heads
it enters state q′. The automaton accepts by entering a designated state qf ∈ Q.

It is known that for both for multihead 2NFAs with states and for 2DFAs
with states, k + 1 heads are better than k heads [2]. For stateless machines,
we would like to be able to show a similar result, i.e., that for k � 1, stateless
(k + 1)-head 2NFAs (resp., 2DFAs) are better than those with only k heads.
Although the case k = 1 is obvious, we are not able to give a proof for the general
case at this time. Proving such a result using diagonalization (as in the case of
automata with states [2]) seems quite difficult, as this would involve constructing
a stateless multihead 2-NFA M that is capable of diagonalizing over all stateless
k-head 2NFAs. However, it is not at all clear how M can accomplish this without
states. Nevertheless, in Section 2, we show how to reduce the hierarchy problem
for stateless multihead 2NFAs (resp., 2DFAs) to the hierarchy for multihead
2NFAs (resp. 2DFAs) with states. But the resulting hierarchy we obtain is not
as tight, as we are only able to prove that stateless (k + 4)-head 2NFAs (resp.,
2DFAs) are better than those with k heads.

In Section 3, we consider stateless multihead one-way machines. We show that
stateless (k + 1)-head 1NFAs (resp., 1DFAs) are more powerful than stateless
k-head 1NFAs (resp., 1DFAs), matching the known hierarchy for one-way ma-
chines with states. In Section 4, we show that the emptiness problem (deciding
if the language accepted is empty) for stateless 2-head 2DFAs is undecidable,
strengthening a recent result [7]. It remains an interesting open question whether
this result can be shown to hold for stateless 2-head 1DFAs (or 1NFAs).

2 Stateless Multihead Two-Way Automata

Weshallmainly establish hierarchies of stateless automata by simulating automata
with states and using known hierarchy theorems for the latter automata. How-
ever, a rough infinite hierarchy of languages recognized by stateless multihead
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automata (with respect to heads) can be established directly, without using any
previous work:

Proposition 1. There is an infinite head-hierarchy of stateless multihead
1DFAs (resp., 1NFAs, 2NFAs, 2DFAs) over a unary alphabet.

Proof. It is sufficient to show that for every k � 1, there is a language that
cannot be accepted by any stateless k-head 2NFA but can be accepted by a
stateless k′-head 1DFA for some k′ > k.

For k � 1, define the singleton language Lk = {ak}. Lk can be accepted by
the stateless (k + 1)-head 1DFA with the following transitions:

ck+1 → skr, cka → sk−1rr, ck−1a2 → sk−2rsr, ck−2a3 → sk−3rssr, . . . ,
cak → rsk−1r, ak$ → sk+1.

Clearly, for every k, there are at most a finite number of stateless k-head 2NFAs
that we can define and, hence, only a finite number of distinct unary languages
that can be accepted by such machines, and this number depends only on k.
Let this number be f(k). It follows that there is an 1 � i � f(k) + 1 such that
Li cannot be accepted by any stateless k-head 2NFA, but Li can be accepted
by a stateless (i + 1)-head 1DFA and, hence, also by a stateless (f(k) + 1)-head
1DFA. ��

Let us now establish more precise separations. Our first hierarchy relies upon
the following simulation:

Lemma 1. Let M1 be a k-head 2DFA (2NFA) with states, where k � 1. Let Σ be
the input alphabet of M1. Then there exists a stateless (k+3)-head 2DFA (2NFA,
respectively) M2 over Γ ⊃ Σ and a string x ∈ Γ ∗, such that L(M2) ∩ xΣ∗ =
x · L(M1).

Proof. Let M1 have states q1, . . . , qn, with initial state q1 and unique halt-
ing/accepting state qn. We assume that none of qi’s is in Σ. An input to M1 is
of the form ca1 . . . am$, with m � 0 and ai ∈ Σ.

We show how to construct from M1 a stateless (k + 3)-head 2DFA or 2NFA
M2, which, when given cq1 . . . qna1 . . . an$, accepts if and only if M1 accepts
ca1 . . . an$, that is, the string x in the statement of the theorem is q1 . . . qn.
Given cq1 . . . qna1 . . . an$, M2 simulates M1 on the input ca1 . . . an$.

In the beginning, heads k + 1 and k + 2 stand over q1, head k + 3 remains at
the left end marker, while heads 1, . . . , k proceed to the beginning of the input.
This is done by the following transitions:

ckccc → rkrrs

(qi)kq1q1c → rksss (1 � i < n)

To simplify the notation, assume that the symbol qn is the left end marker used
by M1 (instead of c). Then heads 1, . . . , k assume their initial position at qn.

Three extra heads of M2 are used as follows. Head k + 3 will stand either
at c or at q1, thus storing a single bit, the number of steps of the simulated
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computation modulo 2. At the first step (as well as at every odd step), when
head k + 3 sees c, head k + 1 scans the current state of M1, while head k + 2 is
moving to the next state of M1. At every even step, when head k+3 sees q1, the
roles of heads k + 1 and k + 2 are reversed: k + 2 stands over the current state,
while k + 1 looks for the next state.

The behaviour at odd steps is implemented as follows. For each transition
(qi, a1, . . . , ak, qi′ , d1, . . . , dk) of M1, where qi, qj ∈ Q, a1, . . . , ak ∈ Σ ∪ {qn, $}
and d1, . . . , dk ∈ {�, s, r}, define the following transition of M2:

a1 . . . akqiqjc →

⎧
⎨

⎩

sksrs if qj < qi′

sks�s if qj > qi′

d1 . . . dkssr if qj = qi′

That is, while head k + 2 scans a state other than qi′ , it moves towards qi′ ,
while other heads wait and continue scanning their symbols. This allows us to
know the exact state of M1 during the entire movements of head k + 2. Once
head k + 2 reaches qi′ , the transition of M1 is simulated in a single step of M2,
and at the same time head k +3 is moved from c to q1, thus indicating that it is
head k+2 that currently sees the state of M1, while head k+1 can be anywhere
and should move towards the next state of M1.

The behaviour at even steps of the computation of M1 is implemented in M2

symmetrically:

a1 . . . akqjqiq1 →

⎧
⎨

⎩

skrss if qj < qi′

sk�ss if qj > qi′

d1 . . . dkss� if qj = qi′

Finally, once M1 enters the accepting state qn, M2 should accept as well, that
is, and for all qj ∈ Q and a1, . . . , ak ∈ Σ ∪ {qn, $},

a1 . . . akqnqjc → sksss

a1 . . . akqjqnq1 → sksss

This completes the construction of M2, which is applicable both to deterministic
and nondeterministic cases. ��

It is known that (k + 1)-head 2DFAs are more powerful than k-head 2DFAs
[2], and the same result holds for 2NFAs. This gives an infinite hierarchy (with
respect to heads) of stateless multihead two-way DFAs.

Theorem 1. For k � 1, stateless (k + 4)-head 2DFAs (2NFAs) are more pow-
erful than stateless k-head 2DFAs (2NFAs, respectively).

Proof. Let L ⊆ a∗ be a language defined by Monien [2], which is accepted
by a (k + 1)-head 2DFA M1 with states (2NFA, respectively), but cannot be
accepted by any k-head 2DFA with states (2NFA, respectively). Let M2 be the
corresponding (k+4)-head two-way stateless machine defined in Lemma 1, which
recognizes L′ ⊆ Γ ∗ with L′ ∩ xΣ∗ = xL ⊆ xa∗.
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Suppose L′ can be accepted by a stateless k-head 2DFA (2NFA) M3. We can
then construct from M3 a k-head 2DFA (2NFA) with states M4 accepting the
original language L. The input to M4 is cad$. M4 simulates the computation of
M3 on cxad$, but since x is not on its input, M4 simulates the moves of the k
heads on x in its finite-state control. Hence, L can be accepted by a k-head 2DFA
(2NFA) with states. This is a contradiction, which shows that L′ is a desired
example. ��

It is an interesting open question whether Theorem 1 can be made tighter. Note
that if one can improve the simulation in Lemma 1 so that M2 needs less than
k + 3 heads, one can do this.

Next, we show that any language accepted by a multihead 2DFA (resp., 2NFA)
with states can be accepted by a stateless multihead 2DFA (resp., 2NFA) at the
price of more heads. The proof is based upon the following simulation, which is
similar to the one by Yang, Dang and Ibarra [7].

Lemma 2. Every language accepted by a k-head 2DFA (resp., 2NFA) with n
states is accepted by a stateless (k + 
log2 n�)-head 2DFA (resp., 2NFA).

Proof. Consider an arbitrary k-head 2DFA (resp., 2NFA) M with states
q0, . . . , qn−1. We construct a stateless DFA (resp., 2NFA) M ′ to simulate the
k-head 2DFA M . The automaton M ′ has k + 
log2 n� heads: heads 1, . . . , k
operate exactly as the corresponding heads of M , while the additional heads
k+1, . . . , k+
log2(n+1)� are used to keep track of the state. At every moment,
the position of heads k + 1, . . . , k + 
log2(n + 1)� represents a number between
0 and n − 1 in binary notation: if head k + i, with 1 ≤ i ≤ 
log2 n�, is at the left
end marker marker, we consider the i-th bit as 0, and if it is at the next symbol
to the left (whether it is the first symbol of the input, or the right end marker if
the input is empty), we consider this bit as 1. This number represents the index
of the current state of M .

The automaton M ′ starts with all heads on the left end marker; the position of
heads k + 1, . . . , k + 
log2(n + 1)� represents the state q0, that is, the initial state
of M . At every step of the computation, M ′ simulates a single transition of M . It
can see the current state of M from the symbols observed by heads k + 1, . . . , k +

log2(n + 1)�. Then M ′ moves its heads 1, . . . , k with all its hends on the left end
marker according to the transition table of M , and at the same time moves its
heads k + 1, . . . , k + 
log2(n + 1)� to encode the next state of M . ��

Theorem 2. Stateless multihead 2DFAs (resp., 2NFAs) are equivalent to mul-
tihead 2DFAs (resp., 2NFAs) with states, which are, in turn, equivalent to log n
space-bounded deterministic (resp., nondeterministic) Turing machines.

Since over a unary alphabet, (k + 1)-head 1DFAs (resp., 1NFAs) with states are
better than k-head 1DFAs (resp, 1NFAs) with states [2], we again obtain, as a
corollary, that there is an infinite head-hierarchy of stateless multihead 2DFAs
(resp., 2NFAs) over a unary alphabet.
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3 Stateless Multihead One-way Automata

We now look at stateless multihead 1DFAs (resp., 1NFAs) and show a tight
hierarchy. Our starting point is the result of Rosenberg [5] that the language

Lk = {u k(k−1)
2

#u k(k−1)
2 −1

# . . .#u2#u1#v1#v2# . . .#u k(k−1)
2 −1

#u k(k−1)
2

|

ui, vi ∈ {a, b}∗, ui = vi}

is recognized by a k-head 1DFA with states. Yao and Rivest [8] have further
established that this language cannot be recognized by any (k − 1)-head 1NFA
with states. Using a variant of this language, we show a tight hierarchy for
stateless multihead one-way automata.

Theorem 3. There is a language that is accepted by a stateless k-head 1DFA
that cannot be accepted by any (k − 1)-head 1NFA with states.

Proof. Let m = k(k−1)
2 . Consider the language

L′
k = {um†m−1um−1†m−2 . . . †1u1‡1v1‡2v2‡3 . . . ‡mvm | ui, vi ∈ {a, b}∗, ui = vi}

over the alphabet Σk = {a, b, †1, . . . , †m−1, ‡1, . . . , ‡m}.
We construct a stateless k-head 1DFA M1 which accepts all the strings in L′

k

plus some extraneous strings not in L′
k. This is because M1 cannot check the

number, locations, and the markings (symbols different from a, b). However, as
we shall see, these extraneous strings will not affect the correctness of the proof.

The construction, which is done inductively on k, is an adaptation of the
method of Rosenberg [5]. While Rosenberg essentially relies on internal states,
in our stateless construction the automaton is guided by the numbers attached
to the markers.

Basis k = 2: the language {w‡1w | w ∈ {a, b}∗} is recognized by a 2-head
1-DFA with the following transitions: cc → rs, ac → rs, bc → rs, ‡1c → rr,
aa → rr, bb → rr, $‡1 → ss.

Induction step. The computation proceeds as follows. At the first phase, heads
are moved to their initial positions: head k goes to ‡m−k+2, each head i (2 �
i � k − 1) proceeds to †m−i+1, while head 1 stays at the start marker. At the
second phase, head k moves across the substrings vm−k+2, . . . , vm, and as it starts
from each ‡m−i+1 to read vm−i+1, head i simultaneously starts from †m−i+1 and
reads um−i+1. Finally, at the third phase heads 1, . . . , k−1 are moved to †m−k+1,
from where the inner part of the string will be tested for membership in L′

k−1

as claimed in the induction hypothesis. The third phase has a special form for
k = 3.

The first phase is implemented by moving heads 2, . . . , k together, and once
the destination of each head is reached, this head is left behind and the rest of
the heads continue their movement, until k reaches its final point. This is done
using following transitions:
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cck−1 → srk−1,

c†m−1 . . . †m−i+2xxk−i → si−1rrk−i
(
i ∈ {2, . . . , k − 1}, x ∈ {†m−i+2, a, b}

)
,

c†m−1 . . . †m−k+2x → sk−1r
(
x ∈ {†m−k+1, . . . , †1, ‡1, . . . , ‡m−k+1, a, b}

)
.

Note that the sequence †m−1 . . . †m−i+2 is empty when i = 2.
The movement of heads in phase two is defined in the following way:

c†m−1 . . . †m−i+2x†m−i−1 . . . †m−k+1y → si−1rsk−i−1r

(for all i ∈ {2, . . . , k − 1} and xy ∈ {†m−i+1‡m−i+1, aa, bb}),
x†m−2 . . . †m−k+1y → rsk−2r (for all xy ∈ {c‡m, aa, bb}),

Let us first define the third phase for the case k = 3. The tape contains
cu3†2u2†1u1‡1v1‡2v2‡3v3$, and after the second phase head 1 is over †2, head 2
is over †1 and head 3 is over $. Now head 2 is to be moved to ‡1, which is done
by transitions †2x$ → srs with x ∈ {†1, a, b}, and then head 1 is moved to †1

using transitions x‡1$ → rss with x ∈ {†2, a, b}. It remains to compare u1 to v1.
Instead of applying the induction hypothesis, for k = 3 it is easier to implement
this comparison again using transitions xy$ → rrs, for all xy ∈ {†1‡1, aa, bb}.
Acceptance is done by ‡1‡2$ → sss.

Let us now define phase three for k � 4. All heads should catch up with head
k − 1, which is currently over †m−k+1. The heads are moved one by one in the
following order: first k − 2, then k − 3, and so on until head 1. The following
transitions implement this:

†m−1 . . . †m−i+1x(†m−k+1)
k−i−2$ → si−1rsk−i−1

(for all i ∈ {1, . . . , k − 2} and x ∈ {†m−i+1, . . . , †m−k+2, a, b})

Once the first three phases check the conditions ui = vi for all i ∈ {m, m −
1, . . . , m − k + 2} and put heads 1, . . . , k − 1 over †m−k+1, it remains to check
the membership of the string um−k+1†m−k+2 . . . †1u1‡1v1 . . . ‡m−k+1vm−k+1 in
L′

k−1, By the induction hypothesis, there exists a (k − 1)-head DFA recognizing
this language. Let T ⊆ (Σk−1)k−1 × {s, r}k−1 be its set of transitions. For
every transition c1 . . . ck−1 → d1 . . . dk−1 in this automaton, the constructed
automaton contains the transition c′1 . . . c′k−1$ → d1 . . . dk−1s, where

c′i =

⎧
⎨

⎩

†m−k+1, if ci = c
‡m−k+2, if ci = $

ci, otherwise

The resulting automaton recognizes L′
k.

Now suppose L(M1) is accepted by a (k − 1)-head 1NFA M2 with states.
Then, we can construct from M2 a (k − 1)-head 1NFA M3 with states accepting
the original language Lk as follows: When M3 is given cw$ (note that the † and
‡ markings are not in w), M3 simulates the computation of M2, but uses its
finite-state to remember the markings and their order and insert these markings
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at the appropriate places for the heads to simulate. Note also that M3 can make
sure that it is only simulating the computation of M2 on strings with valid
format. Hence L can be accepted by a (k − 1)-head 1NFA with states. This is
impossible. It follows that there is a language accepted by a stateless k-head
1DFA that cannot be accepted by k-head 1NFA. ��

Corollary 1. Stateless k-head 1DFAs (resp, 1NFAs) are strictly more powerful
than stateless (k − 1)-head 1DFAs (resp., 1NFAs).

Let us now recall another result by Yao and Rivest [8], who constructed a lan-
guage recognized by a 2-head 1NFA with states but not recognized by a k-head
1DFA with states for any k. The following stronger statement involving stateless
1NFAs can be established:

Theorem 4. There exists a language recognized by a stateless 2-head 1NFA,
which is not recognized by any k-head 1DFA with states for any k.

Proof. Yao and Rivest [8] give the following example:

L = {#w1x1 . . . #wnxn | n � 0, wi ∈ {a, b}∗, xi ∈ {0, 1}∗, ∃i∃j : wi = wj , xi �= xj}

Let Σ = {†, ‡, a, b, 0, 1, c, $} and consider a variant of the above language:

L′ = {†‡w1x1 . . . †‡wnxn | n � 0, wi ∈ {a, b}∗, xi ∈ {0, 1}∗, ∃i∃j : wi = wj , xi �= xj}

Let us prove that this language is also not recognized by any k-head 1DFA with
states. Suppose the contrary; then, given a k-head 1DFA with states for this
language, one can easily construct a k-head 1DFA for L, which contradicts the
result of Yao and Rivest [8, Th.4].

Construct a stateless 2-head 1NFA that recognizes L′ modulo intersection
with (†‡{a, b}∗{0, 1}∗)∗. In general, this automaton operates similarly to the 2-
head 1NFA with states sketched by Yao and Rivest, and uses double markers
to simulate a few internal states. In the beginning, head 1 nondeterministically
chooses an instance of ‡, using transitions σc → rs, for all σ ∈ {c, †, ‡, 0, 1, a, b}.
Next, head 1 waits over ‡, while head 2 nondeterministically chooses another
instance of ‡ as follows: ‡σ → sr, for all σ ∈ {c, †, ‡, 0, 1, a, b}. Once head 1 scans
‡ in front of wixi, while head 2 scans ‡ before wjxj , both heads synchronously
move to the right, ensuring that wi = wj : ‡‡ → rr, aa → rr, bb → rr. Once the
symbols from xi and xj are encountered, the heads proceed further as long as
these strings remain identical: 00 → rr, 11 → rr. If any symbols in xi and xj do
not match, the string is accepted: 01 → ss, 10 → ss. If one of these substrings
is shorter than the other, then one head arrives to †, while the other still reads
symbols; in this case the automaton also accepts: †0 → ss, †1 → ss, 0† → ss,
1† → ss. If xi and xj are identical, then both heads come to † simultaneously,
and since the transition by †† is undefined, the automaton rejects.

Let L′′ be the language recognized by this automaton and suppose it is recog-
nized by a k-head 1DFA with states for some k � 1. Then one can construct a
k-head 1DFA with states for L′′∩(†‡{a, b}∗{0, 1}∗)∗ = L′, which contradicts the
claim proved above. ��
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Next we show, that even for unary inputs, multihead 1DFAs are surprisingly
powerful:

Theorem 5. For every m � 1, the singleton language Lm = { a2m−1 } can be
accepted by a stateless (2m + 1)-head 1DFA.

Proof. Of 2m + 1 heads used by the automaton, head 1 is the main head, and the
rest of the heads form m pairs (i, i + m). At the first step, heads 1, 2, . . . , m + 1
(that is, the main head and the first head from each pairs) are moved to posi-
tion 1, while heads m + 2, . . . , 2m + 1 (second components of all pairs) remain in
position 0.

Then heads (m+1, 2m+1) (that is, the last pair), which are only one position
apart, are moved towards the end of the string, until m+1 sees the end marker.
From here, heads 1, 2, . . . , m (the main head and the first components of all
unused pairs) move synchronously with head 2m+ 1, until head 2m+ 1 sees the
end marker. For the last pair, this will take only one step, and after that heads
1, 2, . . . , m will be at position 2, heads m+2, . . . , 2m will be at the start marker,
while heads m + 1 and 2m + 1 will be at the end marker.

Then the next pair (m, 2m) is taken, and the same sequence of steps is re-
peated. Note that the distance between these heads is now 2. The result is that
heads m and 2m are moved to the end, while heads 1, 2, . . . , m − 1 are moved
to position 4. This is continued with the rest of the pairs, until the following
configuration is reached: heads 1 and 2 are in position 2m−1, head m + 2 is in
position 0, the rest of the heads are at the end marker.

From here, heads 2 and m + 2 are moved towards the end of the string, until
head 2 sees the end marker. At this point, heads 1 and m + 2 are at the same
position if and only if the length of the string is 2m −1. After that head m+2 is
moved together with head 1, and the input is accepted if and only if these two
heads arrive to the end at the same time. This happens if and only if the input
has length 2m − 1. ��

4 The Emptiness Problem

It has been shown by Yang, Dang and Ibarra [7] that the emptiness problem (is
the language accepted by a given machine empty?) for stateless 3-head 1DFAs
is undecidable. It remains open whether this result holds for stateless 2-head
1DFAs (or 1NFAs). In this section, we show that the emptiness problem for
stateless 2-head machines is undecidable if two-way movement is allowed.

Theorem 6. The emptiness problem for stateless 2-head 2DFAs is undecidable,
even when each head makes only one reversal on the input tape.

The proof is by reduction from the emptiness problem for a restricted class of
2-head 1DFAs with states. Let us define this class.

Definition 1. A 2-head 1DFA with states, with initial offset and with simul-
taneous movement of heads is a sextuple (Σ, #, Q, q0, δ, qf), where # ∈ Σ



On Stateless Multihead Automata: Hierarchies and the Emptiness Problem 103

is a designated symbol, q0, qf ∈ Q are the initial and the accepting states,
δ : Q × Σ × Σ → Q is the transition function. Given an input of the form
u#v, with u ∈ Σ+ \ {#}∗ and v ∈ Σ∗, the automaton starts in state q0 with
head 1 over the first symbol of u and head 2 over # in front of v. If the au-
tomaton is in state q, the first head scans a and the second head scans b, the
automaton goes to state δ(q, a, b) and both heads are moved to the right by one
square. The input is accepted if and only if the state when head 2 reaches the
end of the string is qf .

In a typical case, u will be much shorter than v, and eventually head 1 will reach
the marker #. It will process it uniformly with the rest of the symbols, according
to the transition function.

Lemma 3. The emptiness problem for the class of 2-head 1DFAs with states
given in Definition 1 is undecidable.

Proof. Let us define a variant of the language of valid accepting computations
of a Turing machine T operating over the input alphabet Γ . The configuration
of T on the input w ∈ Γ ∗ at step i using workspace s is given by a string of
length s over some auxiliary alphabet Ω. Denote this string by CT (w, s, i). Then
the language of computation histories is defined as

VALC(T ) = {CT (w, s, 0)#CT (w, s, 1)� . . . �CT (w, s, n) |
at each i-th step T uses at most s squares

CT (w, s, n) is an accepting configuration}

The exact form of CT can be defined so that this language can be recognized by
a two-head automaton as is Definition 1. On the other hand, VALC(T ) = ∅ if
and only if L(T ) = ∅. Since the emptiness of a Turing machine is undecidable,
so is the given decision problem. ��

Proof (Proof of Theorem 6). The proof is a reduction from the emptiness prob-
lem for the automata given in Definition 1.

Let A = (Σ, #, Q, qinit, δ, qf ) be such an automaton, let Σ′ = Σ × Q × Q ×
{1, 2}. Let w = a1 . . . am−1#am+1 . . . an be a string given to A, let qi (m � i � n)
be the state of A after 2nd head reads ai. Then qm = qinit. For convenience,
define q0 = q1 = . . . = qm−1 = qinit (though head 2 never reads a0, . . . am−1).
Then the computation of A on w is represented by the following string over Σ′:

x(1)
n x(2)

n x
(1)
n−1x

(2)
n−1 . . . x

(1)
1 x

(2)
1 , with x

(j)
i = (ai, qi−1, qi, j) (1)

Each quadruple (ai, qi−1, qi, j) represents A with its heads 1 and 2 in positions
i − m and i, respectively, with symbol ai under head 2, currently being in state
qi−1 and about to enter state qi. Note that the order of symbols is reversed, and
each symbol of w is represented by an “odd” and an “even” symbol, which differ
only in the last component.

Construct a stateless 2-head 2DFA B over Σ′ to accept the language of all
strings of this form corresponding to the strings accepted by A. At the first stage
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of the computation of B, its heads go together to the end of the input, with head
2 always being one square ahead of head 1. While travelling like this, the heads
check the general form (1) of the computation. This behaviour is implemented
by the following transitions:

cc → sr (2)
c(a, qf , q′, 1) → rr (a ∈ Σ; q, q′ ∈ Q) (3)

(a, q, q′, 1)(a, q, q′, 2) → rr (a ∈ Σ; q, q′ ∈ Q) (4)
(a, q′, q′′, 1)(b, q, q′, 2) → rr (a, b ∈ Σ; q, q′, q′′ ∈ Q) (5)

Transition (3) checks the last state for being accepting. If an odd and an even
symbol in some pair have different data, then (4) will not be applicable and the
input will be rejected. Similarly, if two consecutive pairs violate the sequence of
states, then (5) is not applicable.

Once head 2 reaches the end marker, with head 1 lagging behind by one
symbol, the heads exchange their positions using the transition

(a, qinit, qinit, 2)$ → r�, (6)

and then head 1 stays over the end marker, while head 2 proceeds to the left
until it encounters #:

$(a, qinit, qinit, i) → s� (a ∈ Σ \ {#}, i ∈ {1, 2})
$(#, qinit, q, 2) → �s (q ∈ Q)

At this point, head 1 is over the last symbol before $, which should be of the
form (a, qinit, qinit, 2), while head 2 scans the leftmost symbol (#, qinit, q, 2). At
this time, both heads are reading even symbols, and they start simultaneously
moving left, maintaining equal parity of the symbols they scan. This allows the
transitions in this phase to be distinct from the previously defined transitions.
The following transitions simulate the operation of A:

(b, q′′, q′′′, i)(a, q, q′, i) → �� (a, b ∈ Σ; q, q′, q′′, q′′′ ∈ Q; δ(q, a, b) = q′; i ∈ {1, 2})

If all transitions are correct, head 2 will eventually reach the start marker, where
B accepts:

(b, q′′, q′′, 2)c → ss (b ∈ Σ; q′′, q′′′ ∈ Q)

It remains to consider the cases when the input is ill-formed. Suppose the
general form (1) is violated, that is, let the string be of the form

x(1)
n x(2)

n x
(1)
n−1x

(2)
n−1 . . . x

(j)
i y . . . (7)

where symbols up to x
(j)
i are as in (1), while y is not as required. Then B

eventually reaches a configuration with head 1 over x
(j)
i and head 2 over y.

Suppose it is the alternation of even and odd symbols that has been violated.
Then x

(j)
i = (ai, qi−1, q, j) and y = (b, q′, q′′, j), and the transition is either
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undefined, or it is of the form (a, q, q′, i)(b, q′′, q′′′, i) → ��. In the latter case,
both heads move left by one symbol and reach their previous configuration,
from which they will again move over x

(j)
i and y. Thus the computation goes

into an infinite loop.
If the string prematurely ends with an odd symbol, then eventually head 1

will scan (a, q, q′, 1), while head 2 will scan $. The transition (6) will not be
applicable, and the input will be rejected. In this way the syntax of the input
string will be checked before the simulation of A starts, and hence syntactic
garbage will not cause mistakes in the simulation. ��
Although we are not able to resolve at this time the question of whether or not
the emptiness problem for stateless 2-head 1DFAs (or 1NFAs) is undecidable,
we can show an interesting result using the following lemma.

Lemma 4 (Domaratzki [1]). Let Σ be an alphabet, let Σ′ = {a′ |a ∈ Σ} be its
copy and define a homomorphism h : Σ∗ → (Σ′)∗ by h(a) = a′ for all a ∈ Σ∗.
Then the language

⋃
w∈Σ∗ w h(w) is recognized by a stateless 2-head 1DFA.

Theorem 7. There is a fixed stateless 2-head 1DFA M1 over a 4-letter alpha-
bet, such that it is undecidable to determine, given a DFA M2, whether or not
L(M1) ∩ L(M2) = ∅.

Proof. Let Σ = {a, b} and consider the twin shuffle language L1 as in Lemma 4,
defined over the alphabet {a, b, a′, b′}. Let {(u1, v1), . . . , (um, vm)} be an instance
of PCP over {a, b}, and consider the regular language L2 =

( ⋃m
i=1 uih(vi)

)+.
The intersection L1 ∩L2 is empty if and only if this is a yes-instance. Since PCP
is undecidable, this proves undecidability of the emptiness of intersection. ��
It remains an interesting open question whether the emptiness problem for state-
less 2-head 1DFAs (or 1NFAs) is undecidable.
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Abstract. In this contribution the Myhill-Nerode congruence rela-
tion on tree series is reviewed and a more detailed analysis of its prop-
erties is presented. It is shown that, if a tree series is deterministically
recognizable over a zero-divisor free and commutative semiring, then
the Myhill-Nerode congruence relation has finite index. By [Bor-
chardt: Myhill-Nerode Theorem for Recognizable Tree Series. LNCS 2710.
Springer 2003] the converse holds for commutative semifields, but not in
general. In the second part, a slightly adapted version of the Myhill-

Nerode congruence relation is defined and a characterization is obtained
for all-accepting weighted tree automata over multiplicatively cancella-
tive and commutative semirings.

1 Introduction

By the Myhill-Nerode theorem, we know that for every regular string lan-
guage L, there exists a unique (up to isomorphism) minimal deterministic finite
string automaton that recognizes L. This result was extended to several devices
including finite tree automata (see the discussion in [1]), to weighted string au-
tomata [2] over (multiplicatively) cancellative semirings, and to weighted tree
automata [3] over semifields (see [4,5] for an introduction to semirings). For the
weighted devices, the minimal deterministic automaton is no longer unique up to
isomorphism. The structure of it is still unique but the distribution of the weights
on the transitions may vary. In [2] this is called unique up to pushing. Weighted
tree automata and transducers recently found promising applications (see [6]
for a survey) in natural language processing, where the size of the automata is
crucial and thus minimization essential.

Let us recall the Myhill-Nerode congruence of [7]. Two trees t and u are
equal in the Myhill-Nerode congruence ≡ψ for a given tree series ψ over the
semifield (A, +, ·, 0, 1), if there exist nonzero coefficients a, b ∈ A such that for
all contexts C we observe the equality a−1 · (ψ, C[t]) = b−1 · (ψ, C[u]). In this
expression, the coefficients a and b can be understood as the weights of t and u,
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respectively. Both sides of the previous equation can be understood as futures;
the futures ψt and ψu are given for every context C by (ψt, C) = a−1 · (ψ, C[t])
and (ψu, C) = b−1 · (ψ, C[u]). Roughly speaking, in ψt a context is assigned the
weight of C[t] in ψ with the weight of t cancelled out. In other words, trees
t and u are equal if and only if their futures ψt and ψu coincide.

The Myhill-Nerode congruence ≡ψ has two major applications: (i) it ex-
actly characterizes whether ψ is deterministically recognizable; i.e., ψ is deter-
ministically recognizable if and only if ≡ψ has finite index; and (ii) it presents
a minimal deterministic wta that recognizes the tree series ψ. In this contri-
bution, we consider the Myhill-Nerode relation for semirings which are not
necessarily semifields. We will show that, for all commutative and zero-divisor
free (i.e., a · b = 0 implies that 0 ∈ {a, b}) semirings, a deterministically recog-
nizable tree series ψ yields a Myhill-Nerode congruence ≡ψ with finite index.
Thus whenever ≡ψ has infinite index, then ψ is not deterministically recogniz-
able. This extends a result of [7] from commutative semifields to commutative
and zero-divisor free semirings. Secondly, we also consider the opposite direc-
tion with a particular focus on the minimal deterministic wta. We show how
all-accepting [8] wta over cancellative semirings are related to unweighted tree
automata. This connection can be used to minimize deterministic all-accepting
wta over commutative and cancellative semirings. A Myhill-Nerode theorem
for all-accepting wta over semifields is already presented in [8]. We contribute
an explicit minimization and an extension of the result to cancellative semirings.
Note that every cancellative semiring can be embedded into a semifield, but solv-
ing the problem in the semifield might yield a wta using coefficients that do not
exist in the cancellative semiring (e.g., for the natural numbers the resulting wta
might use fractions). It then remains open whether a wta using only coefficients
of the cancellative semiring exists.

Finally, we also investigate the construction of a minimal wta in the gen-
eral case (again over a cancellative semiring). To this end, we present a slightly
adapted Myhill-Nerode relation. However, one main point remains open: In
cancellative semirings (as opposed to semifields) the Myhill-Nerode congru-
ence relation is not always implementable. It remains an open problem to define
suitable properties on ψ and the underlying semiring A such that the refined
Myhill-Nerode congruence is implementable. We demonstrate the applicabil-
ity of the general approach by deriving such properties and thus a Myhill-

Nerode theorem for deterministic all-accepting weighted tree automata.

2 Preliminaries

We use N to represent the nonnegative integers. Further we denote {n ∈ N | 1 � n
� k} by [1, k]. A set Σ that is nonempty and finite is also called an alphabet. A
ranked alphabet is an alphabet Σ with a mapping rkΣ : Σ → N. We write Σk for
{σ ∈ Σ | rkΣ(σ) = k}. Given a ranked alphabet Σ, the set of Σ-trees, denoted
by TΣ , is inductively defined to be the smallest set T such that for every k ∈ N,
σ ∈ Σk, and t1, . . . , tk ∈ T also σ(t1, . . . , tk) ∈ T . We generally write α instead
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of α() whenever α ∈ Σ0. Let � be a distinguished nullary symbol. A context C
is a tree from TΣ∪{�} such that the nullary symbol � occurs exactly once in C.
The set of all contexts over Σ is denoted by CΣ . Finally, we write C[t] for the
tree of TΣ that is obtained by replacing in the context C ∈ CΣ the unique
occurrence of � with the tree t ∈ TΣ.

Let ≡ and ∼= be equivalence relations on a set S. We write [s]≡ for the equiva-
lence class of s ∈ S and (S/≡) = {[s]≡ | s ∈ S} for the set of equivalence classes.
We drop the subscript from [s]≡ whenever it is clear from the context. We say
that ≡ is coarser than ∼= if ∼= ⊆ ≡. Now suppose that S = TΣ . We say that
∼= is a congruence (on the term algebra TΣ) if for every k ∈ N, σ ∈ Σk, and
s1, . . . , sk, t1, . . . , tk ∈ TΣ with si

∼= ti also σ(s1, . . . , sk) ∼= σ(t1, . . . , tk).
A (commutative) semiring is an algebraic structure (A, +, ·, 0, 1) consisting of

two commutative monoids (A, +, 0) and (A, ·, 1) such that · distributes over +
and 0 is absorbing with respect to · . As usual we use

∑
i∈I ai for sums of fam-

ilies (ai)i∈I of ai ∈ A where for only finitely many i ∈ I we have ai �= 0.
The semiring (A, +, ·, 0, 1) is called zero-sum free if for every a, b ∈ A the condi-
tion a+b = 0 implies that a = 0 = b. We call a semiring (A, +, ·, 0, 1) zero-divisor
free if a · b = 0 implies that a = 0 or b = 0. Moreover, A is called cancellative
if a · b = a · c implies b = c for every a, b, c ∈ A with a �= 0. Generally, we write
a|b whenever there exists an element c ∈ A such that a · c = b. Note that in
a cancellative semiring such an element c, if any exists, is uniquely determined
unless a = 0 = b. In cancellative semirings, we thus write b/a for that uniquely
determined element c provided that (i) a|b and (ii) a �= 0 or b �= 0. Finally, a
semifield A = (A, +, ·, 0, 1) is a semiring such that for every a ∈ A \ {0} there
exists an element a−1 ∈ A such that a · a−1 = 1.

Let S be a set and (A, +, ·, 0, 1) be a semiring. A (formal) power series ψ is
a mapping ψ : S → A; the set of all such mappings is denoted by A〈〈S〉〉. Given
s ∈ S, we denote ψ(s) also by (ψ, s) and write the series as

∑
s∈S(ψ, s) s. The

support of ψ is supp(ψ) = {s ∈ S | (ψ, s) �= 0}. The series with empty support
is denoted by 0̃. Power series ψ, ψ′ ∈ A〈〈S〉〉 are added componentwise and mul-
tiplied componentwise with a semiring element; i.e., (ψ +ψ′, s) = (ψ, s)+ (ψ′, s)
and (a · ψ, s) = a · (ψ, s) for every s ∈ S and a ∈ A. In this paper, we only
consider power series in which the set S is a set of trees. Such power series are
also called tree series.

There exists an abundance of (conceptionally) equivalent definitions of
weighted tree automata [9,10,11] for various restricted semirings. Here we will
only consider the general notion of [11,7]. A weighted tree automaton [7] (for
short: wta) is a tuple (Q, Σ, A, F, μ) where Q is a nonempty, finite set of states ; Σ
is a ranked alphabet of input symbols ; A = (A, +, ·, 0, 1) is a semiring; F : Q → A

is a final weight assignment ; and μ = (μk)k∈N with μk : Σk → AQk×Q is a tree
representation. The wta M is called (bottom-up) deterministic (respectively,
(bottom-up) complete), if for every k ∈ N, σ ∈ Σk, and q1, . . . , qk ∈ Q there
exists at most (respectively, at least) one q ∈ Q such that μk(σ)q1···qk,q �= 0. The
wta induces a mapping hμ : TΣ → AQ that is defined for every k ∈ N, σ ∈ Σk,
q ∈ Q, and t1, . . . , tk ∈ TΣ by
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hμ(σ(t1, . . . , tk))q =
∑

q1,...,qk∈Q

μk(σ)q1···qk,q · hμ(t1)q1 · . . . · hμ(tk)qk
.

The wta M recognizes the tree series S(M) ∈ A〈〈TΣ〉〉 given by

(S(M), t) =
∑

q∈Q

F (q) · hμ(t)q

for every tree t ∈ TΣ. A tree series ψ ∈ A〈〈TΣ〉〉 is called recognizable (re-
spectively, deterministically recognizable), if there exists a wta M (respectively,
deterministic wta M) such that S(M) = ψ. The sets of all recognizable and de-
terministically recognizable tree series are denoted by Arec〈〈TΣ〉〉 and Arec

det〈〈TΣ〉〉,
respectively.

3 Recognizable Yields Finite Index

In this section, we show that the Myhill-Nerode congruence given by [3,
Section 5] is necessarily of finite index for every deterministically recognizable
series over a zero-divisor free semiring. Thus we derive a necessary criterion for
a series ψ ∈ A〈〈TΣ〉〉 to be recognizable by some deterministic wta. Moreover,
we also obtain a lower bound on the number of states of any deterministic wta
that recognizes ψ. The development in this section closely follows [7, Chapter 7]
where the same statements are proved for semifields.

Let us start with the definition of the Myhill-Nerode relation for a tree
series ψ ∈ A〈〈TΣ〉〉. Intuitively, two trees t, u ∈ TΣ are related if they behave
equal in all contexts C ∈ CΣ (up to fixed factors). The factors can be imagined
to be the weights of the trees t and u.

Definition 1 (see [7, Chapter 7]). Let ψ ∈ A〈〈TΣ〉〉. The relation
≡ψ ⊆ TΣ × TΣ is defined for every t, u ∈ TΣ by t ≡ψ u if and only if there
exist a, b ∈ A \ {0} such that for every C ∈ CΣ we observe

a · (ψ, C[t]) = b · (ψ, C[u]) .

The relation ≡ψ is equivalent to the Myhill-Nerode relation presented in [3,
Section 5] provided that the semiring is a semifield. Our first lemma states that
≡ψ is indeed an equivalence relation, and moreover, a congruence whenever the
underlying semiring is zero-divisor free.

Lemma 2 (cf. [7, Lemma 7.1.2(ii)]). Let A be a zero-divisor free semiring
and ψ ∈ A〈〈TΣ〉〉. Then ≡ψ is a congruence.

Proof. The proof follows the proof of [7, Lemma 7.1.2(ii)], where it is proved for
semifields. 
�
We presented a congruence which is uniquely determined by ψ. First we show
that every deterministic and complete wta M = (Q, Σ, A, F, μ) also induces
a congruence relation. For the development of this we need some additional
notions. The fta underlying M (see [12,13] for a detailed introduction to finite
tree automata; for short: fta) is defined as B(M) = (Q, Σ, δ, F ′) where
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– q ∈ δσ(q1, . . . , qk) iff μk(σ)q1···qk,q �= 0 for every k ∈ N, σ ∈ Σk, and
q, q1, . . . , qk ∈ Q; and

– q ∈ F ′ iff Fq �= 0 for every q ∈ Q.

We note that the fta underlying a deterministic and complete wta is de-
terministic and complete. Now let M be a deterministic and complete wta
and B(M) = (Q, Σ, δ, F ′) be the fta underlying M . We define the mapping
RM : TΣ → Q for every t ∈ TΣ by RM (t) = q where q ∈ Q is the unique state
such that q ∈ δ(t). Existence and uniqueness are guaranteed by completeness and
determinism of B(M), respectively. We denote ker(RM ) by ≡M . The following
lemma follows the traditional unweighted approach.

Lemma 3. Let M be a deterministic and complete wta over Σ. Then ≡M is a
congruence with finite index.

Having two congruences, namely ≡M and ≡S(M), let us try to relate them. In
fact, it turns out that ≡S(M) is coarser than ≡M for every deterministic and
complete wta M over a zero-divisor free semiring. This shows that we need at
least as many states as there are equivalence classes in ≡ψ to recognize ψ with
some deterministic and complete wta.

Theorem 4. Let A be a zero-divisor free semiring, and let M be deterministic
and complete wta over A. Then ≡S(M) is coarser than ≡M .

Proof. Let M = (Q, Σ, A, F, μ), and let t, u ∈ TΣ be such that t ≡M u; that
is RM (t) = RM (u). Let p = RM (t). Thus, also RM (C[t]) = RM (C[u]). Let
a = hμ(u)RM (u) and b = hμ(t)RM (t). We claim that for every context C ∈ CΣ

a · (S(M), C[t]) = b · (S(M), C[u]) .

Let us distinguish two cases for q = RM (C[t]). First, let us suppose that Fq = 0.
Then the displayed equation holds because (S(M), C[t]) = 0 = (S(M), C[u]). In
the remainder suppose that Fq �= 0. Clearly, since t ≡M u also C[t] ≡M C[u]
because ≡M is a congruence by Lemma 3. Thus

a · (S(M), C[t]) = hμ(u)p · Fq · hμ(C[t])q = hμ(u)p · Fq · hμ(C)p
q · hμ(t)p

= hμ(t)p · Fq · hμ(C[u])q = b · (S(M), C[u])

where hμ(C[t])q = hμ(C)p
q · hμ(t)p can be proved in a straightforward manner.

Consequently, ≡S(M) is coarser than ≡M . 
�

As already argued this theorem admits an important corollary, which shows a
lower bound on the number of states of any deterministic and complete wta that
recognizes a certain series.

Corollary 5. Let A be a zero-divisor free semiring and ψ ∈ A〈〈TΣ〉〉. Every
deterministic and complete wta M over A with S(M) = ψ has at least index(≡ψ)
states.
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Proof. Let M = (Q, Σ, A, F, μ). By Theorem 4, we have that ≡ψ is coarser
than ≡M . Thus card(Q) ≥ index(≡M ) ≥ index(≡ψ). 
�

Let us show that the statement does not hold, if we consider arbitrary semirings.
Essentially, if the semiring admits zero-divisors, then it can store information in
the weight.

Example 6. Let Z4 = ({0, 1, 2, 3}, +, ·, 0, 1) where + and · are the usual addition
and multiplication, respectively, modulo 4. Clearly, 2 · 2 = 0 and thus Z4 is not
zero-divisor free. Let Σ = {σ(2), α(0), β(0)}. We consider the series ψ ∈ Z4〈〈TΣ〉〉
which is defined for every t ∈ TΣ by

(ψ, t) =

⎧
⎪⎨

⎪⎩

1 if |t|α = 0
2 if |t|α = 1
0 otherwise.

Let M = ({�}, Σ, Z4, F, μ) with F� = 1 and

μ0(α)� = 2 μ0(β)� = 1 μ2(σ)��,� = 1 .

It can easily be checked that S(M) = ψ. Let us suppose that still ≡ψ is coarser
than ≡M . Since card(Q) = 1 this means that t ≡ψ u for all t, u ∈ TΣ. We
consider the trees σ(α, α) and β. By definition, we should have that there exist
a, b ∈ [1, 3] such that for every C ∈ CΣ

a · (ψ, C[σ(α, α)]) = b · (ψ, C[β]) .

Now consider the context C = �. Thus a · 0 = b · 1 and thus b = 0. However,
b ∈ [1, 3] which is the desired contradiction. Thus σ(α, α) �≡ψ β and ≡ψ is not
coarser than ≡M .

Finally, let us conclude this section with an application of Corollary 5. We can
envision at least two uses of Corollary 5. It can be used to show that some
wta is minimal (or almost so), and it can be used to show that some tree se-
ries ψ is not recognizable. The standard examples for the latter use concerns
the tree series size and height over the natural numbers and the arctic semi-
ring (N ∪ {−∞}, max, +, −∞, 0), respectively (see discussion at [7, Examples
7.3.2 and 8.1.8]). We demonstrate the application of Corollary 5 on another
example.

Example 7. Let Σ be a ranked alphabet such that Σ = Σ2 ∪ Σ0. We use the
tropical semiring T = (N ∪ {∞}, min, +, ∞, 0). It is easily checked that T is
zero-divisor free (and cancellative), but not a semifield. We define the mapping
zigzag: TΣ → N for every α ∈ Σ0 and σ, δ ∈ Σ2 and t1, t2, t3 ∈ TΣ by

zigzag(α) = 1
zigzag(σ(α, t1)) = 2
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zigzag(σ(δ(t1, t2), t3)) = 2 + zigzag(t2) .

It is straightforward to show that zigzag ∈ T rec〈〈TΣ〉〉. In fact, zigzag can be
recognized by a top-down deterministic wta [7, Section 4.2] with only 2 states.
But can zigzag be recognized by a (bottom-up) deterministic wta over Σ and T ?
We use Corollary 5 to show that no deterministic wta recognizes zigzag. Clearly,
this is achieved by proving that ≡zigzag has infinite index. Let t, u ∈ TΣ. Suppose
that t ≡zigzag u. Then there exist a, b ∈ N such that for every context C ∈ CΣ

a + (zigzag, C[t]) = b + (zigzag, C[u]) .

Now consider the contexts C1 = � and C2 = σ(α, �). We obtain the equations

a + zigzag(t) = b + zigzag(u)
a + 2 = b + 2

From the second equality we can conclude that a = b and zigzag(t) = zigzag(u).
Hence ker(zigzag) is coarser than ≡zigzag. However, ker(zigzag) has infinite index,
which shows that also ≡zigzag has infinite index, and thus, by Corollary 5, no
deterministic wta can recognize zigzag.

4 Finite Index Yields Recognizable

In this section we investigate whether the lower bound established in the previ-
ous section can be achieved. Certainly, [7, Theorem 7.4.1] shows that for every
ψ ∈ Arec

det〈〈TΣ〉〉 (with A a semifield) there exists a deterministic and complete
wta over A with exactly index(≡ψ) states so that S(M) = ψ. In this section
we investigate this issue for deterministic all-accepting wta over cancellative
semirings. The principal approach can also be extended to deterministic wta
over certain cancellative semirings. Let us illustrate the problem in the semiring
(N, +, ·, 0, 1) that is not a semifield but cancellative.

Consider the series ψ : TΣ → N with Σ = {γ(1), α(0)} and

(ψ, γn(α)) =

⎧
⎪⎨

⎪⎩

2 if n = 0
3 if n = 1
4 otherwise.

It is easily checked that α �≡ψ γ(α) �≡ψ γn(α) �≡ψ α for every n > 1 as well as
γm(α) ≡ψ γn(α) for every m > 1 and n > 1. Thus, index(≡ψ) = 3. However, it
can be shown that there exists no deterministic all-accepting [8] wta M such that
S(M) = ψ. On the other hand, it is surprisingly easy to construct a deterministic
wta M such that S(M) = ψ. In fact, M can be constructed such that it has
3 states.
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4.1 Minimization of Deterministic All-Accepting wta

Let us discuss the problem for deterministic all-accepting wta [8, Section 3.2].
It is known that for every deterministic all-accepting wta M over a semifield
there exists a unique (up to isomorphism) minimal deterministic and complete
all-accepting wta that recognises S(M) [8, Lemma 3.8]. We plan to extend this
result to cancellative semirings. Now let us formally introduce the all-accepting
property. We say that the wta M = (Q, Σ, A, F, μ) is all-accepting [8] if F (q) = 1
for all q ∈ Q. We abbreviate all-accepting wta simply to aa-wta.

Let M be a deterministic aa-wta M . The tree series S(M) recognised by M
is subtree-closed [8, Section 3.1]; that is, for every tree t with (S(M), t) �= 0 also
(S(M), u) �= 0 for every subtree u of t. We repeat [8, Observation 3.1] for ease
of reference.

Proposition 8 (see [8, Observation 3.1]). Let M be a deterministic aa-wta.
Then S(M) is subtree-closed.

In order to avoid several cases, we assume that 0/0 = 0 (i.e., we allow to cancel 0
from 0) for the rest of the paper. First we begin with two conditions which are
necessary for a series ψ ∈ A〈〈TΣ〉〉 to be recognizable by a deterministic aa-wta.
The first condition checks whether the weight of a tree can be obtained from the
weights of the subtrees and the second condition checks whether finitely many
coefficients are sufficient. We say that ψ is implementable if

– ((ψ, t1) · . . . · (ψ, tk))|(ψ, σ(t1, . . . , tk)) for every k ∈ N, σ ∈ Σk, and
t1, . . . , tk ∈ TΣ; and

– for every k ∈ N the following set Ck(ψ) is finite.

Ck(ψ) =
{ (ψ, σ(t1, . . . , tk))

(ψ, t1) · . . . · (ψ, tk)

∣
∣
∣ σ ∈ Σk, t1, . . . , tk ∈ TΣ

}

Proposition 9. Let M be a deterministic aa-wta over a cancellative semiring.
Then S(M) is implementable.

Proof. The proof is standard and hence omitted. 
�

This shows that a series that is not implementable cannot be recognized by any
deterministic aa-wta. In fact, this is the reason why the series ψ given at the
beginning of Section 4 cannot be recognized by any deterministic aa-wta. Now
we will show that the notion of recognizability by deterministic aa-wta over
cancellative semirings is closely related to classical unweighted recognizability
(as induced by fta). In fact, the weights of the deterministic aa-wta are uniquely
determined so that they can also be included in the input ranked alphabet.

Definition 10. Let ψ ∈ A〈〈TΣ〉〉 be implementable over the cancellative semi-
ring A. We define the ranked alphabet Δ by Δk = Σk × Ck(ψ) for every k ∈ N.
Moreover, let ·|1 : TΔ → TΣ be the mapping that replaces every node label of the
form 〈σ, c〉 in the input tree simply by a node with label σ. Finally, we define the
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tree language L(ψ) ⊆ TΔ as the smallest language L such that for every k ∈ N,
σ ∈ Σk, and u1, . . . , uk ∈ L with ti = ui|1 for every i ∈ [1, k]

〈
σ,

(ψ, σ(t1, . . . , tk))
(ψ, t1) · . . . · (ψ, tk)

〉
(u1, . . . , uk) ∈ L ⇐⇒ σ(t1, . . . , tk) ∈ supp(ψ) .

Theorem 11. Let ψ ∈ A〈〈TΣ〉〉 with A a cancellative semiring. Then ψ is recog-
nizable by some deterministic aa-wta if and only if ψ is implementable and L(ψ)
is recognizable.

Proof. Let M = (Q, Σ, A, F, μ) be a deterministic aa-wta and M ′ = (Q, Δ, δ, Q)
be a deterministic fta. We call M and M ′ related if

μk(σ)q1···qk,q = c ⇐⇒
(
〈σ, c〉(q1, . . . , qk) → q

)
∈ δ

μk(σ)q1···qk,q = 0 ⇐⇒ ∀c ∈ A :
(
〈σ, c〉(q1, . . . , qk) → q

)
/∈ δ

for every k ∈ N, σ ∈ Σk, c ∈ Ck(ψ) \ {0}, and q, q1, . . . , qk ∈ Q.
Now suppose that M and M ′ are related. We claim that L(M ′) = L(S(M));

the proof of this statement is omitted. Finally, let us now turn to the
main statement. First let us suppose that there exists a deterministic aa-
wta M = (Q, Σ, A, F, μ) such that S(M) = ψ. By Proposition 9 it follows
that ψ is implementable. Clearly, we can construct a deterministic fta M ′

such that M and M ′ are related. By the claimed property, we then have
L(M ′) = L(S(M)) = L(ψ), which proves that L(ψ) is recognizable.

For the remaining direction, let ψ be implementable and, without loss of gen-
erality, let M ′ = (Q, Δ, δ, F ′) be a deterministic fta such that L(M ′) = L(ψ)
and every state is reachable and co-reachable. It follows from the implementabil-
ity condition that ψ is subtree-closed. With this in mind, we necessarily have
F ′ = Q because any reachable state in Q \ F ′ would not be co-reachable. More-
over, for every k ∈ N, σ ∈ Σk, and q, q1, . . . , qk ∈ Q there exists at most one
c ∈ C such that 〈σ, c〉(q1, . . . , qk) → q ∈ δ because every state is final and
L(M ′) = L(ψ). Finally, no tree in L(ψ) can contain a node 〈σ, 0〉 for some σ ∈ Σ.
This is due to the fact that 0 = (ψ, σ(t1, . . . , tk))/((ψ, t1) · . . . · (ψ, tk)) only if
(ψ, σ(t1, . . . , tk)) = 0 by zero-divisor freeness of A and subtree-closedness of ψ.
Thus, any reachable state that can recognize a tree of which one node is 〈σ, 0〉
is not co-reachable. Consequently, there exists no such state and hence no tran-
sition which processes 〈σ, 0〉. For the given fta M we can easily construct a re-
lated deterministic aa-wta and the previously proved statements guarantee that
L(S(M)) = L(M ′) = L(ψ). One final observation yields that L : A〈〈TΣ〉〉 → TΔ

is injective. Thus L(S(M)) = L(ψ) yields that S(M) = ψ. 
�

The theorem admits a very important corollary. Namely, it can be observed that
every minimal deterministic aa-wta M recognizing a given tree series ψ yields
a minimal deterministic fta recognizing L(ψ). In the opposite direction, every
minimal deterministic fta recognizing L(ψ) where ψ is implementable, yields a
minimal deterministic aa-wta recognizing ψ.
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Corollary 12 (of Theorem 11). Let A be a cancellative semiring. For every
deterministic aa-wta M there exists a unique (up to isomorphism) minimal de-
terministic aa-wta recognizing S(M).

Let us shortly describe a minimization procedure. Let M be a deterministic
aa-wta. Then S(M) is implementable and by the proof of Theorem 11 we can
obtain a deterministic fta N recognizing L(S(M)). Then we minimize N to
obtain the unique minimal deterministic fta N ′ recognizing L(S(M)). Finally,
we can construct a deterministic aa-wta M ′ recognizing S(M) again using the
notion of relatedness from the proof of Theorem 11.

We can imagine that the established relation between aa-wta and fta can
also be exploited in the learning task of [8]. There the underlying semiring is a
semifield (and hence cancellative).

4.2 A Myhill-Nerode Congruence for Cancellative Semirings

In this section we consider general deterministic wta over certain cancellative
semirings. The main problem is the implementability condition; it is crucial to
the condition given in the previous section that the series is subtree-closed. In
the general setting, subtree-closedness cannot be assumed.

A more careful analysis shows that the implementation of ≡ψ [3,7] uses in-
verses in an essential manner. Here we present a more refined version of the
Myhill-Nerode congruence. Let ψ ∈ A〈〈TΣ〉〉. Let ∼=ψ ⊆ TΣ × TΣ be defined
for every t, u ∈ TΣ by t ∼=ψ u if and only if there exist a, b ∈ A \ {0} such that
for every C ∈ CΣ there exists a d ∈ A with

(ψ, C[t]) = d · a and (ψ, C[u]) = d · b .

This relation has several drawbacks as we will see next (it is, in general, no
equivalence relation), however, we can already see that ≡ψ is coarser than ∼=ψ.

Lemma 13. Let ψ ∈ A〈〈TΣ〉〉. In general, ≡ψ is coarser than ∼=ψ. If A is a
semifield, then ≡ψ and ∼=ψ coincide.

Proof. Let A = (A, +, ·, 0, 1). Moreover, let t, u ∈ TΣ such that t ∼=ψ u. Thus
there exist a, b ∈ A\{0} such that for every context C ∈ CΣ there exists a d ∈ A
with

(ψ, C[t]) = d · a and (ψ, C[u]) = d · b .

Thus we also have that b · (ψ, C[t]) = a · (ψ, C[u]), and consequently, t ≡ψ u.
For the second statement, suppose that A is a semifield and t ≡ψ u. Thus there
exist a, b ∈ A \ {0} such that for every C ∈ CΣ

a · (ψ, C[t]) = b · (ψ, C[u]) .

Hence (ψ, C[t]) = (ψ, C[u]) · (a−1 · b) and (ψ, C[u]) = (ψ, C[t]) · (b−1 · a). Clearly,
a−1 · b and b−1 · a are both nonzero, and consequently, t ∼=ψ u. 
�
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Now let us investigate when ∼=ψ is actually a congruence. A similar analysis
was already done in [2] for weighted automata over strings. However, we slightly
adapted the notions of greedy factorization and minimal residue (cf. [2, Sec-
tion 4]).

Lemma 14. The relation ∼=ψ is reflexive for every ψ ∈ A〈〈TΣ〉〉.

Proof. Let t ∈ TΣ. We need to prove that there exists an a ∈ A \ {0} such that
for every C ∈ CΣ there exists d ∈ A with (ψ, C[t]) = d · a. To this end, we let
a = 1 and d = (ψ, C[t]). 
�

Clearly, ∼=ψ is symmetric, so it remains to investigate transitivity. For this, we
need an additional property. The semiring A allows greedy factorization if for
every a, b ∈ A there exist a′, b′ ∈ A such that for every c, d ∈ A there exists an
e ∈ A such that a ·c = b ·d �= 0 implies c = a′ ·e and d = b′ ·e. A similar property
was already defined in [2].

Intuitively, the property demands that when a and b are divisors of a common
element h, then there should be elements a′ and b′, that depend only on a and b
and not on h, such that when cancelling a and a′ from h we obtain the same
element as we would obtain by cancelling b and b′. In this sense it represents
a confluency property. It does not matter whether we first cancel a or b; we
can later find elements a′ and b′, which depend solely on the cancelled elements
a and b, that we can cancel to obtain a common element.

In semifields the property is trivially fulfilled because if we set a′ = b and
b′ = a and e = c · b−1 then a · c = b ·d �= 0 implies c = b · c · b−1 and d = a · c · b−1.
The first part of the conclusion is trivial and the second part is given by the
hypothesis.

Let us try to give another example in order to explain the property. Sup-
pose that A is a cancellative semiring with the additional property that a least
common multiple (lcm) is defined for every two elements (e.g., the semiring of
natural numbers fulfils these restrictions). We can then set a′ = lcm(a, b)/a
and b′ = lcm(a, b)/b and e = (a · c)/ lcm(a, b) provided that a · c = b · d
otherwise set e = 1. Since the semiring is cancellative and a| lcm(a, b) and
b| lcm(a, b) and lcm(a, b)|a · c (because a|a · c and b|a · c), the elements a′, b′,
and e are uniquely determined. We thus obtain that a · c = b · d �= 0 implies that
c = (lcm(a, b)/a) ·((a ·c)/ lcm(a, b)) and d = (lcm(a, b)/b) ·((a ·c)/ lcm(a, b)). The
first part of the conclusion is again trivial and the second part yields b ·d = a · c,
which holds by the hypothesis.

Lemma 15. Let A be a zero-divisor free semiring that allows greedy factoriza-
tion. Then ∼=ψ is transitive for every ψ ∈ A〈〈TΣ〉〉.

Thus we successfully showed that ∼=ψ is an equivalence relation. The only re-
maining step is to show that ∼=ψ is even a congruence. Fortunately, this is rather
easy.

Lemma 16. Let A be a zero-divisor free semiring that allows greedy factoriza-
tion. Then ∼=ψ is a congruence for every ψ ∈ A〈〈TΣ〉〉.
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Now let us proceed with the implementation of the congruence by some deter-
ministic and complete wta. We prepare this by presenting conditions that imply
that we can successfully implement a congruence. We chose to rephrase Con-
ditions (MN1) and (MN2) from [7] in order to improve readability. In essence,
we can already see the automaton in that modified definition of Conditions
(MN1) and (MN2).

Definition 17. Let ∼= ⊆ TΣ × TΣ be a congruence and ψ ∈ A〈〈TΣ〉〉. We say
that ∼= respects ψ if there exists a mapping F : (TΣ/∼=) → A and a mapping
c : TΣ → A \ {0} such that

– (ψ, t) = F ([t]) · c(t) for every t ∈ TΣ; and
– for every k ∈ N, σ ∈ Σk, and T1, . . . , Tk ∈ (TΣ/∼=) there exists an a ∈ A,

denoted by bσ(T1, . . . , Tk), such that

c(σ(t1, . . . , tk)) = a · c(t1) · . . . · c(tk)

for every ti ∈ Ti with i ∈ [1, k].

Next we state that every series ψ ∈ A〈〈TΣ〉〉 that is respected by some con-
gruence with finite index can be recognized by a deterministic wta. Thus, the
previous definition establishes sufficient conditions so that the congruence is im-
plementable.

Lemma 18. Let ψ ∈ A〈〈TΣ〉〉. Moreover, let ∼= be a congruence with finite index
that respects ψ. Then ψ ∈ Arec

det〈〈TΣ〉〉.

Proof. Since ∼= respects ψ, there exist F : (TΣ/∼=) → A, c : TΣ → A \ {0}, and
bσ : (TΣ/∼=)k → A for every k ∈ N and σ ∈ Σk such that the conditions of
Definition 17 hold. We construct the wta M∼= = ((TΣ/∼=), Σ, A, F, μ) where

μk(σ)[t1 ]···[tk],[σ(t1,...,tk)] = bσ([t1], . . . , [tk])

for every k ∈ N, σ ∈ Σk, and t1, . . . , tk ∈ TΣ and the remaining entries in μ are 0.
Clearly, M∼= is deterministic. The proof of S(M) = ψ is straightforward. 
�

In fact, the “respects” property is necessary and sufficient, which can be seen in
the next theorem.

Theorem 19. Let A be a zero-divisor free semiring, and let ψ ∈ A〈〈TΣ〉〉. The
following are equivalent:

1. There exists a congruence relation with finite index that respects ψ.
2. ψ is deterministically recognizable.

Proof. The implication 1 to 2 is proved in Lemma 18. It remains to show that
2 implies 1. Let M = (Q, Σ, A, F, μ) be a deterministic and complete wta such
that S(M) = ψ. Clearly, ≡M is a congruence with finite index by Lemma 3.

Finally, it remains to show that ≡M respects ψ. Let G : (TΣ/∼=) → A and
c : TΣ → A \ {0} be defined by G([t]) = FRM (t) and c(t) = hμ(t)RM (t) for every
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t ∈ TΣ. It is easily verified that both mappings are well-defined. First we need
to prove that (ψ, t) = G([t]) · c(t) for every t ∈ TΣ .

G([t]) · c(t) = FRM (t) · hμ(t)RM (t) = (S(M), t) = (ψ, t)

because M is deterministic. We observe that for every k ∈ N, σ ∈ Σk, and
t1, . . . , tk ∈ TΣ

c(σ(t1, . . . , tk))
= hμ(σ(t1, . . . , tk))RM (σ(t1,...,tk))

= μk(σ)RM (t1)···RM (tk),RM (σ(t1,...,tk)) · hμ(t1)RM (t1) · . . . · hμ(tk)RM (tk)

= μk(σ)RM (t1)···RM (tk),RM (σ(t1,...,tk)) · c(t1) · . . . · c(tk)

which proves that ≡M respects ψ. 
�

In analogy to Theorem 4 we can show that ∼=S(M) is coarser than ≡M for every
deterministic and complete wta over a zero-divisor free semiring. Thus, the only
remaining question is whether ∼=ψ respects ψ. If this would be true and ∼=ψ

would have finite index, then ∼=ψ would be implementable and thus a minimal
deterministic and complete wta would be found.

Open problem: Find suitable conditions on ψ and A so that ∼=ψ respects ψ!

4.3 A Myhill-Nerode Theorem for All-Accepting wta

In this section we show how we can use the approach of the previous section to
derive a Myhill-Nerode theorem for deterministic aa-wta.

Let ψ ∈ A〈〈TΣ〉〉 be a tree series over the cancellative semiring A. We de-
fine �ψ ⊆ TΣ × TΣ by t �ψ u if and only if there exist a, b ∈ A \ {0} such that
for every C ∈ CΣ there exists a d ∈ A with

(ψ, C[t]) = d · a and (ψ, C[u]) = d · b and d ∈ {0, 1} if C = � .

Lemma 20. If ψ is implementable and A allows greedy factorization, then �ψ

is a congruence.

Proof. The proof can be obtained by reconsidering the proofs of Lemmata 14,
15, and 16. 
�

Let us consider the open problem for deterministic aa-wta over cancellative semi-
rings.

Theorem 21. Let ψ ∈ A〈〈TΣ〉〉 be implementable with A a cancellative semiring
that allows greedy factorization. Then �ψ respects ψ.

Proof. By Lemma 20, �ψ is a congruence. Thus we need to show that there exist
mappings F : (TΣ/�ψ) → A and c : TΣ → A \ {0} such that the conditions of
Definition 17 are met. For every t ∈ TΣ let

F ([t]) =

{
1 if t ∈ supp(ψ)
0 otherwise

and c(t) =

{
(ψ, t) if t ∈ supp(ψ)
1 otherwise.
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We first verify that F is well-defined. Let t �ψ u. We need to prove that
t ∈ supp(ψ) if and only if u ∈ supp(ψ). Since t �ψ u there exist a, b ∈ A \ {0}
such that for every context C ∈ CΣ there exists d ∈ A with

(ψ, C[t]) = d · a and (ψ, C[u]) = d · b and d ∈ {0, 1} if C = � .

Now consider the context C = �. Thus (ψ, t) = d · a and (ψ, u) = d · b with
d ∈ {0, 1}. Depending on d either (i) (ψ, t) = 0 = (ψ, u) or (ii) t, u ∈ supp(ψ),
which proves that F is well-defined. It remains to verify the properties of Defi-
nition 17. First, for every t ∈ TΣ

F ([t]) · c(t) =

{
1 · (ψ, t) if t ∈ supp(ψ)
0 otherwise

= (ψ, t) .

Second, let k ∈ N, σ ∈ Σk, and t1, . . . , tk ∈ TΣ. We
need to show that there exists a bσ([t1], . . . , [tk]) such that
c(σ(t1, . . . , tk)) = bσ([t1], . . . , [tk]) · c(t1) · . . . · c(tk). Since ψ is implementable,
we can define bσ([t1], . . . , [tk]) = (ψ, σ(t1, . . . , tk))/((ψ, t1) · . . . · (ψ, tk)). We
should first verify that this is independent of the representatives. Thus, let
u1, . . . , uk ∈ TΣ be such that ti �ψ ui for every i ∈ [1, k]. Then there exist
ai, bi ∈ A \ {0} such that for every context C ∈ CΣ there exists di ∈ A with

(ψ, C[ti]) = di · ai and (ψ, C[ui]) = di · bi and di ∈ {0, 1} if C = �

for every i ∈ [1, k]. Now if (ψ, ti) = 0 then also (ψ, C[t]) = 0 because ψ is imple-
mentable. The same argument holds for ui and C[ui]. Suppose that there exist
i ∈ [1, k] such that (ψ, ti) = 0. Then (ψ, σ(t1, . . . , tk))/((ψ, t1) · . . . · (ψ, tk)) = 0
and since (ψ, ui) = 0 by ti �ψ ui also (ψ, σ(u1, . . . , uk))/((ψ, u1)·. . .·(ψ, uk)) = 0.
Now suppose that (ψ, ti) �= 0 for every i ∈ [1, k]. It is immediately clear that
ai = (ψ, ti) and bi = (ψ, ui) by considering the context �. Consequently,

(ψ,σ(t1, . . . , tk))/
� k�

i=1

(ψ, ti)
�

= (ψ,σ(u1, t2, . . . , tk))/
�
(ψ, u1) ·

k�
i=2

(ψ, ti)
�

(via the context σ(�, t2, . . . , tk))

= . . .

= (ψ,σ(u1, . . . , uk−1, tk))/
�k−1�

i=1

(ψ, ui) · (ψ, tk)
�

= (ψ,σ(u1, . . . , uk))/
� k�

i=1

(ψ,ui)
�

(via the context σ(u1, . . . , uk−1, �))

��

Let us now derive a Myhill-Nerode theorem for deterministic aa-wta. In [8]
such a theorem is shown for the case that the underlying semiring is a semifield.
We extend this result to certain cancellative semirings.
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Corollary 22. Let ψ ∈ A〈〈TΣ〉〉 be implementable with A a cancellative semiring
that allows greedy factorization. The following are equivalent:

1. �ψ has finite index.
2. There exists a congruence with finite index that respects ψ.
3. ψ is deterministically recognizable.
4. ψ is recognized by some deterministic aa-wta M .

Proof. 1 → 2 was shown in Theorem 21. The equivalence of 2 and 3 is due to
Theorem 19. Moreover, we already remarked that �ψ is coarser than ≡M , which
shows 4 → 1. It remains to show 3 → 4. This can be shown by a straightforward
construction that normalizes the final weights to 1. In general, this is only possi-
ble in a semifield, but due to the implementability of ψ, it can also be performed
in the cancellative semiring A. 
�
Clearly, the above corollary shows that the tree series that can be recognized
by deterministic aa-wta are exactly the implementable tree series that can be
recognized by deterministic wta. Moreover, it can be shown that the determin-
istic aa-wta that can be constructed from the deterministic wta using the final
weight normalization mentioned in the proof of Corollary 22 is indeed the mini-
mal deterministic aa-wta recognizing ψ.
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Abstract. The view selection problem consists of finding a set of views
to materialize that can answer the given set of workload queries and is
optimal in some sense. In this paper we study the view selection prob-
lem for regular path queries over semistructured data and two specific
view-based query rewriting formalisms, namely single-word and arbitrary
regular rewritings. We present an algorithm that for a given finite set of
workload queries, i.e. for a set of regular languages, computes a set of
views that can answer every query in the workload and has minimal pos-
sible cardinality. If, in addition, a database instance is given then one
can construct a viewset such that its size, i.e. amount of space required
to store results, is minimal on the database instance.

Keywords: view selection problem, regular path queries, semigroups of
regular languages.

1 Introduction

The problem of view based query processing plays an important role in many
database applications, including information integration, query optimization,
mobile computing and data warehousing. In its general form, the problem is
stated as follows. Given a query over database schema and a set of materialized
views over the same schema (i.e. a set of queries with precomputed answers –
view extensions), is it possible to answer the query, completely or partially, us-
ing answers to the views? This question has been intensively studied for various
data models and different assumptions on views semantic (e.g., [13,11,5,20]). The
main approaches to view based query processing are query rewriting and query
answering (see [13] for a survey). In query rewriting approach, given a query Q
written in language Q, and a set of views V that are written in language V one
should construct a rewriting R, in language R, such that Q(D) = R ◦ V(D) for
each database instance D. It is worth noticing that query rewriting does not de-
pend on view extensions and can be thought as an algorithm that describes how
result of the query can be computed form the views. In contrast, query answering
consists of direct computing of all answers to Q from the view extensions. The
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connection between query rewriting and query answering studied in [20, 4]. In
this paper we follow query rewriting approach and we shall say that a viewset
V answers a query Q if there exists a rewriting of Q.

The ability to answer a query using only the answers to views can significantly
decrease query evaluation time. For example, in a mobile computing environment
the application does not need to access the network in order to process user’s
query. If the views can not completely answer a query, they can, nevertheless,
speed up query processing, because some computations needed for the query
processing may have been done while computing the views. From the other hand,
view maintaining can be computationally expensive, and the amount of space
that is available to store view results could be bounded. These constraints lead
to the natural optimization problem, known as the view selection problem, which
is, roughly speaking, asking for a set of views that can answer given queries and
satisfies specified constraints [6,21,18]. A dual problem is the view optimization
problem [17], which asks for a viewset that satisfies specified constraints and has
the same expressive power as a given viewset (i.e., answer every query that is an-
swered by a given viewset). Possible applications of these problem include view
selection and optimization in data management systems, intelligent data place-
ment, minimization of communication costs in distributed systems, optimization
of bulk query processing and others (see e.g. [6, 7, 21, 18, 17]).

The view selection problem was studied in various settings for relational data-
bases, see e.g. [6, 7], and for XPath queries [21, 18]. In this paper we consider
the view selection problems for regular path queries over semistructured data.
Informally, a database is an edge-labelled directed graph, and a query is a regu-
lar language over a finite alphabet Σ (without loss of generality we can assume
that Σ is the set of all possible labels of a database graph). The result of a
query Q is the set of all pairs (u, v) of graph vertices such that there exists at
least one labeled path between u and v in the graph and its labels comprise a
word in Q. Although the main topic of current research on semistructured data
has shifted toward tree data models and corresponding query languages graph
model is important in data integration domain. This model is quite flexible and
lays between full text search and XML-like tree data models [9]. Regular path
query evaluation has polynomial time complexity with respect to both database
and query size (one should check non-emptiness of the intersection of some reg-
ular languages), but it can be expensive for large databases because the whole
database graph may need to be searched, which is inefficient. Materialized views
may decrease query processing time drastically.

For regular path query rewritings the so called complete [3] and partial [10]
rewritings were proposed. In both cases a rewriting of a query Q over Σ with
respect to a set of views V is a regular language R over a fresh alphabet Δ, such
that a substitution of languages over Σ instead of corresponding letters of Δ
yields the original language Q. The two approaches differ in possible mappings
for letters of Δ. In complete rewriting Δ letters are mapped into elements of V
only, while in partial rewriting a Δ-letter can be mapped into a Σ-letter as well.
For example, R1 = δ∗1 is a complete rewriting of Q1 = a∗, and R2 = δ1cb

∗+δ1cδ2
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is a partial rewriting of Q2 = a∗cb∗ with respect to the views V = {a∗, b∗} and
the natural substitution δ1 �→ a∗, δ2 �→ b∗. In general, both rewriting techniques
may be considered as special cases of the language substitution problem which is
stated as follows. Given a regular language Q over a finite alphabet Σ and a reg-
ular language substitution ϕ from finite set Δ into regular languages over Σ one
should find a language R over Δ, such that ϕ(R) = Q. Additional constraints
on the structure of language R may be posed. It is known [14] that for any finite
set V of regular languages over Σ, and the subset T ⊆ {·, ∪,∗ } of language
operations (concatenation, union, and iteration) it is decidable whether or not
the regular language Q may be constructed from elements of V using a finite
number of operations from T . Note, that if all three operations are allowed then
we have complete rewriting problem mentioned above. The algorithm for par-
tial rewriting construction [10] computes the exhaustive rewriting that, roughly
speaking, uses available views as much as possible. In the above example this
algorithm gets the rewriting R′

2 = δ1cδ2 but not R2 = δ1cb
∗ + δ1cδ2.

In this paper we deal with two types of complete rewritings: a single word
rewriting (the subset T contains only concatenation), and an arbitrary regular
rewriting. Clearly, that if there exists a single word rewriting of a query, then
there exists an arbitrary rewriting of this query with respect to the same set of
views. Thus, single word rewritings have weaker expressive power then arbitrary
rewritings. Practical meaning of single word rewritings can be justified by some
redundancy presented in arbitrary regular rewritings. Known algorithms for reg-
ular rewritings of a query Q [3, 14] compute the so-called maximal rewriting,
which is the set of all words over Δ, such that the substitution of corresponding
languages yields a subset of Q. For instance, in the previously considered exam-
ple the maximal rewriting is R = δ∗1 , while more efficient single word rewriting
R′ = δ1 exists. In this case the single word rewriting R′ shows that the query can
be answered by the views without any computations at all. In order to compute
the answer using maximal rewriting R the transitive closure of the view should
be constructed. Another attractive property of single word rewritings is that they
does not contain recursion (i.e. Kleene star) and admit efficient processing algo-
rithms. Finally, the set of all single word rewritings is an effectively constructable
regular language [2].

For now, let us consider the problems under investigation. Assume that a
database workload, i.e. the set Q of the most popular queries, is known. What
views should be materialized in the database in order to speed up these queries?
Trivial solution when every query from the workload correspond to a view is not
practical because view maintaining is computationally expensive. In this respect,
view selection should be based not only on the ability to answer queries from
the workload but on some “efficiency” measure as well. Possible measures are
cost of workload queries evaluation, storage constraints, cardinality of a viewset,
and efficiency of rewriting. We consider the following specific problems (for both
single word and regular rewritings).

– Viewset of minimal cardinality. What is the minimal number of views that
should be materialized in order to answer every query from the workload?
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– Instance based minimal size viewset. If a particular database instance is
given, what is the minimal amount of space required to store the results
of a viewset (over this instance) that answer every query from the workload?

– Oracle based minimal size viewset. Assume that there is an oracle that for
every regular path query estimates the size of the result. What is the minimal
size of a viewset that answers queries from the workload?

– p-Containment of viewsets. Given two viewsets V1 and V2 is it decidable
whether or not every query Q that can be rewritten in terms of V1 can be
rewritten in terms of V2?

It is worth noticing that in some cases (e.g., in data integration systems based
on local-as-view approach) there exist a set of views that can not be changed (the
views that describe information sources). Nevertheless, database applications
are allowed to define “top-level” views that are subject to optimization. Our
contribution is the following.

– First, we prove that the search space for minimal cardinality and instance
based minimal size viewset construction problems is finite, both for single
word and regular rewritings. Thus, both problems are decidable and we
propose the algorithms for such viewsets construction.

– We prove that p-containment of viewsets of regular path queries is decidable
for single word and regular rewritings.

– We present an algorithm which for a given workload and a database instance
computes a viewset of minimal size (on this particular database instance).

The results on single-word rewritings may be considered as a contribution to
formal language theory. In particular, we prove that the rank problem for finitely
generated semigroups of regular languages is decidable.

The structure of this paper is the following. In Section 2 we introduce ba-
sic definition and known results on regular path query rewritings. Algorithms
for minimal cardinality viewset construction, for both single word and regular
rewritings, are presented in Section 3. This section also contains the the al-
gorithm for checking p-containment of viewsets, for both types of rewritings.
Minimal size viewset problem is discussed in Section 4.

2 Regular Path Query Rewritings

In order to fix the notation we start this section with basic notions of formal
languages.

An alphabet is a finite non-empty set of symbols. A finite sequence of symbols
from an alphabet Σ is called a word in Σ. The empty word is denoted by ε.
Any set of words is called a language over Σ. Σ∗ denotes the set of all words
(including the empty word) in a given alphabet, Σ+ denotes the set of all non-
empty words in Σ, ∅ is the empty language (containing no words), and 2Σ∗

is
the set of all languages over Σ.



The View Selection Problem for Regular Path Queries 125

Let u be a word in Σ and A ⊆ Σ∗. The right quotient of A with respect
to u is the language u−1A = {v ∈ Σ∗ | uv ∈ A}, and the left quotient is
Au−1 = {v ∈ Σ∗ | vu ∈ A}. If A = {w} we shall write u−1w instead of u−1{w}.

The union of languages L1 and L2 is the language L1 ∪ L2 = {w ∈ Σ∗ | w ∈
L1 ∨ w ∈ L2}. The language L1L2 = {w ∈ Σ∗ | ∃w1 ∈ L1, w2 ∈ L2 : w = w1w2}
is called a concatenation of L1 and L2. Lk = LLk−1 is L to the power k. By
definition, L to the power zero is the empty word: L0 = {ε}. The Kleene closure
(or star) of L is the language L∗ = ∪∞

k=0L
k. A language is regular if it can be

obtained from singleton languages (i.e., the letters of the alphabet), the empty
language, and {ε}, using a finite number of operations of concatenation, union
and closure. The set of all regular languages over an alphabet Σ is denoted by
Reg(Σ). In the sequel all the languages are assumed regular.

Let Δ be an alphabet and S be a semigroup. A morphism ϕ : Δ+ → S
is any function satisfying ϕ(uv) = ϕ(u)ϕ(v) for all u, v ∈ Δ+. A morphism
ϕ : Δ+ → 2Σ∗

is called a regular language substitution if ϕ(δ) is a regular
language over Σ for all δ ∈ Δ. Every regular language substitution ϕ : Δ+ →
Reg(Σ) generates the semigroup Sϕ = 〈{ϕ(δ) | δ ∈ Δ)}〉. Conversely, with every
semigroup (S, ·) = 〈V1, . . . , Vn〉 of regular languages we can associate a language
substitution ϕ defined by the rule δi �→ Vi.

We turn now to regular path queries over semistructured data and query
rewritings. A semistructured database is an ordered edge-labeled graph B =
〈O, E, Σ, ψ〉, where O is a finite set of nodes (objects), Σ is a set of labels (a
database alphabet), E ⊆ O × O is a set of edges, and ψ : E → Σ is the edge-
labeling function. With every path in the database graph, i.e. a set of adjusting
edges (e1, e2, . . . , em), we associate the word w = a1a2 . . . am in Σ, defined by
the rule ai = ψ(ei). Let us denote the regular language of all words associated
with all paths between given pair of database nodes, say u and v, as L(u,v)(B).
A query is a regular language over Σ. The result of a query Q on the database
B is the set

Q(B) = {(u, v) ∈ O × O | L(u,v)(B) ∩ Q = ∅}.

Let ϕ : Δ+ → Reg(Σ) be a regular language substitution. The maximal
rewriting of a regular language R ⊆ Σ∗ with respect to ϕ is the set

Mϕ(R) = {w ∈ Δ+ | ϕ(w) ⊆ R}.

The maximal rewriting Mϕ(R) is called exact, if

⋃

w∈Mϕ(R)

ϕ(w) = R.

The following theorem is due to D.Calvanese et al. [3], and K.Hashiguchi [14].

Theorem 2.1. Let ϕ : Δ+ → Reg(Σ) be a regular language substitution. For
any regular language R ⊆ Σ∗ the maximal rewriting Mϕ(R) is a regular language
over Δ.
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As it was mentioned above, the maximal rewriting could be redundant. We say,
that a regular language Q admits a single word rewriting with respect regular
language substitution ϕ if there exists a word w ∈ Δ+, such that Q = ϕ(w). The
decidability of single word rewriting problem was proved by K.Hashiguchi [14]
and the following theorem was proved in [2].
Theorem 2.2. Let ϕ : Δ+ → Reg(Σ) be a regular language substitution and w
be a word in Δ+. The membership problem for the semigroup Sϕ

[w] = {u ∈ Δ+ | ϕ(u) = ϕ(w)}
is a regular language over Δ.
Theorem 2.2 implies that, given a finite set of views and a regular path query
Q, one can effectively construct a finite automaton that recognize the set of all
possible single word rewritings of Q wrt the viewset.

3 Viewsets of Minimal Cardinality and p-Containment

In this section we study the problem of finding a viewset of minimal cardinality
and show decidability of p-containment between viewsets of regular path queries.
We focus our attention on single word rewritings and then extend the result
to arbitrary regular rewritings. For single word rewritings both problems may
be reformulated in terms of finitely generated semigroups of regular languages.
Indeed, given a finite set V of regular languages over Σ one can consider the
semigroup S = 〈V, ·〉 with V as the set of generators and language concatenation
as a semigroup product. The semigroup S consists exactly of languages that can
be rewritten in terms of V using single word rewriting. Now, a viewset V1

is p-contained in a viewset V2 iff the semigroup 〈V1, ·〉 is a subsemigroup of
〈V2, ·〉, and minimal cardinality viewset problem is the following. Given a finite
set Q = {Q1, . . . , Qn} of regular languages over an alphabet Σ one should find
a natural number k and a set G = {G1, . . . , Gk} of regular languages over Σ
satisfying the following conditions:
– Qi ∈ 〈G〉 for every i ∈ {1, . . . , n}, and
– for every k′ < k and every set G′ = {G′

1, . . . , G
′
k′} there exists Q ∈ Q such

that Q /∈ 〈G′〉.
The above conditions imply that 〈Q〉 ⊆ 〈G〉. Note, that k is bounded by the
number of elements in Q and set G always exists, although it can not be con-
structed by a “trivial” brute force algorithm.

The main idea of the algorithm proposed in this section is to construct fac-
torizations of Qi (with respect to concatenation) and choose minimal subset of
factors that forms a basis of a semigroup. The difficulty related to this approach
arise from the fact that a regular language has infinitely many factorizations,
in general. For example, the language L = a∗ admits infinitely many factoriza-
tions of the form L = FM , e.g., every pair of languages F and M such that
F ∪ M = a∗ and ε ∈ F ∩ M forms a factorizations of L. In order to resolve this
problem we show that there exist finite set of languages, that can be effectively
constructed from Q, and minimal basis consist of elements of this set.
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3.1 Maximal Factors of Regular Languages

Let L ⊆ Σ∗ be a regular language. Consider a family of language equations
of the form L = X1 . . . Xm. A m-tuple (L1, . . . , Lm) of languages is a solu-
tion to the equation L = X1 . . . Xm if the equality L = L1 . . . Lm holds. A
m-tuple (L1, . . . , Lm) is contained in a m-tuple (L′

1, . . . , L
′
m) if Li ⊆ L′

i for all
i = 1, . . . , m. A solution (L1, . . . , Lm) is called maximal if it is not contained
in any other solution to the equation. A language F is called a maximal factor
of L if there exist a natural number m such that F is a component of some
maximal solution to the equation L = X1 . . . Xm. The set of all maximal factors
of a language L is denoted by F(L).

Theorem 3.1 (J.Conway [8]). A regular language L has finitely many maxi-
mal factors and all these factors are regular languages. Moreover, maximal fac-
tors are effectively constructable.

The algorithm for viewset selection depends on maximal factors construction and
we briefly describe how this can be done. First, consider the univariate language
equation of the form AY = L where A, L ∈ Reg(Σ). A language F ⊆ Σ∗ is
called a solution to the equation AY = L if AF = L. Since the union of two
solutions is a solution as well, the equation AY = B has at most one maximal
solution and this solution is the language Ymax =

⋂
u∈A u−1L. Similarly, the

language Xmax =
⋂

u∈A Lu−1 is the maximal solution to the equation XA = B.
Since every regular language has finitely many different right (left) quotients the
equation XY = L has at most finitely many maximal solutions.

Let (Pi, Qi) i = 1, . . . , p be the maximal solutions to the equation XY = L.
The set of maximal factors of L is exactly the union of {Pi}, {Qi}, and the
set of maximal solutions of equations PiXQj = L. Maximal solutions to such
equations are to intersection of some left and right quotients of L.

3.2 Algorithm

Let A be a set of languages over Σ. By intersection closure of A, denoted as A,
we mean the set of all languages that can be obtained by finite intersections of
elements of A:

A = {I ⊆ Σ∗ | ∃A1, . . . , Am ∈ A I = A1 ∩ . . . ∩ Am} .

Theorem 3.2. Let Q be a finite set of regular languages and F be the set of all
maximal factor of its elements, i.e.

F = ∪Q∈QF(Q).

There exists a minimal cardinality set G of generators for Q such that G ⊆ F.

Proof. Let A and B be regular languages. We call a language F a common factor
of A and B if A = P1FP2, B = Q1FQ2 for some languages P1, P2, Q1, Q2. We
prove now that if there exits a common factor F for A and B when F can be
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extended to the intersection F ′ = FA ∩ FB of some maximal factors FA ∈ F(A)
and FB ∈ F(B), that is F ⊆ F ′ and F ′ is a common factor of A and B.

Indeed, languages (P1, F, P2) form a solution to the equation A = X1X2X3.
By Theorem 3.1 there exists a maximal solution, say (M1, M2, M3), that contains
the solution (P1, F, P2). It is follows that every tuple (P1, L, P2) is a solution to
the equation if L satisfy the inequalities F ⊆ L ⊆ M2. Similarly, the solution
(Q1, F, Q2) is contained in some maximal solution to the equation B = X1X2X3,
and the intersection of corresponding components of these maximal solutions is
the desired language F ′. Clearly, that if F is a common factor of languages
A1, . . . , Ap, then there exists a common factor F ′ that is the intersection of
some maximal factors of the languages A1, . . . , Ap.

Now assume that G = {G1, . . . , Gk} is a minimal cardinality set of generators
and this set is not contained in F. Without loss of generality assume that F1 /∈ F.
Every language Q ∈ Q has a factorization of the form

Q = Gi1 . . .Gim ,

and G1 is a common factor of some languages from Q. Thus, there exists G′
1 ∈ F

such that the set G1 = {G′
1, G2 . . . , Gk} is the set of generators for Q. Repeat-

edly applying this procedure to all elements of G one can construct the set of
generators that has the same cardinality as G. ��

In the sequel we shall call a viewset that is a subset of F the maximal viewset. It
is worth noting that in the proof we did not assume that the “initial” minimal
cardinality set consists of regular languages, thus if we drop the restriction that
minimal set should contains only regular languages we will not decrease the
number of generators.

As an immediate corollary from Theorem 3.2 and the finiteness of the set of
maximal factors of a regular language we have

Theorem 3.3. Minimal cardinality viewset problem is decidable for single word
rewriting.

Proof. Given a finite set Q = {Q1, . . . , Qn} the algorithm first computes the
intersection closure F of the set F(Q) of all maximal factors, and then, for every
subset G of F, checks whether or not G is the set of generators for Q. ��

The algorithm proposed by this theorem relies on maximal factor construction
and the algorithm that checks that a language is representable as concatenation
of given regular languages. The number of maximal factors of a regular language
L is at most 22N ,where N is the number of states of the minimal deterministic
automaton for L. The best known bound for the number of intersection of
maximal factors is 2N2

[19]. Thus, the size of set F is double-exponential
in the total size of minimal automata for languages in Q. Known algorithms
for single word rewritings [1,14] are based on the limitedness property of distance
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automata which is Pspace-complete [16,15] and for which only exponential time
complexity algorithms are known. The number of states of a distance automaton
to be checked is no more then 2M , where M is the number of states of determin-
istic automaton for Q. Summing up, this algorithm requires Pspace-complete
problem to be called a triple-exponential number of times.

In the rest of this section we show how the minimal cardinality viewset se-
lection problem can be reduced to the minimal test length problem. The crucial
point in this reduction is Theorem 2.2. Let ϕ be a substitution defined by the
rule ϕ(Δ) = F. We shall abuse the notation and denote by [Q] the set of all
words w over Δ such that ϕ(w) = Q. The minimal cardinality viewset can be
represented as a subset B ⊆ Δ. For every query Q from the workload Q one
can construct an automaton for [Q], and the set B should satisfy the following
condition: [Q]∩B∗ = ∅ for every Q ∈ Q. For every query Qi one can effectively
construct the finite set of subsets of Δ, say R

(i)
1 , . . . , R

(i)
ki

⊆ Δ, such that Qi can

be represented in terms of ϕ(B) iff R
(i)
j ⊆ B for some j � ki. These sets corre-

spond to (labels on) simple paths in minimal automaton for [Qi]. The minimal
cardinality viewset is the minimal cardinality subset B ⊆ Δ such that for every
Qi there exists j � ki satisfying R

(i)
j ⊆ B. Although the minimal test length

problem is NP-complete such reduction allows to avoid checking every possible
subset of the set F. Moreover, when membership languages [Q] are constructed
for all Q ∈ Q the remaining computations use transparent structures and the
complexity does not depend on number of states of automata for F.

3.3 Arbitrary Rewritings and p-Containment of Viewsets

Similarly to maximal solutions to linear language equations one can consider
maximal solutions to equations of the form r(X1, . . . , Xn) = L where r is an
arbitrary regular expression over alphabet Σ ∪ {X1, . . . , Xn}. It is known that
for every regular language L there exist only finitely many different languages
that are components of maximal solutions (see e.g. [19]).

Theorem 3.4. Let Q be a finite set of regular languages. There exists a finite
set of languages F, that can be effectively constructed from Q, such that at least
one minimal cardinality viewset (wrt regular rewriting) is contained in F.

The proof is essentially the same as for Theorem 3.2.
The algorithm described in the previous section may produce several viewsets

of minimal cardinality. Different viewsets can be compared by their expressive
power. We say that a viewset V1 is p-contained in a viewset V2 if every query
that can be answered using V1 can be answered using V2. The following theorem
gives an algorithm for p-containment checking.

Theorem 3.5. A viewset V1 is p-contained in a viewset V2 with respect to
regular rewritings iff every view V ∈ V1 may be rewritten in terms of the view-
set V2.
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4 Viewsets of Minimal Size

For now assume that the database instance B is fixed. Every regular path query
defines a (finite) binary relation on the set of the database nodes and we define
the size of a query Q, denoted by |Q|, as the cardinality of the corresponding
relation. This quantity is proportional to the amount of space, in bytes, required
to store the results to the query. Minimal size viewset selection problem is stated
as follows: given a workload Q and a database instance B find a viewset V such
that its total size

∑
V ∈V |V | is minimal on the database B (the minimum is

taken among all the viewsets that answers every query in the workload). The
following proposition states that every minimal size viewset is contained in some
maximal viewset.

Proposition 4.1. Let V be a minimal size viewset for Q and B. There exists
a viewset G such that:

– for every V ∈ V there exists G ∈ G satisfying V ⊆ G;
– every language G ∈ G is the intersection of some maximal factors: G ⊆

F(Q).

The proof is straightforward. The main idea of the algorithm for instance based
minimal size viewset construction is to start from a maximal viewsets and then
minimize their elements by subtracting some regular languages.

Proposition 4.2. Let G = {G1, . . . , Gk} be a maximal viewset for the workload
Q, and B be a database instance. There exists an effectively constructable viewset

G′ = {G′
1, . . . , G

′
k}

such that the following conditions hold:

– G′
i ⊆ Gi for all i = 1, . . . , k;

– for any viewset G′′ = {G′′
1 , . . . , G′′

k} satisfying the above condition the in-
equality |G′| � |G′′| holds.

Proof. Let G = {G1, . . . , Gk} be a maximal viewset that is not a minimal size
viewset. There exist a component G ∈ G such that |G′| < |G|, where G′ is
obtained from G by replacing G with some language G′ ⊆ G. Clearly, that
G′(B) ⊂ G(B) and the language

G′′ = G \
⋃

(u,v)∈G(B)

L(u,v)(B)

has exact the same size as G. Since the database instance is finite, the number
of views to be checked is finite and a minimal size viewset (contained in a given
viewset) may be constructed by checking all possible combinations. ��

As an immediate corollary of Propositions 4.1 and 4.2 we have:
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Theorem 4.1. There exists an algorithm that, for a given workload Q and a
database instance B, computes a viewset of minimal size.

Now, suppose that the database instance is not known, but there exists an oracle
E : Reg(Σ) → N that estimates the size of a query result. Estimation function
E is called exact if E(Q) equals to actual query result size. In this case we have
implication Q1 ⊆ Q2 ⇒ E(Q1) � E(Q2). We show that the problem of minimal
size (with respect to the oracle E) requires construction of minimal solutions to
language equations. Indeed, let Q = {Q1, Q2} and the equation Q1X = Q2 has
a solution. A possible minimal size viewset in this case is a pair {Q1, S}, where
S is a minimal solution to the equation such that E(S) � E(S′) for every other
(minimal) solutionS′. The problem is that even such simple linear equation admits
uncountably many minimal solution. For example, the equation {ε, a}X = {a}∗
over the unary alphabet Σ = {a} has infinitely many minimal solutions: every
language K ⊆ Σ∗ that contains the empty word and satisfies the condition that
if K contains the word an (n � 0) then it contains only one of the words an+1 or
an+2 is a minimal solution. It is not clear whether or not the minimal size viewset
can be computed with respect to exact query size estimation function.

5 Conclusion

In this paper we proved that the search space for minimal cardinality and in-
stance based minimal size viewset construction problems is finite, both for single
word and regular rewritings. Thus, both problems are decidable and we proposed
algorithms for such viewsets construction. We also proved that p-containment of
viewsets of regular path queries is decidable for single word and regular rewrit-
ings. The main result on single-word rewritings may be stated in terms of semi-
groups of regular languages: The rank problem for finitely generated semigroups
of regular languages is decidable.

It could be interesting to consider similar problems for partial rewritings.
Recursionless (i.e., finite) partial rewritings was recently investigated in [12].
It seems that the main problem for view selection under partial rewriting is
to choose an appropriate measure for the viewset. Since partial rewriting ad-
mits letters of original alphabet in the rewriting language, the empty viewset
is the minimal cardinality and minimal size viewset. Thus, a relevant viewset
quality measure should take into account (in addition cardinality and storage
constraints) how often a query evaluation algorithm will access the database.
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Abstract. This paper presents an algorithm to triangulate polygons
optimally using order-k Delaunay triangulations, for a number of qual-
ity measures. The algorithm uses properties of higher order Delaunay
triangulations to improve the O(n3) running time required for normal
triangulations to O(k2n log k + kn log n) expected time, where n is the
number of vertices of the polygon. An extension to polygons with points
inside is also presented, allowing to compute an optimal triangulation
of a polygon with h ≥ 1 components inside in O(kn log n) + O(k)h+2n
expected time. Furthermore, through experimental results we show that,
in practice, it can be used to triangulate point sets optimally for small
values of k. This represents the first practical result on optimization of
higher order Delaunay triangulations for k > 1.

1 Introduction

One of the best studied topics in computational geometry is the triangulation.
When the input is a point set P , it is defined as a subdivision of the plane
whose bounded faces are triangles and whose vertices are the points of P . When
the input is a polygon, the goal is to decompose it into triangles by drawing
diagonals.

Triangulations have applications in a large number of fields, including com-
puter graphics, multivariate analysis, mesh generation, and terrain modeling.
Since for a given point set or polygon, many triangulations exist, it is possible to
try to find one that is the best according to some criterion that measures some
property of the triangulation.

The properties of interest are application-dependent, but are generally either
local properties of the triangles (like area, height or minimum angle) or global
properties of the triangulation (such as total edge length). For example, in au-
tomatic mesh generation for finite element methods, criteria like minimizing the
minimum/maximum angle and height of the triangles are related to the error of
the finite element approximation [3,21]. In the context of terrain modeling, ter-
rains are many times represented by triangulated irregular networks, which are
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Fig. 1. A Delaunay triangulation (k = 0) (left), and an order-2 triangulation (right).
Light gray triangles are first order, the medium grey ones are second order.

triangulations where each point has an elevation. When terrain models need to
be realistic, for example in visualization or terrain analysis for hydrology, criteria
like avoiding ill-shaped triangles and having few local minima are particularly
relevant [6,18].

For a given set of points P , a well-known triangulation is the Delaunay tri-
angulation. It is defined as a triangulation where the circumcircle of the three
vertices of any triangle does not contain any other point of P . It is unique when
no four points are cocircular, and can be computed in O(n log n) time for n
points. The Delaunay triangulation has a large number of known properties,
and it optimizes several measures, like max min angle or min max smallest en-
closing circle, among others. This is the reason why its triangles are said to be
well-shaped. However, for many applications, the Delaunay triangulation is not
flexible enough. For example, when used for terrain modeling, the triangulation
does not take the third dimension into account, which may result in artifacts
like interrupted valley lines or artificial local minima.

To overcome this limitation, Gudmundsson et al. [11] define higher order De-
launay triangulations, a class of well-shaped triangulations where a few points are
allowed inside the circumcircles of the triangles. A triangle is said to be order-k
Delaunay if its circumcircle contains at most k points. A triangulation is order-
k Delaunay if all its triangles are order-k Delaunay (see Figure 1). For k = 0,
each non-degenerate point set has only one higher order Delaunay triangulation,
equal to the Delaunay one. As the parameter k is increased, more points inside
the circumcircles imply a reduction in the shape quality of the triangles, but
also an increase in the number of triangulations that are considered, and hence
greater flexibility to optimize some other criterion, while limiting the badness of
the shape of the triangles. The concept of higher order Delaunay triangulation
has been successfully applied to several areas, including terrain modeling [7],
minimum interference networks [1] and multivariate splines [20].

In this paper we focus mainly on triangulations of polygons. Optimal polygon
triangulation has been a subject of study for a long time, both because it has
applications of its own, like in finite element methods, and also because it gives
insight into the generally harder problem of optimal point set triangulation.
When the goal is to optimize only one criterion, optimal polygon triangulations
can be computed in polynomial time for many measures. The constrained De-
launay triangulation [5], which generalizes the standard definition in order to
force certain edges into the triangulation, can be used to triangulate polygons,
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Fig. 2. Three different triangulations of a polygon: the constrained Delaunay trian-
gulation (left), the minimum weight triangulation (center), and the minimum weight
triangulation constrained to order-2 Delaunay triangulations (right). The third one
combines nicely shaped triangles with the minimization of the weight.

with triangle shape properties similar to the ones of the Delaunay triangulation.
Many other measures can be optimized using a dynamic programming algorithm
attributed to Klincsek [15], and also, independently, proposed by Gilbert [10].
This approach allows to find in O(n3) time an optimal triangulation of a simple
polygon for any decomposable measure. Intuitively, a measure is decomposable
if the measure of the whole triangulation can be computed efficiently from the
measures of two pieces, together with the information on how the pieces are
glued together. See [3] for a formal definition. Decomposable measures include
the following: min / max angle, min / max circumcircle, min / max length of an
edge, min / max area of triangle, and the sum of the edge lengths. The algorithm
by Klincsek can be extended to other measures that are not decomposable, like
maximum vertex degree. For convex polygons, the min/max area of triangle
measures can be optimized even faster, in O(n2 log n) time [14].

Triangulating point sets optimally is in general more difficult than triangulat-
ing polygons. For example, the minimum weight triangulation can be computed
for polygons in cubic time using Klincsek’s algorithm, but is NP-hard for point
sets [19]. Only a few methods exist for optimal triangulations of point sets.
The edge insertion paradigm [2] can be used to optimize several measures in
O(n2 log n) or O(n3) time (depending on the measure). A triangulation of a
point set minimizing the maximum edge length can be computed in O(n2) time
[8]. The greedy triangulation, which lexicographically minimizes the sorted vector
of length edges, can be constructed in O(n log n) time [17].

Our problem is more involved, since we aim at optimizing a measure over
higher order Delaunay triangulations, therefore enforcing well-shaped triangles
at the same time as optimizing some other measure. Figure 2 shows an example.
There are not many results on optimal higher order Delaunay triangulations. For
the case k = 1, the triangulations have a special structure that allows a number
of measures (for example max/min area triangle, total edge length, number of
local minima in a terrain) to be optimized in O(n log n) time [11]. A few other
measures, like minimizing the maximum area ratio of edge-adjacent or vertex-
adjacent triangles, can also be optimized efficiently [16]. Other measures like
maximizing the number of convex edges or minimizing the maximum vertex de-
gree have been shown to be NP-hard [16]. For k > 1, fewer results are known.
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Minimizing local minima in a terrain is NP-hard for orders at least nε, where ε
is any positive constant [7].

In this paper we present an extension of the algorithm by Klincsek [15] that
allows to optimize a decomposable measure for a simple polygon over order-
k Delaunay triangulations. A straightforward extension of Klincsek’s algorithm
leads to O(kn3+n3 log n) running time. Our main contribution is improving this
to O(k2n log k + kn log n), by exploiting properties of this special class of trian-
gulations. This represents an important improvement, given that small values of
k are most important [7].

We also explain how to extend our algorithm to triangulate polygons with
points inside, and present experimental results on the structure of order-k De-
launay triangulations that suggest that in practice, the same approach can be
used to triangulate point sets for small values of k optimally. This constitutes
the first practical result on optimization of higher order Delaunay triangulations
for k > 1.

Note that in this paper we use the standard definition of order of a triangle, as
in [11,20], which does not take the boundary edges of the polygon into account.
This implies that for a given polygon and value k, our algorithm may find that no
order-k triangulation of that polygon exists. In such a case, it is always possible
to increase k until a triangulation is found. The authors recently studied possible
definitions of the order of a triangle that take a set of constraining edges into
account [22], which guarantee that a polygon can always be triangulated for any
k. However, although seven different definitions for this notion of constrained
order were proposed in [22], no single definition can be regarded as the natural
or right one.

2 Higher Order Delaunay Triangulations

In this section we present some basic concepts on higher order Delaunay trian-
gulations, together with some results that will be needed later. From now on we
assume non-degeneracy of the input set P : no four points are cocircular.

Definition 1. (from [11]) A triangle �uvw in a point set P is order-k Delaunay
if its circumcircle C(u, v, w) contains at most k points of P . A triangulation of
a set P of points is an order-k Delaunay triangulation if every triangle of the
triangulation is order-k.

Definition 2. (from [11]) Let P be a set of points, and let pq be an edge between
two points p, q ∈ P . pq is an order-k Delaunay edge if there exists a circle that
passes through p and q that has at most k points of P inside. The useful order
of an edge is the lowest order of a triangulation that includes that edge.

For brevity, we will sometimes write order-k instead of order-k Delaunay, and
k-OD edge instead of order-k Delaunay edge. We also assume that k ≥ 1 is a
given integer, and write useful edge instead of useful k-OD edge. It is worth
mentioning that the order and the useful order of an edge can differ arbitrarily
much.
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Fig. 3. (a) At most k + 1 third points. (b) Finding the k-OD triangles incident to uv.

Lemma 1. (from [11]) Let uv be a k-OD edge, let s1 be the point to the left of
−→vu, such that the circle C(u, s1, v) contains no points to the left of −→vu. Let s2 be
defined similarly but to the right of −→vu. Edge uv is a useful k-OD edge if and
only if �uvs1 and �uvs2 are k-OD triangles.

We extend the basic definitions and lemma above with one more lemma.

Lemma 2. Let uv be a useful k-OD edge. There are O(k) order-k triangles that
have uv as one of their edges.

Proof. We will show that −→uv can be part of at most k + 1 triangles on each side.
Imagine we slide a circle in contact with u and v until it touches a first point
r1 to the right of the edge (see Figure 3(a)). This could potentially be a third
point of a triangle that includes −→uv because it is possible for the circumcircle of
triangle �ur1v to contain less than k+1 points. If we slide the circle again until
it touches a second point r2, we now know that the circle contains at least one
point (r1). Continuing in this way it can be seen that the circle defined by u,
v and the (k + 1)-th touching point, rk+1, contains at least k points, hence no
further point can be a third point because then the circle would contain k + 1
points. Since an identical argument can be applied to the left side, we conclude
that at most O(k) triangles can have −→uv as one of its edges. �
Next we show that all the order-k triangles formed by useful k-OD edges can be
computed efficiently.

Lemma 3. Let P be a set of n points in the plane. In O(k2n log k + kn log n)
expected time one can compute all order-k triangles of P that are incident to at
least one useful k-OD edge.

We provide a sketch of the algorithm. An order-k triangle must meet two
conditions: its circumcircle must contain at most k points and it must be empty.
For a set of n points there are O(kn) useful k-OD edges [11], and by Lemma 2,
a given useful edge can be part of O(k) order-k triangles. This makes the total
number of order-k triangles O(k2n).

All the useful edges can be computed in O(k2n+kn logn) expected time [11].
Moreover, without increasing the previous asymptotic running time, we can store
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for every useful edge −→uv, the two sets of points that are contained in the two
circles that determine its usefulness (see Lemma 1). There are at most k of these
points on each side. For each side, we will sort the points according to the order
in which they are touched when sliding a circle in contact with u and v (in the
same way as in the proof of Lemma 2). This can be done in O(k log k) time by
sorting the centers of the circles.

To find out which third points can make an order-k triangle, we need to count
the number of points inside each circumcircle. This can be done using the two
sorted lists of points as follows. We explain how to do it for the right side, the
left side is identical. Let L = {lη, ..., l1} be the sorted points to the left of −→uv,
and R = {r1, ..., rζ} the ones to its right. See Figure 3(b). The circumcircle
of �uvr1, denoted C(u, v, r1), contains by definition no points to the right of
−→uv and η points to its left. For the second point, r2, we know that C(u, v, r2)
contains exactly one point to the right of −→uv (namely, r1). To find out how many
points it contains to the left of −→uv, we check whether lη is inside C(u, v, r2) or
not. If it is, then C(u, v, r2) contains exactly η points to the left of −→uv. If it
is outside, we go through L until we find the first lj that is inside C(u, v, r2).
That implies C(u, v, r2) contains exactly j points to the left of −→uv. This is then
repeated for r3, r4, ..., rζ . The running time is linear in k because both lists are
scanned only once, from left to right. Hence for each useful edge −→uv, we can find
part of the triangles incident to −→uv whose circumcircles contain at most k points
in O(k log k) time.

Notice that this algorithm, when applied to one edge −→uv, does not necessarily
find all the order-k triangles adjacent to −→uv. It may happen that some of the
order-k triangles adjacent to it have a third point that is not among the points
included in the two circles defining the usefulness of −→uv, because these circles
contain at most k points, but may contain less. However, we show in the full
paper that any triangle composed of three useful order-k edges that is missing
will be considered when processing one of the other two useful edges that make
the triangle, hence no relevant triangle will be missed at the end.

Still, some of these triangles may contain points inside, so we need to discard
the ones that are not empty. Let �uvx and �uvy be two triangles, and let αu

(αv) denote the angle of �uvx at u (at v), and βu (βv) the same for �uvy. It
is easy to see that �uvx contains point y if and only if βu < αu and βv < αv.
Each triangle can be represented by a point in the plane using its angles at u
and at v. The empty triangles are the ones lying on the lower-left staircase of
the point set, and can be found in O(k log k) time by a sweep line algorithm.

The total time needed to find the triangles for one useful edge is O(k log k).
Since there are O(kn) useful edges, all the useful edges and order-k triangles can
be computed in O(k2n log k + kn logn) expected time, proving Lemma 3.

3 Triangulating Polygons

As mentioned in the introduction, Klincsek’s algorithm allows to triangulate
polygons optimally for a large number of measures using dynamic programming.
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In this paper we have the additional requirement that the resulting triangulation
must be order-k, therefore the classical algorithm must be adapted to include
only order-k triangles.

The input of the algorithm is a polygon P , defined by its vertices in clockwise
order: p0, p1, . . . , pn−1. The output is a k-OD triangulation of optimum cost, if
it exists. It may be that the useful order of some of the polygon edges is such
that no order-k triangulation of P exists at all.

The dynamic programming algorithm finds an optimal solution by combining
solutions of smaller problems in a systematic way. The typical algorithms have
O(n3) running time and use an n × n matrix L, which in our problem has the
following meaning: L[i, i+j] is the cost of the optimal k-OD triangulation of the
polygon Pi,i+j , defined by the edges of P between pi and pi+j , plus edge pi+jpi.

The matrix can be filled in a recursive way. The simplest entries are the ones
of the form L[i, i + 1], which have cost 0. The recursive formula for L[i, i + j] is:

L[i, i + j] = min
q=1,2,...,j−1

(Cost(pi, pi+q, pi+j) � L[i, i + q] � L[i + q, i + j]) (1)

The expression Cost(pi, pi+q, pi+j) denotes the cost of triangle �pipi+qpi+j ,
and the operator � represents a way to combine the values of the subproblems.
Their precise meaning depends on the measure being optimized. Edges pipi+q

and pi+qpi+j must be diagonals. Triangles that are not contained entirely inside
P or are not k-OD have cost +∞. Checking the latter (verifying that there
are no more than k points inside the circumcircle of the triangle) would take
O(log n + k) time [11], but if we precompute all the order-k triangles for each
useful edge (see Section 2) and store them in a perfect hashing table [9], we can
find out in O(1) time if the triangle is among the order-k triangles. Note that
measures of the type min max(. . . ) can also be optimized with the same method,
by using a recursive formula similar to (1).

We can take advantage of the properties of higher order Delaunay triangula-
tion to reduce the running time significantly. The main steps of the algorithm are
the following (details are given below). In the preprocessing phase we compute
all the useful edges and filter out the ones that are not fully contained inside the
polygon. The order-k triangles adjacent to each useful edge are precomputed.
The triangulation algorithm proceeds by applying Equation (1), using a perfect
hashing table to store the solutions to the subproblems already computed.

For a given edge pipj, the number of possible third points to form a triangle is
not O(n), as in the normal triangulation problem, but O(k) (see Lemma 2). If for
every edge we precompute these O(k) points, we can improve the O(n3) dynamic
programming running time to O(kn2), after spending O(k2n log k + kn log n)
time in the precomputation of the useful edges and the order-k triangles (see
Lemma 3).

Every time an edge is considered as a candidate to be in an optimal trian-
gulation, we must also check that it does not intersect the polygon boundary
and that it does not lie outside the polygon. This check can be done in O(log n)
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time per edge using an algorithm for ray shooting in polygons [13]. This adds an
O(kn log n) term to the preprocessing time, which does not increase the previous
asymptotic running time.

Finally, the matrix L has O(n2) cells, each corresponding to one potential
edge. However, we know that only O(kn) edges will be useful, so it is not neces-
sary to keep a data structure of quadratic size. In order to avoid wasting time
and space on edges that are not useful, we will not use the standard matrix-based
dynamic programming algorithm, but we will use a memoized version instead.
The idea is to use Equation (1) to compute L[0, n − 1], and maintain a perfect
hashing table where we will store all the subproblems already solved. Notice
that each subproblem L[i, j] is associated with the insertion of an edge pipj ,
which must be useful k-OD. Hence, only O(kn) subproblems will be computed
and stored. The same table used to store the order-k triangles incident to an
edge can be extended to also store the value of the subproblem associated with
that edge. To solve one particular problem O(k) time is needed, yielding a total
running time of O(k2n), plus O(k2n log k + kn log n) preprocessing time.

Theorem 1. In O(k2n log k + kn log n) expected time one can compute an op-
timal order-k Delaunay triangulation of a simple polygon with n vertices that
optimizes a decomposable measure.

4 Triangulating Polygons with Points Inside

In this section we consider the more general problem of finding an optimal tri-
angulation of a simple polygon that contains h components in its interior. A
component can be either a point or a connected component made of several
points connected by edges. We will denote the polygon with the components by
P . We can reuse the algorithm from the previous section if we connect one vertex
of each component to some other vertex in order to remove all the loose parts.
To find the optimal triangulation we must try, in principle, all the possible ways
to make these connections. The number of them depends on h and on the order
k. In principle, there are O(n) ways to connect each component. However, since
we need only one edge that connects the component to the outer boundary of
the polygon, we don’t need to try O(n) but only O(k) edges.

Lemma 4. Let P be a polygon with h components inside. There is a collection
of O(k)h sets, of h edges each, such that: (i) for every set in the collection, the
edges in the set connect all the components in P to the outer boundary; (ii) any
order-k Delaunay triangulation includes the edges of some set in the collection.

Proof. First we show that for a given component in P , any order-k triangulation
T of P must connect the component to the rest of the polygon by one of O(k)
edges. Let u be the topmost point among the boundary points of the components
inside the polygon. Everything above u is part of the outer polygon boundary.
Let uv be an edge of the Delaunay triangulation of the point set induced by P
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and its components (ignoring the edges), with v higher than u. Since uv is a
Delaunay edge, we know from [11] that the useful k-OD edges that cross it have
O(k) endpoints on each side of uv. If uv is not part of T , at least one of the
useful edges that cross it must be. Let xy be the first of these edges (the first one
encountered when going from u to v along uv) in T , then triangle �uxy must
be part of T . This implies that edges ux and uy are part of it as well. Hence,
either uv or one of the O(k) possible edges of type uz (for z = x or z = y) must
be in T , and connects v to a higher point of the outer boundary of P .

Following the same idea, for each of the h components we can find a set of
O(k) useful k-OD edges such that any triangulation T connects each component
using one of these O(k) edges. The result follows. �

Using the previous result, our algorithm will try the O(k)h different ways to con-
nect the loose components in P . Let P1, · · · , Pη be the O(k)h different polygons
that are tried, and let Hi be the set of new boundary edges of Pi. For each Pi,
besides computing the boundary, we must compute the intersections between the
O(kn) useful edges and the new h edges in Hi, which were added to connect the
loose components. This is because during the triangulation we need to consider
only edges that make the polygon simply-connected.

The computation of these intersections can be done once and maintained
between successive polygons without increasing the asymptotic running time.
During the preprocessing phase, we will compute all the intersections between
useful k-OD edges. A useful k-OD edge can intersect O(k2) other useful k-OD
edges [11]. Therefore the total number of intersections is O(k3n), and they can
be computed in time O(kn log kn + k3n)=O(kn log n + k3n) [4]. We store for
each useful edge all the other useful edges that it intersects and in addition we
keep a counter. The counter will be used to keep track of how many edges in Hi

each useful edge intersects.
The algorithm will iterate through the polygons in such a way that two consecu-

tive polygons Pi and Pi+1 differ only in the edge chosen for one of the components.
Then during the (i +1)-th step the counters for Hi are already computed, and one
can compute the counters for Hi+1 very easily, as follows: let eout be the edge that is
removed and ein the new edge (that is, Hi+1 = Hi\{eout} ∪ {ein}). Firstly, all the
O(k2) useful edges that intersect eout must have their counters decreased by one.
Secondly, all counters of the O(k2) edges that intersect ein are incremented by one.
Both sets of edges were previously computed during the preprocessing phase and
can be accessed in constant time. Hence the time needed to update the intersection
information from one polygon to the next one is O(k2).

We conclude that the total time required to compute all the new intersections
is O(kn log n+ k3n) for the preprocessing and O(k2) per polygon. Note that the
useful edges and order-k triangles do not need to be recomputed, since they only
depend on the point set, which has not changed.

Triangulating each generated polygon using the algorithm from the previous
section takes O(k2n) time, yielding a total time of O(k2n log k + nk log n +
kn logn + k3n) + O(k)h(k2 + k2n)=O(kn log n) + O(k)h+2n (because h ≥ 1).
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Theorem 2. An optimal order-k Delaunay triangulation of a simple polygon
with n boundary vertices and h ≥ 1 components inside that optimizes a decom-
posable measure can be computed in O(kn log n) + O(k)h+2n expected time.

5 Some Other Measures

The approach described above can also be used to optimize some other, non-
decomposable, measures. The challenging part is adapting the recursive formula
to make the subproblems independent. In the full paper we show how this can
be done for minimizing the maximum vertex degree, minimizing the number of
local minima (if the points have an elevation), and even optimizing functions of
quadrilaterals, such as minimizing the maximum area ratio of triangles sharing
an edge. In general these variations involve more complicated algorithms and
have higher running time.

Interestingly, a similar approach also allows to find the lowest order completion
of a polygon and a set of diagonals, that is, finding a higher order Delaunay
triangulation, with the lowest possible order, which contains the given diagonals.
The more general problem of finding a lowest order completion of a point set
with respect to a set of edges is still open; polynomial time algorithms are known
only for k ≤ 3 [12].

6 Application to Point Sets

Any point set can be optimally triangulated using the results from Section 4 if
it is seen as a polygon made of its convex hull with points inside. In general,
this will lead to a running time exponential in n, so this is of no practical
use. For low order Delaunay triangulations, the situation is better. Given a
point set and an order k, there are fixed edges that are present in any order-k
triangulation, and partition the convex hull of the point set into a number of
polygons with components inside. For k = 1, it is known that these polygons are
always empty triangles or quadrilaterals [11], which simplifies the optimization
of several measures. As k increases, the number of fixed edges decreases until it
is reduced to little more than the convex hull. Moreover, for k > 1 the polygons
may be larger and may have many components inside. However, our experiments
on the structure of higher order Delaunay triangulations suggest that in practice,
for small values of k, the appearance of such polygons is rather unlikely.

We summarize part of the results of experiments carried out on randomly
generated point sets, which show that for small values of k, the polygons cre-
ated contain only a few components. The experiments consisted in generating
random point sets of between 1000 and 5000 points, and for different values of
k, computing the partition into polygons with components inside given by the
fixed edges. The size of the polygons and the number of components was regis-
tered. These are the two factors, besides k, involved in the running time of the
algorithm of Section 4. Tables 1 and 2 show the results for point sets between
1000 and 5000 points, and k = 1, . . . , 10. It is worth mentioning that since the
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Table 1. Structure of order-k triangulations: average / maximum number of compo-
nents per polygon for random point sets of n points, averaged over 200 runs

k n = 1000 n = 2000 n = 3000 n = 4000 n = 5000

1 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00
2 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00
3 0.00 / 0.03 0.00 / 0.03 0.00 / 0.04 0.00 / 0.06 0.00 / 0.07
4 0.00 / 0.44 0.00 / 0.68 0.00 / 0.80 0.00 / 0.94 0.00 / 0.90
5 0.01 / 1.15 0.01 / 1.35 0.01 / 1.50 0.01 / 1.53 0.01 / 1.57
6 0.05 / 2.22 0.05 / 2.63 0.04 / 2.77 0.04 / 2.91 0.04 / 3.13
7 0.18 / 5.52 0.17 / 6.77 0.16 / 6.82 0.16 / 7.38 0.16 / 7.87
8 0.55 / 18.95 0.53 / 24.19 0.52 / 29.85 0.52 / 31.28 0.52 / 35.85
9 1.45 / 61.05 1.47 / 108.70 1.47 / 150.83 1.52 / 205.30 1.53 / 242.75

10 3.08 / 115.55 3.33 / 225.36 3.44 / 332.13 3.62 / 443.35 3.72 / 552.41

Table 2. Structure of order-k triangulations: average / maximum size of polygons for
random point sets of n points, averaged over 200 runs. Since the dynamic program-
ming algorithm works by considering triangles, the size is measured as the number of
Delaunay triangles that the polygon contains. More details in the full version.

k n = 1000 n = 2000 n = 3000 n = 4000 n = 5000

1 1.35 / 2.00 1.35 / 2.00 1.35 / 2.00 1.36 / 2.0 1.35 / 2.00
2 1.99 / 6.82 1.99 / 7.41 1.99 / 7.54 2.00 / 7.63 2.00 / 7.77
3 2.84 / 12.77 2.85 / 13.84 2.84 / 14.60 2.85 / 15.14 2.85 / 15.59
4 4.02 / 23.54 4.04 / 25.95 4.04 / 28.02 4.04 / 28.37 4.04 / 29.95
5 5.80 / 43.97 5.82 / 52.90 5.83 / 54.55 5.84 / 56.25 5.85 / 59.72
6 8.63 / 91.66 8.68 / 108.55 8.74 / 115.63 8.74 / 123.63 8.78 / 129.58
7 13.48 / 222.25 13.56 / 263.83 13.72 / 292.36 13.83 / 310.12 13.86 / 337.01
8 21.71 / 569.40 22.40 / 749.15 22.76 / 980.10 23.21 / 1038.78 23.41 / 1223.43
9 34.99 / 1294.76 37.26 / 2425.46 38.32 / 3434.07 39.89 / 4716.74 40.58 / 5661.38

10 49.91 / 1755.54 56.27 / 3566.14 59.04 / 5341.94 62.56 / 7195.49 64.77 / 9034.72

convex hull of the point set limits the growth of the polygons, the results may
be influenced slightly by boundary effects.

A few observations are in order. The experiments confirm that for k ≤ 3, it
is very unlikely to find polygons with components inside. Even though for k ≥ 2
one can build examples where that is the case, they hardly arise in random point
sets. Even for orders up to 5 or 6, the size of the polygons and number of com-
ponents are small enough to be useful for practical purposes. As a result, finding
optimal triangulations that in general are NP-hard, like the minimum weight
triangulation, can be done in practice if the Delaunay order is low enough. The
small values of k are the most useful in practice, for several reasons. On the
one hand, as k increases, the shape of the triangles deteriorates. On the other
hand, previous experimental results [7], related to realistic terrain modeling,
have shown that low values of k are enough to obtain important improvements
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on several terrain measures (like the number of local minima), making small
values of k particularly interesting for these applications.

7 Discussion

We studied algorithms to find higher order Delaunay triangulations of poly-
gons that optimize a decomposable measure. Based on an existing technique for
polygon triangulation, we proposed an algorithm to compute an optimal triangu-
lation of a polygon restricted to order-k triangulations. Their specific properties
allowed us to reduce an O(n2) factor to O(k2), a substantial improvement since
k will be, in general, much smaller than n [7]. Our method can also be extended
to some non-decomposable measures, like maximum vertex degree. For the more
general problem of triangulating optimally a polygon with components inside,
we presented an algorithm that is fixed-parameter tractable for k = O(1).

We also gave experimental evidence suggesting that the specific structure
of order-k Delaunay triangulations, for small values of k, makes the algorithm
presented here applicable to point sets. This constitutes the first practical result
on optimal higher order Delaunay triangulations for k > 1, allowing to optimize
any decomposable function over a class of well-shaped triangulations.

Acknowledgments. We thank Remco Burema for carrying out the experimental
work in this paper.
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Abstract. Given a set of points in R
2 or R

3, we aim to color them
such that every region of a certain family (for instance disks) containing
at least a certain number of points contains points of many different
colors. Using k colors, it is not always possible to ensure that every
region containing k points contains all k colors. Thus, we introduce two
relaxations: either we allow the number of colors to increase to c(k), or
we require that the number of points in each region increases to p(k). We
give upper bounds on c(k) and p(k) for halfspaces, disks, and pseudo-
disks. We also consider the dual question, where we want to color regions
instead of points. This is related to previous results of Pach, Tardos and
Tóth on decompositions of coverings.

1 Introduction

In this contribution, we are interested in coloring finite sets of points in R
2 or R

3

so that any region (within a specified family) that contains at least some fixed
number of points, also contains a significant number of distinctly colored points.
For example, we study the following problem: Does there exist a constant α such
that given any set of points in the plane, it is always possible to color the points
with k colors so that any halfplane containing at least αk points contains a point
of each color? In Section 2 we answer this question on the affirmative.

We also allow the number of available colors and the number of required
distinct colors to be different. We ask, for instance, Does there exist a constant
α such that given a set of points in the plane, it is always possible to color
the points with αk colors so that any halfplane containing at least k points also
contains points of k distinct colors? We show this is true as well. We ask similar
questions for other types of regions such as disks and pseudo-disks

These types of problems can be seen as coloring range spaces induced by
intersections of sets of points with geometric objects. The corresponding dual
range spaces are those obtained by considering a finite set of regions in R

2 or R
3,
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and defining the ranges as the subsets of all regions containing a given point, for
every possible point. We also consider coloring problems on these kinds of range
spaces. The types of problems we ask when dealing with dual range spaces are
analogous to the preceding questions. For instance: Does there exist a constant
α such that given any set of disks in the plane, it is always possible to color the
disks with αk colors while ensuring that any point contained in at least k disks
is contained in disks of k distinct colors?

Definitions. A range space (or hypergraph) is a pair (S, R) where S is a set
(called the ground set) and R is a set of subsets of S. Here, we consider finite
restrictions of infinite geometric range spaces of the form S = (Rd, R) for d = 2
or 3, where R is an infinite family of regions of R

d. Such a finite restriction is a
range space (S, R) where the ground set S is a finite set of points in R

d and the
set of ranges R is the collection of subsets of S defined by the intersection of S
with elements of R : R = {S ∩ r : r ∈ R}.

We also consider the corresponding dual range spaces, denoted by S̃, of the
form S̃ = (R, {r(p) : p ∈ R

d}), where r(p) = {r ∈ R : p ∈ r} is the set of regions
containing the point p. The finite restrictions of these dual range spaces are of
the form (S, {r(p) ∩ S : p ∈ R

d}), where S ⊂ R is finite.
A coloring of a range space is an assignment of colors to the elements of the

ground set. A c-coloring is a coloring that uses exactly c colors. A range is k-
colorful if it contains at least k elements of distinct color. We are interested in
the following two functions, for a range space S:

1. cS(k) is the minimum number for which there always exists a cS(k)-coloring
of any finite restriction of S, such that every range r is min{|r|, k}-colorful.

2. pS(k) is the minimum number for which there always exists a k-coloring
of any finite restriction of S such that every range of size at least pS(k) is
k-colorful.

Note that cS(k) and pS(k) are monotone non-decreasing functions. The goal of
this paper is to provide upper bounds on cS(k), pS(k), cS̃(k), and pS̃(k) for
various families of regions.

Previous results. The functions defined above are related to two previously
studied problems. The first one is the decomposition of f -fold coverings in the
plane: given a covering of the plane by a set of regions such that every point
is covered by at least f regions, is it possible to decompose it into two disjoint
coverings? This question was first asked by Pach in 1980 [6]. It is similar to
deciding whether pS̃(2) ≤ f for the dual range space S̃ defined by the considered
family of regions, the difference being that we do not assume that all points are
f -covered. This difference is important in some cases, for instance it is known
that all (d+1)·f -covers of d-space by halfspaces decompose into f covers but the
proof does not directly yield a bound for pS̃(2). For T the range space defined by
translates of a centrally symmetric convex polygon, Pach and Tóth [10] recently
proved that pT (k) = O(k2) and pT̃ (k) = O(k2). So for these types of regions,
a covering can be decomposed into k coverings if each point is covered at least
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ck2 times for some constant c. On the negative side, for the range space induced
by arbitrary disks (denoted by D), Pach, Tardos, and Tóth [9] proved that even
pD(2) is unbounded: for any constant k, there exists a set of points that cannot
be 2-colored so that all open disks containing at least k points contain one
point of each color. In the same paper, a similar result is obtained for pÃ(2)
where A is the range space induced by the family of either strips or axis-aligned
rectangles. The fact that pS̃(2) is unbounded implies that for every k > 2, pS̃(k)
is unbounded as well, since any bound for the latter would imply a bound for the
former by merging color classes. The previous impossibilities constitute our main
motivation for introducing some slack and defining the problem of c(k)-coloring
a finite range space such that ranges are k-colorful, with k ≤ c(k).

The second previously studied problem is that of computing the chromatic
number of geometric hypergraphs, defined as the minimum number of colors
needed to make all ranges polychromatic, that is, 2-colorful [12]. One of the main
results of that contribution is that any dual range space induced by a finite set
of pseudo-disks admits a O(1)-coloring that makes all ranges 2-colorful. Hence,
for the family of pseudo-disks P , cP̃(2) = O(1). A recent result of Chen, Pach,
Szegedy and Tardos ([4], Thm. 3) implies that for any constants c, p, the following
holds: there exists a point set such that for any c-coloring of its elements, we
can find an axis-aligned rectangle containing at least p points, all of which have
the same color. This implies that cA(k) and pA(k) are unbounded, where A is
the range space induced on R

2 by the set of all axis-aligned rectangles.
Furthermore, Pach and Tardos [8] proved that for any n, there exists a set

of n axis-parallel rectangles in the plane such that one needs Ω(log n) colors for
coloring the rectangles such that no point is covered by a monochromatic set.
Thus, cÃ(2) = ∞, implying cÃ(k) = ∞.

Our results. In Section 2, we consider the range space H = (R2, R), where R
is the set of all halfplanes. We prove that cH(k) ≤ 3k − 2, and pH(k) ≤ 4k − 1.
In other words, we can ensure that a halfplane contains k points of different
colors in two ways: either we k-color the point set but require that the halfplane
contains at least 4k − 1 points, or we allow the point set to be (3k − 2)-colored.

In Section 3, we consider the range space L = (R3, R), where R is the set of
all lower halfspaces. We prove that cL(k) = O(k); and that cL̃(k) = O(k).

We provide a number of results on range spaces defined by disks and pseudo-
disks in Section 4. For the range space D defined by disks, we prove that cD(k) =
O(k) by mapping disks in R

2 to lower halfspaces in R
3 and using the result

of Section 3. For a dual range space P̃ defined by pseudo-disks we prove that
cP̃(k) = O(k). Since halfplanes are a special case of pseudo-disks, we directly
have cH̃(k) = O(k). We also show that cP(k) = O(k), with similar arguments.

By lifting a 2D point set to the unit paraboloid z = x2 + y2 in 3D, every
lower halfspace in 3D isolates a set of points which is contained in a disk in the
original set of points, and thus pL(k) ≥ pD(k). We also prove that pL̃(k) = pL(k):
coloring lower halfspaces is equivalent in the projective dual to coloring points
with respect to lower halfspaces.
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All the proofs are constructive, and polynomial-time algorithms can easily be
derived from them. The results are summarized in the following table, where
the symbol � indicates new results; and the symbol ∞ indicates a function un-
bounded in terms of k.

S cS(k) pS(k) c
�S(k) p

�S(k)

halfplanes ≤ 3k − 2 ≤ 4k − 1 O(k) ≤ 8k − 3
(Thm. 1)� (Thm. 2)� (Thm. 4)� (Cor. 1)�

lower halfspaces O(k) ∞ (Implied O(k) ∞ (Implied
in R

3 (Thm. 3)� by disks) (Cor. 2)� by disks)

translates of a cent. O(k) O(k2) [10] O(k) O(k2) [10]
sym. convex polygon (Thm. 5)� (Thm. 4)�

axis-aligned ∞ [4] ∞ [4] ∞ [8] ∞ [9]
rectangles

disks O(k) ∞ ≤ 24k + 1
(Cor. 3, Thm. 3)� (open disks [9]) (Rem. 1)�

pseudo-disks O(k) (Thm. 5)� ∞ O(k)
(open disks [9]) (Thm. 4)�

Application to Sensor Networks. Let R be a collection of sensors, each of
which monitors the area within a surrounding disk. Assume further that each
sensor has a battery life of one time unit. The goal is to monitor a given planar
region A for as long as possible. If we activate all sensors in R simultaneously,
A will be monitored for only one time unit. This can be improved if R can be
partitioned into c pairwise disjoint subsets, each of which covers A. Each subset
can be used in turn, allowing us to monitor A for c units of time. Obviously if
there is a point in A covered by only c sensors then we cannot partition R into
more than c families. Therefore it makes sense to ask the following question:
what is the minimum number p(k) for which we know that if every point in A is
covered by p(k) sensors then we can partition R into k pairwise disjoint covering
subsets? This is exactly the type of problem that we described. For more on the
relation between these partitioning problems and sensor networks, see the paper
of Buchsbaum et al. [2].

2 Halfplanes

In this section we study the case where the family R is the set of all halfplanes
in R

2. We denote by H = (R2, R) the corresponding infinite range space.
It is not always possible to color a set of points S with k colors such that every

halfplane of size k (containing k points of S) is k-colorful, even for k = 2. The
simplest example consists of an odd number of points in convex position. This
is our main motivation for allowing either the number of colors or the range size
to be greater than k.

For the proof of Theorems 1 and 2 the notion of Tukey depth is used.

Definition 1 ([15]). Given a set S of points in R
d, the Tukey depth of a point

p (not necessarily in the set) is the maximum integer t with the property that
every halfspace containing p contains at least t points of S.
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It is well known that for any set of n points in the plane, there exists a point in
R

2 at depth t ≥ n/3. The depth-k region is the set of all points at Tukey depth
k or more. It is easily seen that this region is the intersection of all halfplanes
containing more than n − k points of S and therefore its boundary is a convex
polygon. We now turn to some useful observations regarding depth-k regions.

Lemma 1. Let S be a finite set of more than 3k points in R
2. Then every open

halfplane not intersecting the depth-k region of S and the bounding line of which
is tangent to the depth-k region of S contains at most 2k − 2 points of S. The
corresponding closed halfplane contains at least k points.

Proof. Let Π be an open halfplane not intersecting the depth-k region such
that its bounding line � is tangent to the depth-k polygon, and let Π ′ be the
corresponding closed halfplane. Π ′ contains at least k points since the point of
tangency belongs to Π ′ and has depth k. On the other hand, � contains either
a side of the polygon or precisely one of its vertices, v. In the former case Π
contains less than k points because its complement contains more than n − k
points. In the latter case, Π is contained in the union of two open halfplanes,
Π1 and Π2; their bounding lines pass through v and its two neighbors in the
polygon (respectively). Since each of Π1 and Π2 contains at most k − 1 points,
Π contains at most 2k − 2 points. �	

We define the orientation of a halfplane as the absolute angle of the inward
normal of the line bounding it. Thus, for example, the orientation of the halfplane
defined by all points lying above the x-axis is π

2 .
Let p be a point of S lying outside the depth-k region. It is easily seen that the

set of orientations of all closed halfplanes that are tangent to the depth-k region
and that contain p form a closed (circular) interval of length at most π. Thus,
each point may be represented as an arc on the unit circle. Let A be the set
of arcs corresponding to points in S outside or on the boundary of the depth-k
region, and let A′ be the same set of arcs but open (in particular, degenerate
arcs that consisted of only one point are removed).

Lemma 2. Every point on the unit circle is covered by at most 2k − 1 arcs of
A′, and every point that is not the endpoint of an arc is covered by at least k
arcs. Furthermore, the minimum number of segments covering any point is at
most k − 1.

Proof. Every point p on the unit circle represents the orientation of a closed
halfplane Π ′ tangent to the depth-k region. Thus if p is not the endpoint of an
arc, then the number of arcs that cover p is at least the number of points in Π ′,
which is at least k by Lemma 1. As in the proof of Lemma 1, if the boundary
� of the halfplane contains a vertex v but no edge of the depth k region, then
Π ′ is contained in the union of v and two open halfplanes Π1 and Π2 which
have their bounding lines passing through v and its two neighboring edges in
the polygon. Since each of Π1 and Π2 contains at most k − 1 points, and there
might be a point at v, Π ′ contains at most 2k − 1 points. If � contains an edge
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of the depth k region, then all points on � correspond to either empty arcs or
to the endpoint of some arc. Thus the arcs that cover p correspond to points in
the open halfplane Π bounded by � and their number is at most k − 1. �	

Theorem 1. cH(k) ≤ 3k − 2. That is, we can color any set of points in the
plane with 3k−2 colors such that any halfplane containing h points is min{h, k}-
colorful.

Proof. A proper coloring of a set of arcs on the unit circle is an assignment of
colors to the arcs such that no pair of arcs of the same color overlap. In [14] it
was proved that every set of arcs on the unit circle has a proper coloring with
m + M colors, where m (resp. M) is the minimum (resp. maximum) number
of arcs covering each point of the circle. Combining this with Lemma 2, we
conclude that the corresponding set A′ can be (3k − 2)-colored. Accordingly we
can color the points (outside the depth-k region) of S that correspond to A′. The
remaining points are colored arbitrarily. Thus there exists a (3k − 2)-coloring of
S such that every open halfplane not intersecting – but tangent to – the depth-k
region is colorful (the colors of points inside that halfplane are pairwise distinct).

Now it remains to prove that every halfplane of size h is min{h, k}-colorful.
Given such a halfplane Π , there are two cases: (i) Π does not intersect the
depth-k region, meaning that it is strictly contained in an open halfplane Π ′

which has its boundary line tangent to the depth-k region, and thus no two
points in it are colored with the same color. (ii) Π intersects the depth-k-region
and thus contains a closed halfplane Π ′ tangent to it. If the point p on the circle
corresponding to Π ′ is not the endpoint of an arc, then Π ′ contains at least k
points of different colors. If p is the endpoint of an arc then Π ′ contains at least
all points corresponding to arcs that cover a point infinitesimally to the left of
p, which also have at least k different colors. �	

We now consider the depth-2k region. As described in the preceding, points
outside the depth-2k region are associated with a set of closed arcs, A, on the
unit circle. Recall that each arc in A has length at most π and that by Lemma 1
every point on the unit circle is covered by at least 2k arcs.

Lemma 3. Let A be a set of arcs of length at most π on the unit circle. If every
point on the circle is covered at least 2k times then A has a k-colorful k-coloring.

Proof. As Pach noticed [7], a 2k-covering of the unit circle with arcs of length
at most π is decomposable into k disjoint coverings (by repeatedly removing a
minimal covering of the unit circle). Thus we can assign one color to all arcs
within each covering, so that each point on the circle is covered by k colors. �	

Theorem 2. pH(k) ≤ 4k − 1. That is, we can color any set of points in the
plane with k colors such that any halfplane containing at least 4k − 1 points is
k-colorful.

Proof. Let A be the set of arcs corresponding to the points that lie outside or on
the boundary of the depth-2k region. By Lemma 3, A can be made k-colorful, as
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it covers every point of the unit circle at least 2k times. This means that there
exists a k-coloring of S such that every closed halfplane tangent to the depth-2k
region is k-colorful. As we consider large point sets in comparison to k, there
always exists a depth-2k region (specifically, as long as n ≥ 6k).

Let Π be a halfplane containing at least 4k − 1 points. Π must intersect (or
touch) the depth-2k region, because every open halfplane tangent to the region
contains at most 4k−2 points, by Lemma 1. Thus Π contains a closed halfplane
Π ′ with its boundary tangent to the depth-2k region. By construction, Π ′ must
be k-colorful and therefore so must Π . �	

Corollary 1. pH̃(k) ≤ 8k−3. That is, we can color any set of halfplanes with k
colors such that any point in the plane covered by 8k − 3 halfplanes is contained
in halfplanes of k different colors.

Proof. If we restrict ourselves to lower halfplanes, then pH̃(k) = pH(k) by pro-
jective duality. So if we are given a set of halfplanes (lower and upper), every
point which is covered 8k − 3 times is covered at least 4k − 1 times by either
lower halfplanes or upper halfplanes. Thus we can color the lower and the upper
halfplanes independently, using theorem 2 and obtain: pH̃(k) ≤ 8k − 3. �	

3 Lower Halfspaces in R
3

Here, we deal with the case where R consists of all lower halfspaces in R
3. We

call L = (R3, R) the corresponding infinite range space and consider the value
of cL(k). The depth-k region in R

3 is bounded by a convex polyhedron.

Lemma 4. Given a set of more than 4k points in R
3, every open halfspace not

intersecting the depth-k polyhedron and which has a bounding plane tangent to
the depth-k polyhedron contains at most 3k − 3 points. The corresponding closed
halfspace contains at least k points.

Proof. The proof is similar to that of Lemma 1 in R
2. We consider open and

closed halfspaces tangent to the depth-k polyhedron and note that any tangent
closed halfspace contains at least k points otherwise a point of the depth-k
polyhedron has depth less than k. A halfspace is either tangent at a vertex, an
edge, or a face of the polyhedron; if an open halfspace is tangent at a face, it
contains at most k−1 points; if an open halfspace is tangent at an edge (a vertex
resp.) it is contained in the union of two (three resp.) open halfspaces tangent
at a face of the polyhedron. �	

In what follows, we consider lower halfspaces defined by planes tangent to the
depth-k polyhedron. Each normal vector to one of these planes corresponds to
precisely one lower halfspace and defines one point on the unit sphere. We map
the points from the unit sphere onto the xy plane so that every lower halfspace
corresponds to a single point in R

2. This representation is used in the remainder
of the section.
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Lemma 5. Let Rx denote the set of points in R
2 corresponding to lower half-

spaces tangent to the depth-k polyhedron and containing x ∈ S. Let p and q be
two points of S outside the depth-k polyhedron. Then,

1. Rx is a connected subset of R
2.

2. The boundaries of Rp and Rq intersect at most twice.

Proof. The first property follows directly from the convexity of the depth-k
polyhedron. Given a point x outside the depth-k region, any convex combination
of the normal vectors of all planes tangent to the polyhedron and incident to x
define a halfspace containing x.

To prove that the boundaries of Rp and Rq intersect at most twice, we look
at all planes tangent to the polyhedron, and incident to p and q. These map to
points that are on the boundary of both Rp and Rq. As p and q are distinct they
define a line. Through this line, there exist at most two planes tangent to the
depth-k polyhedron. �	

The proof of the next theorem uses the following definition and lemma [5]. We
use the standard notion of chromatic number χ(G) of a graph G, defined as
the minimum number of colors needed to color the vertices so that no edge is
monochromatic.

Definition 2. A simple graph G = (V, E) is called k-degenerate for some posi-
tive integer k, if every (vertex-induced) subgraph of G has a vertex of degree at
most k.

Lemma 6. Let G = (V, E) be a k-degenerate graph. Then χ(G) ≤ k + 1.

Proof. Proceed by induction on n = |V |. Let v ∈ V be a vertex of degree at
most k. By the induction hypothesis, the graph G \ v (obtained by removing v
and all of its incident edges from G) is (k + 1)-colorable. Since v has at most k
neighbors there is always a color that can be assigned to v, and that is distinct
from the colors of its neighbors. �	

Theorem 3. cL(k) = O(k). That is, we can color any set of points in R
3

with O(k) colors such that any lower halfspace containing h points is min{h, k}-
colorful.

Proof. Let A = {Rx|x ∈ S, outside or on the surface of the depth-k polyhedron}.
By Lemma 5, we know that A is a set of pseudo-disks. Let A′ be the corresponding
open pseudo-disks. By Lemma 4, we also know that every point in the projection
of the sphere on R

2 belongs to at most 3k − 2 regions of A′.
By a lemma of Sharir [11], the complexity of an arrangement of the set of

bounding curves of n pseudo-disks such that any point belongs to the interior
of at most i of the pseudo-disks is O(ni). Thus the complexity of the bounding
curves in A′ is O(nk). Now consider the intersection graph of A′. This graph is
O(k)-degenerate. To see this, consider a pair of intersecting regions r1, r2 ∈ A′.
Either the boundaries of r1 and r2 intersect (at some vertex) in which case we
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know that there are O(nk) such vertices, or one of the regions, say r1, is contained
in r2. However, since every point belongs to at most 3k − 2 regions, every region
is contained in at most 3k−3 other regions, hence the total number of such pairs
of regions is at most O(nk). Thus the number of edges in the intersection graph
is O(nk). This is true for every induced subgraph and hence by Lemma 6, this
graph is O(k)-colorable. A similar observation was made by Chan [3].

Now it remains to prove that every halfspace of size h ≥ k is k-colorful.
Given such a halfspace, there are two possibilities. Either the halfspace does
not intersect the depth-k polyhedron, meaning that it is strictly contained in an
open halfspace tangent to the polyhedron, and thus every point it contains has
a unique color; or the halfspace intersects the polyhedron and thus contains a
closed halfspace tangent to it, meaning that it contains at least k different colors.

�	

Corollary 2. cL̃(k) = O(k). That is, we can color any set of lower halfspaces
in R

3 with O(k) colors so that any point in the intersection of more than k of
them is covered by k different colors.

Proof. Given a set of halfspaces in R
3, we consider their bounding planes. By

projective duality, a set of planes can be mapped to a set of points, such that a
point is above k planes if and only if in the projective dual a plane is above k
points. In other words, by applying Theorem 3 in the dual, we derive a coloring
for the halfspaces in the primal, which is correct as the inclusion relation (above-
below) is preserved by projective duality: every lower halfspace containing at
least k points in the primal is a point covered by k halfspaces in the dual. �	

4 Disks and Pseudo-disks

In this section we consider the case where the ranges in R are disks or pseudo-
disks. We denote by D = (R2, R) the range space for disks, and by D̃ its dual,
where the ground set is the set of disks and the ranges are the subsets of all
disks having a common point. Similarly, we use the notations P and P̃ for the
range spaces defined by pseudo-disks.

The proof given above for lower halfspaces in R
3 can be used to prove that

cD(k) = O(k). This is seen by a standard lifting transformation of disks and
points in the plane, to points and halfspaces in R

3 that preserves the incidence
relations.

Corollary 3. cD(k) = O(k).

Proof. Given a set S of points in R
2, we proceed by lifting the points onto the

parabola of equation z = x2 + y2 in R
3. It is known that any disk in R

2 is
the projection onto the plane xy of the intersection between the parabola and a
lower halfspace in R

3. The result follows by applying Theorem 3 to this set. �	

In the following, we give a bound for the value of cP̃(k), where P̃ is the dual range
space defined by pseudo-disks. Similar to the proof of Theorem 3, we analyze
the degeneracy of a graph induced by a finite set of regions.
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Definition 3. Let S be a finite family of simple closed Jordan regions in R
2.

We denote by Gk(S) the graph on S where the edges are all pairs r, s ∈ S such
that there exists a point p that belongs to r ∩ s and at most k other regions of S.

Lemma 7. Let S be a family of pseudo-disks. Then Gk(S) is O(k)-degenerate
and hence the chromatic number of Gk(S) is at most O(k).

We aim to show that the number of edges in any (vertex-induced) subgraph of
G with m vertices is at most O(km), and therefore, the average degree in any
induced subgraph is at most O(k). Thus, there must exist a vertex of degree at
most O(k) in any induced subgraph. Hence, Gk(S) is O(k)-degenerate and by
Lemma 6 it is O(k)-colorable as asserted. We need the following lemmas.

Lemma 8. There exists a constant c such that for any set S of n pseudo-disks,
G0(S) has at most cn edges.

Proof. See for instance the proof of Lemma 5.1 in [12]. �	

Lemma 9. Let S be a family of n pseudo-disks and let G = (S, E) be a subgraph
of the intersection graph of S (thus E is a subset of the set of all pairs of regions
from S that have a non-empty intersection). For each edge e = (a, b) ∈ E choose
a point pe ∈ a ∩ b that belongs to the intersection of a and b. Let X be the set of
all pairs (e, r) such that e ∈ E and r ∈ S \ {a, b} contains the point pe chosen
for the edge e. Suppose that |E| > 4cn where c is the constant from Lemma 8.
Then |X | ≥ |E|2

4cn

Proof. The proof proceeds in two steps. In the first step, we prove the following
bootstrapping inequality: |X | ≥ |E| − cn. In the second step we use a random
sampling argument similar to the one used for the Crossing Lemma (see [1]).

The proof of the first step proceeds by induction on |E| − cn. For the case
|E| − cn ≤ 0 the claim is trivial. Assume that the claim holds for some positive
integer k (namely, for |E| and n satisfying |E|−cn = k). Suppose that |E|−cn =
k+1. Since |E| > cn, Lemma 8 implies that there must exist a region r ∈ S, and
an edge e ∈ E which generates at least one configuration (e, r) ∈ X (namely, that
point pe belongs to r, for otherwise X is empty, meaning that there is no edge of
Gk(S) for any k > 0; thus the graph is a subgraph of G0(S) and the number of
edges in E by Lemma 8 is at most cn). After removing e from E we are left with
|E| − 1 edges, n regions, and a set X ′ of configurations, where |X | ≥ |X ′| + 1.
We have |E| − 1 − cn = k, so we can apply the induction hypothesis to obtain
|X ′| ≥ |E| − 1 − cn. Thus |X | ≥ |X ′| + 1 ≥ |E| − cn. This completes the proof
of the first step.

Let X denote the set of configurations, as above. We take a random sample
S′ of the regions in S by choosing each region independently with some fixed
probability p (to be determined later on). Let E′ denote the subset of edges in E,
for which all defining regions are in S′. Let n′ = |S′|; m′ = |E′|, and let X ′ ⊂ X
denote the subset of configurations in X for which all the defining regions a, b
and r are in S′. By the above bootstrapping inequality, we have |X ′| ≥ m′ − cn′.
Note that |X ′|, m′ and n′ are random variables, so the above inequality holds
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for their expectations as well. Hence, using linearity of expectation, E[|X ′|] ≥
E[m′] − cE[n′]. It is easily seen that E[n′] = pn. We have E[m′] = p2 |E| and
E[|X ′|] = p3 |X |. Indeed, the probability that a given edge e ∈ E belongs to E′

is the probability that the two regions defining e are chosen in S′, which is p2

for any fixed e ∈ E. Similarly, the probability that a configuration of a region
r ∈ S that contains a point pe is counted in X ′ is p3. Substituting these values
in the above inequality, we get p3 |X | ≥ p2 |E| − cpn, or |X | ≥ |E|

p − cn
p2 . This

inequality holds for any 0 < p ≤ 1, and we choose p = 2cn/ |E| (by assumption,
p ≤ 1) to obtain |X | ≥ |E|2/4cn. This completes the proof of the lemma. �	
Proof of Lemma 7: Let X denote the set of configurations as above when E
is the set of edges of Gk(S) and for each edge e ∈ E, pe is the point witnessing
that e ∈ E (i.e., pe is a point that belongs to the regions defining e and at most
k other regions of S). By Lemma 9 we have: |X | ≥ |E|2/4cn.

On the other hand, note that by definition of Gk(S) any point pe can belong
to at most k regions of S so obviously |X | ≤ k |E|.

Combining the two bounds we have: |E| ≤ 4ckn. Thus the sum of degrees of
vertices in the graph Gk(S) is at most 8ckn, so the average degree is at most
8ck. Thus there always exists a vertex with degree at most 8ck, hence Gk(S) is
8ck-degenerate. This completes the proof of the lemma. �	
Theorem 4. cP̃(k) = O(k)

Proof. We know by Lemma 7 that there exists a constant c such that Gk(S)
is ck-degenerate. We show that we can color the pseudo-disks in S with ck + 1
color such that for any point p with depth d(p), the set of disks Ep containing p
is min{d(p), k}-colorful. We use ck + 1 colors to color pseudo-disks inductively.
The proof is by induction on |S| = n. Let r ∈ S be a region for which the degree
in Gk(S) is at most ck. By Lemma 7, there exists such a region. The induction
hypothesis is that S \ {r} admits a valid coloring. To complete the inductive
step, we must assign a color to r so that the new coloring is still valid. Note
that by the inductive hypothesis, points that belong to r and at least k other
regions are already contained in some k regions (in S \ {r}), all colors of which
are distinct. Hence, the color of r will not affect the validity for those points.
We may only run into trouble for those points p ∈ r that are contained in at
most i (for i ≤ k − 1) other regions. However, note that any region containing
p is a neighbor of r in Gk(S) by definition. Note also that by the induction
hypothesis, all regions containing such a point p get distinct colors. Moreover,
since the number of neighbors of r in Gk(S) is at most ck we can color r with
a color distinct from all its neighbors in Gk(S). Thus for any point in r that
belongs to exactly i (for i ≤ k − 1) other regions, all regions covering this point
including r will have distinct color. This completes the inductive step and hence
the proof of the theorem. �	
Remark 1. For the special case of real disks, it can be shown that the constant
in Lemma 8 is c = 3 (we omit the details here). Thus by Lemma 7, the graph
Gk(S) is 24k-degenerate. Hence in the special case of real disks, we have that
cD̃(k) ≤ 24k + 1.
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For the version in the primal range space in which we color points rather than
regions, we can also prove the following:

Theorem 5. cP(k) = O(k)

Proof. The proof is very similar to the proof of Theorem 4 and uses the same
ingredients. The analog of Lemma 8 is provided in [13]. �	
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Abstract. Many protocols in ad-hoc networks use dominating and con-
nected dominating sets, for example for broadcasting and routing. For
large ad hoc networks the construction of such sets should be local in
the sense that each node of the network should make decisions based
only on the information obtained from nodes located a constant num-
ber of hops from it. In this paper we use the location awareness of the
network, i.e. the knowledge of position of nodes in the plane to provide
local, constant approximation, deterministic algorithms for the construc-
tion of dominating and connected dominating sets of a Unit Disk Graph
(UDG). The size of the constructed set, in the case of the dominating
set, is shown to be 5 times the optimal, while for the connected domi-
nating set 7.453 + ε the optimal, for any arbitrarily small ε > 0. These
are to our knowledge the first local algorithms whose time complexities
and approximation bounds are independent of the size of the network.

Keywords: Approximation factor, Dominating set, Connected dominat-
ing set, Local algorithm, Location awareness, Unit disk graph.

1 Introduction

Many of the existing networks are large and complex. The number of connections
(links) between nodes often remains relatively small, each node being capable
to communicate, on average, with a bounded number of neighbors. Distributed
algorithms implemented over such networks must often achieve some global com-
putational tasks, like computing good approximations of dominating and inde-
pendent sets, vertex and edge colorings, spanners, etc., despite the fact that
each node is confined to local communication. Consequently, in the last twenty
years, local algorithms have been investigated by several researchers in distrib-
uted computing. For example, in a k-local algorithm, for a given parameter k,
a node is allowed to communicate at most k times with its neighbors. Work on
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this model includes Luby’s randomized independent set algorithm [23], sparse
partitions introduced in [3], and particularly the seminal work of Linial [22].

A distributed algorithm is called local if each node of the network makes
decisions based on the information obtained uniquely from the nodes located no
more than a constant (independent of the size of the network) number of hops
from it. Thus, during the algorithm, no node is ever aware of the existence of
the parts of the network further away than this constant number of hops. There
are several reasons why such local algorithms are practical for networks:

1. A solution is consistent regardless of the order in which the nodes or edges
are considered in the calculations.

2. Changes in the network outside of a fixed-size neighborhood do not influence
the computation of in a node. Moreover, a change in the network requires
solely a local recalculation of the solution.

3. It is possible to calculate only a part of the required solution as needed by
a subnetwork.

4. Messages do not propagate indefinitely throughout the network and the al-
gorithm terminates in a constant number of steps.

Wireless ad hoc and sensor networks are most often modeled by Unit Disk Graphs
(abbreviated by UDGs). Nodes of a UDG are located on a plane and two nodes
are considered adjacent when their distance is at most equal to some given
constant. Hence it is assumed that the wireless nodes have equal transmission
range c. Most NP-hard graph theory problems remain NP-hard when restricted
to the class of UDGs. However, it turns out that for the class of UDGs it is
possible to design algorithms offering better approximative solutions.

Many graph-theoretic problems do not admit local algorithms solving them,
even if restricted to the class of UDGs. Conversely, it turns out, that several of
these problems become solvable in the local setting when the network is location
aware, i.e. when each node knows its geographic position (e.g. Cartesian coordi-
nates). Furthermore algorithms for location aware networks are sometimes easier
to design and they may lead to better time complexities and/or approximation
bounds. With the advent of Global Positioning System (GPS) the assumption
of location awareness seems relevant.

The recent survey of open problems in [2] lists the problem of local com-
putation of dominating sets for UDGs as one of the important open problems
in distributed computing. In this paper we consider the problems of minimum
dominating set and minimum connected dominating set for a location aware
network, represented by a UDG graph. We design local algorithms providing
constant approximation solutions to both problems. To the best of our knowl-
edge this is the first solution when both of these parameters, i.e. time complexity
and approximation bounds are independent on the size of the network.

1.1 Related Work

The dominating set and connected dominating set problems are known to be
NP-hard, even when restricted to the class of UDGs, see [7]. The importance of
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these problems have motivated researchers to investigate approximation schemes.
For general graphs there exists an O(log n) approximation algorithm for the
minimum dominating set problem [15], and it is known that no polynomial-
time approximation of o(log n) exists unless every problem in NP can be solved
deterministically in O(npoly log n) time [24]. For general graphs it is also known
that, unless P = NP , there is an ε > 0 such that the minimum independent
dominating set cannot be approximated within a factor of O(nε), [12].

The situation is quite different in the case of UDGs. Despite the fact that
the dominating set and connected dominating set problems for the class of unit
disk graphs remain NP-hard, constant approximation is possible (e.g. [25], [1]),
even polynomial-time approximation schemes (PTAS) are known for this case,
e.g., [6]. The first such solution has been proposed by [11], where the geometric
representation of the UDG was supposed to be part of the input. Additionally,
[27] have given a PTAS for the minimum dominating set problem of a UDG for
which the geometric representation was not given.

The approximation bounds, which appear to be better when restricted to
the class of UDGs apply mainly to the centralized setting. In the distributed
scenario, however, especially if the geometric information of the input UDG is not
given, the best approximation of the minimum dominating set problem is often
not better than one obtained for the case of general graphs. The first algorithm
achieving a nontrivial approximation ratio o(Δ), for Δ being the maximum node
degree, in a nontrivial time o(diam(G)) was developed in [14]. Kuhn et al. [16]
proposed a distributed approximation based on LP relaxation techniques. In[19]
they designed a PTAS for the minimum dominating set for the class of graphs of
polynomially bounded growth. In such graphs in the k-neighborhood of any node
the size of an independent set is bound by a polynomial function of k and they
include the class of UDGs.

Since the pioneering work of Linial [22] on locality in distributed comput-
ing many papers on local algorithms have been published. However, despite the
fact that several lower bounds and impossibility results in distributed comput-
ing are now known (e.g. [9]), most of them apply to the computational models
which do not involve locality. The only nontrivial lower bound in local distrib-
uted computing known to the authors of this paper has been Ω(log∗ n) time
for 3-coloring of the ring by Linial. On the other hand, it was shown in [26]
that there are nontrivial Locally Checkable Labeling (LCL) problems having lo-
cal, i.e. constant-time solutions. Peleg discussed several problems in distributed
computing in the context of a locality-sensitive approach [28]. Wang et al. [29]
proposed a local algorithm that constructs a bounded degree and planar spanner
for UDGs.

For the class of general graphs Kuhn et al. [17] have given approximation
lower bounds for covering problems as a function of the size of the neighborhood
through which each message may be propagated. In the case of UDGs Kuhn et
al. [20] have given local approximation algorithms for the class of covering and
packing linear programs. The recent paper of Kuhn et al. [21] offers the best
solution for the dominating set problem for the class of UDGs.
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The local algorithms mentioned above are such that, either the approximation
bounds proposed, or the worst case time bounds obtained depend on the size n
of the network. However, these algorithms do not use the geographic informa-
tion. In this paper we prove that these bounds are not always valid when the
location of nodes is allowed to be part of the input. Since finding a geographic
representation of a given UDG graph (cf. [4]) or even its approximation (cf. [18])
is known to be NP-hard, it seems that the locality is a powerful information
and using it may result in better algorithmic bounds. For example, for a dif-
ferent problem of broadcasting in the geometric radio networks [8] have shown
an O(n) time algorithm using the geographic information and Ω(n log n) time
lower bound when the geographic information was not available. In this paper we
present two local, constant time distributed algorithms producing constant ap-
proximations of minimum dominating sets and minimum connected dominating
sets, respectively.

1.2 Preliminaries and Results of the Paper

Consider a graph G(V, E) with vertex set V and edge set E. A subset S of V is
called dominating set if every vertex of G is either in S or adjacent to a vertex
in S. A dominating set S is called a connected dominating set if the subgraph
of G induced by S is connected. S is an independent set if there is no edge of G
between any two elements of S.

We assume that a wireless network consists of nodes that have the same
circular transmission range of size 1. Thus, it can be represented by a UDG
with an edge connecting two nodes when they are at most a unit distance from
each other. We assume that the network is location aware, i.e. each node of the
graph knows its geometric position in the plane.

We suppose that at each time unit a vertex may send a message to each of its
neighbors or receive a message from its neighbour. Notice that, due to the local
nature of our algorithms, nodes do not need to send their full coordinates, but
only last k digits of them for some constant k.

In Sect. 2 we give an algorithm for the construction of a dominating set of
a unit disk graph whose competitive ratio is 5 (Theorem 1). Section 3 gives an
algorithm for the construction of a connected dominating set of a unit disk graph.
This algorithm has a competitive ratio 7.453 + ε, for any ε > 0 (Theorem 2).
Both algorithms are of constant time complexity (the constant is a function of
the degree of the network) and independent of the size of the network.

Because of the page limit, most proofs have been removed.

2 Local Algorithm for Dominating Set of a UDG

As previously noted, given a UDG a local algorithm decides to include a node
into a dominating set using a fixed size neighborhood independently of decisions
possibly taken at other nodes. Thus the algorithm could actually construct a very
large dominating set due to symmetries that could be present in the graph. We
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therefore need to make sure that potential symmetries in the graph are broken
in some way. Using the coordinates of nodes we associate with each node a class
number that depends on the position of the node within a regular tiling of the
plane. As depicted in Fig. 1, in the tiling used by our algorithms each tile consists
of 12 hexagons of unit diameter and each hexagon of the tile represents a single
class. In a hexagon we assume that its right-hand side boundary, starting from
the top apex of the hexagon up to the bottom apex of the hexagon belongs to the
hexagon; thus, only the top apex and the two right upper apexes are considered
to belong to the hexagon (see Fig. 1). Note, that the scattered class numbering
of the tile does not improve the worst-case time complexity of the subsequent
algorithms, but it may enhance their performance in practice.

1/2

1/2
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45
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11

Fig. 1. Left: the dimensions of the hexagon, “bold” lines show the boundary belonging
to the hexagon. Right: a tile divided into 12 hexagons of diameter 1 and the class
numbering of the hexagons.

We assume that the tiling starts by placing one tile with the center of the
hexagon of class number 1 in coordinates (0, 0), while other tiles are placed so
that the hexagon of Class 3 is made adjacent to hexagons of classes 7 and 10 or
the hexagon of Class 11 is made adjacent to hexagons of Classes 8 and 4, etc.
Figure 2 depicts the tiling of the plane that is used in our algorithm.

The following Lemma 1 provides an important separation property of the
hexagons of the tiling that is useful in the sequel.

Lemma 1. In the tiling of the plane given above, any two points of the plane that
are of the same class, but belonging to two different hexagons, are at Euclidean
distance greater than 2. Moreover, given the coordinates of a point P in the
plane, one can determine the class number of P using a constant number of
basic arithmetic and mod operations.

As a consequence of Lemma 1, if each node is aware of the tiling being used,
then any node can calculate from its own coordinates its class number. In the
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Fig. 2. Tiling of the plane with tiles consisting of 12 hexagons each

following discussions, this knowledge of the tiling as well as class numbering
being used is assumed to be available to each node. Also note that this is a
constant size information.

2.1 Construction of the Dominating Set

The main idea of our algorithm for computing locally a dominating set is as
follows. Nodes determine their class number and acquire the class numbers of all
their neighbors. In each hexagon, a dominator, if any, is the node closest to the
center of the hexagon not dominated by any node of lower class. More precisely,
to calculate a dominating set of a unit disk graph G, each node of G executes
Algorithm 1. Let D be the set of all nodes of G designated by Algorithm 1 as
dominators. In the next few lemmas we discuss some properties of Algorithm 1
and of the associated dominating set D. We conclude with Theorem 1.

Lemma 2. The selection of a dominator by Algorithm 1 in a hexagon of Class
i depends only on information received from nodes that are at most i − 1 hops
away from nodes in the given hexagon.

Lemma 3. Every vertex of G is either in D or adjacent to a vertex in D. Thus,
set D is a dominating set of G.

Lemma 4. The Euclidean distance between any two nodes of D is more than
one. Thus D is an independent set of G.
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Algorithm 1. Local Dominating Set Algorithm
// Execution starts by a node either when a node needs to find its dominator,
// or if it receives a request to find a dominator in its hexagon.

1: Determine your class number using your coordinates and the tiling information.
2: Find all your neighbors and obtain their coordinates and class numbers.
3: If your class number is 1 then the node N in your hexagon closest to the center of

it is designated as a dominator. Continue to Step 6.
4: Find whether there is a node in your hexagon that has no neighbor of lower class.

If such nodes exist then the one of them that is closest to the center of the
hexagon is designated as a dominator. Continue to Step 6.

5: If you have a neighbor M of a lower class number then send to M a request
to execute the algorithm for finding its dominator. Once the replies from all
neighbors of lower class number are received, determine if you are already
dominated. Inform your neighbors in your hexagon of the result. When all
nodes of your hexagon finish this calculation, node N in your hexagon closest
to the center and not dominated yet is designated as a dominator, if such a
node exists.

6: Inform all your neighbors that a dominator selection in your hexagon is completed
and give them its result.

7: Terminate your execution of the algorithm.

We now summarize the properties of the dominating set calculated by Algorithm 1
in the following theorem.

Theorem 1. Let G be a unit disk graph and D be the set of dominators cal-
culated by Algorithm 1. D is a dominating, independent set of G and for any
dominating set D∗ of G, we have |D|/|D∗| ≤ 5. Thus the competitive ratio of
Algorithm 1 is 5.

Proof. According to Lemmas 3 and 4, D is both a dominating and an indepen-
dent set of G. To show that |D|/|D∗| ≤ 5 is done as in [25]. ��

Figure 3 gives an example of a unit disk graph and its placement for which the
ratio between the minimum dominating set and the dominating set D calculated
by Algorithm 1 is equal to 5. The dominating set D computed by the algorithm
consists of vertices of degree 1 or 2 while the optimum one consists of the vertices
of degree 6. Thus the competitive ratio in Theorem 1 cannot be improved.

3 Local Algorithm for Connected Dominating Set of a
UDG

Our construction of a connected dominating set starts with the dominating set
constructed by the algorithm of Sect. 2 and we make it connected by adding
selected vertices, called bridges. We first need to introduce some notation and
study properties of optimal connected dominating sets.

Let OCDS denote an optimal connected dominating set, i.e. the minimal subset
of vertices which induces a connected subgraph of a given unit disk graph G
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Fig. 3. Graph realizing competitive ratio 5

and such that any vertex of G has a neighbor in OCDS. Consider a Minimum
Spanning Tree T of OCDS, i.e. a connected subgraph of G containing the OCDS
and such that it has the smallest possible sum of lengths of its edges. Note that
the minimal angle between any two incident edges (x, y) and (x, z) of T is π/3,
otherwise edge (y, z) would be used in T instead of (x, y) or (x, z). Suppose that
T is rooted at some vertex r, of degree smaller than six. We denote by Dv the
disk of radius 1 centered at v. Consider the dominating set D constructed in
Sect. 2. We will find an upper bound on the number of vertices of D. For this
purpose we will charge to vertices of T small subsets of D as follows. Suppose
(u, v) ∈ T , i.e. u is the parent of v in T . We charge to v all vertices centered
inside Dv except those which are inside Du. Hence the number dv of vertices
charged to v is dv = |D ∩ (Dv \ Du)|. Note that, since T contains a dominating
set of the UDG, each vertex of D is charged to at least one vertex of T .

Furthermore, let Ev be the set of children of v, such that there is no vertex
of D reachable from both v and a vertex of Ev, i.e., Ev = |{w : w is a child of v
in T and D ∩ (Dv ∩ Dw) = ∅}|. Denote ev = |Ev|.
Lemma 5. Let T be a Minimum Spanning Tree with root r of an optimal con-
nected dominating set of UDG G with dv, ev defined for any vertex v of T as
above.

1. If v is different from r then dv + ev ≤ 4.
2. dr + er ≤ 5.

Corollary 1. Let f be the number of edges {u, v} in T such that D∩Du∩Dv �= ∅.
Then |D| ≤ 3|OCDS| + 2 + f .

Proof. Indeed, from the definition of f and ev we derive that
|OCDS| − 1 − f =

∑
v∈OCDS ev. Summing over all v ∈ OCDS we get

|D| =
∑

v∈OCDS dv = dr +
∑

v∈OCDS\{r} dv ≤ 1 +
∑

v∈OCDS(4 − ev) =
4 · |OCDS| + 1 −

∑
v∈OCDS ev. Now observe that the term in right-hand side is

equal to 4 · |OCDS| + 1 − (|OCDS| − 1 − f) = 3 · |OCDS| + 2 + f . ��

Note that the competitive ratio of D with respect to the OCDS is better than
the one from Theorem 1 since f can be at most |OCDS| − 1.

Just like the dominating set previously considered in Sect. 2, we consider a
tiling of the plane with tiles. Each tile consists of c hexagons of radius 1 that are
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being assigned different class numbers and such that hexagons of the same class
number are at distance at least k from each other. The tiles we consider in this
section achieve distances k larger than 2 and it can be easily proved that in this
case the required class number c is in Θ(k2).

Intuitively, the algorithm for constructing a connected dominating set is as
follows. Find a dominating set using Algorithm 1 and select a coordinator vertex
in each non-empty hexagon using some election procedure. The coordinators are
responsible for augmenting the existing dominating set by adding bridges, each
bridge (one or two vertices) joining at least two connected components. We sup-
pose that each vertex will communicate information at distance less than k hops
from it. Each hexagon is assigned a class number between 1 to c so that vertices
of two hexagons of the same class number are at least at distance k from each
other. The algorithm consists of two phases, each of which consists of c rounds.
In the first phase, the algorithm repeatedly inserts single vertex bridges, while
in the second phase, the double vertex bridges are added, eventually resulting in
the set becoming connected. In round i, 1 ≤ i ≤ c, coordinators from hexagons
of class i will act, by trying to add connecting bridges within their hexagons.
We suppose that each coordinator takes a decision about adding a bridge based
on its knowledge of the part of the UDG at distance less than k from it. Hence,
when a coordinator decides to add a bridge it is possible that the bridge is not
joining two components from global perspective but rather two components as
perceived from the local, limited perspective of the coordinator, and the result-
ing graph thus may contain some cycles. Algorithm 2 which is described below
is a more formal outline of this idea. The complexity analysis of this algorithm
follows in the sequel. However, note that previous “global algorithms” made use
of a “globally constructed spanning tree” in order to find one-node bridges. We
can no longer use a global algorithm to ensure that all our bridges consist of
a single node. Rather we can use the structure of the dominating sets to show
that if we first add all the single node bridges then we can limit the number of
the remaining two-node bridges not just by the size of the dominating set, but
rather by the size of the connected dominating set.

Lemma 6. Consider the set S′ =
⋃

H∈H S′
H , where S′

H is the set of selected
vertices of hexagon H after the first phase, and H is the set of all non-empty
hexagons. Consider the Minimum Spanning Tree T of the OCDS used in Lemma
5. Let f be the number of edges {u, v} of T such that D ∩ (Du ∩ Dv) �= ∅. Then
the UDG of S′ has at most |OCDS| − f connected components.

Lemma 7. S as constructed by Algorithm 2 is a connected dominating set.

We will also use the following lemma from [10]:

Lemma 8. The size of any independent set in a unit disk graph G is at most
3.453 · |OCDS| + 8.291

We are now ready to prove the main theorem of this section.



Local Algorithms for Dominating and Connected Dominating Sets 167

Algorithm 2. Local Algorithm for Connected Dominating Set
1: Compute the dominating set D applying Algorithm 1.
2: Select a coordinator vertex in each non-empty hexagon and determine its class c

based on the coordinates.
// The rest of the algorithm is specified for a hexagon H.

3: Set the local set of selected vertices SH to be the vertices of D at distance less than
k hops from H (i.e. each vertex of D is broadcasted up to distance k).

4: for bridgesize= 1 to 2 do
5: for round= 1 to c do
6: if class(H) = round then
7: Determine all connected components of the UDG induced by the vertices

of SH .
8: repeat
9: Find a set B of vertices of H , such that |B| = bridgesize and such

that adding B to SH connects at least two different connected
components.

10: Add B to SH and locally recompute the connected components.
11: until no such set B can be found
12: Broadcast the newly added vertices up to distance k hops.

// Hexagon H has done its job for this bridgesize, now it only
participates in the broadcasts and updates its SH .

13: else
14: for each non-empty hexagon H ′ at distance at most k do
15: wait for a message containing the vertices V ′

H added in H ′.
16: SH ← SH ∪ V ′

H

17: end for
18: end if
19: end for
20: end for
21: The union of SH for all hexagons H is the desired connected dominating set S .

Theorem 2. Let k > 3 be an integer and S be the connected dominating set
computed by Algorithm 2 with parameter k. Then

|S| ≤
(

7.453 +
15

k − 3

)

· |OCDS| +
16.6
k − 3

(1)

Algorithm 2 does not produce an optimal connected dominating set of a given
graph. It is rather obvious that a strictly local algorithm cannot produce an
optimal connected dominating set even for a long cycle. In some cases we can
lower the number of vertices in our connected dominating set by adding one
more phase to Algorithm 2: after the addition of bridges is finished we can check
for each vertex of D whether it is still needed for domination, following the
order of the class numbers, and remove it from the connected dominating set if
it is not needed for domination and it does not create a disconnection using the
neighborhood of size k−1. However, this does not improve the competitive ratio
of Theorem 2.
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4 Conclusion

This paper gives the first ever local (constant time) algorithms for constructing
constant approximations of dominating and connected dominating sets of unit
disk graphs with location aware nodes with approximation ratios 5 and 7.453+ε,
respectively. Although it was shown that the approximation ratio of the first
algorithm could not be improved further, we do not have a lower bound on the
competitive ratio of the second algorithm. It is important to note, that in the case
of location aware networks, assumed in this paper, the dominating set problem
is simpler than in the case of general UDGs. This poses a rather fundamental
question about the “power of location awareness” and its impact on distributed
computing, which we believe may have repercussions on future research studies
on this subject.

Note that one of the concepts of this paper of tiling the plane and electing a
node inside each tile is a version of an idea exploited, for example, in [20] and
[13] where a single node was chosen to represent a cluster of related nodes.
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Abstract. We address the following problem: Given a complete k-partite
geometric graph K whose vertex set is a set of n points in R

d, compute a
spanner of K that has a “small” stretch factor and “few” edges. We present
two algorithms for this problem. The first algorithm computes a (5 + ε)-
spanner of K with O(n) edges in O(n log n) time. The second algorithm
computes a (3 + ε)-spanner of K with O(n log n) edges in O(n log n) time.
Finally, we show that there exist complete k-partite geometric graphs K
such that every subgraph of K with a subquadratic number of edges has
stretch factor at least 3.

1 Introduction

Let S be a set of n points in R
d. A geometric graph with vertex set S is an

undirected graph H whose edges are line segments pq that are weighted by the
Euclidean distance |pq| between p and q. For any two points p and q in S, we
denote by δH(p, q) the length of a shortest path in H between p and q. For
a real number t ≥ 1, a subgraph G of H is said to be a t-spanner of H , if
δG(p, q) ≤ t · δH(p, q) for all points p and q in S. The smallest t for which this
property holds is called the stretch factor of G. Thus, a subgraph G of H with
stretch factor t approximates the

(
n
2

)
pairwise shortest-path lengths in H within

a factor of t. If H is the complete geometric graph with vertex set S, then G is
also called a t-spanner of the point set S.

Most of the work on constructing spanners has been done for the case when
H is the complete graph. It is well known that for any set S of n points in R

d

and for any real constant ε > 0, there exists a (1 + ε)-spanner of S containing
O(n) edges. Moreover, such spanners can be computed in O(n log n) time; see
Salowe [7] and Vaidya [8]. For a detailed overview of results on spanners for point
sets, see the book by Narasimhan and Smid [6].

For spanners of arbitrary geometric graphs, much less is known. Althöfer et
al. [1] have shown that for any t > 1, every weighted graph H with n vertices con-
tains a subgraph with O(n1+2/(t−1)) edges, which is a t-spanner of H . Observe
that this result holds for any weighted graph; in particular, it is valid for any
� Research partially supported by NSERC, MRI, CFI, and MITACS.

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 170–181, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



Spanners of Complete k-Partite Geometric Graphs 171

geometric graph. For geometric graphs, a lower bound was given by Gudmunds-
son and Smid [5]: They proved that for every real number t with 1 < t < 1

4 log n,
there exists a geometric graph H with n vertices, such that every t-spanner of
H contains Ω(n1+1/t) edges. Thus, if we are looking for spanners with O(n)
edges of arbitrary geometric graphs, then the best stretch factor we can obtain
is Θ(log n).

In this paper, we consider the case when the input graph is a complete k-
partite Euclidean graph. Let S be a set of n points in R

d, and let S be partitioned
into subsets S1, S2, . . . , Sk. Let KS1...Sk

denote the complete k-partite graph on
S. This graph has S as its vertex set and two points p and q are connected by
an edge (of length |pq|) if and only if p and q are in different subsets of the
partition. The problem we address is formally defined as follows:

Problem 1. Let k > 1 be an integer, let S be a set of n points in R
d, and let S

be partitioned into subsets S1, S2, . . . , Sk. Compute a t-spanner of the k-partite
complete graph KS1...Sk

that has a “small” number of edges and whose stretch
factor t is “small”.

The main contribution of this paper is to present an algorithm that computes
such a t-spanner with O(n) edges in O(n log n) time, where t = 5 + ε for any
constant ε > 0. We also show that if one is willing to use O(n log n) edges,
then our algorithm adapts easily to reach a stretch factor of t = 3 + ε. Fi-
nally, we give an example of a complete k-partite geometric graph K such that
every subgraph of K with a subquadratic number of edges has stretch factor at
least 3.

We remark that in a recent paper, Bose et al. [2] considered the problem of
constructing spanners of point sets that have O(n) edges and whose chromatic
number is a most k. This problem is different from ours: Bose et al. compute
a spanner of the complete graph and their algorithm can choose a “good” k-
partition of the vertices. In our problem, the k-partition is given and we want
to compute a spanner of the complete k-partite graph.

The rest of this paper is organized as follows. In Section 2, we recall prop-
erties of the Well-Separated Pair Decomposition (WSPD) that we use in our
algorithm. In Section 3, we provide an algorithm that solves the problem of con-
structing a spanner of the complete k-partite graph. In Section 4, we show that
the spanner constructed by this algorithm has O(n) edges and that its stretch
factor is bounded from above by a constant that depends only on the dimension
d. In Section 5, we show how a simple modification to our algorithm improves
the stretch factor to 5 + ε while still having O(n) edges. In Section 6, we show
how to achieve a stretch factor of 3+ ε using O(n log n) edges. We also provide a
lower bound of 3 on the stretch factor for the general geometric k-partite spanner
problem.

For ease of presentation, we will present all our results for the case when
k = 2. The generalization to arbitrary values of k is a little bit more involved
and will be given in the full version.
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2 The Well-Separated Pair Decomposition

In this section, we recall crucial properties of the Well-Separated Pair Decompo-
sition (WSPD) of Callahan and Kosaraju [4] that we use for our construction.
Our presentation follows the one in Narasimhan and Smid [6].

Definition 1. Let S be a set of points in R
d. The bounding box β(S) of S is

the smallest axes-parallel hyperrectangle that contains S.

Definition 2. Let X and Y be two sets of points in R
d and let s > 0 be a real

number. We say that X and Y are well-separated with respect to s if there exists
two balls B1 and B2 such that (i) B1 and B2 have the same radius, say ρ, (ii)
β(X) ⊆ B1, (iii) β(Y ) ⊆ B2, and (iv) min{|xy| : x ∈ B1∩R

d, y ∈ B2∩R
d} ≥ sρ.

Definition 3. Let S be a set of points in R
d and let s > 0 be a real number. A

well-separated pair decomposition (WSPD) of S with separation constant s is
a set of unordered pairs of subsets of S that are well-separated with respect to s,
such that for any two distinct points p, q ∈ S there is a unique pair {X, Y } in
the WSPD such that p ∈ X and q ∈ Y .

Lemma 1 (Lemma 9.1.2 in [6]). Let s > 0 be a real number and let X and
Y be two point sets that are well-separated with respect to s.

1. If p, p′, p′′ ∈ X and q ∈ Y , then |p′p′′| ≤ (2/s)|pq|.
2. If p, p′ ∈ X and q, q′ ∈ Y , then |p′q′| ≤ (1 + 4/s)|pq|.

Callahan and Kosaraju [3] have shown how to construct a t-spanner of S from
a WSPD: All one has to do is pick from each pair {X, Y } an arbitrary edge
(p, q) with p ∈ X and q ∈ Y . In order to compute a spanner of S that has a
linear number of edges, one needs a WSPD that has a linear number of pairs.
Callahan and Kosaraju [4] showed that a WSPD with a linear number of pairs
always exists and can be computed in time O(n log n). Their algorithm uses a
split-tree.

Definition 4. Let S be a non-empty set of points in R
d. The split-tree of S is

defined as follows: if S contains only one point, then the split-tree is a single node
that stores that point. Otherwise, the split-tree has a root that stores the bounding
box β(S) of S, as well as an arbitrary point of S called the representative of S
and denoted by rep(S). Split β(S) into two hyperrectangles by cutting its longest
interval into two equal parts, and let S1 and S2 be the subsets of S contained in
the two hyperrectangles. The root of the split-tree of S has two sub-trees, which
are recursively defined split-trees of S1 and S2.

The precise way Callahan and Kosaraju used the split-tree to compute a WSPD
with a linear number of pairs is of no importance to us. The only important
aspect we need to retain is that each pair is uniquely determined by a pair
of nodes in the tree. More precisely, for each pair {X, Y } in the WSPD that
is output by their algorithm, there are unique internal nodes u and v in the
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split-tree such that the sets Su and Sv of points stored at the leaves of the
subtrees rooted at u and v are precisely X and Y . Since there is such a unique
correspondence, we will denote pairs in the WSPD by {Su, Sv}, meaning that u
and v are the nodes corresponding to the sets X = Su and Y = Sv.

If R is an axes-parallel hyperrectangle in R
d, then we use Lmax(R) to denote

the length of a longest side of R.

Lemma 2 (Lemma 9.5.3 in [6]). Let u be a node in the split-tree and let u′

be a node in the subtree of u such that the path between them contains at least d
edges. Then Lmax(β(Su′ )) ≤ 1

2 · Lmax(β(Su)).

Lemma 3 (Lemma 11.3.1 in [6]). Let {Su, Sv} be a pair in the WSPD, let
� be the distance between the centers of β(Su) and β(Sv), and let π(u) be the
parent of u in the split-tree. Then Lmax(β(Sπ(u))) ≥ 2�√

d(s+4)
.

3 A First Algorithm

We now show how the WSPD can be used to address the problem of computing a
spanner of a complete bipartite graph. In this section, we introduce an algorithm
that outputs a graph with constant stretch factor and O(n) edges. The analysis of
this algorithm is presented in Section 4. In Section 5, we show how this algorithm
can be improved to achieve a stretch factor of 5 + ε.

The input set S ⊆ R
d is the disjoint union of two sets R and B containing red

and blue points, respectively. The graph KRB is the complete bipartite geometric
graph. We first need a definition.

Definition 5. Let T be the split-tree of S that is used to compute the WSPD.

1. For a node u in T , we denote by Su the set of all points in the subtree rooted
at u.

2. We define BWSPD to be the subset of the WSPD obtained by removing all
pairs {Su, Sv} such that Su ∪ Sv ⊆ R or Su ∪ Sv ⊆ B.

3. A node u in T is bichromatic if there exist points r and b in Su and a node
v in T such that r ∈ R, b ∈ B, and {Su, Sv} is in the BWSPD.

4. A node u in T is a red-node if Su ⊆ R and there exists a node v in T such
that {Su, Sv} is in the BWSPD.

5. A red-node u in T is a red-root if it does not have a proper ancestor that is
a red-node in T .

6. A red-node u in T is a red-leaf if it does not have another red-node in its
subtree.

7. A red-node u′ in T is a red-child of a red-node u in T if u′ is in the subtree
rooted at u and there is no red-node on the path strictly between u and u′.

8. The notions of blue-node, blue-root, blue-leaf, and blue-child are defined as
above, by replacing red by blue.

9. For each set Su that contains at least one red point, repR(Su) denotes a fixed
arbitrary red point in Su. For each set Su that contains at least one blue
point, repB(Su) denotes a fixed arbitrary blue point in Su.
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10. The distance between two sets Sv and Sw, denoted by dist(Sv, Sw), is defined
to be the distance between the centers of their bounding boxes.

11. Let u be a red-node or a blue-node in T . Consider all pairs {Sv, Sw} in the
BWSPD, where v is a red-node on the path in T from u to the root (this path
includes u). Let {Sv, Sw} be such a pair for which dist(Sv, Sw) is minimum.
We define cl(Su) to be the set Sw.

Algorithm 1 computes a spanner of a complete bipartite geometric graph. It
considers each pair {Su, Sv} of the WSPD, and decides whether or not it adds a
red-blue and/or a blue-red edge between Su and Sv. The outcome of this decision
is based on the following three cases.
Case 1: All points of Su ∪Sv are of the same color. In this case, there is no edge
of KRB to approximate, so the algorithm just ignores this pair.
Case 2: Both Su and Sv are bichromatic. In this case, the algorithm adds the
two edges (repR(Su), repB(Sv)) and (repB(Su), repR(Sv)); see line 21. These two
edges will allow us to approximate each edge of KRB having one vertex in Su

and the other vertex in Sv.
Case 3: All points in Su are of the same color, say red. In this case, only
the edge (repR(Su), repB(Sv)) is added; see line 11. In order to approximate
each edge of KRB having one (red) vertex in Su and the other (blue) vertex
in Sv, other edges have to be added. This is done in such a way that our final
graph contains a “short” path between every red point r of Su and the red
representative repR(Su) of Su. Observe that this path must contain blue points
that are not in Su. One way to achieve this is to add an edge between each
point of Su and repB(cl(Su)); we call this construction a star. However, since
the subtree rooted at u may contain other red-nodes, many edges may be added
for each point in Su, which could possibly lead to a quadratic number of edges in
the final graph. To guarantee that the algorithm does not add too many edges,
it introduces a star only if u is a red-leaf; see line 7. If u is a red-node, the
algorithm only adds the edge (repR(Su), repB(cl(Su))); see line 10. Then, the
algorithm links each red-node u′′ that is not a red-root to its red-parent u′. This
is done through the edge (repR(Su′′), repB(cl(u′))); see line 13.

4 Analysis of Algorithm 1

Lemma 4. The graph G computed by Algorithm 1 has O(|R ∪ B|) edges.

Lemma 5. Let r be a point of R, let b be a point of B, and let {Su, Sv} be the
pair in the BWSPD for which r ∈ Su and b ∈ Sv. Assume that u is a red-node.
Then there is a path in G between r and repR(Su) whose length is at most c|rb|,
where

c = 4
√

d(μd + 1)(1 + 4/s)3, μ =
⌈
log

(√
d(1 + 4/s)

)⌉
+ 1,

and s is the separation constant of the WSPD.
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Algorithm 1.
Input: S = R ∪ B, where R and B are two disjoint sets of red and blue points in R

d.
Output: A spanner G = (S,E) of the complete bipartite graph KRB .
1: compute the split-tree T of R ∪ B
2: using T , compute the WSPD with respect to a separation constant s > 0
3: using the WSPD, compute the BWSPD
4: E ← ∅
5: for each red-root u in T do
6: for each red-leaf u′ in the subtree of u do
7: for each r ∈ Su′ , add to E the edge (r, repB(cl(Su′)))
8: end for
9: for each red-node u′ that is in the subtree of u (including u) do

10: add to E the edge (repR(Su′), repB(cl(Su′)))
11: for each pair {Su′ , Sv′} in BWSPD, add to E the edge (repR(Su′), repB(Sv′))

12: for each red-child u′′ of u′, add to E the edge (repR(Su′′), repB(cl(Su′)))
13: end for
14: end for
15: for each blue-root u in T do
16: //do the same as on lines 5–16, with red and blue interchanged
17: end for
18: for each {Su, Sv} in the BWSPD for which both u and v are bichromatic do
19: add to E the edges (repR(Su), repB(Sv)) and (repB(Su), repR(Sv))
20: end for
21: return the graph G = (R ∪ B, E)

Proof. Let w be the red-leaf such that r ∈ Sw, and let w = w0, . . . , wk = u be
the sequence of red-nodes that are on the path in T from w to u. Let Π be the
path

r → repB(cl(Sw0)) → repR(Sw0) → repB(cl(Sw1)) → repR(Sw1)
→ . . . → repB(cl(Swk

)) → repR(Swk
) = repR(Su).

The first edge on this path, i.e., (r, repB(cl(Sw0))), is added to the graph G
in line 7 of the algorithm. The edges (repB(cl(Swi)), repR(Swi)), 0 ≤ i ≤ k, are
added to G in line 10. Finally, the edges (repR(Swi−1), repB(cl(Swi))), 1 ≤ i ≤ k,
are added to G in line 13. It follows that Π is a path in G. We will show that
the length of Π is at most c|rb|.

Let 0 ≤ i ≤ k. Recall the definition of cl(Swi); see Definition 5: We consider
all pairs {Sx, Sy} in the BWSPD, where x is a red-node on the path in T from
wi to the root, and pick the pair for which dist(Sx, Sy) is minimum. We denote
the pair picked by (Sxi , Syi). Thus, xi is a red-node on the path in T from wi to
the root, {Sxi, Syi} is a pair in the BWSPD, and cl(Swi) = Syi . We define

�i = dist(Sxi , Syi).
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Consider the first edge (r, repB(cl(Sw0))) on the path Π . Since r ∈ Sw0 ⊆ Sx0

and repB(cl(Sw0)) ∈ Sy0 , it follows from Lemma 1 that

|r, repB(cl(Sw0))| ≤ (1 + 4/s)dist(Sx0 , Sy0) = (1 + 4/s)�0.

Let 0 ≤ i ≤ k and consider the edge (repB(cl(Swi)), repR(Swi)) on Π . Since
repR(Swi) ∈ Swi ⊆ Sxi and repB(cl(Swi)) ∈ Syi , it follows from Lemma 1 that

(1) |repB(cl(Swi)), repR(Swi)| ≤ (1 + 4/s)dist(Sxi , Syi) = (1 + 4/s)�i.

Let 1 ≤ i ≤ k and consider the edge (repR(Swi−1), repB(cl(Swi))) on Π . Since
repR(Swi−1) ∈ Swi−1 ⊆ Sxi and repB(cl(Swi)) ∈ Syi , it follows from Lemma 1
that

|repR(Swi−1), repB(cl(Swi))| ≤ (1 + 4/s)dist(Sxi , Syi) = (1 + 4/s)�i.

Thus, the length of the path Π is at most
∑k

i=0 2(1 + 4/s)�i. Therefore, it is
sufficient to prove that

∑k
i=0 �i ≤ 2

√
d(μd + 1)(1 + 4/s)2|rb|. It follows from the

definition of cl(Su) = cl(Swk
) that �k = dist(Sxk

, Syk
) ≤ dist(Su, Sv). Since, by

Lemma 1, dist(Su, Sv) ≤ (1 + 4/s)|rb|, it follows that

(2) �k ≤ (1 + 4/s)|rb|.

Thus, it is sufficient to prove that

(3)
k∑

i=0

�i ≤ 2
√

d(μd + 1)(1 + 4/s)�k.

If k = 0, then (3) obviously holds. Assume from now on that k ≥ 1. For each
i with 0 ≤ i ≤ k, we define

ai = Lmax(β(Swi )),

i.e., ai is the length of a longest side of the bounding box of Swi .
Let 0 ≤ i ≤ k. It follows from Lemma 1 that Lmax(β(Sxi)) ≤ 2

s �i. Since wi is
in the subtree of xi, we have Lmax(β(Swi)) ≤ Lmax(β(Sxi)). Thus, we have

(4) ai ≤ 2
s
�i for 0 ≤ i ≤ k.

Lemma 2 states that

(5) ai ≤ 1
2
ai+d for 0 ≤ i ≤ k − d.

Let 0 ≤ i ≤ k−1. Since wi is a red-node, there is a node w′
i such that {Swi , Sw′

i
} is

a pair in the BWSPD. We have �i = dist(Sxi , Syi) ≤ dist(Swi , Sw′
i
). By applying

Lemma 3, we obtain

dist(Swi , Sw′
i
) ≤

√
d(s + 4)

2
Lmax(β(Sπ(wi))) ≤

√
d(s + 4)

2
Lmax(β(Swi+1)) =

√
d(s + 4)

2
ai+1.
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Thus, we have

(6) �i ≤
√

d(s + 4)
2

ai+1 for 0 ≤ i ≤ k − 1.

First assume that 1 ≤ k ≤ μd. Let 0 ≤ i ≤ k − 1. By using (6), the fact that
the sequence a0, a1, . . . , ak is non-decreasing, and (4), we obtain

�i ≤
√

d(s + 4)
2

ai+1 ≤
√

d(s + 4)
2

ak ≤
√

d(1 + 4/s)�k.

Therefore,

k∑

i=0

�i ≤ k
√

d(1+4/s)�k + �k ≤ (k+1)
√

d(1+4/s)�k ≤ (μd+1)
√

d(1+4/s)�k,

which is less than the right-hand side in (3).
It remains to consider the case when k > μd. Let i ≥ 0 and j ≥ 0 be integers

such that i + 1 + jd ≤ k. By applying (6) once, (5) j times, and (4) once, we
obtain

�i ≤
√

d(s + 4)
2

ai+1 ≤
√

d(s + 4)
2

(
1
2

)j

ai+1+jd ≤
√

d(1+4/s)
(

1
2

)j

�i+1+jd.

For j = μ = 
log(
√

d(s+4)
s )� + 1, this implies that, for 0 ≤ i ≤ k − 1 − μd,

(7) �i ≤ 1
2
�i+1+μd.

By re-arranging the terms in the summation in (3), we obtain

k∑

i=0

�i =
μd∑

h=0

�(k−h)/(μd+1)�∑

j=0

�k−h−j(μd+1).

Let j be such that 0 ≤ j ≤ �(k − h)/(μd + 1). By applying (7) j times, we
obtain

�k−h−j(μd+1) ≤
(

1
2

)j

�k−h.

It follows that

�(k−h)/(μd+1)�∑

j=0

�k−h−j(μd+1) ≤
∞∑

j=0

(
1
2

)j

�k−h = 2�k−h.

Thus, we have

k∑

i=0

�i ≤ 2
μd∑

h=0

�k−h.
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By applying (6), the fact that the sequence a0, a1, . . . , ak is non-decreasing, fol-
lowed by (4), we obtain, for 0 ≤ i ≤ k − 1 and 1 ≤ j ≤ k − i,

�i ≤
√

d(s + 4)
2

ai+1 ≤
√

d(s + 4)
2

ai+j ≤
√

d(1 + 4/s)�i+j .

Obviously, the inequality �i ≤
√

d(1 + 4/s)�i+j also holds for j = 0. Thus, for
i = k − h and j = h, we get

�k−h ≤
√

d(1 + 4/s)�k for 0 ≤ h ≤ μd.

It follows that

k∑

i=0

�i ≤ 2
μd∑

h=0

√
d(1 + 4/s)�k = 2

√
d(μd + 1)(1 + 4/s)�k,

completing the proof that (3) holds. ��

Lemma 6. Assuming that the separation constant s of the WSPD satisfies s ≥
8 + 6/c, the graph G computed by Algorithm 1 is a t-spanner of the complete
bipartite graph KRB, where t = 2c + 1 + 4/s and c is as in Lemma 5.

Proof. It suffices to show that for each edge (r, b) of KRB, the graph G contains
a path between r and b of length at most t|rb|. We will prove this by induction
on the lengths of the edges in KRB.

Let r be a point in R, let b be a point in B, and let {Su, Sv} be the pair in
the BWSPD for which r ∈ Su and b ∈ Sv.

The base case is when (r, b) is a shortest edge in KRB. Since s > 2, it follows
from Lemma 1 that u is a red-node and v is a blue-node. In line 11 of Algorithm 1,
the edge (repR(Su), repB(Sv)) is added to G. By Lemma 1, the length of this
edge is at most (1+4/s)|rb|. The claim follows from two applications of Lemma 5
to get from r to repR(Su) and from repB(Sv) to b.

In the induction step, we distinguish four cases.
Case 1: u is a red-node and v is a blue-node. This case is identical to the base
case.
Case 2: u is a bichromatic node and v is a blue-node. In the equivalent of line 11
for the blue-nodes, Algorithm 1 adds the edge (repR(Su), repB(Sv)) to G. By
Lemma 1, the length of this edge is at most (1+4/s)|rb|. Let b∗ be a blue node in
Su. Since s > 2, it follows from Lemma 1 that |rb∗| < |rb|. Thus, by induction,
there is a path in G between r and b∗ whose length is at most t|rb∗|. By a
similar argument, there is a path in G between b∗ and repR(Su) whose length
is at most t|b∗, repR(Su)|. Applying Lemma 1, it follows that there is a path in
G between r and repR(Su) whose length is at most t(|rb∗| + |b∗, repR(Su)|) ≤
t(2|rb|/s + 2|rb|/s) = 4t|rb|/s. By Lemma 5, there is a path in G between b and
repB(Sv) whose length is at most c|rb|. We have shown that there is a path in
G between r and b whose length is at most (1 + 4/s)|rb| + 4t|rb|/s + c|rb|. Since
s ≥ 8 + 6/c, this quantity is at most t|rb|.
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Case 3: Both u and v are bichromatic nodes. In line 21, Algorithm 1 adds the
edge (repB(Su), repR(Sv)) to G. By Lemma 1, the length of this edge is at most
(1 + 4/s)|rb|. By induction, there is a path in G between r and repB(Su) whose
length is at most t|r, repB(Su)|, which, by Lemma 1, is at most 2t|rb|/s. By a
symmetric argument, there is a path in G between b and repR(Sv), whose length
is at most 2t|rb|/s. We have shown that there is a path in G between r and b
whose length is at most (1 + 4/s)|rb| + 4t|rb|/s, which is at most t|rb|. ��

Lemma 7. The running time of Algorithm 1 is O(n log n), where n = |R ∪ B|.
To summarize, we have shown the following: Algorithm 1 computes a t-spanner
of the complete bipartite graph KRB having O(n) edges, where t is given in
Lemma 6. The running time of this algorithm is O(n log n). By choosing the
separation constant s sufficiently large, the stretch factor t converges to

8
√

d

(

d

⌈
1
2

log d

⌉

+ d + 1
)

+ 1.

5 An Improved Algorithm

As before, we are given two disjoint sets R and B of red and blue points in R
d.

Intuitively, the way to improve the bound of Lemma 5 is by adding shortcuts along
the path from each red-leaf to the red-root above it. More precisely, from (7) in the
proof of Lemma 5, we know that if we go 1 + μd levels up in the split-tree, then the
length of the edge along the path doubles. Thus, for each red-node in T , we will add
edges to all 2δ(1 + μd) red-nodes above it in T . Here, δ is an integer constant that
is chosen such that the best result is obtained in the improved bound.

Definition 6. Let u and u′ be red-nodes in the split-tree such that u′ is in the
subtree rooted at u. For an integer ζ ≥ 1, we say that u is ζ-levels above u′, if
there are ζ − 1 red-nodes on the path strictly between u and u′. We say that u′

is a ζ-red-child of u if u is at most ζ-levels above u′. These notions are defined
similarly for the blue-nodes.

Algorithm 2.
Input: S = R ∪ B, where R and B are two disjoint sets of red and blue points in R

d,
respectively, and a real constant 0 < ε < 1.

Output: A (5 + ε)-spanner G = (S, E) of the complete bipartite graph KRB .
1: Choose a separation constant s such that s ≥ 12/ε and (1 + 4/s)2 ≤ 1 + ε/36 and

choose an integer constant δ such that 2δ

2δ−1 ≤ 1 + ε/36.
2: The rest of the algorithm is the same as Algorithm 1, except for lines 12–14, which

are replaced by the following:

let ζ = 2δ(μd + 1)
for each ζ-red-child u′′ of u′ do

add to E the edges (repR(Su′′), repB(cl(Su′))) and (repB(cl(Su′′)), repR(Su′))
end for
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Lemma 8. Let r be a point of R, let b be a point of B, and let {Su, Sv} be the
pair in the BWSPD for which r ∈ Su and b ∈ Sv. Assume that u is a red-node.
Let G be the graph computed by Algorithm 2. There is a path in G between r and
repR(Su) whose length is at most (2 + ε/3)|rb|.

Proof. Due to space constraints, the complete proof is omitted. Here, we only
state how the path can be obtained. Let w be the red-leaf such that r ∈ Sw, and
let w = w0, w1, . . . , wk = u be the sequence of red-nodes that are on the path in
T from w to u. Throughout the proof, we will use the variables xi, yi, �i, and
ai, for 0 ≤ i ≤ k, that were introduced in the proof of Lemma 5.

If 0 ≤ k ≤ 2δ(μd + 1), then the path

r → repB(cl(Sw)) → repR(Su)

satisfies the condition in the lemma. Assume that k > 2δ(μd + 1). We define
m = k mod (δ(μd + 1)) and m′ = k−m

δ(μd+1) . We consider the sequence of red-
nodes w = w0, wδ(μd+1)+m, w2δ(μd+1)+m, w3δ(μd+1)+m, . . . , wk = u. The path

r → repB(cl(Sw0)) → repR(Swδ(μd+1)+m
)

→ repB(cl(Sw2δ(μd+1)+m
)) → repR(Sw2δ(μd+1)+m

)
→ repB(cl(Sw3δ(μd+1)+m

)) → repR(Sw3δ(μd+1)+m
)

...
...

→ repB(cl(Swk
)) → repR(Swk

) = repR(Su)

satisfies the condition in the lemma. ��

Lemma 9. Let n = |R∪B|. The graph G computed by Algorithm 2 is a (5+ ε)-
spanner of the complete bipartite graph KRB and the number of edges of this
graph is O(n). The running time of Algorithm 2 is O(n log n).

We have proved the following result.

Theorem 1. Let S be a set of n points in R
d which is partitioned into two subsets

R and B, and let 0 < ε < 1 be a real constant. In O(n log n) time, we can compute
a (5 + ε)-spanner of the complete bipartite graph KRB having O(n) edges.

6 Improving the Stretch Factor

We have shown how to compute a (5+ε)-spanner with O(n) edges of any complete
bipartite graph. In this section, we show that if we are willing to use O(n log n)
edges, the stretch factor can be reduced to 3 + ε. We start by showing that a
stretch factor less than 3 using a subquadratic number of edges is not possible.

Theorem 2. For every real number t < 3, there is no algorithm that, when
given as input two arbitrary disjoint sets R and B of points in R

d, computes a
t-spanner of the complete bipartite graph KRB having less than |R| · |B| edges.
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Proof. Let us assume by contradiction that there exists such an algorithm A for
some real number t < 3. Let ε = 3 − t, let B1 and B2 be two balls of diameter ε/6
such that the distance between their centers is 1+ ε/6. Let R be a set of points that
are contained in B1 and let B be a set of points that are contained in B2. Let G be
the graph obtained by running algorithm A on R and B. By our hypothesis, G has
less than |R| · |B| edges. Thus, there exist a point r in R and a point b in B, such
(r, b) is not an edge in G. Since any path in G between r and b contains at least three
edges, the length of the shortest path in G between r and b in G is at least three.
Since |rb| ≤ 1 + ε/3, it follows that the stretch factor of G is at least 3

1+ε/3 , which
is greater than t = 3 − ε, contradicting the existence of A. ��
Theorem 3. Let S be a set of n points in R

d which is partitioned into two
subsets R and B, and let 0 < ε < 1 be a real constant. In O(n log n) time,
we can compute a (3 + ε)-spanner of the complete bipartite graph KRB having
O(n log n) edges.

Proof. Consider the following variant of the WSPD. For every pair {X, Y } in
the standard WSPD, where |X | ≤ |Y |, we replace this pair by the |X | pairs
{{x}, B}, where x ranges over all points of X . Thus, in this new WSPD, each
pair contains at least one singleton set. Callahan and Kosaraju [4] showed that
this new WSPD consists of O(n log n) pairs.

We run Algorithm 2 on R and B, using this new WSPD. Let G be the graph
that is computed by this algorithm. Observe that Lemma 8 still holds for G. In
the proof of Lemma 9 of the upper bound on the stretch factor of G, we apply
Lemma 8 only once. Therefore, the stretch factor of G is at most 3 + ε. ��
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Abstract. For a fixed digraph H , the minimum cost homomorphism
problem, MinHOM(H), asks whether an input digraph G, with given
costs ci(u), u ∈ V (G), i ∈ V (H), and an integer k, admits a homomor-
phism to H of total cost not exceeding k.

Minimum cost homomorphism problems encompass many well studied
optimization problems such as list homomorphism problems, retraction
and precolouring extension problems, chromatic partition optimization,
and applied problems in repair analysis.

For undirected graphs the complexity of the problem, as a function of
the parameter H , is well understood; for digraphs, the situation appears
to be more complex, and only partial results are known. We focus on
the minimum cost homomorphism problem for reflexive digraphs H . It is
known that MinHOM(H) is polynomial if H has a Min-Max ordering. We
prove that for any other reflexive digraph H , the problem MinHOM(H) is
NP-complete. (This was earlier conjectured by Gutin and Kim.) Apart
from undirected graphs, this is the first general class of digraphs for
which such a dichotomy has been proved. Our proof involves a forbidden
induced subgraph characterization of reflexive digraphs with a Min-Max
ordering, and implies a polynomial test for the existence of a Min-Max
ordering in a reflexive digraph H .

Keywords: homomorphism, minimum cost homomorphism, reflexive di-
graph, polynomial time algorithm, NP-completeness, dichotomy.

1 Introduction and Terminology

For digraphs G and H , a mapping f : V (G)→V (H) is a homomorphism of G
to H if uv is an arc of G implies f(u)f(v) is an arc of H . Let H be a fixed
digraph: the homomorphism problem for H , denoted HOM(H), asks whether or
not an input digraph G admits a homomorphism to H . The list homomorphism
problem for H , denoted ListHOM(H), asks whether or not an input digraph G,
with lists Lu ⊆ V (H), u ∈ V (G), admits a homomorphism f to H in which all
f(u) ∈ Lu, u ∈ V (G).
� Supported by an NSERC Discovery Grant.
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Suppose G and H are digraphs, and ci(u), u ∈ V (G), i ∈ V (H), are real
costs. The cost of a homomorphism f of G to H is

∑
u∈V (G) cf(u)(u). If H is

fixed, the minimum cost homomorphism problem for H , denoted MinHOM(H),
is the following problem. Given an input digraph G, together with costs ci(u),
u ∈ V (G), i ∈ V (H), and an integer k, decide if G admits a homomorphism to
H of cost not exceeding k.

If the graph H is symmetric (each uv ∈ A(H) implies vu ∈ A(H)), we
may view H as an undirected graph. In this way, we may view the problem
MinHOM(H) as applying also to undirected graphs.

The minimum cost homomorphism problem was introduced, in the context of
undirected graphs, in [16]. There, it was motivated by a real-world problem in
defense logistics; in general, the problem seems to offer a natural and practical
way to model many optimization problems. Special cases include for instance the
list homomorphism problem [19,21] and the optimum cost chromatic partition
problem [18,24,25] (which itself has a number of well-studied special cases and
applications [27,29]).

Our interest is in proving dichotomies: given a class of problems such as
HOM(H), we would like to prove that for each digraph H the problem is
polynomial-time solvable, or NP-complete. This is, for instance, the case for
HOM(H) with undirected graphs H [20]; in that case it is known that HOM(H)
is polynomial time solvable when H is bipartite or has a loop, and NP-complete
otherwise [20]. This is a dichotomy classification, since we specifically classify
the complexity of the problems HOM(H), depending on H .

For undirected graphs H , a dichotomy classification for the problem
MinHOM(H) has been provided in [17]. (For ListHOM(H), consult [6].) Thus,

the minimum cost homomorphism problem for graphs has been handled, and in-
terest shifted to directed graphs. The first studies [13,14,15] focused on irreflex-
ive digraphs (no vertex has a loop), where dichotomies has been obtained for
digraphs H such that U(H) is a complete or complete multipartite graph. More
recently, [11] promoted the study of digraphs with loops allowed; and, in partic-
ular, of reflexive digraphs. Dichotomy has been proved for reflexive digraphs H
such that U(H) is a complete graph, or a complete multipartite graph without
digons [10,12]. In this paper, we give a full dichotomy classification of the com-
plexity of MinHOM(H) for reflexive digraphs; this is the first dichotomy result
for a general class of digraphs - our only restriction is that the digraphs are
reflexive. The dichotomy classification we prove verifies a conjecture of Gutin
and Kim [10]. (Partial results on ListHOM(H) for digraphs can be found in
[3,5,7,8,9,23,32].

Let H be any digraph. An arc xy ∈ A(H) is symmetric if yx ∈ A(H); the
digraph H is symmetric if each arc of H is symmetric. Otherwise, we denote by
S(H) the symmetric subgraph of H , i.e., the undirected graph with V (S(H)) =
V (H) and E(S(H)) = {uv : uv ∈ A(H) and vu ∈ A(H)}. We also denote by
U(H) the underlying graph of H , i.e., the undirected graph with V (U(H)) =
V (H) and E(U(H)) = {uv : uv ∈ A(H) or vu ∈ A(H)}. If H is a reflexive
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digraph, then both S(H) and U(H) are reflexive graphs. Finally, we denote by
B(H) the bipartite graph obtained from H as follows. Each vertex v of H gives
rise to two vertices of B(H) - a white vertex v′ and a black vertex v′′; each arc vw
of H gives rise to an edge v′w′′ of B(H). Note that if H is a reflexive digraph, then
all edges v′v′′ are present in B(H). The converse of G is the digraph obtained
from G by reversing the directions of all arcs.

We say that an undirected graph H is a proper interval graph if there is an
inclusion-free family of intervals Iv, v ∈ V (H), such that vw ∈ E(H) if and
only if Iv intersects Iw. Note that by this definition proper interval graphs are
reflexive. Wegner proved [30] that a reflexive graph H is a proper interval graph
if and only if it does not contain an induced cycle Ck, with k ≥ 4, or an induced
claw, net, or tent, as given in Figure 1.

c) Tent
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a) Claw b) Net

Fig. 1. The claw, the net, and the tent

We say that a bipartite graph H (with a fixed bipartition into white and
black vertices) is a proper interval bigraph if there are two inclusion-free families
of intervals Iv, for all white vertices v, and Jw for all black vertices w, such that
vw ∈ E(H) if and only if Iv intersects Jw. By this definition proper interval
bigraphs are irreflexive and bipartite. A Wegner-like characterization (in terms
of forbidden induced subgraphs) of proper interval bigraphs is given in [22]: H
is a proper interval bigraph if and only if it does not contain an induced cycle
C2k, with k ≥ 3, or an induced biclaw, binet, or bitent, as given in Figure 2.

A linear ordering < of V (H) is a Min-Max ordering if i < j, s < r and
ir, js ∈ A(H) imply that is ∈ A(H) and jr ∈ A(H). For a reflexive digraph H ,
it is easy to see that < is a Min-Max ordering if and only if for any j between
i and k, we have ik ∈ A(H) imply ij, jk ∈ A(H). (Clearly, a Min-Max ordering
has the property, by the definition applied to ik and jj. Conversely, the prop-
erty implies that is ∈ A(H) and jr ∈ A(H) if j and s are between i and r or
conversely - by considering the arcs ir respectively js; in the remaining cases
i < s < r < j or s < i < j < r we apply the property to the two arcs ir and js.)
For a bipartite graph H (with a fixed bipartition into white and black vertices),
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it is easy to see that < is a Min-Max ordering if and only if < restricted to
the white vertices, and < restricted to the black vertices satisfy the condition of
Min-Max orderings, i.e., i < j for white vertices, and s < r for black vertices,
and ir, js ∈ A(H), imply that is ∈ A(H) and jr ∈ A(H)). A bipartite Min-Max
ordering is an ordering < specified just for white and for black vertices.

It is known that if H admits a Min-Max ordering, then the problem MinHO-
M(H) is polynomial time solvable [13], see also [4,26]; however, there are digraphs
with polynomial MinHOM(H) which do not have Min-Max ordering [14]. For
undirected graphs, all H without a Min-Max ordering yield an NP-complete
MinHOM(H) [17]; moreoever, having a Min-Max ordering can be characterized
by simple forbidden induced subgraphs, and recognized in polynomial time [17].
In particular, a reflexive graph admits a Min-Max ordering if and only if it is a
proper interval graph, and a bipartite graph admits a Min-Max ordering if and
only if it is a proper interval bigraph [17].

    c) Bitent
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Fig. 2. The biclaw, the binet, and the bitent

We shall give a combinatorial description of reflexive digraphs with Min-Max
ordering, in terms of forbidden induced subgraphs. Our characterization yields a
polynomial time algorithm for the existence of a Min-Max ordering in a reflexive
digraph. It also allows us to complete a dichotomy classification of MinHOM(H)
for reflexive digraphs H , by showing that all problems MinHOM(H) where H
does not admit a Min-Max ordering are NP-complete. This verifies a conjecture
of Gutin and Kim in [10].

2 Structure and Forbidden Subgraphs

Since both reflexive and bipartite graphs admit a characterization of existence
of Min-Max orderings by forbidden induced subgraphs, our goal will be accom-
plished by proving the following theorem. It also implies a polynomial time
algorithm to test if a reflexive digraph has a Min-Max ordering.
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Theorem 1. A reflexive digraph H has a Min-Max ordering if and only if

• S(H) is a proper interval graph, and
• B(H) is a proper interval bigraph, and
• H does not contain an induced subgraph isomorphic to Hi with i = 1, 2, 3, 4,

5, 6.

The digraphs Hi are depicted in Figure 3. The resulting forbidden subgraph
characterization is summarized in the following corollary. Note that forbidden
subgraphs in S(H) directly describe forbidden subgraphs in H , and it is easy to
see that each forbidden induced subgraph in B(H) can also be translated to a
small family of forbidden induced subgraphs in H .

6
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Fig. 3. The obstructions Hi with i = 1, 2, 3, 4, 5, 6

Corollary 1. A reflexive digraph H has a Min-Max ordering if and only if S(H)
does not contain an induced Ck, k ≥ 4, or claw, net, or tent, B(H) does not
contain an induced C2k, k ≥ 3, or biclaw, binet, or bitent, and H does not contain
an induced Hi with i = 1, 2, 3, 4, 5, 6.

We proceed to prove the Theorem.

Proof: Suppose first that < is a Min-Max ordering < of H . It is easily seen that
< is also a Min-Max ordering of S(H), and that < applied separately to the
corresponding white and black vertices of B(H) is a bipartite Min-Max ordering
of B(H). To complete the proof of necessity, we now claim that none of the
digraphs Hi, i = 1, 2, 3, 4, 5, 6 admits a Min-Max ordering. We only show this for
H3, the proofs of the other cases being similar. Suppose that < is a Min-Max
ordering of H3. For the triple x1, x2, x3, we note that x2 must be between x1 and
x3 in the ordering <, as otherwise the arcs between x2 and x1, x3 would imply
that x1x3 ∈ E(S(H)). Without loss of generality assume that x1 < x2 < x3.
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Since x1 and x4 are independent and x1x2 ∈ E(S(H)), we must have x4 > x1.
A similar argument yields x4 < x3; however, x1 < x4 < x3 is impossible, as
x1x3 ∈ A(H) but x1x4 �∈ A(H).

To prove the sufficiency of the three conditions, we shall prove the following
claim.

Lemma 1. If S(H) has a Min-Max ordering and B(H) has a bipartite Min-
Max ordering, then either H has a Min-Max ordering, or H contains an induced
Hi (or its converse) for some i = 1, 2, 3, 4, 5, 6.

Proof: Suppose < is a bipartite Min-Max ordering of B(H). A pair u, v of
vertices of H is proper for < if u′ < v′ if and only if u′′ < v′′ in B(H). We say a
bipartite Min-Max ordering < is proper if all pairs u, v of H are proper for <. If
< is a proper bipartite Min-Max ordering, then we can define a corresponding
ordering ≺ on the vertices of H , where u ≺ v if and only if u′ < v′ (which
happens if and only if u′′ < v′′). It is easy to check that ≺ is now a Min-Max
ordering of H .

Suppose, on the other hand, that the bipartite Min-Max ordering < on B(H)
is not proper. Thus there are vertices v′, u′ such that v′ < u′ and u′′ < v′′.
Suppose there is no vertex s′ such that s′v′′ ∈ E(B(H)), s′u′′ �∈ E(B(H)):
then we can exchange the position of v′′ and u′′ in < and still have a bipartite
Min-Max ordering. Furthermore, this exchange strictly increases the number
of proper pairs in H : any w with u′′ < w′′ < v′′ and u′ < w′ creates a new
improper pair u, w but also creates a new proper pair v, w (and the pair u, v is
also a new proper pair). Analogously, if there is no vertex t′′ such that u′t′′ ∈
E(B(H)), v′t′′ �∈ E(B(H)), we can exchange u′, v′ and increase the number of
proper pairs in H . Suppose we have performed all exchanges until we reached
a bipartite Min-Max ordering < which admits no more exchanges. Then there
are two possibilities: either < is now proper, and H admits a Min-Max ordering
as above, or < is still not proper, and one of the following two cases must occur
(up to symmetry):
Case 1: s′v′′, v′t′′ ∈ E(B(H)) and s′u′′, u′t′′ �∈ E(B(H)).

It is easy to see that since < is a bipartite Min-Max ordering, we must have
u′ < s′ and t′′ < u′′. (Note that means that s′′ �= t′′.) Since u′u′′, v′v′′ ∈
E(B(H)), by the same argument we must have u′v′′, v′u′′ ∈ E(B(H)); and sim-
ilarly we obtain s′t′′ �∈ E(B(H)). If both v′s′′ and t′v′′ are edges of B(H) then
u, v, s, t induce a claw in S(H): indeed in B(H), we have the edges v′t′′, t′v′′, v′u′′,
u′v′′, v′s′′, s′v′′ and the non-edges u′t′′, s′u′′, s′t′′. This is a contradiction, as S(H)
is assumed to have a Min-Max ordering, i.e., be a proper interval graph.

If neither v′s′′ nor t′v′′ is an edge of B(H), then if u′s′′ is an edge of B(H),
then s, v, u induce a copy of H1 in H , and if , t′u′′ is an edge of B(H), then
t, v, u induce a copy of H1. Thus consider the case when u′s′′, t′u′′ �∈ E(B(H)).
If t′s′′ ∈ E(B(H)), then s′, s′′, t′, t′′, v′, v′′ would induce a copy of C6 in B(H),
contrary to our assumption that B(H) has a bipartite Min-Max ordering, i.e.,
is a proper interval bigraph. Thus t′s′′ �∈ E(B(H)) and t, s, v, u induce a copy of
H2 in H .
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If only one of v′s′′ or t′v′′ is an edge of B(H), assume first that v′s′′ ∈ E(B(H))
and t′v′′ �∈ E(B(H)). If t′u′′ is an edge of B(H), then t, v, u induce a copy of
H1 in H , and if t′s′′ is an edge of B(H), then t, v, s similarly induce a copy of
H1; thus asume that t′u′′, t′s′′ �∈ E(B(H)). Note that u′s′′ ∈ E(B(H)), else the
vertices u′, u′′, v′, t′′, t′, s′′, s′ would induce a biclaw in B(H), contrary to B(H)
being a proper interval bigraph. It now follows that s, t, u, v induce a copy of H3

in H . If v′s′′ �∈ E(B(H)) and t′v′′ ∈ E(B(H)), the proof is similar, except we
obtain copies of H1 and the converse of H3.
Case 2: s′v′′, u′t′′ ∈ E(B(H)) and s′u′′, v′t′′ �∈ E(B(H)).

We again easily observe that we must have u′ < s′′, v′′ < t′′, and u′v′′, v′u′′ ∈
E(B(H)). If s′′ = t′′ we obtain a copy of H1 induced by u, v, s in H ; hence
we assume that s′′ �= t′′. Suppose first that u′s′′, t′v′′ �∈ E(B(H)). We have
s′ < t′ and t′′ < s′′, and so t′s′′, s′t′′ ∈ A(H), implying that u, v, s, t induce
a copy of H4 in H . Suppose next that both t′v′′, u′s′′ ∈ E(B(H)). If v′s′′ is
not an edge of B(H), vertices u, v, s induce a copy of H1 in H , and if t′u′′ is
not an edge of B(H), vertices u, v, t induce a copy of H1 in H . Thus we have
v′s′′, t′u′′ ∈ E(B(H)). Now we have t′ < s′ and s′′ < t′′, and hence t′s′′, s′t′′ ∈
E(B(H)). This is impossible, since u, v, s, t would induce a copy of C4 in S(H).
Finally, if only one of t′v′′, u′s′′ is an edge of B(H), say u′s′′ ∈ E(B(H)) and
t′v′′ �∈ E(B(H)) (the other case is symmetric), then with the same argument
as above, v′s′′ ∈ E(B(H)), s′t′′ ∈ E(B(H)), and s, t, u, v induce (depending on
which of the pairs t′u′′, t′s′′ are edges of B(H)) one of H1, H5 (or its converse),
or H6 (or its converse). �	

3 Complexity

If H has a Min-Max ordering, then MinHOM(H) is polynomial time solvable [13]
see also [4,26]. Now using our forbidden induced subgraph characterization we can
prove that reflexive digraphs H without a Min-Max ordering yield NP-complete
MinHOM(H) problems. Note that we already know that MinHOM(S(H)) is NP-
complete if S(H) is not a proper interval graph, and MinHOM(B(H)) is NP-
complete if B(H) is not a proper interval bigraph [13]. We begin with a few simple
observations. The first one is easily proved by setting up a natural polynomial time
reduction from MinHOM(B(H)) to MinHOM(H) [11].

Proposition 1. [11] If MinHOM(B(H)) is NP-complete, then MinHOM(H)
is also NP-complete. �	

The next two observations are folklore, and proved by obvious reductions,
cf. [10].

Proposition 2. If MinHOM(S(H)) is NP-complete, then MinHOM(H) is also
NP-complete. �	

Proposition 3. Let H ′ be an induced subgraph of the digraph H. If
MinHOM(H ′) is NP-complete then MinHOM(H) is NP-complete. �	



Minimum Cost Homomorphisms to Reflexive Digraphs 189

We now continue to prove that MinHOM(H) is NP-complete for digraphs H =
H1, . . . , H6. Let I denote the following decision problem: given a graph X and
an integer k, decide whether or not X contains an independent set of k vertices.
This problem has been useful for proving NP-completeness of minimum cost
homomorphism problems for undirected graphs [17], and we use it again for
digraphs.

Proposition 4. [17] The problem I is NP-complete, even when restricted to
three-colourable graphs (with a given three-colouring). �	

We denote by I3 the restriction of I to graphs with a given three-colouring. In
the following Lemmas, we give polynomial time reductions from I3. Note that
all problems MinHOM(H) are in NP. The NP-completeness of MinHOM(H1)
follows from [10], Lemma 2-4.

Lemma 2. The problem MinHOM(H2) is NP-complete.

Proof: We now construct a polynomial time reduction from I3 to MinHOM-
(H2). Let X be a graph whose vertices are partitioned into independent sets
U, V, W , and let k be a given integer. We construct an instance of MinHOM(H2)
as follows: the digraph G is obtained from X by replacing each edge uv of X with
u ∈ U, v ∈ V by an arc uv, replacing each edge uw of X with u ∈ U, w ∈ W by an
arc uw, and replacing each edge vw of X with v ∈ V, w ∈ W by an arc wv. The
costs are defined by (writing for simplicity ci(y) for cxi(y)) c1(u) = 0, c2(u) = 1
for u ∈ U , c4(v) = 0, c2(v) = 1 for v ∈ V , and c3(w) = 0, c2(w) = 1, for w ∈ W .
All other ci(y) = |V (X)|.

We now claim that X has an independent set of size k if and only if G admits
a homomorphism to H2 of cost |V (X)| − k. Let I be an independent set in G.
We can define a mapping f : V (G) → V (H2) as follows:

• f(u) = x1 for u ∈ U ∩ I and f(u) = x2 for u ∈ U − I
• f(v) = x4 for v ∈ V ∩ I and f(v) = x2 for v ∈ V − I
• f(w) = x3 for w ∈ W ∩ I and f(w) = x2 for w ∈ W − I

This is a homomorphism of G to H2 of cost |V (X)| − k.
Let f be a homomorphism of G to H2 of cost |V (X)| − k. If k ≤ 0 then we

are trivially done, so assume that k > 0, which implies that all individual costs
are either zero or one. Let I = {y ∈ V (X) | cf(y)(y) = 0} and note that |I| ≥ k.
It can be seen that I is an independent set in G: for instance when uv ∈ E(G)
with u ∈ I ∩ U and v ∈ I ∩ V , then f(u) = x1 and f(v) = x4, contrary to f
being a homomorphism. (The other possibilities are similar, or easier.) �	

Lemma 3. MinHOM(H3) is NP-complete.

Proof: The reduction from the proof of Lemma 2 also applies here. �	

Lemma 4. MinHOM(H4) is NP-complete.



190 A. Gupta et al.

Proof: We now construct a polynomial time reduction from I3 to MinHOM-
(H4). Let X be a graph whose vertices are partitioned into independent sets
U, V, W , and let k be a given integer. An instance of MinHOM(H4) is formed as
follows: the digraph G is obtained from X by replacing each edge uv of X with
u ∈ U, v ∈ V by an arc vu, replacing each edge uw of X with u ∈ U, w ∈ W by
a directed path umuww, and replacing each edge vw of X with v ∈ V, w ∈ W
by a directed path vmvww. The costs are defined by c1(u) = 1, c3(u) = 0 for
u ∈ U ; c2(v) = 0, c3(v) = 1 for v ∈ V ; c4(w) = 0, c1(w) = 1 for w ∈ W ;
c3(muw) = c4(muw) = |V (X)| for each edge uw of X with u ∈ U, w ∈ W ;
c2(mvw) = c4(mvw) = |V (X)| for each edge vw of X with v ∈ V, w ∈ W ; and
ci(m) = 0 for any other vertex m ∈ V (G) − V (X), and ci(y) = |V (X)| for any
other vertex y ∈ V (X).

We now claim that X has an independent set of size k if and only if G admits
a homomorphism to H4 of cost |V (X)| − k. Let I be an independent set in G.
We can define a mapping f : V (G) → V (H2) as follows:

• f(u) = x3 for u ∈ U ∩ I and f(u) = x1 for u ∈ U − I
• f(v) = x2 for v ∈ V ∩ I and f(v) = x3 for v ∈ V − I
• f(w) = x4 for w ∈ W ∩ I and f(w) = x1 for w ∈ W − I
• f(muw) = x2 when f(u) = x1, and f(muw) = x1 when f(u) = x3 for each

edge uw of X with u ∈ U, w ∈ W
• f(mvw) = x3 when f(w) = x4 and f(mvw) = x1 when f(w) = x1 for each

edge vw of X with v ∈ V, w ∈ W

This is a homomorphism of G to H4 of cost |V (X)| − k.
Let f be a homomorphism of G to H4 of cost |V (X)|−k. We may again assume

that all individual costs are either zero or one. Let I = {y ∈ V (X) | cf(y)(y)
= 0} and note that |I| ≥ k. It can be again seen that I is an independent
set in G, as if uw ∈ E(G), where u ∈ I ∩ U and w ∈ I ∩ V then f(u) = x3

and f(w) = x4, thus, f(muw) = x3 or f(muw) = x4. However, the cost of
homomorphism is greater than |V (X)|, a contradiction. The other cases can
also be treated similarly. �	

Lemma 5. MinHOM(H5) is NP-complete.

Proof: We similarly construct a polynomial time reduction from I3 to Min-
HOM(H5): this time the digraph G is obtained from X by replacing each edge
uv of X with u ∈ U, v ∈ V by an arc uv; replacing each edge uw of X with
u ∈ U, w ∈ W by arcs umuw, wmuw ; and replacing each edge wv of X with
w ∈ W, v ∈ V by a directed path wmwvv. The costs are c1(u) = 1, c2(u) = 0
for u ∈ U ; c2(v) = 1, c4(v) = 0 for v ∈ V ; c3(w) = 1, c1(w) = 0 for w ∈ W ;
c1(muw) = c2(muw) = |V (X)| for each edge uw of X with u ∈ U, w ∈ W ;
c1(mwv) = c4(mwv) = |V (X)| for each edge wv of X with w ∈ W, v ∈ V ;
ci(m) = 0 for any other vertex m ∈ V (G) − V (X), and ci(y) = |V (X)| for any
other vertex y ∈ V (X).

We again claim that X has an independent set of size k if and only if G
admits a homomorphism to H5 of cost |V (X)| − k. Let I be an independent set
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in G. We can define a mapping f : V (G) → V (H2) by f(u) = x2 for u ∈ U ∩ I
and f(u) = x1 for u ∈ U − I; f(v) = x4 for v ∈ V ∩ I and f(v) = x2 for
v ∈ V − I; f(w) = x1 for w ∈ W ∩I and f(w) = x3 for w ∈ W − I; f(muw) = x3

when f(u) = x2, and f(muw) = x4 when f(u) = x1, for each edge uw of X
with u ∈ U, w ∈ W ; f(mwv) = x3 when f(w) = x3 and f(mwv) = x2 when
f(w) = x1, for each edge wv of X with w ∈ W, v ∈ V . This is a homomorphism
of G to H5 of cost |V (X)| − k.

Let f be a homomorphism of G to H5 of cost |V (X)| − k. Assuming again
that all individual costs are either zero or one, let I = {y ∈ V (X) | cf(y)(y) = 0}
and note that |I| ≥ k. It can be seen that I is an independent set in G, as if
uw ∈ E(G), where u ∈ I ∩U and w ∈ I ∩V then f(u) = x2 and f(w) = x1, thus,
f(muw) = x1 or f(muw) = x2. However, the cost of homomorphism is greater
than |V (X)|, a contradiction. The other cases can also be treated similarly. �	

Lemma 6. MinHOM(H6) is NP-complete.

Proof: The proof is again similar, letting the digraph G be obtained from X
by replacing each edge uv of X with u ∈ U, v ∈ V by an arc uv; replacing each
edge uw of X with u ∈ U, w ∈ W by a directed path umuww; and replacing each
edge vw of X with v ∈ V, w ∈ W by an arc wv. The costs are defined by c1(u) =
0, c2(u) = 1 for u ∈ U ; c3(v) = 0, c1(v) = 1 for v ∈ V ; c4(w) = 0, c3(w) = 1;
c1(muw) = c4(muw) = |V (X)| for each edge uw of X with u ∈ U, w ∈ W ; and
letting ci(m) = 0 for any other vertex m ∈ V (G) − V (X), and ci(y) = |V (X)|
for any other vertex y ∈ V (X).

It can again be seen that X has an independent set of size k if and only if G
admits a homomorphism to H6 of cost |V (X)| − k: letting I be an independent
set in G, we define a mapping f : V (G) → V (H2) by f(u) = x1 for u ∈ U ∩I and
f(u) = x2 for u ∈ U − I; f(v) = x3 for v ∈ V ∩ I and f(v) = x1 for v ∈ V − I;
f(w) = x4 for w ∈ W ∩ I and f(w) = x3 for w ∈ W − I; f(muw) = x3 when
f(u) = x2 and f(muw) = x2 when f(u) = x1 for each edge uw, u ∈ U, w ∈ W .
This is a homomorphism of G to H6 of cost |V (X)| − k.

Let f be a homomorphism of G to H6 of cost |V (X)| − k and assume again
that all individual costs are either zero or one. Let I = {y ∈ V (X) | cf(y)(y) = 0}
and note that |I| ≥ k. It can again be seen that I is an independent set in G. �	
We have proved the following result, conjectured in [10].

Theorem 2. Let H be a reflexive digraph. If H has a Min-Max ordering, then
MinHOM(H) is polynomial time solvable; otherwise, it is NP-complete.
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Abstract. In the Star System problem we are given a set system and
asked whether it is realizable by the multi-set of closed neighborhoods of
some graph, i.e., given subsets S1, S2, · · · , Sn of an n-element set V does
there exist a graph G = (V, E) with {N [v] : v ∈ V } = {S1, S2, · · · , Sn}?
For a fixed graph H the H-free Star System problem is a variant of
the Star System problem where it is asked whether a given set system
is realizable by closed neighborhoods of a graph containing no H as an
induced subgraph. We study the computational complexity of the H-free
Star System problem. We prove that when H is a path or a cycle on at
most 4 vertices the problem is polynomial time solvable. In complement
to this result, we show that if H belongs to a certain large class of
graphs the H-free Star System problem is NP-complete. In particular,
the problem is NP-complete when H is either a cycle or a path on at
least 5 vertices. This yields a complete dichotomy for paths and cycles.

1 Introduction

The closed neighborhood of a vertex in a graph is sometimes called the “star”
of the vertex. The “star system” of a graph is then the multi-set of closed neigh-
borhoods of all the vertices of the graph and the Star System problem is the
problem of deciding whether a given system of sets is a star system of some
graph. The Star System problem is a natural combinatorial problem that fits
into a broader class of realizability problems. In a realizability problem we are
given a list P of invariants or properties (like a sequence of vertex degrees, set
of cliques, number of colorings, etc) and the question is whether the given list is
graphical, i.e., corresponds to the list of parameters of some graph. One of the
well studied problems of realizability is the case when P is a degree sequence.
This can be seen as a modification of the Star System problem where, instead
of stars, the list P contains only the sizes of the stars. In this case, graphic
sequences can be characterized by the Erdős-Gallai Theorem [7].

The Star System problem (also known as the Closed Neighborhood Real-
ization problem) is equivalent to a number of other interesting problems. For
� Supported by Czech research grant 1M0545.
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example, it is equivalent to the question of whether a given 0 − 1 matrix A is
symmetrizable, i.e., whether by permuting rows (or columns) A can be turned
into a symmetric matrix with all diagonal entries equal to 1. We refer to the
recent survey of Boros et al. [6] for further equivalent problems related to the
Matrix Symmetrization and Star System problems.

The question of the computational complexity of the Star System problem was
first posed by Gert Sabidussi and Vera Sós at a conference in the mid-70s [8] (and
since this appears to be the oldest reference to the problem, we choose to use the
Star System terminology). At the same conference Babai observed that the Star
System problem was at least as hard as the Graph Isomorphism problem. There
are strong similarities with Graph Isomorphism, e.g., the Star System problem is
equivalent to deciding if a given bipartite graph allows an automorphism of order
2 such that each vertex is adjacent to its image. In view of these connections
to Graph Isomorphism the NP-hardness of the Star System problem came as
a surprise. The proof of this fact was achieved in two steps. First, a related
effort of Lubiw [11] showed that deciding whether an arbitrary graph has an
automorphism of order 2 is NP-complete. Then Lalonde [10] showed that the
Star System problem was NP-complete by a reduction from Lubiw’s problem.
This reduction came as a small surprise considering that, after Lubiw’s proof,
Babai had written that between Lubiw’s problem and the Star System problem
he “did not believe there was a deeper relationship” [3].

The result of Lalonde was rediscovered by Aigner and Triesch [1,2] who proved
it in a stronger form, and indeed discovered a subproblem which is equivalent to
Graph Isomorphism. It is easy to see that the problems of reconstructing graphs
from their closed neighborhood hypergraphs and from their open neighborhood
hypergraphs are polynomially equivalent. It is more convenient however, to de-
scribe the results of Aigner and Triesch in the language of open neighborhoods.
They proved that deciding if a set system is the open neighborhood hypergraph
of a bipartite graph is Graph Isomorphism-complete, while deciding if the open
neighborhood hypergraph of a bipartite graph can be realized by a nonisomor-
phic (and non-bipartite) graph becomes again NP-complete.

Since bipartite graphs (and their complements) are hereditary classes of graphs,
it is natural to pay closer attention to restriction of the Star System problem to
classes of graphs defined by forbidden induced subgraphs. The problem we inves-
tigate in this paper is the following variation of the Star System problem, for a
fixed graph H :

H-free Star System Problem
Input: A set system S over a ground set V
Question: Does there exist an H-free graph G = (V, E) such that S is the star
system of G?

Our main result is a complete dichotomy in the case when H is either a cycle
Ck, or a path Pk on k vertices. We prove that the H-free Star System problem
for H ∈ {Ck, Pk} is polynomial time solvable when k ≤ 4 (Section 3) and NP-
complete when k > 4 (Section 4). Our NP-completeness result for paths and
cycles follows from a more general result, which shows that there exists a much
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larger family of graphs for which if H belongs to it then the H-free Star System
problem is NP-complete.

2 Preliminaries

We use standard graph notation with G = (V, E) being a simple loopless undi-
rected graph with vertex set V and edge set E. We denote by N [v] and N(v)
the closed and open neighborhoods of a vertex v, respectively, and by G the
complement of a graph G having an edge uv iff u �= v and uv �∈ E(G). We also
call N [v] the star of v and say that v is the center of N [v]. An automorphism
of a graph G = (V, E) is an isomorphism f : V → V of the graph to itself,
and it has order 2 if for every vertex x we have f(f(x)) = x, i.e., the image of
its image is itself. For a graph G = (V, E) we define the |V |-element multi-set
Stars(G) = {N [v] : v ∈ V }. For a fixed graph H we say that a graph G is H-free
if G does not contain an induced subgraph isomorphic to H .

3 Forbidding Short Paths and Cycles

3.1 Forbidding Short Paths

In this section we show that the Pk-free Star System Problem is solvable in
polynomial time for k ≤ 4. For k ≤ 2 the Pk-free System Problem is trivially
polynomial time solvable. For k = 3 the realizable graph is a disjoint union of
cliques, and in this case the problem is again trivial. The proof that the P4-free
Star System can be solved in polynomial time occupies the remaining part of
this subsection.

The graphs without induced P4 are called cographs. We exploit the following
characterization of cographs.

Proposition 1 ([5]). A graph G is a cograph if and only if every non-trivial
induced subgraph of G contains at least one pair of vertices x and y, such that
either N [x] = N [y] or N(x) = N(y).

For a set system S over a ground set V , we say that (x, y) ∈ V 2 is a closed pair
(of S) if for every S ∈ S we have that x ∈ S if and only if y ∈ S. Also, we define
(x, y) to be an open pair (of S) if there is exactly one set Sx ∈ S containing x and
not y, exactly one set Sy ∈ S containing y and not x, and Sx \ {x} = Sy \ {y}.

We will show that a given set system S is the star system of a cograph G
if and only if it can be reduced to one set on a single element by sequentially
contracting closed and open pairs. We start by showing that, if S is the star
system of a cograph, then S contains a closed or an open pair.

Lemma 1. If S = Stars(G) for a nontrivial cograph G = (V, E) then S has
either a closed or an open pair.

Proof. First of all recall that, since S = Stars(G), for every v ∈ V , we have that
N [v] = Sv ∈ S. By Proposition 1, G has a pair of vertices x and y such that either
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N [x] = N [y] or N(x) = N(y). In the first case (x, y) is a closed pair in S, because
for every z ∈ V we have that x ∈ N [z] if and only if y ∈ N [z]. Hence every set of S
contains either both x and y, or none of them. In the latter case, N [x] contains x
and not y, N [y] contains y and not x, and N [x]\{x} = N(x) = N(y) = N [y]\{y}.
Thus for every z ∈ V \ {x, y} it follows that x ∈ N [z] if and only if y ∈ N [z].
This means that (x, y) is an open pair because every set in S contains either
both x and y, or none of them, and there are exactly two sets, Sx and Sy, such
that Sx \ {x} = Sy \ {y}.

In the rest of the subsection, we will show how to contract closed and open
pairs, such that the resulting star system represents a cograph if and only if it
did before the contraction. We start with the closed pairs.

Lemma 2. Given a set system S on V , let R be an inclusion maximal subset
of V containing no closed pairs, and let SR be the set {Z | ∃S ∈ S such that
S ∩ R = Z}. Then there is a cograph G = (V, E) with Stars(G) = S if and only
if there is a cograph G′ with Stars(G′) = SR.

Proof. Let us assume that there is a cograph G with Stars(G) = S and let
G[R] = G′. Then we claim that Stars(G′) = SR. First, note that for every
v ∈ R, NG′ [v] is in SR. Additionally, consider S ∈ SR. Let x be a vertex of
G such that S = N [x] ∩ R. By maximality of R there is x′ ∈ R such that
N [x′] = N [x], thus NG′ [x′] = N [x] ∩ R = S. Hence, for every S ∈ SR there is
a v in R such that S = NG′ [v]. Finally, observe that by construction SR has no
duplicate sets, and that Stars(G′) also has no duplicate sets because a duplicate
set would imply that R contains a closed pair, contradicting that R has none.
Together, this implies that Stars(G′) = SR.

On the other hand, suppose that there is a cograph G′ with Stars(G′) = SR.
For every element v in V there is a unique x in R such that (v, x) is a closed
pair. Let f : V → R be the mapping such that for every vertex v ∈ V , the
pair (v, f(v)) is a closed pair. Also, let f−1 be the inverse image of f . That
is, for a vertex x ∈ R, we have that f−1(x) = {v ∈ V | f(v) = x}. Finally,
let G = (V, {(u, v) : f(u) = f(v) ∨ (f(u), f(v)) ∈ E(G′)}). We claim that
Stars(G) = S and that G is a cograph.

For each v ∈ V , N [v] =
⋃

x∈NG′ [f(v)] f
−1(x) by the definition of G and

NG′ [f(v)] ∈ SR. Furthermore, for every set S ∈ SR, we have that
⋃

x∈S f−1(x) ∈
S by definition of SR. Thus, since for every v ∈ V there exists S ∈ SR such that
S = NG′ [f(v)], we can conclude that N [v] is in S. On the other hand, for every
S ∈ S, there exists S′ in SR such that S =

⋃
x∈S′ f−1(x). Let u be the element of

R such that NG′ [u] = S′. Then S =
⋃

x∈NG′ [u] f
−1(x) = N [u]. This means that

S ∈ Stars(G). Finally, we know that for each vertex u ∈ R, there are |f−1(u)|
copies of the star

⋃
x∈NG′ [u] f

−1(x) = N [u] in S. Also, we know that in V there
are |f−1(u)| vertices with the same closed neighborhood N [u] for each u ∈ R.
This proves that Stars(G) = S.
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We will now prove that G is also a cograph, by showing that it does not
contain an induced P4. Observe first that G[R] = G′ is a cograph by definition.
For the sake of contradiction, let us assume that there is a set P ⊆ V of 4
vertices that induces a P4 in G. If there is a pair u and v of distinct vertices in P
such that f(u) = f(v) then N [u] = N [v], and specifically u and v have the same
neighbourhood in P which is impossible because no pair of distinct vertices of a
P4 have the same neighbourhood. If no such pair exists, then P ′ = {f(x) : x ∈ P}
must induce a P4 in G′ as well. This leads to a contradiction, concluding the
proof of the lemma.

Before we show how to contract the open pairs, we give a lemma to resolve some
ambiguity about open pairs and cographs. Notice, in fact, that given a cograph G
and the corresponding star system, there might be an open pair (x, y) such that
NG(x) �= NG(y) (see Fig. 1). However, we will prove that given any open pair,
we can always find a cograph G′ isomorphic to G, such that NG′(x) = NG′(y).

a

b c

d e

a

b e

d c

a
b c

d e

b a
c

d

c
ae

b

d
e

ba

e

ca

d

S1 S3 S4 S5S2

G G’

Fig. 1. If we consider the cograph G on the left, we can see that the vertices b and c
form an open pair in the corresponding star system (the stars S4 and S5 satisfy the
conditions), even though their open neighborhoods in the graph are different. However
it is possible to find a cograph G′ relabelling the vertices of G, such that: the two
graphs have the same star system; b and c form an open pair; and NG′ (b) = NG′(c).

Lemma 3. If Stars(G) = S for a cograph G = (V, E) and (x, y) is an open
pair of S, there is a cograph G′ = (V ′, E′) such that Stars(G′) = S, xy /∈ E′

and NG′(x) = NG′(y).

Proof. If xy /∈ E, then N [x] contains x and not y, N [y] contains y and not x, so
by uniqueness of Sx and Sy we have that N(x) = N(y). By letting G′ = G we
are done. Now, let us assume xy ∈ E. Then there are vertices x′ and y′ such that
N [x′] contains x and not y and N [y′] contains y and not x. Clearly, x, y, x′ and
y′ must be distinct vertices. Following this, if x′y′ /∈ E, then {x′, x, y, y′} induces
a P4 in G. Thus, as G is a cograph, x′y′ ∈ E. This means that C = {x′, x, y, y′}
induces a C4 in G.
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We now proceed to show that C is a module of G, that is, for any z ∈ V \ C,
either N [z] ∩ C = C or N [z] ∩ C = ∅. Observe that as x and y are an open pair,
N [x′] \ {x} = N [y′] \ {y} so x′ ∈ N [z] if and only if y′ ∈ N [z]. As x′ is the only
vertex such that N [x′] contains x but not y and y′ is the only vertex such that
N [y′] contains y and not x it follows that x ∈ N [z] if and only if y ∈ N [z]. For
the sake of contradiction, let us suppose that x ∈ N [z] and y′ /∈ N [z]. Then,
by the discussion above x′ /∈ N [z] so {z, x, x′, y′} induces P4 in G, contradicting
that G is a cograph. Let us assume now that x /∈ N [z] and y′ ∈ N [z]. Similarly
to the previous case, y /∈ N [z] so {z, y′, y, x} induces a P4 in G, again giving a
contradiction. From this it follows that x ∈ N [z] if and only if y′ ∈ N [z]. Together
with the equivalences above this proves that each of the vertices z, y′, x′ and x,
is in N [z] for a given z, if and only if the other three are as well. This means
that C is a module of G.

We build G′ from G by simply switching the labels of y and y′. We prove that
G′ meets the requirements of the statement of the Lemma. Clearly (x, y) /∈ E(G′)
and NG′(x) = NG′(y). Furthermore NG′ [z] = N [z] for any z ∈ V \ C. It remains
to show that {N [x], N [y], N [x′], N [y′]} = {NG′[x], NG′ [y], NG′ [x′], NG′ [y′]}. But
N [x] = NG′ [x′], N [x′] = NG′ [x], N [y] = NG′ [y′] and N [y′] = NG′ [y]. Thus
Stars(G′) = Stars(G) = S which concludes the proof.

We are now ready to give the contraction rule for open pairs.

Lemma 4. Let (x, y) be an open pair of S, and let S′ be the set system obtained
by deleting the unique star of S containing x but not y, and removing x from
all the other stars of S. There is a cograph G with Stars(G) = S if and only if
there is a cograph F with Stars(F ) = S′.

Proof. Suppose there is a cograph G with Stars(G) = S. By Lemma 3, there
exists a cograph G′ for which Stars(G′) = S and the only star in S containg
x but not y, is exactly NG′ [x]. This means that removing the star representing
NG′ [x] from S and x from all the other sets of S, we get exactly the star system
of F = G′ \ {x} which clearly is a cograph.

Suppose now that there is a cograph F with S′ = Stars(F ). We build G from
F by adding the vertex x and making x adjacent to the open neighbourhood
of y. Clearly Stars(G) = S. We prove that G is a cograph by obtaining a
contradiction. Observe that both G \ {x} and G \ {y} are isomorphic to F ,
meaning that they cannot contain an induced P4. Thus, if there is a P4 in G,
it contains both x and y. However x and y have the same open neighbourhood,
which leads to a contradiction because no pair of distinct vertices of a P4 has
the same open neighbourhood.

We are now in the position to prove the main result of this subsection.

Theorem 1. The P4-free Star System Problem is solvable in O(n4) time.

Proof. To decide whether a given set system S is a star system of a P4-free graph,
we use the following algorithm. If S has an open pair, apply Lemma 4 to create
a new and smaller set system S′ that is a star system of a cograph if and only if
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S is. Apply the algorithm recursively on S′. If S has a closed pair, apply Lemma
2 to create a new and smaller set system SR that is a star system of a cograph
if and only if S is. Apply the algorithm recursively on SR. If S contains a single
set on a single element, answer ”yes“. If neither of the above cases apply, answer
”no“. Correctness follows directly from Lemma 1. Let us argue for the runtime.
We store our set system so that we can insert, delete and check membership
in a set in constant time. At every step of the algorithm, if we do not answer
”no“, we reduce the set system by at least one element by applying Lemma 4
or Lemma 2. Hence the algorithm can have at most n main steps. To check
whether a given pair is an open pair or a closed pair takes O(n) time, therefore
finding all closed, or all open pairs takes O(n3) time. When we apply Lemma 4
to reduce the graph we need to remove a set and an element from all other sets.
This can be done in O(n) time. When Lemma 2 is applied, we need to delete at
most n elements from all sets, and then remove all duplicate sets. Deleting the
elements takes O(n2) time, while finding and deleting all duplicates takes O(n3)
time. Thus we can conclude that the algorithm terminates in O(n4) time.

3.2 Forbidding C3 and C4

In this subsection we show that the C3-free and C4-free Star System Problems
are solvable in polynomial time.

Theorem 2. The C3-free Star System problem is solvable in O(n3) time.

Proof. Let S be a set system on a ground set V . The crucial observation is that
if S is a star system of a C3-free graph G = (V, E), then for every edge uv ∈ E
there are exactly two sets containing u and v. In fact, since uv ∈ E, we have that
u and v should be in at least two stars, one of which is centered in u and one
centered in v. Let Su and Sv be these stars. If there is a third star S containing
u and v, then the center of this star, x �= u, v is adjacent to u and v, and thus
xuv forms a C3 in G, which is a contradiction.

Let us assume that the system S is connected, i.e., for every two elements
u and v there is a sequence of elements u = u1, u2, . . . , uk = v such that for
every i ∈ {1, . . . , k − 1} there is a set S ∈ S containing ui and ui+1. (If S is not
connected, then we apply our arguments for each connected component of S.)

Assume that we have correctly guessed the star Sv ∈ S of a vertex v in some
C3-free graph G with Stars(G) = S. Then each x ∈ Sv, x �= v, is adjacent to v
in G. Thus there is a unique star Sx �= Sv containing both v and x, and vertex
x should be the center of Sx. Now every vertex y from Sx should have a unique
star containing x and y, and so on. Since S is connected, we thus have that
after guessing the star for the first vertex v we can uniquely assign stars to the
remaining vertices. There are at most n guesses to be made for the first vertex
and we can in O(n2) time check the correctness of the guess, i.e., check if the
star system of the constructed graph corresponds to S, to prove the theorem.

Theorem 3. The C4-free Star System Problem is solvable in O(n4) time.
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Proof. The proof is based on the following observation. Let G = (V, E) be a C4-
free graph and let x, y ∈ V . Let S1, S2, . . . , St be the set of stars of G containing
both x and y. Then

2 ≤ |
t⋂

i=1

Si| ≤ t if xy ∈ E (1)

t = 0 or |
t⋂

i=1

Si| ≥ t + 2 if xy �∈ E (2)

In fact, if xy ∈ E, then x and y have t − 2 common neighbors. Every vertex
v ∈ ∩t

i=1Si \ {x, y} is adjacent to x and y, thus v is the center of the star Si for
some i ∈ {1, . . . , t} and (1) follows.

If xy �∈ E and t > 0, then x and y have t neighbors in common. Moreover,
because G is C4-free, these neighbors form a clique in G. Thus ∩t

i=1Si contains
all these t vertices plus the vertices x and y which yields (2).

Given a set system S on ground set V , the algorithm checking if S is a star
system of some C4-free graph is simple. We construct a graph G = (V, E) with
xy ∈ E if and only if the sets of S containing both x and y satisfy (1). Finally,
we check that Stars(G) = S and that G is C4-free. If this is the case then the
answer is yes, otherwise the answer is no.

4 Forbidding Long Paths and Cycles

In this section we show that there exists an infinite family of graphs H for which
the H-free Star System problem is NP-complete. In particular both Pk and Ck,
with k > 4, belong to it.

Definition 1. For an arbitrary graph H, we define B(H) to be its bipartite
neighborhood graph, i.e., the bipartite graph with both color classes having |V (H)|
vertices labelled by V (H) and having an edge between a vertex labelled u in one
color class and a vertex labelled v in the other color class iff uv ∈ E(H).

For example, for the cycle on 5 vertices C5, we have C5 = C5 and B(C5) = C10.
Our main NP-completeness result is that the H-free Star System problem is
NP-complete whenever B(H) has a cycle or two vertices of degree larger than
two in the same connected component. For a bipartite graph G = (V, E) with
color classes V1, V2 we say that an automorphism f : V → V is side-switching if
f(V1) = V2 and f(V2) = V1. Consider the following two problems.

AUT-BIP-2SS
Input: A bipartite graph G
Question: Does G have an automorphism of order 2 that is side-switching?

AUT-BIP-2SS-NA
Input: A bipartite graph G
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Question: Does G have an automorphism of order 2 that is side-switching where
every vertex and its image are non-adjacent?

Lalonde [10] has shown that the AUT-BIP-2SS problem is NP-complete. To-
gether with Sabidussi he also reduced AUT-BIP-2SS to AUT-BIP-2SS-NA. The
proof of our main NP-completeness result is a (nontrivial) refinement of the re-
duction of Lalonde-Sabidussi, which will ensure that AUT-BIP-2SS-NA remains
NP-complete for various restricted classes of bipartite graphs.

To relate NP completeness of AUT-BIP-2SS-NA to the Star System Problem,
we use the following lemma.

Lemma 5. If AUT-BIP-2SS-NA is NP-complete on bipartite B(H)-free graphs,
then the H-free Star System Problem is NP-complete.

Proof. We reduce the first problem, which takes as input a bipartite B(H)-free
graph F , to the second, which takes as input a set system S. We may assume
the two partition sides of F are of equal size, since otherwise an automorphism
switching the two sides cannot exist. Let the vertices of one color class of F be
{v1, v2, · · · , vn} and of the other {w1, w2, · · · , wn}. The set system we construct
will be S = {S1, S2, · · · , Sn} where Si = {wj : viwj �∈ E(F )}, i.e., the non-
neighbors of vi on the other side.

As already noted by Babai [3], it is not hard to see that F is a Yes-instance of
AUT-BIP-2SS-NA iff there exists a graph G with Stars(G) = S. Let us give the
argument. The equivalence of those two problems is most naturally proved by
noting that they are both equivalent to the question if the bipartite complement
CF of F , with V (CF ) = V (F ) and E(CF ) = {viwj : viwj �∈ E(F )}, has an
automorphism of order 2 such that every vertex is adjacent to its image, and
thus also side-switching.

It remains to show that if Stars(G) = S then G must be H-free. First note
that if Stars(G) = S, then its bipartite closed neighborhood graph C(G) -
constructed by adding to its bipartite neighborhood graph B(G) all |V (H)|
edges between pairs of vertices having the same label - is isomorphic to CF .
We therefore have that B(G) = F , in other words, the bipartite neighborhood
graph of the complement of G is isomorphic to F . Moreover, if H is an induced
subgraph of G then clearly B(H) is an induced subgraph of B(G) = F and thus
since F is B(H)-free we must have G being H-free.

Definition 2. Let Dp be the class of bipartite graphs of girth larger than p where
any two vertices of degree three or more have distance at least p.

Theorem 4. For any integer p the problem AUT-BIP-2SS-NA is NP-complete
even when restricted to graphs in Dp.

Proof. We reduce from the NP-complete AUT-BIP-2SS problem and adapt the
construction given by Lalonde and Sabidussi [10] for our purposes.

Given a bipartite graph G = (V, E) with color classes A and B we describe how
to construct H ∈ Dp with the property that G is a yes-instance of AUT-BIP-2SS
iff H is a yes-instance of AUT-BIP-2SS-NA. Note firstly that we can assume G



On the Complexity of Reconstructing H-free Graphs 203

has no vertex v of degree 1 since if we remove each such v (simultaneously) and
add a cycle of length 2k, where k is greater than the maximum cycle length in G,
attached to the unique neighbor of v, then G has a side-switching automorphism
of order 2 if and only if the new graph has one.

Let p′ be the smallest even integer at least as large as p. Let H be the graph
obtained by replacing each edge of G by two paths of length p′ + 1. Note that
the inner vertices of these paths are then the only vertices of degree 2 in H .
Moreover, we have H ∈ Dp and the two color classes of H respect A and B.

If f : V (G) → V (G) is an order-two side-switching automorphism of G, then
define g : V (H) → V (H) as follows:

– g(v) = f(v) for every v ∈ A ∪ B,
– for the newly added vertices of degree 2, let u, uv1

1, uv1
2 , . . . , uv1

p′ , v and
u, uv2

1, uv2
2 , . . . , uv2

p′ , v be the two paths joining u and v, and let x, xy1
1 , xy1

2 ,

. . . , xy1
p′ , y and x, xy2

1 , xy2
2 , . . . , xy2

p′ , y be the two paths joining x = f(v) and
y = f(u). Then set g(uvi

j) = xy3−i
p′+1−j for i = 1, 2 and j = 1, 2, . . . , p′.

It is straightforward to see that g is an order-two side-switching automorphism.
The only place where ug(u) might be an edge would be in the middle of a path
u, uv1

1, uv1
2 , . . . , uv1

p′ , v when f(u) = v, but note that the vertices of one path are
mapped onto vertices of the other one and xg(x) �∈ E(H) is fulfilled.

On the other hand, suppose g : V (H) → V (H) is an order-two side-switching
automorphism of H . Since the original vertices of G have degrees greater than
2 in H , the restriction of g to V (G) is a correctly defined mapping g : V (G) →
V (G). Since the paths of length p′ + 1 uniquely correspond to edges of G, this
restriction of g is an automorphism of G. It is obviously of order 2, and since
the sides of H respect the sides of G, it is side-switching. (Note that we even did
not need to assume that ug(u) �∈ E(H) for this implication.)

Definition 3. Let H be a graph. We define a function f(H) from graphs to
integers and infinity. If B(H) is acyclic with no connected component having
two vertices of degree larger than two then let f(H) = ∞. Otherwise, let f(H)
be the smallest of i) the length of the smallest induced cycle of B(H), and ii) the
length of the shortest path between any two vertices of degree larger than two in
B(H).

For example, for the cycle on 5 vertices C5, we have B(C5) = C10 and thus
f(C5) = 10. Note that if f(H) �= ∞ then Df(H) is contained in the class of bi-
partite B(H)-free graphs. We therefore have the following Corollary of Lemma 5
and Theorem 4.

Corollary 1. The H-free Star System Problem is NP-complete whenever f(H)
�= ∞. Moreover, if F is a set of graphs for which there exists an integer p such
that for any H ∈ F we have f(H) ≤ p, then the F-free Star System Problem
(i.e., deciding on an input S if there is a graph having no induced subgraph
isomorphic to any graph in F) is NP-complete.

Since B(Ck) contains a cycle for any k ≥ 5 we have the corollary.
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Corollary 2. For any k ≥ 5, the Ck-free Star System problem is NP-complete.

Similarly, B(Pk) is connected and contains at least 2 vertices of degree greater
or equal to 3 for any k ≥ 5. Hence we also have the following corollary.

Corollary 3. For any k ≥ 5, the Pk-free Star System problem is NP-complete.

5 Closing Remarks

In this paper we obtained a complete dichotomy for the H-free Star System
problem when the forbidden graph H is either a path or a cycle. Moreover, our
NP-completeness result holds for H taken from a much larger family of graphs,
so that the remaining cases in which the problem might not be NP-complete are
very restricted. It is tempting to ask if the H-free Star System problem has a P vs
NP-completeness dichotomy in general, i.e., whether for any graph H the H-free
Star System problem is either polynomial-time solvable or NP-complete (and
thus presumably not Graph Isomorphism-complete). See [4,9] for a discussion of
such dichotomy results.

A closely related question is on the complexity of the Star System problem
restricted to graph classes defined by several forbidden induced subgraphs as in
Corollary 1. By the result of Aigner and Triesch [1,2] (see also [6]) we do then not
have dichotomy in general, as there are classes of graphs defined by an infinite set
of forbidden induced subgraphs (like forbidding the complements of odd cycles)
such that the Star System problem is Graph Isomorphism complete on these
classes. However, we do not know whether there is a graph class characterized
by a finite set of forbidden induced subgraphs such that the Star System problem
on this class is Graph Isomorphism complete, or if instead dichotomy may hold
in this case.
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7. Erdős, P., Gallai, T.: Graphs with prescribed degrees of vertices (in hungarian).
Matematikai Lapok 11, 264–274 (1960)



On the Complexity of Reconstructing H-free Graphs 205

8. Hajnal, A., Sós, V.: Combinatorics. vol. II, vol. 18 of Colloquia Mathematica So-
cietatis János Bolyai. North-Holland, Amsterdam (1978)

9. Hell, P., Nesetril, J.: Graphs and homomorphisms. Oxford Lecture Series in Math-
ematics and its Applications, vol. 28 (2004)
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Abstract. We present a linear time algorithm which determines whether
an input graph contains K5 as a minor and outputs a K5-model if the input
graph contains one. If the input graph has no K5-minor then the algorithm
constructs a tree decomposition such that each node of the tree corresponds
to a planar graph or a graph with eight vertices. Such a decomposition can
be used to obtain algorithms to solve various optimization problems in lin-
ear time. For example, we present a linear time algorithm for finding an
O(

√
n) seperator and a linear time algorithm for solving k-realisation on

graphs without a K5-minor. Our algorithm will also be used, in a separate
paper, as a key subroutine in a nearly linear time algorithm to test for the
existence of an H-minor for any fixed H .

1 Results and Related Work

We say that H is a minor of G if H can be obtained from a subgraph of G via a
sequence of edge contractions (see Figure 1). Many natural classes of graphs, such
as planar graphs, are characterized by forbidding members of some obstruction
set as a minor. In seminal work, Robertson and Seymour [22,23] gave, for any
H , a decomposition theorem which yields structural properties of every H-minor
free graph. This theorem allows us to obtain fast algorithms for optimization
problems on such a class of graphs.

The complexity of the algorithm depends on the exact structure theorem
obtained. For example, if H is planar then the H-minor free graphs have bounded
tree width. Bodlaender [6] showed we can obtain the decomposition for such
graphs in linear time. Using this decomposition, many optimization problems
can be solved in linear time, including any problem which can be expressed in
second order monadic logic [7] (see also: [24,2,4,5]).

For arbitrary H , a polynomial time algorithm to construct the decomposi-
tion was recently developed by Demaine et al. [10]. In the same paper these
authors, building on earlier work of Baker [3], Grohe, and others, develop poly-
nomial time algorithms for a number of optimization problems on this class of

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 206–215, 2008.
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G H

Fig. 1. H is minor of G. The sequence of edge contraction is shown. At each step, we
contract the highlighted edge to obtain the next graph.
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W

Fig. 2. The special graph W with 8 vertices and 12 edges

graphs. The exponent in the running time of the algorithm depends on |V (H)|.
It exceeds

(|V (H)|
2

)
. Kawarabayashi, Li, and Reed [14] have developed a near

linear time algorithm (running time nα(n) log(n) where α is the inverse Acker-
mann function) for constructing this decomposition. This allows them to solve
many optimization problems in near-linear time. Their algorithm follows the
Robertson-Seymour proof, but needs ideas from this paper and other tools.

In this paper, we restrict our attention to graphs which do not have a clique
of order 5 (which we denote by K5) as a minor. Planar graphs contain no such
minors. Indeed Kuratowski [16] showed that a graph is planar precisely if it has
neither K5 nor K3,3 as a minor. Wagner [26] proved that a 4-connected graph
is planar precisely if it contains no K5-minor. More strongly, he proved that
a graph is K5-minor free precisely if it is a subgraph of a graph which arises
from planar graphs and the graph W of Figure 2 by repeatedly pasting together
graphs on cliques. As discussed in detail below, this yields a tree decomposition
of G whose nodes correspond to planar graphs.

We present a linear time algorithm which given a graph G either finds a
K5-minor in G or constructs such a tree decomposition. This improves on an
O(n2) algorithm due to Kézdy and McGuiness [15]. This allows us to solve many
optimization problems in linear time on K5-minor free graphs. Some of these
problems are discussed by Demaine et al [9,8] who develop O(n3) algorithms
for the same problems. Another application is to find separators. We can find
an O(

√
n) separator in linear time in K5-minor free graphs extending results of

Lipton, Tarjan and others for the planar case [17]. This improves an O(n3/2)
time algorithm due to Alon et. al [1], and also a linear time algorithm due to
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Reed and Wood [20] which finds an O(n2/3)-separator. We give further details
of these applications in the final section of the paper.

Our algorithm is recursive. Given an input graph G we construct an auxiliary
graph G′, solve our problem on G′ and use the solution when obtaining a solution
for G. We use three different reductions. Two are easy to handle. The third
involves constructing G′ by contracting the edges of a carefully chosen induced
matching with at least ε|V (G)| edges, for some ε > 0. If we find a K5-minor in
G′, after uncontracting the edges we will have a K5-minor in G. We only need to
do any work if we return a tree decomposition of G′. It turns out that, because
of the care we took when choosing the matching we contract, the 3-cuts of G are
either subsets of the uncontraction of the 3-cuts of G′ or correspond to a P3 in
one of the planar pieces of our decomposition of G′. This allows us to find them
all quickly. It is then a simple matter to construct the desired decomposition of
G (or find a K5-minor).

The paper is organized as follows. We first discuss some structural results on
K5-minor free graphs. We then examine how the cutsets of size three in a graph
can interact, developing some results which to us are of independent interest.
We then describe the algorithm. Finally we turn to applications.

In what follows, an (i, j)-cut X has i vertices and G − X has at least j
components.

2 The Structure of K5-minor Free Graphs

A graph has K5 as a minor precisely if it has 5 disjoint connected subgraphs
every two of which are joined by an edge. From this, it follows easily that G has
K5 as a minor precisely if one of its 2-connected components has such a minor.
Furthermore, if X = {x, y} is a cutset in G then G has a K5-minor precisely if
there is a component U of G−X such that the graph obtained from the subgraph
of G induced by X ∪ U by adding the edge xy has K5 as a minor. Finally, if
X is (3, 3)-cut then G has a K5-minor precisely if there is a component U of
G − X such that the graph obtained from the subgraph of G induced by X ∪ U
by adding edges so that X is a clique has K5 as a minor.

On the other hand, Wagner [26] proved that if a 3-connected graph has no K5-
minor then either it is planar or it has a cutset X of size three such that G−X has
at least three components. Thus, by recursing on the subproblems discussed in
the last paragraph, we can eventually reduce our problem to testing the planarity
of some auxiliary graphs. To be more precise we need some definitions.

A 2-block tree is only defined for 2-connected graphs.

Definition 1. A 2-block tree of a 2-connected graph G, written [T, G], is a tree
T with a set G = {Gt}t∈T with the following properties.

– Gt is a graph for each t ∈ T
– If G is 3-connected then T has a single node r which is coloured 1 and

Gr = G.
– If G is not 3-connected then there exists a colour 2 node t ∈ T such that
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1. Gt is a graph with two vertices u and v and no edges for some 2-cut
{u, v} in G.

2. Let T1, . . . , Tk be the connected components (subtrees) of T − t. Then
G − {u, v} has k components U1, . . . , Uk and there is a labelling of these
components such that Ti is a 2-block tree of Gi = G[Ui ∪ {u, v}] ∪ {uv}.

3. For each i, there exists exactly one colour 1 node ti ∈ Ti such that
{u, v} ⊆ Gti .

4. For each i, tti ∈ E(T ).

Note that as discussed below, this tree is not unique. It is essentially a refinement
of the SPQR tree (see [11]).

A (3, 3)-block tree is only defined for 3-connected graphs.

Definition 2. A (3,3)-block tree of a 3-connected graph G, written [T, G], is a
tree T with a set G = {Gt}t∈T with the following properties.

– Gt is a graph for each t ∈ T
– If G has no (3, 3)-cut then T has a single node r which is coloured 1 and

Gr = G.
– If G has a (3, 3)-cut then there exists a colour 2 node t ∈ T such that

1. Gt is a graph with vertices u,v and w and no edges for some (3, 3)-cut
{u, v, w} in G.

2. Let T1, . . . , Tk be the connected components (subtrees) of T − t. Then
G − {u, v, w} has k components U1, . . . , Uk and there is a labelling of
these components such that Ti is a 3-block tree of Gi = G[Ui∪{u, v, w}]∪
{uv, vw, uw}.

3. For each i, there exists exactly one colour 1 node ti ∈ Ti such that
{u, v, w} ⊆ Gti .

4. For each i, tti ∈ E(T ).

We call a colour 2 node a cutting node. We call a colour 1 node a graph node.
Given an input graph G, we first find the blocks of G using depth first search

(see [25]), then construct the 2-block trees for the blocks, and finally construct
the (3, 3)-block tree for each graph node of the 2-block tree. In doing the latter,
we use the fact, proven below, that unless G is K3,3, there is a unique (3, 3)-
block tree for G (K3,3 has two decompositions, as we can use either side of the
bipartition as the unique cutset in a decomposition). We then test if all the graph
nodes of each (3, 3)-block tree are planar and if so find planar embeddings of
them in linear time. If one of these graphs is non-planar then G has a K5-minor.

We also use the fact that if G has more than 64|V (G)| edges then there is a
simple linear time algorithm to find a K5-minor in it, as discussed in [21].

3 Cutset Structure

In order to prove that the (3, 3)-block tree for a 3-connected graph G other
than K3,3 is unique, it is enough to prove that every (3, 3)-cut of G appears in
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a cutting node of every (3, 3)-block tree. To do this, we need only show that
if we start to construct a (3, 3)-block tree using some (3, 3)-cut X , then every
(3, 3)-cut Y of G is a (3, 3)-cut of one of the auxiliary graphs corresponding to
the components of G − Y . We say that Y separates X if there are vertices of X
in different components of G − Y . It is not hard to see that we need only show
that Y does not separate X . I.e., the uniqueness of the (3, 3)-block trees follows
from:

Lemma 3. Let U be a 3-connected graph that is not K3,3. Let X be a (3, 3)-cut
in U or a (3, 2)-cut such that U [X ] is connected. There does not exist a (3, 3)-cut
separating the vertices of X.

Proof. Suppose the lemma is false. Let X = {a, b, c}. Let U1, . . . , Uk be the
connected components of U −X . Let Y be a (3, 3)-cut separating X . WLOG, Y
separates {a, b}.

Y must contain a vertex of U1 and a vertex of U2. Hence, every component of
U − Y which contains a neighbour of every vertex of Y must intersect X . Since
there are three such components, we see that the vertices of X are in different
components of U −Y . This implies that G[X ] is not connected and hence k ≥ 3.
Since U [U3 ∪ X ] is connected, Y contains a vertex of U3. Thus, X and Y are
disjoint and the vertices of Y are in different components of G − X . Thus, each
component of G − X − Y has edges to at most one vertex of X and at most one
vertex of Y . Since G is 3-connected, there are no such components and G is a
K3,3.

It follows easily from this lemma that the (3, 3)-block tree is unique. We will
also need the following similar results whose proofs we omit:

Lemma 4. Let U be a 3-connected graph that is not K3,3. Let X be a 3-cut in U
which contains an edge. There does not exist a (3, 3)-cut separating the vertices
of X.

Lemma 5. Let U be a 3-connected graph that is not K3,3. Let X be a (3, 3)-cut
in U . There does not exist a 3-cut Y separating X such that G[Y ] is connected.

On the other hand, it is well known that 2-block trees are not unique. For
example, every triangulation of a cycle corresponds to a 2-block tree for it, and
these are all distinct. In fact, this is essentially the only way in which different
2-block trees of a graph can arise. This fact is captured in the two following
lemmas (see [13,11]).

Lemma 6. A 2-cut X in a 2-connected graph G whose vertices are joined by 3
internally vertex disjoint paths does not seperate the vertices of any other 2-cut.

Lemma 7. A 2-cut {x, y} of a 2-connected graph G is in every 2-block tree of G
precisely if either xy is an edge or x and y are joined by three internally vertex
disjoint paths. Furthermore, reducing using these 2-cuts breaks G up into pieces
each of which is either 3-connected or an induced cycle.
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This lemma implies a technical result which we will need:

Corollary 8. The number of vertices in the 2-cuts of a 2-block tree is at most
four times the number of cutting nodes in the tree.

3.1 Cutset Structure Relative to a Reduction

In this section, we study the correspondence between the cuts in a 3-connected
graph G and those in the graph H obtained by contracting an induced matching
M in G.

To ease notation, we use f to refer to the function from V (G) to V (H) cor-
responding to the contraction of a fixed matching M . If v is in no edge of the
matching then f(v) = v, so H = f(G) and G = f−1(H).

Note that if Y is a cut in H then f−1(Y ) is a cut in G. Therefore since M is
matching and G is 3-connected, H is 2-connected. The converse is almost true
for cutsets of size three in G. For any such 3-cut X , |f(X)| = 3 or |f(X)| = 2.
If f(X) is not a cut in H , then for some component U of G − X we must have
that f(U) ⊆ f(X). If U has more than one vertex then there is an edge uv of
U . This is not an edge of M as otherwise f(U) �⊆ f(X). Since M is induced,
we can therefore assume WLOG that f(u) = u. But, again, we contradict that
f(U) ⊆ f(X).

So U is a vertex u. Since f(U) ⊆ f(X), we know that xu is an edge of the
matching M for some vertex x of X . Since M is induced it follows that f(v) = v
for every other neighbour v of v and hence N(u) ⊆ X . Since u has at least
three neighbours, it follows that v has exactly three neighbours x, y, z in G and
X = {x, y, z}. Thus the only cutsets of size three in G whose image in H is not
a cutset are N(u) for vertices u of degree three which are in the matching and
for which G − u − N(u) is connected.

We are actually more interested in which (3, 3)-cuts of G do not correspond
to (2, 3)-cuts or (3, 3)-cuts of H . If this is to happen then for some component
U of G − X f(U) ⊆ f(X).

Mimicing the arguments above, we see that this occurs precisely if U = {u}
and X = N(u) for some vertex u which has degree three, is in the matching and
for which G−u−N(u) has exactly two components. Note that in this case f(X)
is a (3, 2)-cut of H which induces a P3 or a triangle.

In summary then, the (3, 3)-cuts of G are of one of the following types:

1. f(X) is a (2, 3)-cut of H
2. f(X) is a (3, 3)-cut of H ,
3. f(X) is (3, 2) cut of H which induces a connected subgraph of H , and X =

N(v) for some vertex v of degree 3 in G which is in the matching we contract.

4 The Algorithm

We are now ready to describe our algorithm. We consider only the 3-connected
case, as it is easy to construct the block tree and 2-block tree of a graph in linear
time(see [25,13,12]). We need the following:
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Theorem 9 Let G be a graph of minimum degree three with at most 64|V (G)|
edges. Let d = 100000 and let ε = d−6. In linear time we can find one of the
following:

1. A set S of at least 5ε|V (G)| vertices of degree 3 which have the same neigh-
bourhood as at least d + 1 other such vertices.

2. A matching M in the subgraph of G induced by the vertices of degree at most
d which has size ≥ d4ε|V (G)|.

3. A minor G′ of G such that |E(G′)| ≥ 64|V (G′)|, or G′ is a subdivision of
K5, in which case we find and return a K5-model in G.

Our algorithm starts by obtaining one of the structures 1.,2., or 3. of this theorem
in linear time. To do so, this algorithm considers a maximal matching M in the
subgraph induced by the set X of vertices of degree less than d. If this matching is
large enough, we can return with output 2. If we do not find such a matching, we
use a greedy assignment algorithm and bucketsort to attempt to obtain output
1. If we fail we will find a minor of H which has so many edges that we can use
the linear time algorithm of [21] to find a K5-minor.

If output 3 is returned then we are essentially done. If it returns output 1.,
we recurse on G − S. For each vertex v in S, the neighbourhood of v will be a
cutting node of G − S, and we can add a graph node which is a leaf incident to
this node and contains the clique on v + N(v). Adding all these nodes at once
yields the (3, 3)-block tree for G.

If we return with output 2., then we contract M and look at the 2-block tree
for the resultant graph. If there are many 2-cuts then looking at these 2-cuts al-
lows us to find many 3-cuts in G. If there are only a few 2-cuts, then our tech-
nical corollary tells us that we can find a small set of matching edges such that
by uncontracting these edges we end up with a graph with no 2-cuts. Thus, from
M we construct either an induced matching N with at least εn edges such that
contracting the edges of N in G yields a 3-connected graph GN , or a set of 3-cuts
of G each of which contains an edge of M and none of which seperates another,
which decompose G into at least εn pieces. In the latter case, we recurse by de-
composing on this set of 3-cuts. In the former case we recurse on GN . We then
uncontract N and construct the (3, 3)-block tree of G from the (3, 3)-block tree
of GN , using our results on the cutset structure relative to a reduction. These tell
us that every (3, 3)-cut of G corresponds either to a (3, 3)-cut of GN or to a P3

in one of the planar graph nodes. Those interested in further details may consult
http://cgm.cs.mcgill.ca/∼breed/newk5free.ps which contains the full de-
tails and will eventually contain a pointer to the journal version of this paper.

5 Running Time

We now briefly sketch some of the techniques used to analyse the algorithm’s run-
ning time. For full details, we refer the readers to http://cgm.cs.mcgill.ca/∼
breed/newk5free.ps. First, we show that if we use linear time to process each
graph before and after the recursion and the total size of the graphs we recurse

http://cgm.cs.mcgill.ca/~breed/newk5free.ps
http://cgm.cs.mcgill.ca/~
breed/newk5free.ps
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on is a fraction of the size of the original graph, the total running time of the al-
gorithm is linear. Then, we use greedy algorithms and bucksort to obtain graphs
to recurse on in linear time. It is easy to return a K5-model given a K5-model
on a graph we recursed on. To obtain a (3, 3)-block tree or a K5-model from a
(3, 3)-block tree obtained recursively in linear time, we examine the pre-images
of the cutting nodes and the graph nodes of the (3, 3)-block tree. The graph
nodes are planar as a non-planar graph node contains a K5-minor which we
can find. In each such graph node, we find a special set of 3-cuts which are the
(3, 3)-cuts we missed as discussed in Section 3.1. We omit further details.

6 Applications

6.1 Finding a Separator

We now explain how our algorithm can be combined with a linear time algorithm
for finding a O(

√
n) separator in a planar graph to find a O(

√
n) separator in

a graph without a K5-minor in linear time. In this abstract, we restrict our
attention to the 3-connected case.

We build the (3, 3)-block tree for G. Using dynamic programming, for each
node t of the tree (cutting or graph) corresponding to a planar graph Ht with
vertex set Vt, we can compute the number of vertices in each component of
G − Vt. It is easy to see that there is some t such that every such component
contains at most half the vertices of G. We consider such a node t. If t is a
cutting node then Xt is a cutset of size three. Otherwise, for every triangular
face f of Ht, we compute the number of vertices nf in components of G − Vt

attached to this face, and add a vertex vf in f and a set Xf of nf −1 vertices of
degree 1 incident only to vf . We then find a O(

√
n) separator S in the resultant

planar graph. We obtain a separator in G of size at most 3s by taking S ∩V (G)
along with the vertices of any triangular face f for which S intersects vf ∪ Xf .
We can then use this separator to solve various optimization problems on G. See
[18] for further details.

6.2 k-Realizations

The k-Realization problem (k fixed) has the following form. Given a graph G,
and a set X of k vertices of G, find all partitions Δ = (D1, . . . , Dl) of X such
that there is a set of disjoint trees {T1, . . . , Tl} with Di ⊆ V (Ti). This problem
can be solved in O(n3) time in general using Robertson and Seymour’s seminal
results. In [19], Reed et al. showed that this problem could be solved in linear
time on planar graphs. Our decomposition allows us to extend this result to
graphs with no K5-minor. We first consider the 3-connected case.

We construct the (3, 3)-block tree for G. If there is a graph node which is a leaf
of the (3, 3)-block tree which contains none of X , then we can simply contract
it to a vertex without changing the answer to the problem. Indeed, a similar
linear time reduction allows us to reduce to a 3-connected minor H of G such
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that the (3, 3)-block tree [T, H] for H has at most k leaves. We now actually
solve the Realization problem for X ∪ Y where Y is the set of (at most 3k)
vertices which appear in the cutting nodes of our tree decomposition of H . We
do so by restricting our attention to the planar instance (H ′

t, (X ∪ Y ) ∩ Ht) of
k-Realizations for each graph node t where H ′ is the graph obtained from H by
deleting the extra edges we added for the decomposition. H ′

t is planar. We can
then combine these solutions because G is obtained by pasting together these
subgraphs on cutsets contained in X ∪ Y .

If G is 2-connected there are further technical complications, but no major
additional difficulties.

6.3 Further Applications

Many other optimization problems can be solved in linear time using the de-
composition we have developed. These include most of the problems discussed
in [9] and [8]. For example, in [8], many problems are solved in O(n2) time on
K5-minor free graphs by applying Theorem 5 which says that we can find a tree
decomposition of a certain subgraph in quadratic time for K5-minor free graphs.
But as discussed in that paper, we can actually find the desired tree decom-
positions in linear time if the graph is planar (and hence has no K3,3 minor).
So in linear time, we can find such tree decompositions of all the pieces in our
(3, 3)-block tree for these subgraphs. We can then paste these together to obtain
a tree decomposition of the whole subgraph. Since we are pasting on cliques it is
an easy matter to carry out this second step in linear time. Further details will
be given in the full version of our paper.

7 More Details

A longer version of this paper can be found at http://cgm.cs.mcgill.ca/∼
breed/newk5free.ps. The version found there is a draft but will allow referees
to determine correctness.
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Abstract. We give the first polynomial-time algorithm that computes
the bandwidth of bipartite permutation graphs. Prior to our work, poly-
nomial-time algorithms for exact computation of bandwidth were known
only for caterpillars of hair length 2, chain graphs, cographs, and interval
graphs.

1 Introduction

The bandwidth problem asks, given a graph G and an integer k, whether there
exists a linear layout of the vertices of G such that no edge of G has its endpoints
mapped to positions with difference more than k. The problem is motivated from
Sparse Matrix Computations, where given an n × n matrix A and an integer k,
the goal is to decide whether there is a permutation matrix P such that PAPT

is a matrix with all nonzero entries on the main diagonal or on the k diagonals
on either side of the main diagonal [9]. The graph and the matrix version of the
bandwidth problem are equivalent, and both have been studied extensively in
the last 40 years.

The bandwidth problem is NP-complete [18], and it remains NP-complete
even on very restricted subclasses of trees, like caterpillars of hair length at most
3 [17]. Bandwidth is a benchmark problem known for its difficulty among the of-
ten studied NP-hard graph problems. With respect to parameterized complexity
[5], the bandwidth problem (with parameter k) is W [k]-hard [4]. Thus, not only
is it unlikely that an O(f(k) ·p(n))-time algorithm exists for its solution with an
arbitrary function f and a polynomial p, but it is also much harder than most
other well-studied graph problems with respect to parameterized complexity.

Due to the difficulty of the bandwidth problem, approximation algorithms
for it attracted much attention. For any constant c, it is NP-hard to compute a
c-approximation of the bandwidth of general graphs [20] and even of trees [2].
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166429/V30. In this extended abstract most proofs are omitted; they can be found
in a technical report [12].
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Consequently approximation algorithms on restricted graph classes have been
received with great interest by the research community, and approximation algo-
rithms have been given for the bandwidth of trees and even caterpillars [7,10,11].
Constant factor approximation algorithms for the bandwidth of AT-free graphs
and subclasses of them, including permutation graphs, exist [15]. There are ap-
proximation algorithms for the bandwidth of general graphs using advanced
techniques [3,6].

Polynomial-time algorithms to compute the bandwidth exactly are known for
only a few and very restricted graph classes: caterpillars with hair length at
most two [1], chain graphs [14], and cographs [21]. The outstanding result is the
polynomial-time algorithm of Kleitman and Vohra that computes the bandwidth
of interval graphs [13]. The knowledge on the algorithmic complexity of band-
width on particular graph classes did not advance much during the last decade.
The only progress was made when the NP-completeness of bandwidth of cocom-
parability graphs was observed, and simple 2-approximation algorithms for the
bandwidth of permutation graphs were given [15,16]. Permutation graphs are
precisely those graphs for which the graph and its complement are cocompara-
bility, and thus a subclass of cocomparability graphs. However, the algorithmic
complexity of the bandwidth problem on permutation graphs remained open for
a long time, and is still open. Despite various attempts since the late 1980’s,
not even the computational complexity of bandwidth of bipartite permutation
graphs was resolved prior to our work.

In this paper, we give the first polynomial time algorithm to compute the
bandwidth of bipartite permutation graphs, with running time O(n4 log n). Our
algorithm is based on structural properties of bipartite permutation graphs,
in particular the use of strong orderings. Moreover we rely heavily on a deep
theorem concerning linear extensions and linear labelings of posets, that for
cocomparability graphs guarantees the existence of an optimal bandwidth layout
which is a cocomparability ordering [8]. Finally, a novel local exchange algorithm
to find so called normalized (partial) k-layouts is the key algorithmic idea of our
work. No tools from previous bandwidth algorithms for special graph classes have
been used; rather, our algorithm is especially tailored for bipartite permutation
graphs through non-standard techniques.

2 Preliminaries

A graph is denoted by G = (V, E), where V is the set of vertices with n = |V | and
E is the set of edges with m = |E|. The set of neighbors of a vertex v is denoted
by N(v), and N [v] = N(v) ∪ {v}. Similarly, for S ⊆ V , N [S] =

⋃
v∈S N [v], and

N(S) = N [S] \ S. The subgraph of G induced by the vertices in S is denoted
by G[S]. For G′ = G[S] and v ∈ V \ S, G′+v denotes G[S ∪ {v}], and for any
v ∈ V , G−v denotes G[V \ {v}].

For a given graph G = (V, E) with V = {v1, v2, ..., vn}, a layout β : {1, . . . , n}
→ V of G is an ordering (vπ(1), . . . , vπ(n)) where π is a permutation of {1, . . . , n}.
The distance between two vertices u, v in a layout β is dβ(u, v) = |β−1(u) −
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β−1(v)|. For a given layout (or ordering) β, we write u ≺β v when β−1(u) <
β−1(v). For a vertex v in G, every vertex u with u ≺β v is to the left of v, and
every vertex w with v ≺β w is to the right of v in β. We will also informally
write leftmost and rightmost vertices accordingly.

For an integer k ≥ 0, we call β a k-layout for G if, for every edge uv of G,
dβ(u, v) ≤ k. The bandwidth of G, bw(G), is the smallest k such that G has a k-
layout. In this paper a layout will be called optimal if it is a bw(G)-layout for G.

Bipartite permutation graphs are permutation graphs that are bipartite. Let
G = (A, B, E) be a bipartite graph. Sets A and B are called color classes. A
strong ordering for G is a pair of orderings (σA, σB) on respectively A and B such
that for every pair of edges ab and a′b′ in E with a, a′ ∈ A and b, b′ ∈ B, a ≺σA a′

and b′ ≺σB b imply that ab′ and a′b are in E. The following characterization of
bipartite permutation graphs is the only property that we will need in this paper.

Theorem 1 ([19]). A bipartite graph is a bipartite permutation graph if and
only if it has a strong ordering.

Spinrad et al. give a linear time recognition algorithm for bipartite permutation
graphs that produces a strong ordering if the input graph is bipartite permuta-
tion [19]. It follows from the definition of a strong ordering that if G = (A, B, E)
is a connected bipartite permutation graph then any strong ordering (σA, σB)
satisfies the following. For every vertex a of A, the neighbors of a appear con-
secutively in σB . Furthermore, if N(a) ⊆ N(a′) for two vertices a, a′ ∈ A then a
is adjacent to the leftmost or the rightmost neighbor of a′ with respect to σB .

An ordering σ of a graph G is called a cocomparability ordering if for all
u, v, w with u ≺σ v ≺σ w, uw ∈ E implies that uv ∈ E or vw ∈ E. A graph
that has a cocomparability ordering is called a cocomparability graph. (Bipartite)
permutation graphs are cocomparability graphs.

Let V be a set, and let ≺P be a binary reflexive, antisymmetric and transitive
relation over V . Then P = (V, ≺P ) is called a partially ordered set. A linear
extension β of P is a layout of V satisfying a ≺P b ⇒ a ≺β b. Hence for all pairs
of elements of V , a linear extension preserves their order relation of P . For an
integer k ≥ 0, a k-linear labeling for P is a linear extension β of P such that
for every pair a, b of elements of V , a 
= b: a ≺P b ⇒ dβ(a, b) ≤ k. Fishburn et
al. showed an interesting connection between linear labelings of partially ordered
sets and the bandwidth of graphs [8]. The incomparability graph G = G(P ) of
a partially ordered set P has vertex set V , and two vertices are adjacent if and
only if the corresponding elements a 
= b of V are not in relation in P (neither
a ≺P b nor b ≺P a). It is well-known that if β is a linear extension of P then
β is a cocomparability ordering of the incomparability graph G = G(P ), and
vice versa.

Theorem 2 ([8]). Let P = (V, ≺P ) be a partially ordered set, where V is finite.
Let k ≥ 0. Then, P has a k-linear labeling if and only if the incomparability
graph of P has bandwidth at most k.

For each cocomparability graph G, there is a partially ordered set P such that
G is the incomparability graph of P . Therefore, Theorem 2 implies that every
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cocomparability graph G has an optimal layout β such that β is a linear extension
of P , and thus a cocomparability ordering of G. We shall heavily rely on the
following consequence of this for connected bipartite permutation graphs.

Corollary 1. Let G = (A, B, E) be a connected bipartite permutation graph,
and let k ≥ 0 be an integer. Let (σA, σB) be a strong ordering for G. If G has
a k-layout then G has a k-layout β (a cocomparability ordering) satisfying the
following two conditions:

(C1) for every pair a, a′ of vertices from A, a ≺σA a′ implies a ≺β a′, and for
every pair b, b′ of vertices from B, b ≺σB b′ implies b ≺β b′

(C2) for every triple a, b, b′ of vertices of G where a ∈ A and b, b′ ∈ B and
ab ∈ E and ab′ 
∈ E, neither a ≺β b′ ≺β b nor b ≺β b′ ≺β a.

3 Bandwidth of Bipartite Permutation Graphs

We call a layout of a connected bipartite permutation graph normalized if it
satisfies conditions (C1) and (C2) with respect to some given strong ordering.
Hence, to decide whether a given connected bipartite permutation graph has a
k-layout for some k ≥ 0, it suffices to check normalized k-layouts. In this section
we give the main idea behind our algorithm, and these arguments will be used
to prove the correctness of the final algorithm presented in Section 5.

For the rest of the paper, we let Gi = G[N [{a1, a2, ..., ai}]] for 1 ≤ i ≤ s.
If there is a normalized k-layout α for Gi, α satisfies one of the following two
conditions, which we will analyze separately.

1. α−1(ai) > |V (Gi−1)| : To check whether a normalized k-layout α exists for
Gi that satisfies this condition, we place all vertices of N [ai] \ V (Gi−1) to the
right of the rightmost vertex of Gi−1 according to β. The order of the newly
added B-vertices is according to σB , and we place ai as far to the left as its
rightmost neighbor allows (at most k positions away from the end), but not
further left than position |V (Gi−1)| + 1. Let us call this new layout for Gi, β′.
Let b be the leftmost neighbor of ai in β′. If dβ′(ai, b) ≤ k then β′ is the desired
k-layout and we are done. In the opposite case, we need to move dβ′(ai, b) − k
A-vertices between b and ai to the left of b. If there are fewer A-vertices between
b and ai, it means that there are more than dβ′(ai, b) − k B-vertices between
them. In this case, the distance between b and ai cannot be reduced, and since
ai is to the right of all B-vertices of Gi−1 by our assumption on α, we conclude
that a desired k-layout does not exist. Otherwise, let a be the (dβ′(ai, b) − k)th
closest A-vertex to b to the right of b. A normalized k-layout α as assumed exists
if and only if there is a normalized k-layout β∗ of Gi−1 where b appears to the
right of a. To see this, observe that none of the vertices in N(ai) \ V (Gi−1)
has neighbors in Gi−1, and b is the leftmost neighbor of ai in every normalized
k-layout of Gi, since b cannot exchange places with other B-vertices in such a
layout. Thus appending the layout of N [ai] \ V (Gi−1) as described above to the
end of β∗ gives a k-layout for Gi. Checking whether β∗ exists for Gi−1 and how
to compute it from β is one of the two key points of our algorithm, and the
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next section is devoted to this task. The case that we have explained in this
paragraph will be resolved by Theorem 4.

2. α−1(ai) ≤ |V (Gi−1)| : To check whether a normalized k-layout α exists
for Gi that satisfies this condition, we place all vertices of N(ai) \ V (Gi−1)
to the right of the rightmost vertex of Gi−1 according to β. The order of the
newly added B-vertices is according to σB . A normalized k-layout α for Gi

as assumed in this case exists if and only if there is a normalized k-layout β∗
for Gi−1+ai where ai is placed between bp−1 and bp (there might be other A-
vertices between bp−1 and bp as well) for some B-vertex bp in Gi−1 with p ≥ 2,
and β−1

∗ (ai) ≥ |V (Gi)| − k. To see this, observe that ai is the only vertex in
Gi−1+ai that has neighbors in N(ai) \ V (Gi−1). Hence if β∗ is a k-layout for
Gi−1+ai, the ordering obtained by appending the vertices of N(ai) \ V (Gi−1)
to the end of β∗ gives a k-layout for Gi. The condition β−1

∗ (ai) ≥ |V (Gi)| − k
is necessary since ai is adjacent to the rightmost vertex in every normalized k-
layout of Gi satisfying the condition of this case. To see that we do not need
to consider the case where ai is moved to the left of b1, notice that if there is
a normalized k-layout for Gi−1+ai where ai appears to the left of b1, then all
A-vertices appear before all B-vertices, and exchanging the places of ai and b1

results also in a normalized k-layout since ai has no neighbors to its left, and b1

has no neighbors to its right. Thus we need to check for each B-vertex bp of Gi−1

whether there is a normalized layout β∗ for Gi−1+ai where ai is placed between
bp−1 and bp. We check this for at most k of the rightmost B-vertices in β, since
otherwise the distance between ai and its rightmost neighbor will be too large.
Placing ai between bp−1 and bp might of course require moving other A-vertices.
How to check whether such a layout exists for Gi−1+ai is the second of the two
key points of our algorithm, and it will be handled in the next section. The case
that we have explained in this paragraph will be resolved by Theorem 5.

4 Deciding the Existence of Desired Layouts

We need to decide, given a normalized k-layout for Gi−1, whether there exists a
normalized k-layout for Gi−1 where a given B-vertex b is required to appear to
the left of a given A-vertex a, and whether there exists a normalized k-layout for
Gi−1+ai where ai appears between two given B-vertices bp−1 and bp. To check
this, our approach is to indeed place the vertices as desired, and then check if
the modified layout can be repaired to become a normalized k-layout. For the
first question, we want to place b immediately to the right of a, forbid b to
move left, and check whether this layout can be turned into a k-layout with this
restriction. For the second question, we want to place ai between bp−1 and bp,
forbid it to move in any direction, and check whether this layout can be turned
into a k-layout with this restriction. Hence, we need an algorithm that takes as
input a given layout with restrictions on how the vertices are allowed to move,
and checks whether this can be turned into a normalized k-layout.

In this section we present exactly such an algorithm. Let u and v be adjacent
vertices of G. We want to obtain another normalized layout by moving u one
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position closer to v. This is possible if and only if there is a vertex of the color
class of v between u and v in β. Let w be such a vertex that is closest to u.
We define the layout obtained from β by moving u one position closer to v to
be layout β′ which we obtain by exchanging the position of w with the vertex
next to it in the direction towards u repeatedly until w is next to u, and then
exchanging the positions of u and w. It is important to note that whenever two
consecutive vertices exchange positions, they are neighbors in G. The orderings
defined by β and β′ restricted to A or B are equal, v has the same position in β
and β′, and dβ′(u, v) = dβ(u, v) − 1.

Lemma 1. Let G = (A, B, E) be a connected bipartite permutation graph, and
let (σA, σB) be a strong ordering for G. Let β be a normalized layout for G.
Let u and v be adjacent vertices, and let there be a vertex of the color class of
v between u and v in β. The layout obtained from β by moving u one position
closer to v is normalized.

Now we formalize how to restrict the positions of certain vertices when modifying
a given layout. A direction assignment h on the vertices of a graph is a function
that assigns one of the following four symbols to each vertex: ·, ←, →, ←→ . These
symbols stand for directions in which a vertex can be moved relative to a given
initial layout. A vertex v with h(v) = ← can be moved only to the left, and
a vertex with h(v) = → can only be moved to the right. If h(v) = ←→ then
v can be moved in any direction, whereas v cannot at all change position if
h(v) = ·. Let k ≥ 0, let β be a normalized layout for G, and let h be a direction
assignment for G. We define Δ(β, h) to be the set of normalized k-layouts γ for
G satisfying the following three properties for every vertex x of G: if h(x) = ·
then γ−1(x) = β−1(x); if h(x) = ← then γ−1(x) ≤ β−1(x); if h(x) = → then
γ−1(x) ≥ β−1(x).

(Os1)
←
·
�

>k
�→

· reject

(Os2) ←→ >k
�→

· replace by → >k
�→

·
(Os3)

←
·
�

>k ←→ replace by
←
·
�

>k ←

(Os4) → >k
�→

· MoveAttempt left vertex to right

(Os5)
←
·
�

>k ← MoveAttempt right vertex to left

Fig. 1. Patterns and rules for deciding the existence of a desired layout

Next we describe the algorithm which we call MoveRepair. Input is a graph
G, an integer k ≥ 0, a layout β of G, and a direction assignment h. Algo-
rithm MoveRepair generates a sequence of layout and direction assignment
pairs (β, h)=(β0, h0), (β1, h1), . . . , (βl, hl) such that Δ(βi, hi) = Δ(βi+1, hi+1)
for 0 ≤ i < l. In particular, the algorithm detects patterns in the current layout
and works according to a set of rules, presented in Figure 1. Let β and h be the
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layout and assignment before a rule is applied, and let β∗ and h∗ be the mod-
ified layout and assignment as a result of the applied rule. The interpretation
is as follows: let u and v be adjacent vertices with u ≺β v and dβ(u, v) > k. If
h(u) ∈ {·, ←} and h(v) ∈ {·, →} then the first rule is applied and the algorithm
rejects β. If h(u) = ←→ and h(v) ∈ {·, →} then the second rule is applied, and
the symbol of u is changed to →, hence β∗ is the same as β, whereas h∗ is the
same as h except that h∗(u) = →.

Algorithm MoveRepair
Input: A graph G, a layout β of G, a direction assignment h to the vertices of G.
Output: A layout β∗, and a reply accept or reject.

while there is an edge uv in G satisfying one of the given patterns in Figure 1 do
execute the corresponding operation on edge uv with input (β, h) and output
(β∗, h∗); β =def β∗; h =def h∗;

end-while
accept;

We should mention that whenever a reject is executed, the algorithm ter-
minates with output reject, and the consecutive instructions are not executed.
Assume that u ≺β v. We describe the operation MoveAttempt left vertex to right.
(MoveAttempt right vertex to left is symmetric and defined analogously.)

Operation MoveAttempt left vertex to right
Input: A graph G, a layout β and a direction assignment h on G, two adjacent vertices
u, v with distance more than k in β that satisfy the condition of (Os4) in Figure 1.
Output: A layout β∗ and a direction assignment h∗ on G, or a reply reject.

if there is no vertex of the color class of v between u and v in β then
reject

else
let w be the closest vertex to the right of u belonging to the color class of v;
if h(w) /∈ {←, ←→} then

reject
else

if all vertices between u and w in β have symbol → or ←→ in h then
h∗ =def h;
for every vertex x between u and w in β do h∗(x) =def → end-for
h∗(w) =def ←;
β∗ =def the layout obtained from β by moving u one position closer to v;

else
reject

end-if
end-if

end-if

Since this operation is invoked, u has symbol → and v has · or →. If there
is a vertex between u and v belonging to the color class of v then u can be
moved one position closer to v if the symbols of vertices between u and w allow
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this, otherwise not. Let w be a vertex of the color class of v that is to the right
of u and closest to u of all such vertices. Moving u one position closer to v is
only possible if w has symbol ← or ←→ , and all vertices between u and w have
symbol → or ←→ .

By Lemma 1 and the description of the algorithm, it follows that if the input
layout to Algorithm MoveRepair is normalized then the layout produced after
each single operation is also normalized. It is important to note that whenever
a vertex is moved in one direction, its direction symbol is fixed to indicate this
direction, and it is not allowed to move in the other direction during the same
execution of Algorithm MoveRepair.

A bad situation would occur if an edge of distance more than k between its
endpoints had on both its endpoints “inward” arrows or ←→ , which would give
several possibilities to repair this edge and too many possibilities in total. We
will ensure that this situation never occurs. We say that (β, h) has the outward
arrows property if the following is true for every edge uv of G with u ≺β v:
if dβ(u, v) > k then h(u) ∈ {·, ←} or h(v) ∈ {·, →}. Observe that the rules of
Algorithm MoveRepair apply precisely to those edges. Algorithm MoveRepair
will always be called with input that has the outward arrows property. With the
following two lemmas we show that if (β, h) has the outward arrows property
then Algorithm MoveRepair correctly decides whether Δ(β, h) is empty.

Lemma 2. Let G = (A, B, E) be a connected bipartite permutation graph, and
let (σA, σB) be a strong ordering for G. Let k ≥ 0. Let β be a normalized layout
for G, and let h be a direction assignment for G that has the outward arrows prop-
erty. Then each of the layout-assignment pairs generated throughout Algorithm
MoveRepair has the outward arrows property, and if Algorithm MoveRepair ac-
cepts input (β, h) and outputs β∗ then β∗ ∈ Δ(β, h).

Lemma 3. Let G = (A, B, E) be a connected bipartite permutation graph, and
let (σA, σB) be a strong ordering for G. Let β be a normalized layout for G and let
h be a direction assignment for G. If Algorithm MoveRepair rejects input (β, h)
then Δ(β, h) is empty.

Proof. To prove the lemma, we assume that the algorithm rejects but Δ(β, h) is
non-empty. Let (β, h)=(β0, h0), . . . , (βl, hl) be the layout-assignment pairs gen-
erated by the algorithm, where (βi, hi) is the result after algorithm step i. In
step l + 1, the algorithm decides rejection. We first show properties relating as-
signed direction symbols and vertex positions in layouts in Δ(β, h).

Claim. Let Δ(β, h) be non-empty. For every i ∈ {0, . . . , l} and every vertex x
of G, the following holds:
– if hi(x) = · then γ−1(x) = β−1

i (x) for every γ ∈ Δ(β, h)
– if hi(x) = ← then γ−1(x) ≤ β−1

i (x) for every γ ∈ Δ(β, h)
– if hi(x) = → then γ−1(x) ≥ β−1

i (x) for every γ ∈ Δ(β, h).

Proof of the claim. Let γ be a layout in Δ(β, h). We show by induction on
i that the claim holds for γ. The claim holds for i = 0 by the definition of
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Δ(β, h). Let the claim be true for (βi−1, hi−1) for some i > 0. Let (βi, hi) be
obtained from (βi−1, hi−1) by application of operation o. For all vertices x such
that β−1

i (x) = β−1
i−1(x) and hi(x) = hi−1(x), the claim holds for (βi, hi) by

the induction hypothesis. For the other vertices, we distinguish between cases
according to o. Let uv be the edge to which o is applied, u ≺βi−1 v. Let o be one
of the two operations of (Os2). Then, βi = βi−1 and hi differs from hi−1 only
for u. By definition, hi−1(v) ∈ {·, →}, and γ−1(v) ≥ β−1

i−1(v) by the induction
hypothesis. Since dβi−1(u, v) > k, u must be further to the right in γ, i.e.,
γ−1(u) ≥ β−1

i−1(u). Since hi(u) = →, the claim holds for this case. Analogously,
it is proved that the claim holds in case o is an operation from (Os3). Let o be
from (Os4) or (Os5). Since both cases are symmetric, we consider an operation
from (Os4). Since (βi, hi) is defined, u is moved one position closer to v. Since
γ−1(v) ≥ β−1

i−1(v) by induction hypothesis and dβi−1(u, v) > k by the assumption
about application of o, γ−1(u) > β−1

i−1(u). And since β−1
i (u) = β−1

i−1(u) + 1 and
hi(u) = →, we conclude that the claim holds for u. Let w be the closest vertex
to the right of u in βi−1 from the color class of v. Remember that w ≺βi−1 v.
The only further vertices that change position or direction symbol in (βi, hi)
with respect to (βi−1, hi−1) are w and the vertices between u and w in βi−1.
Since γ is a normalized layout, we conclude that w cannot be to the right of
u in γ; otherwise, γ−1(u) ≤ β−1

i−1(u), which contradicts the conclusion above.
So, γ−1(w) ≤ β−1

i−1(u) = β−1
i (w), and the claim holds for w with hi(w) = ←.

Correctness for the vertices between u and w in βi−1 then immediately follows
from the restriction of γ to a normalized layout and the correctness for u, since
all these vertices are assigned symbol → by hi. �
Now we continue the proof of Lemma 3. Let uv be the edge which is considered by
the algorithm in step l +1. Let u ≺βl

v. Since the algorithm rejects in step l +1,
the executed operation is one of the set (Os1) or (Os4–5). We first consider
set (Os1). According to the definition of (Os1) and the claim, γ−1(u) ≤ β−1

l (u)
and β−1

l (v) ≤ γ−1(v) for all γ ∈ Δ(β, h). Since dβl
(u, v) > k, γ cannot be a k-

layout for G. Let the executed operation now be from set (Os4). The case (Os5)

is analogous. According to the definition of MoveAttempt left vertex to right,
we have to distinguish between three cases which can imply rejection. Let w
be the closest vertex to u from the color class of v to the right of u in βl.
Note that w exists. If w = v then all vertices between u and v in βl are from
the color class of u, and u can be closer to v only by moving v closer to u.
This, however, is not possible for a layout in Δ(β, h) and hl(v) = →. So, let
w ≺βl

v. Let hl(w) ∈ {·, →}. Then, β−1
l (w) ≤ γ−1(w) for all γ ∈ Δ(β, h). By

definition of normalized layouts and since there are only vertices from the color
class of u between u and w in βl, it follows that γ−1(u) ≤ β−1

l (u), which means
γ−1(u) = β−1

l (u) according to the claim and with hl(u) = →. This, however,
is not possible for layouts in Δ(β, h). Finally, let x be a vertex between u and
w in βl and let hl(x) ∈ {·, ←}. This particularly means that x ≺γ w for all
γ ∈ Δ(β, h). We conclude like in the previous case that γ−1(u) = β−1

l (u) for
all γ ∈ Δ(β, h), which is a contradiction to γ being a k-layout for G. Since
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we showed contradictions for every possible case, Δ(β, h) cannot be non-empty.
This completes the proof of Lemma 3.

Theorem 3. There is an algorithm that can be implemented to run in time
O(kn) on normalized layouts of connected bipartite permutation graphs for every
k ≥ 1 and simulates a possible computation of algorithm MoveRepair.

Theorem 4. Let G = (A, B, E) be a connected bipartite permutation graph, and
let (σA, σB) be a strong ordering for G. Let k ≥ 0. Assume that the following
holds:

(A1) A = {a1, . . . , as} and B = {b1, . . . , bt} where a1 ≺σA · · · ≺σA as and
b1 ≺σB · · · ≺σB bt.

(A2) bq is a neighbor of as.
(A3) r ∈ {1, . . . , s}.

Then, given a normalized k-layout for G, there is a polynomial-time algorithm
that decides whether there is a normalized k-layout for G such that bq is to the
right of ar. In the positive case, the algorithm outputs such a layout.

Theorem 5. Let G = (A, B, E) be a connected bipartite permutation graph, and
let (σA, σB) be a strong ordering for G. Let k ≥ 0. Assume that the following
holds:

(A1) A = {a1, . . . , as, as+1} and B = {b1, . . . , bt} where a1 ≺σA · · · ≺σA as+1

and b1 ≺σB · · · ≺σB bt.
(A2) N(as+1) ⊆ N(as).
(A3) bp is a neighbor of as+1, where p ≥ 2.

Then, given a normalized k-layout for G−as+1, there is a polynomial-time algo-
rithm that decides whether there is a normalized k-layout for G such that as+1

is between bp−1 and bp. In the positive case, the algorithm outputs such a layout.

5 A Polynomial-Time Algorithm for Computing the
Bandwidth of Bipartite Permutation Graphs

Our main algorithm, called BPG-Bandwidth, is presented on the next page.

Lemma 4. Let G = (A, B, E) be a connected bipartite permutation graph, and
let (σA, σB) be a strong ordering for G. Let k ≥ 0. Then, BPG-Bandwidth on
input G, (σA, σB) and k accepts if and only if bw(G) ≤ k. In the accepting case,
the output layout is a k-layout for G.

Theorem 6. There is an algorithm with running time O(n4 log n) that com-
putes the bandwidth of a bipartite permutation graph and outputs a corresponding
optimal layout.
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Algorithm BPG-Bandwidth (Bipartite Permutation Graphs Bandwidth)
Input: A connected bipartite permutation graph G = (A, B,E), a strong order-
ing (σA, σB) for G and an integer k.
Output: A reply accept and a k-layout β for G if bw(G) ≤ k, or a reply reject if
bw(G) > k.

let A = {a1, . . . , as} and B = {b1, . . . , bt} where a1 ≺σA
· · · ≺σA

as and b1 ≺σB
· · · ≺σB

bt;
if |N(a1)| > 2k then

reject; stop;
end-if
let β be a normalized k-layout for G1;
for i = 2 to s do

let δ be a normalized k-layout for G[N [ai] \ V (Gi−1)] with ai leftmost possible;
let δ′ be a normalized k-layout for G[N(ai) \ V (Gi−1)];
β′ =def β ◦ δ;
if β′ is a k-layout for Gi then

β =def β′;
goto the next iteration of main for-loop;

else
let b be the leftmost neighbor of ai in β′;
if there are less than dβ′(ai, b) − k A-vertices between ai and b then

reject; stop;
else

let a be the (dβ′(ai, b) − k)th A-vertex closest to b between b and ai in β′;
(1) if there is a normalized k-layout β∗ for Gi−1 in which b appears to the right of a then

β =def β∗ ◦ δ; goto the next iteration of main for-loop (*);
end-if

end-if
end-if
for each of the k last B-vertices bp in β do

(2) if there is a normalized k-layout β∗ for Gi−1+ai where ai appears between bp−1 and bp then
β′ =def β∗ ◦ δ′;
if the distance between ai and its rightmost neighbor in β′ is at most k then

β =def β′;
goto the next iteration of main for-loop;

end-if
end-if

end-for
reject; stop;

end-for
accept;

We use Theorem 4 to decide condition (1). Note that ai is adjacent to b in
this case. We use Theorem 5 to decide condition (2).
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19. Spinrad, J., Brandstädt, A., Stewart, L.: Bipartite permutation graphs. Disc. Appl.
Math. 18, 279–292 (1987)

20. Unger, W.: The Complexity of the Approximation of the Bandwidth Problem. In:
Proceedings of FOCS 1998, pp. 82–91. IEEE, Los Alamitos (1998)

21. Yan, J.H.: The bandwidth problem in cographs. Tamsui Oxf. J. Math. Sci. 13,
31–36 (1997)



The Online Transportation Problem: On the

Exponential Boost of One Extra Server�

Christine Chung, Kirk Pruhs, and Patchrawat Uthaisombut

University of Pittsburgh
{chung,kirk,utp}@cs.pitt.edu

Abstract. We present a poly-log-competitive deterministic online algo-
rithm for the online transportation problem on hierarchically separated
trees when the online algorithm has one extra server per site. Using met-
ric embedding results in the literature, one can then obtain a poly-log-
competitive randomized online algorithm for the online transportation
on an arbitrary metric space when the online algorithm has one extra
server per site.

1 Introduction

The setting for the online transportation problem is a collection of k server sites
located in some metric space. Points in the metric space, which represent requests
for service, arrive online over time. Server site j has a fixed capacity Bj specifying
the number of requests that can be handled by site j. After each request arrives,
the online algorithm must irrevocably match that request to a single server site
that has not yet reached its capacity. Conceptually it is convenient to think of Bj

as the number of servers at site j, and one of these servers traveling to a request
that is assigned to site j. The objective is to minimize the total (or equivalently
average) distance between the requests and their assigned server sites.

If the locations of the requests are known a priori, then this is the standard
offline transportation problem [9,11]. Many of the applications of the transporta-
tion problem are naturally online problems. We give two examples here. In the
first example, the server sites could be fire stations, the capacity of a fire station
could be the number of fire trucks stationed there, and the requests could be the
location of a fire. The objective would then be to minimize the average distance
that fire trucks travel. In the second example, the server sites could be schools,
the capacity of a school could be the number of students that the school can
handle, and the requests could be the locations of new students that move to the
school district. The objective would then be to minimize the average distance
between students and their assigned schools.

1.1 Previous Results

The online weighted matching problem is a special case of the online trans-
portation problem in which each server site has unit capacity. The competitive
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ratio of every deterministic algorithm for online matching, and hence for online
transportation, is at least 2k − 1 [6,10]. The metric space in the lower bound
instances that establish this bound is a star. In a star there is a unique root
point that is a unit distance from all other points, and all pairs of non-center
points, called leaves, are distance two from each other. [6,10] give a (2k − 1)-
competitive algorithm, called Permutation in [6], for online matching. However,
the competitive ratio of Permutation for the more general online transportation
problem is Θ(B), where B =

∑k
i=1 Bi is the aggregate capacities of the server

sites [7]. In contrast, [6] shows that the competitive ratio of the natural greedy
algorithm, that always matches each request to an arbitrary nearest server site
with residual capacity, is 2k − 1 for online transportation.

The fact that the optimal deterministic competitive ratios are so high promp-
ted [8] to consider resource augmentation analysis for online transportation. Re-
source augmentation analysis compares the performance of an online algorithm
to the optimal solution with less resources. In the context of online transporta-
tion, the resource is the number of servers per site. So an s-server c-competitive
algorithm A guarantees that if A has s · Bj servers at each site j then the
cost of A’s assignment is at most c times the cost of the optimal assignment
assuming Bj servers at each site j. [6] show that the greedy algorithm is 2-
server Θ(min(k, log B))-competitive for online transportation. [8] then considers
a slightly modified greedy algorithm, that in the cases of approximate ties for the
nearest server site, picks a server site that has been assigned the least requests so
far. [8] show that this modified greedy algorithm is 2-server O(1)-competitive for
online transportation. One can also see from the analyses in [8] that the greedy
algorithm is 3-server O(1)-competitive for online transportation.

[3,12] consider randomized algorithms for the online matching problem against
an oblivious adversary that must specify the input a priori. In particular, [3,12]
consider the simple randomized greedy algorithm that services each request with
an unused server site picked uniformly at random from the closest server sites. It
is easy to see that the randomized greedy algorithm is O(log k)-competitive for
online matching in a star. [3,12] extend this analysis to show that randomized
greedy is O(log k)-competitive in (log k)-Hierarchically Separated Trees (log k-
HST’s). [1,4] show that for every metric space, there exists a probability distri-
bution over log k-HST’s, for which the expected distance between any pair of
points in a randomly drawn log k-HST is at most O(log2 k) times the distance
between this pair of points in the metric space. Combining these two results
gives an O(log3 k)-competitive randomized algorithm (note that this algorithm
is not randomized greedy) against an oblivious adversary for online matching on
an arbitrary metric space.

For a summary of results for online matching problems, and related online
network optimization problems, see [7].

1.2 Our Results

One motivation for considering resource augmentation analysis is that it allows
one to show that an algorithm is competitive, without additional resources, for
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instances where the optimal solution is not so sensitive to changes in the number
of available servers per site. More precisely, an s-server c-competitive algorithm
would be c ·d-competitive on instances where a factor of s change in the number
of servers per site does not change the optimal cost by more than a factor of d.
The smallest resource augmentation considered in [8] was doubling the number
of servers per site. Our main aim here is consider the effect of more modest
resource augmentation. More precisely, we consider the effect of adding just one
additional server per site. We will say that an online algorithm A is +1-server
c-competitive if A guarantees that if A has Bj + 1 servers at each site j then
the cost of A’s assignment is at most c times the cost of the optimal assignment
assuming Bj servers at each site j. Then a +1-server c-competitive algorithm
would be c · d-competitive on instances where adding one server per site does
not change the optimal cost by more than a factor of d.

In this paper we consider a natural deterministic online algorithm that we call
Balancing of Displaced Servers (BODS). Intuitively, BODS prefers using server
sites that have serviced less requests (of positive cost), as did the modified greedy
algorithm in [8], but for BODS this preference is only relevant in the case of
exact ties.
BODS Description: BODS always assigns the request to a nearest server with
residual capacity. BODS breaks ties among closest servers by assigning the re-
quest to a server site that has been to date assigned the least number of requests
with positive cost. (Note that this is not the same as assigning the request to
the site that has serviced the least requests so far, since a request on site j costs
nothing if assigned to site j.) If a tie remains, BODS uses the first server site
with residual capacity in some arbitrary ordering of the server sites.

From what is known to date about online transportation and matching, the
hardest metric space for the online algorithm is always the star. The results
in [3,12] can be viewed as a reduction from a general metric space to the star
via HST’s. So we begin by first considering the star metric space. We show
BODS is +1-server O(log k)-competitive for online transportation in a star. We
found it surprising that such modest resource augmentation drops the compet-
itive ratio so dramatically, from linear in k to logarithmic in k. We then show
that BODS is essentially optimally competitive. That is, we show that there
is no +1-server o(log k)-competitive deterministic online algorithm for online
transportation on a star. We then generalize our analysis to show that BODS
is +1-server O(log k)-competitive for online transportation on a log k-HST. Our
proof proceeds by induction on the height of the HST, following the same general
structure as the proof in [12]. However the introduction of resource augmentation
adds some technical difficulties. For example, when the analysis in [12] consid-
ers the subinstances on the subtrees of the root, we now have to be concerned
about the possibility that in some of these subinstances there are more requests
than servers available to the adversary, and thus there is no feasible optimal
solution without resource augmentation. Using the results in [1,4], we obtain a
+1-server O(log3 k)-competitive randomized algorithm for online transportation
for an arbitrary metric space against an oblivious adversary.
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Our results extend those in [3,12] in two ways: (1) For arbitrary metric spaces,
our analysis holds for the more general online transportation, not just for the
special case of online matching, and (2) for stars and HST’s, we obtain a deter-
ministic bound on the competitive ratio instead of a randomized bound against
an oblivious adversary. Of course these extensions come at the cost of requiring
modest resource augmentation.

2 Online Transportation on a Star

In this section, we assume that the k server sites are at the leaves of a star. We
show that BODS is +1-server O(log k)-competitive on a star, and that this is
essentially the best possible result that one can obtain. We start with the lower
bound.

When a request arrives at a leaf, and a server from the leaf site is assigned
to the request, we refer to it as a local service or local assignment. If a request
arrives at a leaf site and a server from a different leaf site is assigned to the
request, we call it a remote service or remote assignment. Thus, all root requests
cost 1 to service, a leaf request serviced locally costs 0, and a leaf request serviced
remotely costs 2. A request is called an excess request if it arrives at a server site
s after Bs requests have already arrived at site s. Hence, the only requests that
optimal will pay for are those that arrive at the root and those that are excess
requests. We define CA(I) to be the cost of algorithm A on input I.

2.1 The General Lower Bound

Theorem 1. There is no deterministic +1-server o(log k)-competitive algorithm
for online transportation on a uniform star with k leaves.

Proof. Consider the input instance where for all sites j, for 1 ≤ j ≤ k, we have
Bj = b. Assume that the online algorithm has e extra servers per site (so we will
eventually use e = 1 to prove the statement of the theorem). Let x be an integer
value to be set later. First, xb requests arrive at the root node, then continue
to arrive b at a time at the next leaf with the fewest remaining available servers
until a total of B = bk requests have been made. Call each set of b requests
made from a leaf node a hit.

First note that the cost of the optimal offline solution COPT is always xb
since it knows the request sequence in advance and for the requests from each
hit it will reserve local servers from that site. So it services the xb root requests
using the remaining servers that are not already reserved. Then it will be able
to service requests from each hit locally. The adversary’s strategy finds a value
for x that maximizes the competitive ratio.

Since xb requests are initially made from the root node, and there are bk total
requests, there are k−x total hits. Let f(i) for all 1 ≤ i ≤ k−x be the maximum
(over all un-hit server sites) after hit i of the number of servers that have been
used at any site by the online algorithm. Define f(0) to be the maximum number
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of servers used at any site by the online algorithm for the initial xb root requests.
Define c(i) as the number of requests in hit i that are serviced remotely (at a cost
of 2) by the online algorithm. By definition of f(i) and the adversarial strategy
outlined above, we know that c(i) = f(i − 1) − e for 1 ≤ i ≤ k − x, where we
subtract e from f(i−1) because there are b+e servers at each of the server sites
allowing us to service e extra requests locally.

After hit i, for 1 ≤ i ≤ k − x, xb + ib total requests have been made, whereas
at most i(b + e) have been used at the i sites that have been hit so far. That
leaves at least (x + i)b − i(b + e) servers missing at the remaining k − i unhit
sites. So, by the pigeon-hole principle, for 1 ≤ i ≤ k − x,

f(i) ≥ (x + i)b − i(b + e)
k − i

=
xb − ie

k − i
.

By the definition of c(i), the total cost CON of the solution returned by any
online algorithm ON is therefore:

CON = xb + 2
k−x∑

i=1

c(i) = xb + 2
k−x∑

i=1

(f(i − 1) − e)

≥ xb + 2
k−x−1∑

i=0

(
xb − ie

k − i
− e

)

= xb + 2(xb − ek)(Hk − Hx) .

Thus,
CON

COPT
≥ xb + 2(xb − ek)(Hk − Hx)

xb
≥ 1 + 2

(

1 − ek

xb

) (

ln
k + 1

x
− 1

)

.

By choosing x = 1, we get CON

COP T
≥ ln k. ��

2.2 BODS on the Star

A live site is a site with at least one server still unassigned. A dead site is a site
whose servers have all been assigned, so there are no more available at that site
to service any future requests. A server is called displaced if it has been assigned
to a remote request. We define a restricted instance to be one where: (A) no
more than Bj requests arrive at server site j, (B) no request is serviced locally
by BODS, and (C) B requests arrive. We now show, without loss of generality,
that we may restrict our analysis of BODS to restricted instances.

Lemma 1. If there is an instance I for which the +1-server competitive ratio of
BODS is at least c, then there is a restricted instance I ′ for which the +1-server
competitive ratio of BODS is at least c.

Proof. We consider the restrictions in order. (A) Consider request number Bj +i
to site j. If i > 1 then this request in I ′ will appear at the root instead of at j. If
i = 1 and Bj > 0 then we decrement the value of Bj in I ′ by 1, and there is no
corresponding request in I ′. If i = 1 and Bj = 0 then remove this server site and
the request in I ′. (B) Let q be a leaf request in I that arrives at a site j and is
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serviced locally by BODS. We create I ′ by removing q from I, and decrementing
Bj by 1. (C) For any instance with fewer than B requests, for each unassigned
server in the optimal solution another request can arrive at its site. ��
Theorem 2. BODS is +1-server O(log k)-competitive for online transportation
on a star with k leaves.

Proof. By Lemma 1, we need only consider restricted inputs. For notational
convenience, we relabel the sites based on the number of servers at each site as
well as tie-breaking order. In particular, we label the sites so that B1 ≤ B2 ≤
... ≤ Bk. Furthermore, we label them such that if Bj = Bj+1, then site j comes
earlier than site j + 1 in the tie-breaking order. Let ei be the number of servers
that site i is augmented by in our online setting for BODS. Eventually we will set
each ei to one, but we believe that it is instructive to leave the ei’s as variables in
the proof. The only properties we need of the ei’s is that they are non-decreasing,
that is, ei ≤ ei+1, and that if Bi = Bi+1 then ei = ei+1.

We claim that the server sites die in order of increasing site number. To see
why, remember that each request in a restricted input is remotely serviced by
BODS. Thus the first requests must be root requests, and BODS will choose
to assign servers from server sites in a round robin fashion. Root requests will
continue until site 1 is dead. We know that site 1 will be the first to die since we
have numbered the sites in non-decreasing order of the number of servers at each
site, and in the case of sites with the same number of servers, we have taken
care to assign lower numbers to sites that are earlier in BODS’s tie-breaking
order. After site 1 is dead, again since BODS services all requests remotely, all
successive requests must arrive at either site 1 or the root until site 2 is dead,
and so on.

Define round 0 to be the sequence of requests from the first request up until
site 1 is dead. For i ≥ 1, define round i to be the sequence of requests after round
i − 1 up until site i + 1 is dead, or until a total of B requests have been made,
whichever comes first. For i ≥ 0, let ri be the number of requests in round i.
Note that round 0 consists only of root requests, whereas for i ≥ 1, round i may
consist of both root requests and leaf requests at dead sites.

Let m be the round in which the Bth request appears. Note that 1 ≤ m ≤
k − 1 since site m + 1 dies in round m and there are only k server sites. For
j = 1 . . .m, let xj be the number of root requests in round j. Note that x0 = r0

and 0 ≤ xi ≤ ri for 1 ≤ i ≤ m. Recall that until the end of round i, requests are
made only at the root and the first i dead sites. The number of root requests
through round i is

∑i
j=1 xj . Since the input is restricted, there are at most Bj

requests on site j. Thus, the number of leaf requests through round i is at most∑i
j=1 Bj . So for 1 ≤ i ≤ m,

i∑

j=1

rj ≤
i∑

j=1

(Bj + xj) . (1)

Note that r0 +
∑m

j=1 xj is the number of total root requests in a restricted
input. In a restricted input the optimal solution only pays for root requests.
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Hence,

COPT (I) = r0 +
m∑

j=1

xj . (2)

Since BODS pays at most 2 to service a request, then

CBODS(I) ≤ 2B ≤ 2

⎛

⎝r0 +
m∑

j=1

xj +
m∑

j=1

Bj

⎞

⎠ . (3)

We now formulate the number of requests in each round. Let α1 be the position
of site 1 in BODS’s tie-breaking order on the sites 1 through k. Since no site
has fewer than B1 + e1 servers, and there are k sites, there must be r0 = e1k +
(B1 − 1)k + α1 requests before site 1 is dead. To see this, note that a total of
e1 servers at each site are assigned after the first e1k requests, and B1 − 1 more
servers are assigned from each site after the next (B1 − 1)k requests, and the
B1 + e1th server of site 1 is assigned after another α1 requests.

Similarly, since at the beginning of round i, only k − i sites are alive, let
αi+1 ≤ k − i be the position of site i + 1 in BODS’s tie-breaking order on the
remaining sites i + 1 through k. The number of requests that are in round i is
then ri = (k − i + 1 − αi) + (Bi+1 + ei+1 − (Bi + ei) − 1)(k − i) + αi+1, for
1 ≤ i ≤ m. To see why, consider two cases.
Case 1 (Bi+1 > Bi). We need k − i + 1 − αi requests to finish clearing the
Bi + eith server at each of the remaining k − i + 1 − αi sites. We then need
another (Bi+1 + ei+1 − (Bi + ei)− 1)(k − i) requests to use up all but one server
at the site(s) with Bi+1 + ei+1 servers. Finally, we need αi+1 more requests to
reach the Bi+1 + ei+1th server of site i + 1 in the tie-breaking order.
Case 2 (Bi+1 = Bi). The k − i + 1 − αi requests will finish clearing off the
Bi+ei = Bi+1+ei+1th server at the remaining k−i+1−αi sites. Then reverting
k − i requests brings us to the point where only the first Bi + ei = Bi+1 + ei+1th
server at any site was used (this site may or may not be site 1). So we need
αi+1 more requests which, by definition of αi+1, bring us to the point where the
Bi+1 + ei+1th server of site i + 1 is used.

Thus, for 1 ≤ i ≤ m,
∑i

j=1 rj can be written
∑i

j=1 ((k − j + 1 − αj) + (Bj+1 + ej+1 − (Bj + ej) − 1)(k − j) + αj+1)
= k − α1 + (Bi+1 + ei+1)(k − i) − (B1 + e1)k +

∑i
j=1(Bj + ej) − (k − i) + αi+1.

Substituting into (1) then solving for Bi+1 gives us for all i where 1 ≤ i ≤ m:

Bi+1 ≤
B1k +

∑i
j=1 xj + α1 − αi+1 − i

k − i
+

e1k −
∑i

j=1 ej − ei+1(k − i)
k − i

≤
B1k +

∑i
j=1 xj

k − i
+ 1 +

e1k −
∑i

j=1 ej − ei+1(k − i)
k − i

because αi+1 ≥ 1

≤
B1k +

∑i
j=1 xj

k − i
+ 1 + e1 − ei+1 because e1 ≤ e2 ≤ ... ≤ ek

≤
B1k +

∑i
j=1 xj

k − i
+ 1 . (4)
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By (3) and (4) we have

CBODS(I) ≤ 2

⎛

⎝r0 +
m∑

j=1

xj +
m−1∑

j=0

B1k +
∑j

i=1 xi

k − j
+

m−1∑

j=0

1

⎞

⎠

≤ 2

⎛

⎝r0 +
m∑

j=1

xj +

⎛

⎝B1k +
m−1∑

j=1

xj

⎞

⎠
m−1∑

j=0

1
k − j

+ m

⎞

⎠

≤ 2
(

COPT (I) + COPT (I) ln
k

k − m
+ COPT (I)

)

by (2).

Finally, since m ≤ k − 1, we have CBODS(I) ≤ (2 lnk + 4)COPT (I). ��

The following lemma will be useful in our analysis of BODS on HST’s. The proof
mimics the proof of Theorem 2.

Lemma 2. In a star, the number of requests serviced remotely by BODS is at
most 2 ln k + 4 times the number of requests serviced remotely by any optimal
assignment with Bj servers per site.

3 Generalization to HSTs

We now generalize this result to one on hierarchically separated trees. The the-
orem and proof presented in this section are based on that of section 3 in [12].

Definition 1. An α-hierarchically separated tree (α-HST) is a rooted tree T =
(V, E) with a distance function on the edges such that (1) If two nodes are siblings
in the tree, they are both the same distance from their parent; (2) The distance
from a node to its parent is α times the distance of the node to its child; and (3)
All leaves are at the same level of the tree.

To enable us to analyze BODS when the metric space is an HST, we define a
variation of our original problem. The results we obtain on this variation will
translate back to the original problem. Let our original transportation problem
be referred to as TRN. Recall that in TRN the input request sequence was made
up of at most B requests, one request for each server that OPT has. We now
define the problem TRN2 to be the same as our original problem except for the
following modifications. The input request sequence may now have up to B + k
requests (the number of servers available to BODS). At any time, to service
a request, an algorithm may choose to pay a service fee instead of assigning a
server to the request. The cost of the service fee is defined to be the length of the
path from the request, to the root of the tree, to a leaf of the tree. For example,
if a request appears at the root of the tree, the service fee is equal to the root
to leaf distance in the HST. As another example, if a request appears at a leaf
of the tree, the service fee is equal to twice the root to leaf distance in the HST.
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We must now describe the algorithm BODS for this new problem. BODS will
always assign a server to a request, never choosing to pay the service fee. To
choose a server, BODS behaves exactly as described above.

Note that the service fee is always an upper bound on the cost of servicing
a request using a server. The service fee is set intentionally high to deter the
optimal offline algorithm from choosing to pay a service fee over assigning a
server to the request. Thus, we may assume that the optimal offline algorithm
chooses to pay the service fee for a request only when it runs out of servers.

Lemma 3. If BODS is +1-server c-competitive for TRN2, then BODS is +1-
server c-competitive for TRN.

Lemma 4. There exists a worst-case input instance I in TRN2 against BODS
in which OPT does not pay any service fees.

Theorem 3. BODS is +1-server (8 lnk + 18)-competitive for TRN2 when the
metric space is an α-HST T where α ≥ 4 lnk + 9, the server sites are at the
leaves of T , and the requests arrive at the leaves or at the root of T .

Proof. By Lemma 4, we need only consider input instances where there are at
most B requests.

The proof is by induction on the number of levels in T . The base case is the
uniform star metric, which we already proved in Theorem 2. For the inductive
step, we show that if the theorem is true for each subtree Si of T that is rooted
at child i of the root of T , 1 ≤ i ≤ z, then it must be true for T itself.

To be more precise, let H be the height of T , let S be any α-HST of height
h ≤ H − 1 with server sites at the leaves, and let CALG(S) be the cost of
running the algorithm ALG on any input sequence of requests at the leaves or
root of S. We assume that CBODS(S)/COPT (S) ≤ 8 lnk + 18 holds for any S,
and show that this assumption implies that for any α-HST T of height h + 1,
CBODS(T )/COPT (T ) ≤ 8 ln k + 18.

Let δ be the distance from r, the root of T , to each of its children. Let
β =

∑H−1
i=1 1/αi, where H is the number of levels in T . Note that, (β + 1)δ is

the distance from r to a leaf of T and βδ is the distance from one of r’s children
to one of the leaves of T descendant from that child. Let m∗

i and mi be the
number of times that OPT and BODS (respectively) assigned servers in subtree
Si to requests that are not in Si. Let m∗ =

∑z
i=1 m∗

i and m =
∑z

i=1 mi. So m∗

and m are the number of servers that OPT and BODS, respectively, assign to
requests outside their subtrees. Let S+

i be the instance on subtree Si defined by
the servers of T in Si, and a subsequence of the requests of the input sequence
in T that consists of requests that are serviced by BODS using servers in Si,
where requests outside of Si are replaced by requests at the root of Si. Note that
there are mi replacements. Note that Si is an α-HST with depth H − 1. Let SB

i

be the instance on subtree Si obtained from S+
i by removing the mi requests at

the root of Si. It is the case that

CBODS(T ) ≤
z∑

i=1

CBODS(S+
i ) +

z∑

i=1

((β + 1)δ + δ)mi . (5)
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To justify this, first note that the second term of the right hand side reflects (for
each subtree) mi times the distance from the requests outside Si (at the leaves
of T ) to the root r of T , then down to the root of Si. Also, remember that by
definition of BODS there are no requests for which BODS pays a service fee.
Thus, any request x is assigned by BODS to a server y. If server y is in subtree
Si, then x belongs to S+

i . If x appears in Si, the cost of servicing x is accounted
for in the i’th summand in the first summation. If x appears in another subtree
or at the root of T , then the cost of servicing x is accounted for in the i’th
summand in both the first and the second summations.

Let R = 8 ln k + 18. By the inductive hypothesis, we know for all 1 ≤ i ≤ z,

CBODS(S+
i ) ≤ R · COPT (S+

i ) . (6)

We can also observe that

COPT (S+
i ) = COPT (SB

i ) + βδmi . (7)

By (5), (6), (7), and the definition of m,

CBODS(T ) ≤ R

z∑

i=1

COPT (SB
i ) + (Rβδ + 2δ + βδ)m . (8)

Now all we have left to show is that the right hand side of (8) is less than or
equal to R · COPT (T ).

We start by observing that

COPT (T ) ≥
z∑

i=1

COPT (SB
i ) + δm∗ . (9)

Let Rm = 2 lnk + 4. By our assumption that α ≥ 2Rm + 1, we have

β =
H−1∑

i=1

1
αi

≤ 1
1 − 1/α

− 1 =
1

α − 1
≤ 1

2Rm
. (10)

Note that R = 4Rm + 2. Using this fact along with (10), we have

R =
1
2
R + 2Rm + 1 ≥ 1

2
R(2Rmβ) + 2Rm + 2Rmβ ≥ Rm(Rβ + 2 + β) . (11)

We now need to relate the values m and m∗. Recall that BODS always services
requests as locally as possible. If we think of a request that is matched to a server
within its own subtree as a local assignment, we can reduce this input instance
on T to one on the uniform star, where the subtrees of T are the leaves of the
star. Since all inputs under consideration have at most B servers, this reduction
will be an instance of the problem from section 2. Therefore by Lemma 2, we
know that

m ≤ Rm · m∗ . (12)

By combining (8), (9), (11), and (12), we have CBODS(T ) ≤ R ·COPT (T ). ��
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Combining Theorem 3 with Lemma 3 gives us the following result.

Theorem 4. BODS is +1-server (8 ln k + 18)-competitive for TRN when the
metric space is an α-HST T where α ≥ 4 lnk + 9, the server sites are at the
leaves of the tree, and the requests arrive at the leaves of T .

4 Generalization to Any Metric Space

We are now ready to extend our results to any metric space that has k server
sites plus one server per site for the online algorithm. In this setting requests
may arrive at any point in the metric space, whether or not they are designated
server sites.

The new algorithm (GBODS) is as follows: first use the procedure given in
[4] to generate a random (4 lnk + 9)-HST, call it T , from the metric induced
on the k server sites. Then, whenever a request q arrives in the original metric
space, we find its nearest server site, and create a new request there, calling
it q′. Let Q = {q1, q2, . . . , qB} be the sequence of requests that arrive, and let
Q′ = {q′2, q′3, . . . , q′B} be the corresponding set of requests created at the server
sites nearest to the requests in Q. Let T (Q′) be the input instance on HST T
with request sequence Q′. We use BODS on T (Q′) to find an available server s′i
for each q′i in Q′. We then assign each server s′i to each original request qi in Q.

Fakcharoenphol et al [4] showed that any metric space of n points can be
approximated by a randomly generated α-HST where the points in the metric
will be at the leaves of the tree, and the expected distance between points in
the tree will be no more than α log n times their original distance. Applying this
fact along with our Theorem 4, and losing a constant factor due to applications
of the triangle inequality when mapping the solution of input T (Q′) back to the
points of Q in the original metric space, we have the following theorem.

Theorem 5. In expectation, for the online transportation problem, the algo-
rithm GBODS is +1-server O(log3 k)-competitive.

5 Conclusions

The interesting question that naturally arises from the results here is:

Is there a +1-server poly-log-competitive deterministic algorithm for on-
line transportation on an arbitrary metric space?

Intuitively the star is the hardest metric space, and the deterministic +1-server
O(log k)-competitiveness result for a star should extend to an arbitrary metric
space. But current metric embedding techniques do not seem sufficient to ad-
dress this question. One can obtain a poly-log-competitive deterministic offline
algorithm by deterministically generating a collection of HST’s, and then using
the tree that gives the best results [2]. But it is not clear how an online algorithm
should learn or construct the right metric embedding online as it sees requests.
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So it seems like the above question could well be a vehicle to extend the current
understanding of metric embeddings. We are aware of the result in [5] that gives
a deterministic online algorithm that uses a collection of HST’s and is poly-
log-competitive. In the algorithm in [5], log k different HST’s are generated a
priori, and then the online algorithm always uses an HST that is guaranteed to
approximate the distance between points that arrive online. This does not work
for online matching and online transportation because it essentially simulates
the greedy algorithm, which is not competitive in a general metric space.

Alternatively, if it somehow turned out that there is no +1-server poly-log-
competitive deterministic algorithm for online transportation on an arbitrary
metric space, then this would be interesting because it would be the first example
of an online matching/transportation problem where the hardest metric space
was not a star.

Acknowledgments. We thank Anupam Gupta for helpful discussions.
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Abstract. Speed scaling is a power management technique that involves
dynamically changing the speed of a processor. This gives rise to dual-
objective scheduling problems, where the operating system both wants
to conserve energy and optimize some Quality of Service (QoS) measure
of the resulting schedule. Yao, Demers, and Shenker [8] considered the
problem where the QoS constraint is deadline feasibility and the objective
is to minimize the energy used. They proposed an online speed scaling
algorithm Average Rate (AVR) that runs each job at a constant speed
between its release and its deadline. They showed that the competitive
ratio of AVR is at most (2α)α/2 if a processor running at speed s uses
power sα. We show the competitive ratio of AVR is at least ((2−δ)α)α/2,
where δ is a function of α that approaches zero as α approaches infinity.
This shows that the competitive analysis of AVR by Yao, Demers, and
Shenker is essentially tight, at least for large α. We also give an alterna-
tive proof that the competitive ratio of AVR is at most (2α)α/2 using a
potential function argument. We believe that this analysis is significantly
simpler and more elementary than the original analysis of AVR in [8].

1 Introduction

Current processors produced by Intel and AMD allow the speed of the processor
to be changed dynamically. Intel’s SpeedStep and AMD’s PowerNOW technolo-
gies allow the Windows XP operating system to dynamically change the speed
of such a processor to conserve energy. In this setting, the operating system must
not only have a job selection policy to determine which job to run, but also a speed
scaling policy to determine the speed at which the job will be run. In current
CMOS based processors, the speed satisfies the well-known cube-root-rule, that
the speed is approximately the cube root of the power. Energy consumption is
power integrated over time. The operating system is faced with a dual objective
optimization problem as it both wants to conserve energy, and optimize some
Quality of Service (QoS) measure of the resulting schedule.
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The first theoretical worst-case study of speed scaling algorithms was in the
seminal paper [8] by Yao, Demers, and Shenker. Their QoS objective was deadline
feasibility and the objective was to minimize the energy used. More precisely,
each job i has a release time ri when it arrives in the system, a work requirement
wi, and a deadline di by which the job must be finished. If job i runs at constant
speed s, then it completes in wi/s units of time. In this setting, an optimal
job selection policy is Earliest Deadline First (EDF). They assumed a speed to
power function P (s) = sα, where α > 1 is some constant. If the cube-root rule
holds, then α = 3. Yao, Demers, and Shenker [8] showed that the optimal energy
feasible schedule is found by a simple greedy algorithm that we call YDS.

Yao, Demers, and Shenker [8] also proposed an online speed scaling algorithm,
Average Rate (AVR). Conceptually, AVR runs each job i at speed wi/(di − ri)
throughout interval [ri, di], independent of other jobs. This spreads the work
of each job as evenly over time as possible. By the convexity of the speed to
power function, this even spreading is energy optimal if the instance consists of
only one job. The speed of the processor at any time t is then just the sum of
the speeds of the jobs active at that time, that is

∑
i:t∈[ri,di]

wi

di−ri
. AVR is an

appealing speed scaling algorithm because in some sense it is perfectly fair to
all jobs, and each job runs as if it were the only job in the instance.

Yao, Demers, and Shenker [8] showed that the competitive ratio, with respect
to energy, of AVR is at least αα. They also showed that the competitive ratio
of AVR, with respect to energy, is at most (2α)α/2. We now outline this upper
bound competitive analysis of AVR. A job is defined to be of type A if the optimal
schedule is always ahead of AVR on this job. A job is defined to be of type B if
AVR is always ahead of the optimal schedule on this job. A schedule is bitonic if
every job is of type A or type B. [8] observes that there is a worst-case instance
that is bitonic, and that the competitive ratio of AVR is at most 2α−1 times
the competitive ratio of AVR on instances of jobs of just one type (A or B).
[8] then considers instances consisting only of type-A jobs. [8] then introduces
an auxiliary objective function that is related to, but is not exactly, the energy
used. In a somewhat involved reduction, [8] shows that with respect to this
auxiliary objective, there is a worst-case instance where the optimal schedule is
non-preemptive, each job starts when it is released, and the spans of the jobs
are nested (where the span of job i is the interval [ri, di]). When α = 2, [8] then
shows that for such instances, optimizing the auxiliary objective function can
be represented in terms of the eigenvalues of a particular tree-induced matrix,
and shows how to bound the largest eigenvalue for such tree-induced matrices.
[8] states that this argument can be readily generalized to an arbitrary α, and
using Hölder’s inequality, give a bound on the �p norm of a certain tree-induced
matrix that would replace the eigenvalue argument used in the α = 2 case.

So the natural question left open is, “What is the exact competitive ratio of
AVR?” Based on simulation results, [8] conjectured that the competitive ratio of
AVR is exactly αα. That is, that the lower bound in [8] is correct, and intuitively,
that AVR can not simultaneously be losing badly on both type-A and type-B
jobs. In the case that the cube-root rule holds, αα = 33 = 27 is the best known
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competitive ratio for any online algorithm. If the conjecture from [8] was true,
this would be evidence in favor of adopting the AVR speed scaling policy. Not
only would AVR have the best known competitive ratio in the case that the
cube-root rule holds, but AVR is appealingly fair to all jobs.

Unfortunately, in section 4, we show that the upper bound on the competitive
ratio from [8] is essentially tight, at least for larger α. More precisely, we show
that AVR has competitive ratio at least ((2−δ)α)α/2, where δ is a function of α
that approaches zero as α approaches infinity. In the case obeying the cube-root
rule, we get a lower bound of approximately 48 on the competitive ratio of AVR.

In section 5, we give an alternative proof that the competitive ratio of AVR
is at most (2α)α/2. Our analysis uses a potential function argument. We believe
that this analysis is significantly simpler and more elementary than the original
analysis of AVR in [8]. Our competitive analysis of AVR branches off from the
analysis in [8] outlined above after the observation that the competitive ratio
of AVR is at most 2α−1 times the competitive ratio of AVR on jobs of just one
type. We give a potential function argument that AVR is αα-competitive on
type-A jobs. We include a complete analysis of AVR in this paper, including the
elements of the analysis from [8] that we use. In principle, verifying this analysis
requires only basic algebra, except that some basic calculus is used to verify the
positivity/negativity of certain polynomials over particular ranges.

2 Other Related Results

There are now enough speed scaling papers in the literature that it is not prac-
tical to survey all such papers here. We limit ourselves to those papers most
related to the results presented here.

Yao, Demers, and Shenker [8] also proposed another online speed scaling al-
gorithm, Optimal Available (OA). The algorithm OA runs at the optimal speed
(which can be computed using the YDS algorithm) assuming the current state
and that no more jobs will be released in the future. [8] showed that the com-
petitive ratio of OA is at least αα. Using a potential function analysis, Bansal,
Kimbrel, and Pruhs [2] showed that OA is actually αα-competitive.

Bansal, Kimbrel, and Pruhs [2] also introduced an online speed scaling al-
gorithm that we call BKP. Intuitively, BKP tries to mimic the offline YDS
schedule in some way. Formally, at time t BKP runs at speed e v(t) where
v(t) = maxt′>t

w(t,et−(e−1)t′,t′)
e(t′−t) and w(t, t1, t2) is the amount of work that has

release time at least t1, deadline at most t2, and that has already arrived by
time t. [2] showed that BKP is simultaneously O(1)-competitive for total en-
ergy, maximum temperature (assuming cooling obeys Fourier’s law), maximum
power, and maximum speed. Specifically, [2] showed that the competitive ratio
of BKP with respect to energy is at most 2(α/(α−1))αeα. With respect to max-
imum speed, [2] showed that BKP is e-competitive and that this competitive
ratio is optimal among randomized algorithms.

A naive implementation of YDS runs in time O(n3). This can be improved
to O(n2) if the intervals have a tree structure [4]. Li, Yao and Yao [5] gave an
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implementation that runs in O(n2 log n) time for the general case. For hard real-
time jobs with fixed priorities, Yun and Kim [9] showed that it is NP-hard to
compute a minimum-energy schedule. They also gave a fully polynomial time
approximation scheme for the problem. Kwon and Kim [3] gave a polynomial
time algorithm to schedule a processor with discrete speeds. Li and Yao [6] gave
an algorithm with running time O(d · n log n) where d is the number of speeds.

Albers, Müller, and Schmelzer [1] consider the problem of finding energy-
efficient deadline-feasible schedules on multiprocessors. [1] showed that the of-
fline problem is NP-hard, and gave O(1)-approximation algorithms. [1] also gave
online algorithms that are O(1)-competitive when job deadlines occur in the
same order as their release times.

3 Formal Problem Statement

A problem instance consists of n jobs. Job i has a release time ri, a deadline
di > ri, and work wi > 0. In the online version of the problem, the scheduler
learns about a job only at its release time; at this time, the scheduler also learns
the exact work requirement and the deadline of the job. We assume that time
is continuous. A schedule specifies for each time a job to be run and a speed at
which to run the job. The speed is the amount of work performed on the job
per unit time. A job with work w run at a constant speed s thus takes w

s time
to complete. More generally, the work done on a job during a time period is the
integral over that time period of the speed at which the job is run. A schedule
is feasible if for each job i, work at least wi is done on job i during [ri, di]. Note
that the times at which work is performed on job i do not have to be contiguous.
If a job is run at speed s, then the power is P (s) = sα for some constant α > 1.

The energy used during a time period is the integral of the power over that
time period. Our objective is to minimize the total energy used by the schedule.

If A is a scheduling algorithm, then A(I) denotes the schedule output by A
on input I. A schedule is R-competitive for a particular objective function if the
value of that objective function on the schedule is at most R times the value of
the objective function on an optimal schedule. An online scheduling algorithm
A is R-competitive, or has competitive ratio R, if A(I) is R-competitive for all
instances.

For a schedule T , let sT,j(t) denote the speed job j runs at time t in the
schedule T , and let sT (t) =

∑
j sT,j(t) denote the speed of the processor at time

t in schedule T . If U is a subcollection of jobs, let sT,U (t) denote the sum of the
speeds of the jobs in U at time t in the schedule T . We will also substitute an
algorithm for a schedule in this notation. So for example, sAV R(t) is the speed
of the algorithm AVR at time t. We use OPT to denote a particular optimal
schedule. We say that job i is active between its release time and its deadline.
We call wi/(di − ri) the density of job i since this is the job’s work divided by
the length of the interval in which it is active.

Algorithm AVR: At all times t, run the earliest-deadline job at speed sAV R(t) =∑
i

wi

di−ri
, where the sum is over jobs i active at time t.
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Consider a fixed optimum schedule OPT. A job is said to be of type A if
∫ t

rj

sOPT,j(t)dt ≥
∫ t

rj

wj

di − ri
dt for all rj ≤ t ≤ dj

Intuitively, these are the jobs that OPT runs consistently ahead of their density.
Similarly, the jobs of type B are those that OPT runs consistently behind their
density, meaning they satisfy

∫ t

rj

sOPT,j(t)dt ≤
∫ t

rj

wj

di − ri
dt for all rj ≤ t ≤ dj .

In general, a job need not be of either type (or it can also be of both types, in
which case OPT executes exactly as in AVR). We say an instance is bitonic if
every job is of type A, type B, or both (in which case it is arbitrarily assigned
one of the types). A simple observation (Lemma 5) shows that if AVR is c-
competitive for bitonic instances, then it is also c-competitive in general.

4 The Lower Bound

We give an instance on which AVR uses up at least ((2 − δ)α)α/2 times the
energy used by an energy optimum solution, where δ is a function of α that
tends to zero as α increases.

Instance Description: For convenience we will work with a continuous version
of the job instance. We say that work arrives at rate a(t) at time t to mean that
a(t)dt units of work arrive during the infinitesimally small interval [t, t + dt].

The instance consists of two sets of jobs A and B. The work in A arrives
during the time interval [0, 1 − ε], at rate

a(t) =
1

(1 − t)1/α

and all the work in A has deadline 1. Here ε > 0 is an arbitrarily small but fixed
constant. The work in B arrives during the interval [1 − 1/c, 1 − ε/c] (where c is
a constant that will be set to α − 1 later) at rate

b(t) =
c

c1/α(1 − t)1/α

and the work in B arriving at time t has deadline 1 + c(1 − t).

Lemma 1. On the instance above, the optimal algorithm uses total energy at
most 2 ln(1/ε).

Proof: It suffices to give some feasible schedule that uses energy 2 ln(1/ε). Con-
sider the schedule that completes all jobs in A by running at speed a(t) during
[0, 1 − ε]. The energy usage is

∫ 1−ε

0

(a(t))αdt = [− ln(1 − t)]1−ε
0 = ln(1/ε)
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For jobs in B, note that they are released before time 1 and have deadlines
in [1 + ε, 2]. Consider any time x ∈ [1 + ε, 2]. The jobs with deadline in [1 + ε, x]
are released during [1 − x−1

c , 1 − ε
c ]. Their total amount of work is

∫ 1−ε/c

1−(x−1)/c

b(t)dt =
∫ 1−ε/c

1−(x−1)/c

c

c1/α(1 − t)1/α
dt

Let y = 1 + c(1 − t). Then dy = −c · dt, and the amount of work equals
∫ 1−ε/c

1−(x−1)/c

c

c1/α(1 − t)1/α
dt =

∫ 1+ε

x

−1
(y − 1)1/α

dy =
∫ x

1+ε

1
(y − 1)1/α

dy

Therefore, consider the schedule that processes jobs in B at speed b̂(y) = 1
(y−1)1/α

continuously during [1+ ε, 2]. For any x ∈ [1+ ε, 2], the amount of work done by
time x equals the amount work with deadline by x. So the schedule completes
each job in B by its deadline. The energy usage to complete all jobs in B is

∫ 2

1+ε

(b̂(t))αdt = [ln(y − 1)]21+ε = ln(1/ε)

Since the intervals of execution of work in A and B do not overlap, the total
energy used is 2 ln(1/ε) and the lemma follows. ��

Lemma 2. On the instance above, AVR uses total energy at least
αα(1 + c

c1/α(c+1)
)α ln(1/ε) + K, where K is a constant independent of ε.

Proof: Consider the work in A. The work released at time t is scheduled by AVR
uniformly during the interval [t, 1]. Thus, at any time x ∈ [0, 1], the density due
to work in A is

dena(x) =
∫ x

0

a(t) · 1
1 − t

dt =
∫ x

0

1
(1 − t)1/α

· 1
1 − t

dt = α

(
1

(1 − x)1/α
− 1

)

Now consider the work in B. Note that for work released at time t, the duration
between its release time and deadline is 1 + c(1 − t) − t = (c + 1)(1 − t). Thus,
at any time x ∈ [1 − 1

c , 1 − ε
c ], the density due to work in B is

denb(x) =
∫ x

1−1/c

c

c1/α(1 − t)1/α
· 1
(c + 1)(1 − t)

dt

=
c

c1/α(c + 1)
· α

(
1

(1 − x)1/α
− c1/α

)

During the interval [1− 1
c , 1− ε], AVR runs at speed equal to the total density

due to work in A and B. Therefore, the energy usage of AVR is at least
∫ 1−ε

1−1/c

(dena(t) + denb(t))
α

dt

=
∫ 1−ε

1−1/c

(

α

(

1 +
c

c1/α(c + 1)

)

· 1
(1 − t)1/α

− α
2c + 1
c + 1

)α

dt (1)
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Let Y = 1+ c
c1/α(c+1)

. Note that for all t ∈ [1− 1
c , 1− ε], we have that 1− t ≤ 1/c

and hence

2c + 1
c + 1

· (1 − t)1/α

Y
≤ 2c + 1

c + 1
· 1
c1/α

· c1/α(c + 1)
c1/α(c + 1) + c

≤ 2c + 1
(c + 1) + c

= 1

Then, by factoring αY 1
(1−t)1/α , the right side of (1) can be written as

∫ 1−ε

1−1/c

ααY α 1
1 − t

(

1 − 2c + 1
c + 1

· (1 − t)1/α

Y

)α

dt

≥
∫ 1−ε

1−1/c

ααY α

1 − t

(

1 − α
2c + 1
c + 1

· (1 − t)1/α

Y

)

dt as 1 − αx ≤ (1 − x)α for x ≤ 1

=
∫ 1−ε

1−1/c

ααY α

(
1

1 − t
− Z(1 − t)(1/α)−1

)

dt where Z = α(2c+1)
Y (c+1)

= ααY α
[
− ln(1 − t) + αZ(1 − t)1/α

]1−ε

1−1/c

= ααY α

(

− ln ε + αZε1/α + ln
1
c

− αZ(
1
c
)1/α

)

≥ ααY α ln(1/ε) + ααY α

(

ln
1
c

− αZ(
1
c
)1/α

)

since ε > 0

Since α, c, Y and Z are independent of ε the lemma follows. ��
Theorem 3. The competitive ratio of AVR is at least ((2− δ)α)α/2, where δ is
a function of α that tends to zero as α increases.

Proof: By Lemma 1 and 2, when ε tends to zero, the competitive ratio of AVR is
at least ((1 + c1−1/α

c+1 )α)α/2. Putting c = α − 1, the competitive ratio is at least

((1 + (α−1)1−1/α

α )α)α/2, which equals ((2 − δ)α)α/2 where δ = 1 − (α−1)1−1/α

α .
Note that for large α (in particular for α ≥ 2, we have that

δ = 1 − (α − 1)−1/α α − 1
α

= 1 − e(−1/α) ln(α−1)(1 − 1
α

)

≤ 1 −
(

1 − 1
α

ln(α − 1)
)

(1 − 1
α

) using ex ≥ 1 + x for x < 0

=
ln(α − 1)

α
+

1
α

− ln(α − 1)
α2

(2)

Hence δ approaches zero as α approaches infinity. ��
We remark that our bound ((2 − δ)α)α/2 is asymptotically 2α−1αα−1/2−o(1)

for large α, and hence within α1/2+o(1) of the best known upper bound. To see
this, by (2), we obtain that

lim
α→∞

( α

ln α

)
δ ≤ lim

α→∞

(
ln(α − 1)

ln α
+

1
ln α

− ln(α − 1)
α ln α

)

= 1.
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Similarly,

δ ≥ 1 − α1−1/α

α
= 1 − 1

e(ln α/α)
≥ 1 − 1

1 + 1
α ln α

=
ln α

α + lnα
,

and hence
lim

α→∞

( α

ln α

)
δ ≥ lim

α→∞
α

α + lnα
= 1.

Thus the expression (2 − δ)ααα/2 = 2α−1αα(1 − δ/2)α ≈ 2α−1ααα−δα/(2 ln α) =
2α−1ααα−1/2−o(1).

5 An Elementary Proof that AVR is 2α−1αα-competitive

This section gives a complete elementary proof that AVR is 2α−1αα-competitive.
This proof uses some elements of the analysis of AVR in [8] and some variations
on elements of the analysis of OA in [2]. We start with the analysis of AVR on
instances consisting of only type-A jobs. The analysis for general instances then
follows along the same lines as in [8], and is included here for completeness.

Lemma 4. For instances consisting of only type-A jobs, AVR is αα-competitive
with respect to energy.

Proof: We use an amortized local competitiveness argument (for more informa-
tion on such arguments in scheduling problems, see [7]). At any time t, either
a task arrives or finishes, or else an infinitesimal interval of time dt elapses and
AVR consumes sAV R(t)αdt units of energy. We will define a potential function
φ(t) that satisfies the following properties:

– The potential function φ(t) has value 0 before any jobs arrive and after the
last deadline.

– The potential function φ(t) does not increase as a result of AVR completing
a job, OPT completing a job, or the release of a job.

– At any time t,

sAV R(t)α +
dφ(t)

dt
≤ ααsOPT (t)α. (3)

Integrating equation 3 over time and using the other two stated properties, we
can conclude the desired result.

Before we can define the potential function we need to introduce some no-
tation. Let t0 denote the current time and ti denote the time of the ith dead-
line occurring after t0. Then let Ii denote the interval of time [ti, ti+1). Let
τi = ti+1 − ti be the length of interval Ii. Let si denote the speed at which
AVR will work during interval Ii if no new jobs arrive. This can be computed by
summing the densities of active jobs whose deadline is at or after time ti+1. Let
wAV R,i = siτi denote the amount of work that AVR plans to complete during
interval Ii. Let wOPT,i be the portion of the work AVR allocates to interval Ii

that OPT has not yet completed. Because all jobs are of type A, all work that
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is unfinished by OPT is also unfinished by AVR. Without loss of generality, we
assume that when OPT is working on a job j, work is removed from the term
wOPT,i that contains work from job j with the smallest index i. That is, OPT
removes work from the earlier intervals first.

We define the potential function φ(t) as follows:

φ(t) = α
∑

i≥0

sα−1
i (wAV R,i − αwOPT,i) (4)

This potential function is a slight modification of the potential function used in
[2] to analyze the algorithm OA. The difference is that their potential function
uses wOPT,i to denote the work of jobs unfinished for OPT with deadline in Ii.

Now we show that φ has the claimed properties. This function is clearly 0
when there are no active jobs. The completion of a job by OPT also has no effect
since the potential is a continuous function of wOPT,i. The situation when AVR
completes a job is slightly more complicated. Observe that a job completes under
AVR if and only if the size of the interval I0 shrinks to 0, i.e. when the current
time t0 becomes equal to t1, which shifts all the indices. At the moment this
happens AVR has completed all the work allocated to I0 and hence wAV R,0 = 0.
Because all jobs are of type A, OPT has also completed the work allocated to
I1 so wOPT,0 = 0. Thus, the potential is continuous even in this case. (This is
the only time we use that all the jobs are of type A.)

Arrival Case: The next case to consider is when a new job j arrives. First
observe that adding a zero work job with deadline dj does not change the value
of the potential function φ. Thus, we may assume that the new job’s deadline
is tk for some k. Let y be the density of the new job. Then the release increases
the density of intervals I0, I1, . . . , Ik−1 by y, increasing the weight of interval Ii

by yτi for 0 ≤ i ≤ k − 1. This changes the potential function by

Δφ = α

k−1∑

i=0

(
wAV R,i + yτi

τi

)α−1

((wAV R,i + yτi) − α(wOPT,i + yτi))

−α

k−1∑

i=0

(
wAV R,i

τi

)α−1

(wAV R,i − αwOPT,i). (5)

This expression can be rearranged into

k−1∑

i=0

α

τα−1
i

(
(wAV R,i + yτi)α−1(wAV R,i − αwOPT,i − (α − 1)yτi)

−wα−1
AV R,i(wAV R,i − αwOPT,i)

)

By making the substitutions q = wAV R,i, δ = yτi and r = wOPT,i each term of
this sum becomes a quantity shown to be at most 0 by Lemma 8.

Working case: We now consider times when no job arrives, and no jobs com-
plete. Each si, including s0, remains fixed during this time. We have to show
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sAV R(t0)α − ααsOPT (t0)α +
dφ(t)

dt
≤ 0 (6)

or equivalently,

sα
0 − ααsOPT (t0)α +

d

dt
(α

∑

i≥0

sα−1
i (wAV R,i − αwOPT,i)) ≤ 0 (7)

As AVR works, wAV R,0 is decreasing at rate s0, and wAV R,i remains fixed for
all i ≥ 1. Since OPT takes work from a single interval Ii, only one of the wOPT,i

changes; let it be wOPT,k. Then equation (7) is equivalent to

sα
0 − ααsOPT (t0)α + (−αsα−1

0 s0 + α2sα−1
k sOPT (t0)) ≤ 0

Since a job active during one interval is also active in all earlier intervals, sk ≤ s0

and it suffices to show that

(1 − α)sα
0 + α2sα−1

0 sOPT (t0) − ααsOPT (t0)α ≤ 0

Substituting z = s0/sOPT (t0) gives

(1 − α)zα + α2zα−1 − αα ≤ 0 (8)

Let u(z) be the polynomial on the left hand side of inequality 8. Note that
u(0) = −αα and u(+∞) = −∞. In addition, the derivative of u(z) is 0 at only
the point z = α. Since u(α) = 0, we conclude that u(z) is non-positive for z ≥ 0,
which holds because of the definition of z. This establishes inequality 6. ��
Lemma 4 and the argument of Yao, Demers, and Shenker [8] proves the 2α−1αα-
competitiveness of AVR. We now give their argument for completeness.

Lemma 5. [8] Among those instances on which AVR has it worst-case compet-
itive ratio, there is a bitonic instance.

Proof: Consider a worst-case instance I that is not bitonic. We explain how to
transform I into another worst-case instance that is bitonic. There must be a
job i that is of neither type A nor type B. By the definition of the types, there
has to be some times s, u, with s < u, for which one of AVR or OPT is ahead
of the other on job i at time s, but behind at time u. By the intermediate value
theorem, there must be a time t ∈ (s, u) where AVR and OPT have completed
an equal amount of work w on job i. We say that the lead changes at such a
time t. We now create a new instance I ′ from I by replacing job i with two
jobs: one with work w released at time ri with deadline t, and one with work
wi − w released at time t with deadline di. It is easy to see that both AVR and
OPT always run at the same speed in I ′ that they did in I. This transformation
however reduces the number of lead changes by one. Since there can only be a
bounded number of lead changes between YDS = OPT and AVR, a bounded
number of applications of this transformation leads to a bitonic instance. ��
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Lemma 6. [8] AVR is 2α−1αα-competitive on bitonic instances.

Proof Sketch: Given a bitonic instance, let A be the set of type-A jobs and B
be the others. Let AVRA and AVRB denote the energy attributable to A and
B in the AVR schedule, respectively. Define OPTA and OPTB similarly with
reference to the schedule OPT.

Next observe that the roles of type-A jobs and type-B jobs can be swapped
by reversing time and swapping the release time and deadline for each job. Both
YDS and AVR give the same schedule to the forward and backwards versions
so Lemma 4 implies that AVR is simultaneously αα-competitive with respect to
energy attributable to type-A jobs and energy attributable to type-B jobs.

The proof follows by combining the schedules for the jobs of different types.
The optimal cost is clearly at least OPTA + OPTB. To bound the cost of AVR,
define sAV R,A(t) and sAV R,B(t) as the speed of AVR on type-A and type-B jobs
respectively. Then the cost of AVR is at most

∫

sAV R(t)αdt =
∫

(sAV R,A(t) + sAV R,B(t))α dt

≤
∫

2α−1 (sAV R,A(t)α + sAV R,B(t)α) dt

= 2α−1 (AVRA + AVRB)
≤ 2α−1αα(OPTA + OPTB),

which gives the desired ratio. ��
Thus we reach our final theorem, which is an immediate consequence of Lemma
4, Lemma 5, and Lemma 6.

Theorem 7. AVR is 2α−1αα-competitive.

The following lemma from [2] was used in the proof of Lemma 4:

Lemma 8. [2] Let q, r, δ ≥ 0 and α ≥ 1. Then (q + δ)α−1(q − αr − (α − 1)δ) −
qα−1(q − αr) ≤ 0.

Proof: The lemma is equivalent to showing that

(q − αr)[(q + δ)α−1 − qα−1] − (q + δ)α−1(α − 1)δ ≤ 0

Since [(q + δ)α−1 − qα−1] ≥ 0, it suffices to show that

q[(q + δ)α−1 − qα−1] − (q + δ)α−1(α − 1)δ ≤ 0

Let δ = zq, which implies z ≥ 0. The left hand side of the above becomes

qα[(1 + z)α−1 − 1] − qα[(1 + z)α−1(α − 1)z]

Factoring out qα and differentiating the rest with respect to z gives

((α − 1)(1 + z)α−2[1 − (α − 1)z] + (1 + z)α−1(−α + 1))
= ((α − 1)(1 + z)α−2[1 − (α − 1)z − (1 + z)]
= −α(α − 1)z(1 + z)α−2
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This is non-positive since α > 1 and z ≥ 0. Thus, the expression is maximized
at z = 0, where it has value 0. This implies the result. ��

6 Conclusion

Even though AVR is not optimally competitive, one could imagine situations
where a system designer might still adopt AVR because AVR is in some sense
fair to each job. This is analogous to the reason that Processor Sharing (Round
Robin) is adopted in some systems even though Processor Sharing is known not
to have the best competitive ratio for the standard QoS measures.

Acknowledgments: We thank Don Coppersmith for helpful discussions.
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Geometric Aspects of Online Packet Buffering:
An Optimal Randomized Algorithm for Two

Buffers�
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Abstract. We study packet buffering, a basic problem occurring in net-
work switches. We construct an optimal 16/13-competitive randomized
online algorithm PB for the case of two input buffers of arbitrary sizes.
Our proof is based on geometrical transformations which allow to iden-
tify the set of sequences incurring extremal competitive ratios. Later we
may analyze the performance of PB on these sequences only.

Keywords: online algorithms, network problems, packet buffering.

1 Introduction

Nowadays, the performance of network backbones depends on the speed, with
which network devices can switch data packets arriving at the input ports to
the appropriate output ports. Since the traffic is usually bursty, the rate of
arriving packets might be much higher than the rate with which the device can
transmit them, and in result packets might get lost. This motivates the use
of buffers attached to the input ports; these buffers can accumulate incoming
packets and store them for later transmission. The capacity of buffers — although
usually large — is limited, which makes buffer management techniques crucial
for minimizing the data loss.
We study a basic problem in this context. We consider a network device which

has m input ports and one output port. Each input port has an attached buffer
which can store up to B packets; we assume that all packets are of unit size.
Time is slotted into time steps. At any time step, any number of packets may
arrive at the input ports and they are appended to the appropriate buffers. If
a buffer cannot accommodate all the packets, the excess is lost. At any time
step, the device can transmit one packet from one buffer; the buffer managing
algorithm has to choose which buffer to send from. The scenario described above
is typical for input-queued switches or routers. Additionally, this model, in which
packets are equally important, is typical for current IP networks.
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In our setting no information about the future is available to the algorithm. In
particular, we make no probabilistic assumptions about the input. For analyzing
the efficiency of our algorithms we use competitive analysis [13], and — on any
input sequence — compare the throughput (the number of packets transmitted)
of our algorithm and the optimal offline schedule. For any algorithm A and any
sequence of packets arrival τ , we denote the throughput of A on τ by TA(τ).
We call a deterministic algorithm Alg c-competitive if for all sequences τ , it
holds that c · TALG(τ) ≥ TOPT(τ), where Opt denotes the optimal offline algo-
rithm. Number c is called a competitive ratio of the algorithm Alg. If Alg is
a randomized algorithm, then in the definition above we replace TALG(τ) with
its expected value.

Previous Results. There are several results for the basic model described
above. As the optimal competitive ratios can differ depending on the values B
and m, the results address particular classes of these values.
First, we consider deterministic algorithms. The general upper bound holding

for all values of B andm was given by Azar and Richter [2]. They proved that any
deterministic work-conserving (i.e. serving a non-empty queue) algorithm is 2-
competitive. They showed that for B = 1 no deterministic strategy can be better
than (2 − 1

m )-competitive and presented a lower bound on the competitive ratio
of 1.366 − Θ( 1

m ) which holds for any fixed B. Albers and Schmidt [1] improved
that bound showing that for any fixed B and for large m the lower bound can
be arbitrarily close to e/(e − 1) ≈ 1.582. They also showed an algorithm Semi-
Greedy which is 1.944-competitive for B ≥ 2 (see [12]). For B = 2 this algorithm
is optimal and 1.857-competitive; for B → ∞ the algorithm is 1.889-competitive.
For m = 2 and B → ∞, Schmidt [11] demonstrated a lower bound of 16/13 =
1.231 and proved that a greedy algorithm achieves a ratio of 9/7 ≈ 1.286.
Randomized algorithms were also considered: Schmidt [11] showed a 3/2-

competitive Random Permutation algorithm; the competitive ratio holds for any
values of B and m. For the lower bound, define h(n, k) as

h(n, k) =
k + n

k + 1 + (n−1)k+1

nk

and h(n) = min
k∈N

h(n, k) . (1)

A lower bound claimed by Albers and Schmidt in [1], whose proof can be found
in [12], states that for any value of B the competitive ratio of any randomized
algorithm is at least h(m). This value is equal to 16/13 form = 2 and approaches
1.466 for m → ∞.

Our Contribution and Paper Outline. In this paper, we present the first
randomized online algorithm which — for the case of m = 2 buffers with arbi-
trary buffer size B — achieves the optimal competitive ratio of 16/13 ≈ 1.231.
Most papers on packet buffering concentrate around developing a smart algo-

rithm and then comparing its behavior to the optimal one. Hence, the optimal
algorithm is considered only in the analysis. We employ a different approach.
In each step, we trace the set of possible states of the algorithm, which would
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so far serve the sequence in optimal manner. Then by keeping the state of our
online algorithm as close to the center of this set as possible, we ensure that it
performs well compared to the optimal solution. This technique bears some sim-
ilarities to the well-known work-function technique, used for constructing many
optimal or almost optimal online algorithms (for example for k-server [7] or page
migration [3]).
Initially, we construct and analyze a deterministic algorithm PBF in a setting

that allows PBF to have fractional number of packets in its buffers. We note
that the lower bound on the competitive ratio of h(2) = 16/13 holds also for
such model. The proof of PBF optimality consists of two parts. In Sect. 3.2, we
show how the hardest sequences for PBF look like. We show that these input
sequences (we call them regular) have very special structure, which we exploit
to bound the competitiveness of PBF. We prove this by developing a geometric
view on the packet buffering problem; such approach turns out to be surprisingly
successful. Finally, using a potential function-like argument, in Sect. 3.3 we show
that the performance ratio of PBF on any regular sequence is at most 16/13.
We note that the idea of reductions of arbitrary sequences to the most difficult
ones can be found in the previous papers, for example in [11].
As we mentioned above, PBF is a deterministic algorithm which is optimal

in an extended, fractional model. We note that the most straightforward trans-
lation of this solution into a randomized non-fractional one does not work in
our model. Instead, using techniques similar to randomized rounding [10], we
construct a two-dimensional rounding technique, which yields an optimal algo-
rithm PB.
Due to space limitations, the proofs of all technical lemmas appear in the full

version of the paper.

Related Work. One of the most straightforward generalizations of the simple
scenario considered is the model in which packets have values and the objective is
to maximize the total value of packets sent. Although yet not commonly seen in
practice, these Differentiated Services allow Internet Service Providers to assign
different levels of Quality of Service to different data streams.
There are several results concerning the case of maintaining a single buffer,

where packets have to be transmitted in FIFO order and where preemption (evic-
tion of packets already in buffer) is allowed. Currently, the best deterministic pre-
emptive greedy algorithm due to Englert and Westermann [4] achieves a competi-
tive ratio of 1.732 and the best known lower bound for this problem, 1.419, is due to
Kesselman et al [6]. There has also been work on a so-called bounded-delay model,
in which no FIFO order is enforced but packets have deadlines (see e.g. [5]).
Azar and Richter [2] showed how to cope with multiple queues, presenting

a general technique of transforming algorithms for single queue into multiple
queue algorithms, losing factor 2 in the competitive ratio.
The packet buffering problems were also considered under some probabilistic

assumptions on the input sequence (see e.g. [9]). However, there is an observed
evidence that the nature of data traffic in networks is chaotic [8] and does not
follow standard patterns like Poisson arrival model.
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2 Preliminaries

First, let us formally define the input sequence. We transform a description of
packets arrivals τ into a sequence of requests σ with more convenient form.
For each time step in which there are no new incoming packets, we append
a request Idle to sequence σ. For a step in which there are new packets at
input ports, say x0 packets at buffer 0 and x1 packets at buffer 1, we append
Add(0)x1 Add(1)x2 Idle to σ.
By σt we understand the t-th element of σ and by σ|ba the contiguous subse-

quence of σ starting at position (step) a and ending at b. Let σt = σ|t1. We say
that the request σt is processed in step t. For any two sequences σ and σ′ we
denote their concatenation by σσ′.

Semantics of Request Sequence. For any algorithm Alg, the state of its
buffers at the end of a given step can be described by a pair xALG ∈ {0, . . . , B}×
{0, . . . , B}, where the coordinates denote the number of packets in the respective
buffers. For any request (sub)sequence σ, we use xALG(σ) to denote the state of
Alg after it starts with empty buffers and serves the sequence σ. In particular,
by xALG(σt) we mean the state of Alg after processing the first t steps of σ
and xALG(σ0) = (0, 0).
The semantics of the requests from σ sequence is straightforward. Fix any

step t. For Idle request, Alg may choose a non-empty buffer i and transmit one
packet from it. Although the algorithm may also choose not to transmit a packet,
any such algorithm can be transformed to a work-conserving one, which sends
a packet whenever possible, and the competitiveness of the obtained algorithm
is not worse. The way of choosing the buffer for transmission is called pivoting
rule. Note that this rule is the only factor that determines the behavior of the
algorithm.
If σt is an Add(i) request, a new packet is added to the buffer i. If the number

of packets at the i-th buffer is already B, then the packet is immediately lost.
Let �ALG(σt) be the number of packets that are actually added to the buffer in
step t, �ALG(σt) ∈ {0, 1}.
At the end of the input sequence, the algorithm empties all the buffers; we

may assume that they are all transmitted in one batch.
Let H = [0, B] × [0, B]. We may view xALG, the state of Alg, as a point

from H ∩N
2. Then, the Idle and Add operations described above have obvious

geometric interpretation. For any state x , x0 and x1 denote the number of
packets in the respective buffers, and ‖x ‖ = x0 + x1.

Fractional Model. It is now straightforward to generalize the above description
to a fractional model, where the state of Alg can be any point from H (also
the one with fractional coordinates). In particular, the algorithm serving Idle
request may choose to transmit fractional parts of packets from different buffers,
with the only requirement that the total mass of the packets transmitted is at
most 1. Note that the definition of �ALG(σt) can be extended to the fractional
model in a straightforward manner.
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Although we allow online algorithms to use fractional parts of the packets, to
simplify our analysis we compare them to the optimal offline algorithm which
still works in the standard model. We note that the lower bound of 16/13 holds
in the fractional model, as well.

Competitiveness. For any sequence σ and any deterministic (not necessarily
online) algorithm Alg, we define a function lossALG(σ) as the number of pack-
ets lost by the strategy Alg on σ, under the condition that ALG starts with
empty buffers. For any algorithm Alg and two sequences σ and τ we define
Δσ lossALG(τ) = lossALG(στ) − lossALG(σ).
Obviously, the losses can occur only due to Add requests which overflow

some buffer. Therefore, if σ is the whole sequence, lossALG(σ) =
∑

t:σt=ADD(1 −
�ALG(σt)). Let S(σ) denote the total number of packets added in σ, i.e. the
number of Add requests. The throughput of Alg, denoted TALG(σ), i.e. the
number of packets transmitted by Alg, is then equal to S(σ) − lossALG(σ).
Consider a sequence σ. Let Opt be an optimal (offline) algorithm for the

packet buffering problem, i.e. the one which minimizes the number of packets
lost. We define the performance ratio of (an online) algorithm Alg on σ as

RALG(σ) =
TOPT(σ)
TALG(σ)

=
S(σ) − lossOPT(σ)
S(σ) − lossALG(σ)

. (2)

If Σ is any set of sequences, then RALG(Σ) = supσ∈Σ{RALG(σ)}. Let Q be
the set of all possible sequences; then the competitive ratio can be defined as
RALG = RALG(Q). If RALG ≤ α, then we call Alg α-competitive.

OPT State Space. As mentioned in the introduction, we would like to rely the
behavior of our algorithm on tracing the state of some optimal off-line algorithm
buffers in each step. Obviously, the complete knowledge about this state is not
available to an on-line algorithm. Instead we will focus on extrapolating a set
of possible Opt states which can be inferred from the already seen prefix of σ.
In each step we trace a certain set I(σt) of possible states whose relation to
an optimal solution is presented in Lemma 1.
We define set I inductively as I(σ0) = {(0, 0)}, and

Ipre(σt) =

⎧
⎪⎨

⎪⎩

(I(σt−1) − (1, 0)) ∪ (I(σt−1) − (0, 1)) if σt = Idle
I(σt−1) + (1, 0) if σt = Add(0)
I(σt−1) + (0, 1) if σt = Add(1)

, (3)

I(σt) =

{
Ipre(σt) ∩ H if Ipre(σt) ∩ H �= ∅
I(σt−1) otherwise .

(4)

An intuition behind the set I(σt) is that it contains states of all algorithms
which try to greedily reduce their loss, i.e. postpone losing packets. A straight-
forward induction shows that the number of packets in each state from the set I
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Fig. 1. Illustration of the set I and PBF parameters; r0 > 0, r1 < 0

is the same (we denote this number by ‖I‖) and I consists of non-fractional
states contained in an anti-diagonal interval (see Fig. 1a). The following lemma
shows a relation between the set I and optimal solutions.

Lemma 1. There exists an algorithm A, such that xA(σt) ∈ I(σt) for any
step t. Every algorithm with such property is optimal and loses a packet in step t
on Add request if and only if I(σt) �= Ipre(σt).

The main implication of Lemma 1 is that we get a convenient description of the
loss of an optimal algorithm. Namely, we can compute lossOPT(σ) by counting
all Add requests, for which I(σt) �= Ipre(σt).

3 Algorithm PBF

In this section, we present an algorithm PBF, which is optimal in the fractional
model. Let

ri(σ) = xPBFi (σ) − min
z∈I(σ)

zi for i ∈ {0, 1} . (5)

Assume that the adversary decides to issue a maximum number of Add(i) re-
quests without incurring a loss to Opt. Then ri would be the number of packets
lost by PBF. If ri ≤ 0, PBF cannot lose packets in this way (see r1 in Fig. 1b).
We note that ri can be efficiently computed by an online algorithm (as I can be
described by a few parameters). Let bal(σ) = r0(σ) − r1(σ) be called balance.
If PBF encounters Idle request in step t of σ, it computes a new shape

of the set I(σt) first. Then it transmits a total mass of 1 packet, so that the
resulting value of |bal(σt)| is as small as possible. This rule can be interpreted
geometrically as choosing a new state xALG(σt) as close to the perpendicular
bisector (hence the abbreviation PB; F stands for fractional model) of the set I
as possible.

3.1 Outline of the Proof

In the remaining part of this section, we prove the following theorem.
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Theorem 1. For any buffer size B, PBF on two buffers is 16/13-competitive.

Below we present the roadmap of the proof. As we mentioned in the introduction,
the proof is divided into two parts. In the first one, we narrow down instances
on which PBF has high competitive ratio. In the second part, we restrict our
analysis only to these instances.
For any integers x,y, by a block, denoted B(x, y), we understand a subsequence

IdlexAdd(0)y. We also denote the sequence Add(0)B Add(1)B by A. By main
diagonal (MD) we mean the diagonal of the square, which contains all fractional
states z such that ‖z ‖ = B. We say that I is above, at, or below MD if ‖I‖ is,
respectively, greater, equal, or less than B. We introduce the following classes of
sequences.

Definition 1. We denote the set of all sequences by Q. We also define the
following sets of sequences.

– QN : non-trivial. σ ∈ QN if it ends with Add incurring loss to PBF and
x PBF(σt) �= (0, 0) for t > 0.
– QP : proper. σ ∈ QP if it is non-trivial, starts with A, and I(σt) is above
MD for all t ≥ |A|.
– QU : uniform. σ ∈ QU if σ is proper and after initial A, consists only of
Add(0) and Idle requests.
– QR: regular. σ ∈ QR if σ is uniform and has a form AB(x1, y1)B(x2, y2) . . .

B(xn, yn), where after each block B(xi, yi), x PBF0 = B.

The course of the proof is to show each of consecutive relations below.

RPBF ≤ RPBF(QN ) ≤ RPBF(QP ) = RGR(QP ) ≤ RGR(QU ) ≤ RGR(QR) (6)

RGR denotes the performance ratio of a natural Greedy algorithm (see [11]),
which is defined formally later. We show these inequalities in Sect. 3.2. Then,
in Sect. 3.3, we prove that RGR(QR) ≤ 16/13. We note that by [1,12], the
competitive ratio of any online algorithmAlg is at least h(2) = 16

13 , and therefore
PBF is optimal and all the inequalities in (6) can be replaced by equalities.

3.2 Worst-Case Sequences

In this section, we consecutively prove all inequalities of (6) but the last one.
In general, in order to show that RALG(Q1) ≤ RALG(Q2), we show that for
any σ ∈ Q1, we can transform it to obtain a sequence σ̂ ∈ Q2, such that the
performance ratio of Alg does not decrease. Intuitively, σ̂ is more difficult for
Alg than σ.

Changes in Balance. We start from several simple definitions and observa-
tions. We define len(I) as the length of the smallest interval containing set I.
This amount is equal to the number of I elements minus 1.
We conceptually divide each step into two parts. In the first one, the adversary

issues a request and as a result the set I is changed. In case of an Add request,
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x PBF is changed as well. In the second part, which is present only for Idle
requests, PBF transmits some packets.
As a result of anAdd(i) request, ri may decrease by one. This can happen only

if just before this request the set I touches (i.e. has non-empty intersection with)
the upper i-boundary of H, where upper i-boundary is H ∩ {(k0, k1) : ki = B}.
We call such an Add(i) request a hit; such an Add reduces the value of len(I)
by one.
If I is above MD, then in a step with Idle request, both ri increase by 1, and

therefore the balance remains unchanged. On the other hand, if I is at or below
MD and it touches the lower i-boundary of H, the corresponding ri remains
unchanged. If I touches only one boundary, the balance may therefore change
by one. In total, upon an Idle request, in the first part of a step len(I) increases
by 1 minus the number of lower boundaries I touches and in the second part
PBF changes its state according to its pivoting rule. This observation leads to
the following technical lemma.

Lemma 2. For any sequence σ, there exists a non-trivial sequence σ̂, such that
RPBF(σ) ≤ RPBF(σ̂).

Proper Sequences. Consider a non-trivial sequence σ. By the definition, at
the end of σ set I touches an upper boundary (in the following informal de-
scription, we assume that it touches both boundaries). However, if we look from
the adversary point of view, it is not obvious when this should happen for the
first time. It is also not clear that keeping the set I below the main diagonal is
not preferable — even if this constraints the growth of the set I, the resulting
constraints on PBF’s behavior might be beneficial for the adversary.
We address the issues above by showing that proper sequences incur the worst

performance ratio of PBF. Namely, we prove that for any sequence σ, there exists
another sequence σ̂ with not smaller performance ratio, such that σ̂ starts with
filling the buffers with packets and later it keeps the set I all the time above the
diagonal.
We construct σ̂ on the basis of σ, so that after initial filling the buffers, σ̂

contains almost the same steps as σ. We can imagine that we have two instances
of PBF running “in parallel” on σ and on σ̂. We show that it is possible to
maintain an invariant that the set I and the point x PBF for σ̂ are equal to I
and x PBF for σ translated by some vector. This invariant allows us to prove that
the performance of PBF can only worsen by replacing σ with σ̂.
How do we create σ̂? If the request of σ does not change I and the spatial

relation between I and x PBF, we do not append anything to σ̂ . Otherwise, if
we have an Add request in σ, which is a hit, then this Add appended to σ̂ is a
hit as well (as I(σ̂) touches both boundaries). The only problem arises when we
have an Idle request in σ occurring when I touches both lower boundaries, as
in this case len(I) decreases. To simulate such change also on the instance σ̂, we
introduce an additional request Lift. We justify this enhancement later in this
section, by showing that the adversary does not need Lift to impose the worst
competitive ratio.
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Lift adds a half of a packet to both buffers of PBF. When it is issued in step
t, it changes set I in a way opposite to the effect an Idle request would have.
Namely, we extend the definition (3) by the following case.

Ipre(σt) = (I(σt−1) + (1, 0)) ∪ (I(σt−1) + (0, 1)) if σt = Lift (7)

Lemma 3. For any non-trivial sequence σ, there exists a proper sequence σ̂
(possibly containing Lift requests) such that RPBF(σ) ≤ RPBF(σ̂).

Uniform Sequences. An important observation at this stage is that when
we constrain our consideration only to proper sequences σ (possibly containing
Lifts), PBF behaves like a Greedy algorithm. The set I always touches both
upper boundaries of H (and in fact, the whole set I is therefore defined by
a single variable ‖I‖). Thus, its perpendicular bisector always coincides with the
main anti-diagonal of H and PBF just tries to move as close to it as possible,
i.e. transmits packets to minimize the maximal level of packets in its buffers.
This is exactly the pivoting rule of Greedy.
Now we want to further simplify the structure of the worst-case instances.

Lemma 4. Let λ, λ′ be two proper sequences possibly containing Lift requests,
such that xGR

0 (λ′) ≥ xGR
0 (λ), xGR

0 (λ′) ≥ xGR
1 (λ′), and ‖xGR(λ)‖ ≥ ‖xGR(λ′)‖.

Let τ be a sequence consisting only of Add(0) and Idle requests, such that λτ
and λ′τ are proper. Then Δλ′ lossGR(τ)−ΔλlossGR(τ) ≥ ‖xGR(λ′)‖−‖xGR(λ)‖.

Lemma 5. For any proper sequence σ, which may contain Lift requests, there
exists a uniform sequence σ̂, such that RGR(σ) ≤ RGR(σ̂).

Proof. We show a series of transformations of σ, which eventually lead to a uni-
form sequence σ̂ . Assume that σ contains some other request than Add(0) and
Idle, and σt is the last such request. Then σ||σ|t+1 consists only of Add(0) and
Idle requests. If necessary, by swapping the labels of buffers in σt, we may
ensure that xGR

0 (σt−1) ≥ xGR
1 (σt−1). We call the resulting sequence σ̃.

Let λ = σt, λ′ = σ̃t−1Add(0), and τ = σ||σ|t+1. Obviously, λτ = σ, λ′τ = σ̃,
S(σ̃) = S(σ), As the set I changes in the same manner on Add and Lift re-
quests, lossOPT(σ̃) = lossOPT(σ). We also have ‖xGR(σ̃t−1)‖ = ‖xGR(σt−1)‖
and lossGR(σ̃t−1) = lossGR(σt−1). Since xGR

0 (σ̃t−1) ≥ xGR
1 (σ̃t−1), it holds that

Δ
�σt−1 lossGR(Add(0)) ≥ Δσt−1 lossGR(σt). Additionally, lossGR(λ′)−lossGR(λ) =

‖xGR(λ)‖ − ‖xGR(λ′)‖ ≥ 0. Since λ, λ′, and τ satisfy the requirements of
Lemma 4, we get that lossGR(λ′τ) ≥ lossGR(λτ) and thus RGR(σ̃) ≥ RGR(σ).
After repeating the above operation at most |σ| times, we end up with a de-

sired sequence σ̂ , which is actually equal to σ with all Add(1) and Lift requests
replaced by Add(0). �

Regular Sequences. We cannot analyze uniform sequences easily, because
Idle and Add(0) requests can be arbitrarily mixed. In order to alleviate this
problem, we show how to change a uniform sequence into a regular one.
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Lemma 6. For any uniform sequence σ, there exists a regular sequence σ̂, such
that RGR(σ) ≤ RGR(σ̂).

Proof. We denote a subsequence Add(0) Idle by F . We process σ from the
beginning to the end, looking for F . We show that if σ contains F and xGR

0 ≤
B − 1 after processing Add(0) request from F , then such F can be removed
from σ without decreasing the performance ratio. Moreover, after the removal the
sequence remains proper. By applying this removal inductively to any occurrence
of F in σ, we eventually get a regular σ̂ .
Assume that σ = σprecF σsucc. We look separately at the change of the

throughput of Opt and Greedy. If xGR
0 (σprec) ≤ B − 1, then obviously the

removal of F from σ does not change the state of Greedy and decreases
its throughput by 1. The change of TOPT is twofold. First, it decreases by 1,
since one Idle was removed. Second, on σsucc it may only increase because
‖I(σprec)‖ ≥ ‖I(σprecF)‖. Moreover, in either case, ‖I‖ can only increase after
the removal, which implies that the new sequence is also proper. �

3.3 Performance Ratio on Regular Sequences

In this section we prove that the performance ratio of Greedy on any regular
sequence is at most 16/13. By the previous section, this will prove the competi-
tiveness of PBF. We begin with an observation on the behavior of Greedy on
regular sequences.

Lemma 7. Fix any regular sequence σ = AB(x1, y1), B(x2, y2) . . . B(xn, yn).
Then xGR(σ) = (B, B − γi), where γ0 = 0 and γi ∈ [0, B) for all i ≤ n.
Moreover, we have the following recurrence relation for γi

γi =

{
γi−1 if xi ≤ γi−1
γi−1+xi

2 if xi > γi−1

.

Fix any x ∈ [0, 1). Let i be an integer such that x ∈ [1 − 2−i, 1 − 2−(i+1)). We
define

s(x) = i +
x − (1 − 2−i)

2−(i+1)
. (8)

Lemma 8. s(x) is continuous, piecewise linear, and monotonically increasing.
Moreover, for any 0 ≤ a < b ≤ 1, it holds that s(a+b

2 ) − s(a) ≤ b and s(a) ≥
16
3 · a − 2.

By a simple induction, we may prove the following bound.

Lemma 9. For any regular sequence σ = AB(x1, y1)B(x2, y2) . . . B(xn, yn),
and a corresponding sequence γ1, γ2, . . . , γn, it holds that

∑n
i=1 xi/B ≥ s(γn/B).

Lemma 10. For any regular sequence σ, RGR(σ) ≤ 16/13.



262 M. Bienkowski and A. Mądry

Fig. 2. Distribution of PB possible states

Proof. Let σ = AB(x1, y1)B(x2, y2) . . . B(xn, yn). This determines the sequence
γ1, γ2, . . . , γn. Since σ is non-trivial, both Opt and Greedy transmit packets
during all

∑n
i=1 xi Idle requests of σ. Afterwards, xGR = (B − γn, B) and

Opt has at most 2 · B packets; these packets are transmitted at the end of σ.
Therefore, the reciprocal of the performance ratio on σ is

(
∑n

i=1 xi) + B + (B − γn)
(
∑n

i=1 xi) + B + B
= 1 − γn/B

2 +
∑n

i=1 xi/B
≥ 1 − γn/B

2 + s(γn/B)
≥ 13

16
,

where the last two inequalities follow from Lemmas 9 and 8, respectively. �

4 Randomization

In this section we describe a randomized algorithm PB, which works in a stan-
dard model and whose expected loss on a sequence σ is exactly the same as the
loss of PBF on σ in the fractional model.
PB traces the current state of PBF. In case of Idle requests, PB tries to

transmit a packet in such a way, that the expected number of packets in its
buffers is equal to the actual number of packets in the buffers of PBF. We
define PB algorithm implicitly, i.e. in each step we show what its probability
distribution over possible states should be.

Definition 2. Fix any (fractional) state of the buffers x = (k0 + a, k1 + b),
where k0, k1 ∈ N and a, b ∈ [0, 1]. Define the following random variables:

�(x ) =

⎧
⎪⎨

⎪⎩

(1, 0) w.prob. a
(0, 1) w.prob. b
(0, 0) w.prob. 1 − a − b

�(x ) =

⎧
⎪⎨

⎪⎩

(1, 0) w.prob. 1 − b

(0, 1) w.prob. 1 − a

(1, 1) w.prob. a + b − 1

Let μ(x ) = (k0, k1)+�(x ) if a+ b ≤ 1, and μ(x ) = (k0, k1)+�(x ) if a+ b ≥ 1.

We observe that E[μ(x )] = x . For more intuitions about function μ, see Fig. 2.
Each point from the square represents a legal state of an algorithm in the frac-
tional model. Legal states of the algorithm in the standard model are represented
by dots (points with integer coordinates). Then μ(x ) is just a function which
assigns probabilities to the vertices of a triangle enclosing x .
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Lemma 11. It is possible to construct a randomized online algorithm PB for
the standard model, such that x PB(σ) = μ(x PBF(σ)) for any sequence σ. In
effect, lossPB(σ) = lossPBF(σ).

Theorem 2. PB is 16
13 -competitive for the packet buffering problem on two

buffers.
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Abstract. We consider the problem of maximizing the minimum load
for machines that are controlled by selfish agents, who are only inter-
ested in maximizing their own profit. Unlike the classical load balancing
problem, this problem has not been considered for selfish agents until
now.

For a constant number of machines, m, we show a monotone poly-
nomial time approximation scheme (PTAS) with running time that is
linear in the number of jobs. It uses a new technique for reducing the
number of jobs while remaining close to the optimal solution. We also
present an FPTAS for the classical problem, i.e., where no selfish agents
are involved (the previous best result for this case was a PTAS) and use
this to give a monotone FPTAS.

Additionally, we give a monotone approximation algorithm with ap-
proximation ratio min(m, (2 + ε)s1/sm) where ε > 0 can be chosen ar-
bitrarily small and si is the (real) speed of machine i. Finally we give
improved results for two machines.

1 Introduction

In this paper, we are concerned with a fair allocation of jobs to parallel re-
lated machines, in the sense that each machine should contribute a ’reasonable
amount’ (compared to the other machines) to the processing of the jobs. Specif-
ically, we are interested in maximizing the minimum load which is assigned to
any machine. This value is also known as the cover, as it is the amount to which
all machines are “covered”. This problem has been studied in the past on identi-
cal [11,10,19] as well as related machines [7] and also in the online setting where
jobs arrive one by one and need to be assigned without information about fu-
ture jobs [6]. It is also closely related to the max-min fairness problem [9,15,8],
where we want to distribute indivisible goods to players so as to maximize the
minimum valuation.

In our case, the players (machines) have negative valuations for the jobs, since
there is a cost incurred in running the jobs. So our goal becomes maximizing the
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minimum loss, i.e., making sure that the cost of processing is not distributed too
unfairly. Moreover, the machines are controlled by selfish agents that only care
about maximizing their individual profit (or minimizing their individual loss).
The speeds of the machines are unknown to us, but before we allocate the jobs,
the agents will give us bids which may or may not correspond to the real speeds
of their machines.

Our goal in this paper will be to design truthful mechanisms, i.e., design
games in such a way that truth telling is a dominant strategy for the agents:
it maximizes the profit for each agent individually. This is done by introducing
side payments for the agents. In a way, we reward them (at some cost to us) for
telling us the truth. The role of the mechanism is to collect the claimed private
data (bids), and based on these bids to provide a solution that optimizes our
desired objective, and hand out payments to the agents. The agents know the
mechanism and are computationally unbounded in maximizing their utility.

The seminal paper of Archer and Tardos [3] considered the general problem of
one-parameter agents. The class of one-parameter agents contain problems where
any agent i has a private value ti and his valuation function has the form wi · ti,
where wi is the work assigned to agent i. Each agent makes a bid depending on
its private value and the mechanism, and each agent wants to maximize its own
profit. The paper [3] shows that in order to achieve a truthful mechanism for
such problems, it is necessary and sufficient to design a monotone approximation
algorithm. An algorithm is monotone if for every agent, the amount of work
assigned to it does not increase if its bid increases. More formally, an algorithm
is monotone if given two vectors of length m, b, b′ which represent a set of m
bids, which differ only in one component i, i.e., bi > b′i, and for j �= i, bj = b′j ,
then the total size of the jobs (the work) that machine i gets from the algorithm
if the bid vector is b is never higher than if the bid vector is b′.

Using this result, monotone (and therefore truthful) approximation algorithms
were designed for several classical problems, like scheduling on related machines
to minimize the makespan [3,5,1,17], shortest path [4,13], set cover and facility
location games [12], and combinatorial auctions [18,2].

Formal definition. Denote the number of jobs by n, and the size of job j by pj

(j = 1, . . . , n). Denote the number of machines by m, and the speed of machine
i by si (i = 1, . . . , m). As stated, each machine belongs to a selfish user. The
private value (ti) of user i is equal to 1/si, that is, the cost of doing one unit of
work. The load on machine i, Li, is the total size of the jobs assigned to machine
i divided by si. The profit of user i is Pi − Li, where Pi is the payment to user
i by the payment scheme defined by Archer and Tardos [3]. Let b−i denote the
vector of bids, not including agent i. We write b (the total bid vector) also as
(b−i, bi). Then the payment function for user i is defined as

Pi(b−i, bi) = hi(b−i) + biwi(b−i, bi) −
∫ bi

0

wi(b−i, u)du,

where wi(b−i, bi) is the work (total size of jobs) allocated to user i given the bid
vector b and the hi are arbitrary functions.
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Our goal is to maximize min Li. This problem is NP-complete in the strong
sense [14] even on identical machines. In order to analyze our approximation
algorithms we use the approximation ratio. For an algorithm A, we denote its
cost by A as well. An optimal algorithm is denoted by opt. The approximation
ratio of A is the infimum R such that for any input, A ≤ R · opt. If the
approximation ratio of an offline algorithm is at most ρ we say that it is a
ρ-approximation.

Previous results (non-selfish machines). For identical machines, Woeginger [19]
designed a polynomial time approximation scheme (PTAS). He also showed that
the greedy algorithm is m-competitive. This is optimal for deterministic on-
line algorithms. Azar and Epstein [6] presented a randomized O(

√
m log m)-

competitive online algorithm and an almost matching lower bound of O(
√

m).
In [7], a PTAS was designed for related machines. For the semi-online case in

which jobs arrive in non-increasing order, [6] gave an m-competitive algorithm
called Biased-Greedy and showed that no algorithm could do better. For the
case where jobs arrive in non-increasing order and also the optimal value is
known in advance, [6] gave a 2-competitive algorithm Next Cover.

For unrelated machines, Bezáková and Dani [9] give several algorithms. One
gives a solution value which is at most opt − pmax less than the optimum,
where pmax is the largest job size (on any machine). Note that this result may
be close to zero. Two other algorithms have performance guarantee n − m + 1.
Golovin [15] gave an algorithm which guarantees that at least a (1−1/k) fraction
of the machines receive jobs of total value at least opt/k, for any integer k. In
the same paper, he also gave an O(

√
n)-approximation for the case of restricted

assignment (each job can only be assigned to a subset of the machines, and has
the same size on each allowed machine) where all job sizes are either 1 or some
value X .

For the case of restricted assignment (without further restrictions on job sizes),
Bansal and Sviridenko [8] provided an O(log log m/ log log log m)-approximation.
Bezáková and Dani [9] showed that no polynomial-time algorithm can have a
performance guarantee better than 2 unless P=NP. In particular, no PTAS is
possible.

Our results. We present a monotone strongly polynomial time approximation
scheme (PTAS) for a constant number of related machines. Its running time is
linear in the number of jobs, n. To the best of our knowledge, the technique
it uses for reducing the number of jobs while remaining close to the optimal
solution is new. We then give a new result for non-selfish related machines (the
classical problem) by presenting an FPTAS for it. We use this to give a monotone
FPTAS with running time polynomial in n and ε and the logarithm of sum of
job sizes.

Additionally, we present a monotone approximation algorithm which is based
on Next Cover and achieves an approximation ratio of min(m, (2 + ε)s1/sm).
This algorithm is strongly polynomial-time for an arbitrary number of machines,
and it is the first such algorithm that is monotone. It seems difficult to design a
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monotone approximation algorithm with a constant approximation ratio for an
arbitrary number of machines. Finally, we study two monotone algorithms for
two machines, and analyze their approximation ratios as a function of the speed
ratio between them. These algorithms are very simple and in many cases faster
than applying the PTAS or FPTAS on two machines.

Sorting. Throughout the paper, we assume that the jobs are sorted in order of
non-increasing size (p1 ≥ p2 ≥ . . . ≥ pn), except in Section 3, and the machines
are sorted in a fixed order of non-decreasing bids (i.e. non-increasing speeds,
assuming the machine agents are truthful, s1 ≥ s2 ≥ . . . ≥ sm).

2 Unsuccessful Directions

To give a flavor of the problem, we begin by describing some algorithms that
seem reasonable, but that have a very high approximation ratio and/or are not
monotone. First we note that it is known that any deterministic algorithm which
can be seen as a purely online algorithm (i.e., does not have any a-priori infor-
mation on jobs, and cannot perform sorting), cannot have finite approximation
ratio [6]. It follows from the same paper that algorithms which sort the jobs by
non-increasing size but are otherwise online (i.e. after sorting, no information
about later jobs is used apart from the fact that they will not be larger than the
current job) cannot be better than m-competitive. Nor can online algorithms
that only know the value of the optimal cover do better.

The following natural algorithms are either not monotone, or have an infinite
approximation ratio.

– Least Processing Time (LPT). This algorithm does not even have finite ap-
proximation ratio. Given two machines of speeds 1 and 4, and two jobs of
size 1, it will assign both jobs to the machine of speed 4. But then the cover
is 0. Moreover, it is known that LPT is not monotone but an adaptation
called LPT* is monotone [17]. However, the adaptation acts the same on
this input and thus it cannot be used for the current problem.

– A greedy algorithm which sorts the jobs first, and assigns every job, in turn,
to the least loaded machine, ignoring the effect of the new job on the schedule,
has an infinite approximation ratio. This can be seen from the following
example. There are two machines, of speeds 1 and M (for a large positive
M) and two jobs of sizes M and 1. If the larger job is assigned to the slower
machine and the smaller on to the faster machine, we get an approximation
ratio of M .

– Biased-Greedy is a a special case of the previous algorithm which prefers
faster machines in case of ties. As stated above, it cannot be better than
m-competitive. Moreover, is not monotone. Consider an example with three
machines of speeds 10, 9, 9 and four jobs of sizes 3, 3, 2, 2. One of the two
slowest machines receives two jobs of size 2. If the speed of this machine
increases to 10, it would only get one job of size 3.
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– LPT-Cover. This is a natural variant of LPT for the covering problem. It
orders the jobs by size as before, but now, assign each job to that machine
where it improves the cover the most. In particular, as long as there are
empty machines, assign jobs there. This algorithm assigns job arbitrarily to
empty machines, therefore it is no better than the previous greedy algorithm.
If it is defined to give preference to faster machines, then it acts as Biased-
Greedy on the input stated above.

Approach-Average. To conclude this section, we state another direction that
was not studied before and initially seems promising, but fails. Calculate A =∑

j pj/
∑

i si. Assign jobs (ordered by size) to a machine which after assignment
of the job has load closest to A (which is an upper bound on opt). This algorithm
also has unbounded approximation ratio. Consider the following input. There are
m machines, one of them has speed 1, the others have speed 1/m. There are m
jobs of size 1. It can be seen that a cover of (only) 1/m can be achieved. But A
is slightly more than m/2, and the first m/2 jobs of size 1 will be assigned to
the fast machine, which results in a load of zero on at least one slow machine.

3 PTAS for Constant m

To derive a PTAS, we would as usual like to reduce the number of options to
be considered by rounding job sizes. However, a main problem here is that the
rounding should be independent of the bids, since otherwise when one agent
lies we get a different rounding and possibly a completely different set of jobs,
making it unlikely to give a monotone assignment and certainly very hard to
prove monotonicity. This was the main technical problem that we had to address
in developing our PTAS. Due to space constraints, it is the only issue that we
address here.

We construct an input for which we can find an optimal job assignment which
is the smallest assignment lexicographically, and thus monotone. We build it in
a way that the value of an optimal assignment for the adapted input is within a
multiplicative factor of 1 − 3ε from the value of an optimal assignment for the
original input. This is done by reducing the number of jobs of size no larger than
opt to a constant number (dependent on m and ε), using a method which is
oblivious of the machine speeds.

Let Δ = 2m2/ε2 + m. If the input consists of at most Δ jobs, then we are
done. Otherwise, we keep the Δ largest such jobs as they are. This set is denoted
by JL. Let JS be the rest of the jobs.

Let A be the total size of the jobs in JS . Let a be the size of the largest job
in JS . If A ≤ 3aΔ, we combine jobs greedily to create mega-jobs of size in the
interval [a, 3a]. One mega-job is created by combining jobs until the total size
reaches at least a, this size does not exceed 2 · a. If we are left with a remainder
of size less than a, it is combined into a previously created job. The resulting
number of mega-jobs created from JS is at most 3Δ.

Otherwise, we apply a “List Scheduling” algorithm with as input the jobs in
JS and Δ identical machines. These machines are only used to combine the jobs
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of Js into Δ mega-jobs and should not be confused with the actual (m) machines
in the input.

List Scheduling (LS) works by assigning the jobs one by one (in some order)
to machines, each job is assigned to the machine with minimum load (at the
moment the job is assigned). LS thus creates Δ sets of jobs and the maximum
difference in size between two sets is at most a [16]. The jobs in each set are now
combined into a mega-job. Thus we get Δ mega-jobs with sizes in the interval
[ A
Δ − a, A

Δ + a]. Since A
Δ ≥ 3a, we get that the ratio between the size of two such

mega-jobs is no larger than 2.
In all three cases we get a constant number of jobs and mega-jobs.

Running time. We reduce the number of jobs to a constant. Note that we are only
interested in identifying the Δ largest jobs. After this we merge all remaining jobs
using a method based on their total size. These things can be done in time linear
in n. Finally, once we have a constant number of jobs, we only need constant
time to find an optimal solution for them. Thus our algorithm has running time
which is linear in the number of jobs n.

4 FPTAS for Constant m

In the full version of this paper, we present a monotone fully polynomial-time
approximation scheme for constant m. This scheme uses as a subroutine a non-
monotone FPTAS which is described in Section 4.1. We explain how this sub-
routine can be used to create a monotone FPTAS in the full paper.

In the current problem, it can happen that some jobs are superfluous: if they
are removed, the optimal cover that may be reached remains unchanged. Even
though these jobs are superfluous, we need to take special care of these jobs to
make sure that our FPTAS is monotone. In particular, we need to make sure
that these superfluous jobs are always assigned in the same way, and not to very
slow machines. We therefore needed to modify the FPTAS mechanism from [1]
because we cannot simply use any “black box” algorithm as was possible in [1].

4.1 An FPTAS Which is Not Monotone

Choose ε so that 1/ε is an integer. We may assume that n ≥ m, otherwise
opt = 0 and we assign all jobs to machine 1. In the proof of Lemma 2 we show
that this assignment is monotone.

We give an algorithm which finds the optimal cover up to a factor of 1 −
2ε. We can again use an algorithm which is an m-approximation [6], therefore
we can assume we can find opt within a factor of m. We scale the problem
instance such that that algorithm returns a cover of size 1. Then we know that
opt ∈ [1, m]. We are now going to look for the highest value of the form j · ε
(j = 1/ε, 1/ε + 1, . . . , m/ε) such that we can find an assignment which is of
value at least (1 − ε)jε. That is, we partition the interval [1, m] into many small
intervals of length ε. We want to find out in which of these intervals opt is, and
find an assignment which is at most one interval below it.
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Given a value for j, we scale the input up by a factor of n
jε2 ≥ m

mε ≥ 1. Now
the target value (the cover that we want to reach) for a given value of j is not
jε but S = n/ε. Sort the machines by speed. For machines with the same speed,
sort them according to some fixed external ordering. For job k and machine i,
let �k

i = �pk/si� (k = 1, . . . , n; i = 1, . . . , m).
We use dynamic programming based on the numbers �k

i . A load vector of a
given job assignment is an m-dimensional vector of loads induced by the assign-
ment. Let T (k, a) be a value between 0 and m for k = 0, . . . , n and an (integer!)
load vector a. T (k, a) is the maximum number such that job k is assigned to
machine T (k, a) and a load vector of a (or better) can be achieved with the jobs
1, . . . , k. If the vector a cannot be achieved, T (k, a) = 0. If a (or better) can be
achieved, T (k, a) is a number between 1 and m.

We initialize T (0, 0) = m, representing that a cover of 0 can be achieved
without any jobs (this is needed for the dynamic program), and T (0, a) = 0
for any a > 0. For a load vector a = (a1, . . . , am), T (k, a) is computed from
T (k − 1, a) by examining m values (each for a possible assignment of job k):

T (k, a) = max
(
0,

{
i ∈ {1, . . . , m}

∣
∣ai − �k

i ≥ 0 ∧ T (k − 1, (a−i, ai − lki )) > 0
})

The notation (a−i, x) represents the load vector in which the ith element of a
has been replaced by x and all other elements are unchanged. Each value T (k, a)
is set only once, i.e., if it is nonzero it is not changed anymore. When a value
T (k, a) is set to a nonzero value x, we also set T (k, (a−i, ai − y)) = x for every
y = 1, . . . , lki − 1 such that T (j, (a−i, ai − y)) = 0. This represents the fact that
although a load vector of precisely a cannot be achieved with this assignment,
a load vector that dominates a (is at least as large in every element) can be
achieved by assigning job k to machine T (k, a).

The size of the table T for one value of k is (S+1)m. The n tables are computed
in total time nmS(S + 1)m = O(m(n/ε)m+2). (The factor S is from updating
the table after setting some T (k, a) to a nonzero value.) As soon as we find a
value k ≤ n such that T (k, S, . . . , S) > 0, we can determine the assignment for
the first k jobs by going back through the tuples. Each time, we can subtract the
last job from the machine where it was assigned according to the value of the
tuple to find the previous load vector. If some element of the load vector drops
below 0 due to this subtraction, we replace it by 0. If k < n, the last n − k jobs
are assigned to machine 1 (the fastest machine).

If T (n, S, . . . , S) = 0 after running the dynamic program, the target value
cannot be achieved. In this case we adjust our choice of j (using binary search)
and try again. In this way, we eventually find the highest value of j such that
all machines can be covered to jε using jobs that are rounded.

Note that the loss by rounding is at most n per machine (in the final scaled
instance): if we replace the rounded job sizes by the actual job sizes as they were
after the second scaling, then the loss is at most 1 per job, and there are at
most n jobs on any machine. So the actual cover given by the assignment found
by the dynamic program is at least S − n. Since the target value S = n/ε, we
lose a factor of 1 − ε with regard to S. After scaling back (dividing by n/(jε2)
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again) we have that the actual cover found is at least (1 − ε)jε. On the other
hand, due to the binary search a cover of (j + 1)ε cannot be reached (not even
with job sizes that are rounded up). This implies that our cover is at least
(1 − ε)(opt − ε) ≥ (1 − 2ε)opt since opt ≥ 1.

5 Approximation Algorithm SNC for Arbitrary Values
of m

In this section, we present an efficient approximation algorithm for an arbitrary
number of machines m. Our algorithm uses Next Cover [6] as a subroutine. This
semi-online algorithm is defined in Figure 1. Azar and Epstein [6] showed that
if the optimal cover is known, Next Cover (NC) gives a 2-approximation. That
is, for the guess G = opt/2 it will succeed. NC also has the following property,

Input: guess value G, m machines in a fixed order of non-increasing speeds, n jobs
in order of non-increasing sizes.
For every machine in the fixed order, starting from machine 1, allocate jobs to the
machine according to the sorted order of jobs until the load is at least G.
If no jobs are left and not all machines reached a load level of G, report failure. If
all machines reached a load of G, allocate remaining jobs (if any) to machine m,
and report success.

Fig. 1. Algorithm Next Cover (NC)

which we will use later.

Lemma 1. Suppose NC succeeds with guess G but fails with guess G+ ε, where
ε ≤ 1

3G. Then in the assignment for guess G, the work on machine m is less
than mw + ε, where w ≥ G is the minimum work on any machine.

Our algorithm Sorted Next Cover (SNC) works as follows. A first step is to derive
a lower bound and an upper bound on the largest value which can be achieved
for the input and m identical machines. To find these bounds, we can apply LPT
(Longest processing Time), which assigns the sorted (in non-increasing order)
list of jobs to identical machines one by one. Each job is assigned to the machine
where the load after this assignment is minimal. It was shown in [11,10] that the
approximation ratio of LPT is 4m−2

3m−1 < 4
3 . Thus we define A to be the value of

the output assignment of LPT. We also define L = A
2 and U = 4

3A. We have
that A and U are clear lower an upper bounds on the optimal cover on identical
machines. Since NC always succeeds to achieve half of an optimal cover, it will
succeed with the value G = L. Since a cover of U is impossible, the algorithm
cannot succeed with the value G = U . Throughout the algorithm, the values L
and U are such that L is a value on which NC succeeds whereas U is a failure
value. We perform a geometrical binary search. It is possible to prove using
induction that if NC succeeds to cover all machines with a guess value G, then it
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succeeds to cover all machines using a smaller guess value G′ < G. The induction
is on the number of machines and the claim is that in order to achieve a cover
of G′ on the first i machines, NC uses the same subset or a smaller subset used
to achieve G.

The algorithm has a parameter ε ∈ (0, 1/2) that we can set arbitrarily. See
Figure 2. Since the ratio between U and L is initially constant, it can be seen
that the algorithm completes in at most O( 1

log(1+ε/2) ) steps. The overall running
time is O(n(log n + 1/ log(1 + ε/2)) due to the sorting. Note that Steps 2 and 6
are only executed once.

Input: parameter ε ∈ (0, 1/2), sorted set of jobs (p1 ≥ . . . ≥ pn), sorted machine
bids (b1 ≤ . . . ≤ bm).

1. If there are less than m jobs, assign them to machine 1 (the machine of speed
s1), output 0 and halt.

2. Scale the jobs so that
�n

i=1 pj = 1. Run LPT on identical machines and denote
the value of the output by A. Set L = A

2 and U = 4
3A.

3. Apply Next Cover on identical machines with the guess G =
√

U · L.
4. If Next Cover reports success, set L = G, else set U = G.
5. If U − L > ε

2L, go to step 3, else continue with step 6.
6. Apply Next Cover on identical machines with the value L. Next Cover partitions

the jobs in m subsets, each of total size of jobs at least L. Sort the subsets in
non-increasing order and allocate them to the machines in non-increasing order
of speed according to the bids.

Fig. 2. Algorithm Sorted Next Cover (SNC)

Lemma 2. SNC is monotone.

Proof. The subsets constructed in step 3 and 6 do not depend on the speeds of
the machines. If a machine claims it is faster than it really is, the only effect is
that it may get a larger subset. Similar if it is slower.

If the algorithm halts in step 1, then we again have a situation that jobs are
partitioned into sets, and the sets are assigned in a sorted way. This is actually
the output that steps 2–6 would produce if SNC was run with a guess value 0.

Theorem 1. For any 0 < ε < 1, SNC maintains an approximation ratio of
min(m, (2 + ε)s1/sm).

Proof. We start with the second term in the minimum. The load that SNC
has on machine i is at least L/si, and Next Cover cannot find a cover above
U ≤ (1+ε/2)L on identical machines. So the optimal cover on identical machines
of speed 1 is at most 2(1+ε/2)L = (2+ε)L. Thus the optimal cover on machines
of speed sm is at most (2+ε)L/sm, and the optimal cover on the actual machines
can only be lower since sm is the smallest speed. We thus find a ratio of at most
((2 + ε)L/sm)/(L/si) = (2 + ε)si/sm ≤ (2 + ε)s1/sm.



Maximizing the Minimum Load for Selfish Agents 273

We prove the upper bound of m using induction.
Base case: On one machine, SNC has an approximation ratio of 1.
Induction hypothesis: On m − 1 machines, SNC has an approximation ratio

of at most m − 1.
Induction step: Recall that the jobs are scaled so that their total size is 1.

Suppose each machine j has work at least 1/(jm) (j = 1, . . . , m). Then the
load on machine j is at least 1/(jmsj). However, the optimal cover is at most
1/(s1 + s2 + ... + sm) ≤ 1/(jsj + (m − j)sm) ≤ 1/(jsj). Thus SNC maintains an
approximation ratio of at most m in this case.

Suppose there exists a machine i in the assignment of SNC with work less
than 1/(im). Consider the earliest (fastest) such machine i. Due to the resorting
we have that the work on machines i, . . . , m is less than 1/(im). So the total
work there is less than (m − i + 1)/(im). The work on the first i − 1 machines is
then at least 1− (m− i+1)/(im) = (im−m+ i−1)/(im) = (i−1)(m+1)/(im)
and the work on machine 1 is at least (m + 1)/(im). This is more than m + 1
times the work on machine i.

We show that in this case there must exist a very large job, which is assigned
to a machine by itself. Let L′ and U ′ be the final values of L and U in the
algorithm. Let w be the minimum work assigned to any machine for the guess
value L′. Since SNC gives machine i work less than 1/(im), we have w < 1/(im).
We have U ′ − L′ ≤ ε

2L′. SNC succeeds with L′ and fails with U ′ and thus, since
ε ≤ 1

2 and by Lemma 1, machine m receives at most mw + ε
2L′ ≤ mw + 1

4L′ ≤
(m + 1

4 )w ≤ (m + 1
4 )/(im) running NC with the guess value L′. Moreover, NC

stops loading any other machine in step 6 as soon as it covers L′.
We conclude that the only way that any machine can get work more than

(m + 1)L′ is if it gets a single large job. This means that in particular the first
(largest) job has size p1 > (m + 1)w ≥ 3w ≥ 3L′. SNC assigns this job to its
first machine, and the remaining work on the other machines.

To complete the induction step, compare the execution of SNC to the execu-
tion of SNC with as input the m−1 slowest machines and the n−1 smallest jobs.
Denote the first SNC by SNCm and the second by SNCm−1. We first show that
SNCm−1 fails on U ′. Since U ′ ≤ (1 + ε

2 )w < 2w, then SNCm assigns only p1 to
machine 1, and thus SNCm−1 executes exactly the same on the other machines.
Since machine 1 is covered, SNCm fails on some later machine, and then this also
happens to SNCm−1. Therefore, SNCm−1 cannot succeed with U ′ or any larger
value. A similar reasoning shows that SNCm−1 succeeds with any guess that is
at most L′. Finally, L′ is at least the starting guess A/2. So p1 > 3L′ ≥ 3

2A
implies that LPT also puts only the first job on the first machine, since its ap-
proximation ratio is better than 4/3. Therefore, LPT gives the same guess value
A for the original input on m machines as it would for the n − 1 smallest jobs
on m − 1 machines. This means that SNCm and SNCm−1 maintain the same
values U and L throughout the execution, and then we can apply the induction
hypothesis.

In the full paper, we show that the simple algorithm Round Robin has an ap-
proximation guarantee of m, so this algorithm can also be used in case the speed
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ratio is large. It should be noted that if we find an algorithm with a better
guarantee than m, we cannot simply run both it and SNC and take the best
assignment to get a better overall guarantee. The reason that this does not work
is that this approach does not need to be monotone, even if this hypothetical
new algorithm is monotone: we do not know what happens at the point where
we switch from one algorithm to the other.

6 Algorithms for Small Numbers of Machines

We next consider the case of two machines. Even though previous sections give
algorithms for this case with approximation ratio arbitrarily close to 1, we are
still interested in studying the performance of SNC for this case. The main
reason for this is that we hoped to get ideas on how to find algorithms with
good approximation ratios for m > 2 machines that are more efficient than our
approximation schemes. However, unfortunately, several obvious adaptations of
SNC are not monotone, and it seems we will need more sophisticated algorithms
for m > 2.

Our results for two machines are as follows. SNC has an approximation ratio
of max{ 3

s+1 , 2s
s+1}. A speed-aware variation of SNC has an approximation ratio

of min{1+ s
s+1 , 1+ 1

s}, which is better than that of SNC for s ≤ 1+
√

2. Already
on three machines, this algorithm is not monotone. Rounding speeds to a power
of some number a ≥

√
2 does not give a monotone algorithm (and most likely it

also does not help to round to powers of a smaller number). Rounding job sizes
does not give a monotone algorithm already for two machines.
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Abstract. We consider the following computational problem: we are
given two coprime univariate polynomials f0 and f1 over a ring R and
want to find whether after a small perturbation we can achieve a large
gcd. We solve this problem in polynomial time for two notions of “large”
(and “small”): large degree (when R = F is an arbitrary field, in the
generic case when f0 and f1 have a so-called normal degree sequence),
and large height (when R = Z).

Keywords: Euclidean algorithm, gcd, approximate computation.

1 Introduction

Symbolic (exact) computations of the gcd of two univariate polynomials form
a well-developed topic of computer algebra. These methods are not directly ap-
plicable when the coefficients are “inexact” real numbers, maybe coming from
physical measurements. The appropriate model here is to ask for a “large” gcd,
allowing “small” additive perturbations of the inputs. Numerical analysis pro-
vides several ways of formalizing this, and “approximate gcd” computations are
an emerging topic of computer algebra with a growing literature. We only point
to Bini & Boito (2007) and its references.

The present paper considers two “exact” notions of approximate gcds. Namely,
let f0, f1 ∈ F[x] be two univariate polynomials over a field F, both of degree at
most n, and d and e integers. We are interested in perturbations u0, u1 ∈ F[x]
of degree at most e such that deg gcd(f0 + u0, f1 + u1) ≥ d. We show that if
e < min{2d − n, n − d}, then the problem has at most one solution, and if one
exists, we can find it in polynomial time. Then we also consider polynomials
over Z and obtain similar results for perturbations v ∈ Z[x] of small height that
achieve a gcd(f0, f1 + v) of large height (without any restrictions on their degree
except that deg v ≤ n).

These results are natural polynomial analogues of those obtained recently by
Howgrave-Graham (2001).
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We prove that our algorithms solve the problem under rather restrictive as-
sumptions. It remains an open question whether either a variant or some other
algorithm can tackle a larger set of input values.

We also remark that finding multidimensional analogues, that is, constructing
algorithms to find “small” perturbations u0, . . . , us−1 of f0, . . . , fs−1 such that
gcd(f0 + u0, . . . , fs−1 + us−1) is “large” (in both number and polynomial cases)
is another interesting direction of research.

2 Gcd of Large Degree

We write f quo g and f rem g for the quotient and remainder on division of f by
nonzero g. Thus f = (f quo g) · g + (f rem g) and deg(f rem g) < deg g.

The degree sequence of two univariate polynomials f0, f1 ∈ F[x] is the se-
quence of degrees deg f0, deg f1, deg f2, . . . of the remainders f0, f1, f2, . . . in the
Euclidean algorithm. Usually, but not always, deg fi−1 = 1 + deg fi, and we
say that f0, f1 have a normal degree sequence if that is the case for all i. We
denote by M a polynomial multiplication time over F, so that two polynomi-
als of degree at most n can be multiplied with O(M(n)) operations in F. We
may use M(n) = n log n log log n. In particular M(n) ∈ O (̃n), where as usual
A ∈ O (̃B) means that |A| ≤ c1B(log(B + 2))c2 for some constants c1, c2 > 0;
see von zur Gathen & Gerhard (2003, Chapter 8).

For our first result, we consider a field F and univariate polynomials f0, f1 ∈
F[x]. We ask for perturbations u0, u1 ∈ F[x] of small degree so that the perturbed
polynomials have a gcd of large degree. More precisely, we also have integers
e0, e1, d, and we consider the set

U = {(u0, u1) ∈ F[x]2 : deg ui ≤ ei for i = 0, 1, deg gcd(f0 + u0, f1 + u1) = d}.
(1)

If ei is negative, then the condition is meant to imply that ui = 0. As an
example, we can take f1, g, u0 ∈ F[x] of degrees n1, m, e0, respectively, with
e0 < n1 < m, and f0 = gf1−u0, d = n1, and e1 = n1−m−1. Then U = {(u0, 0)},
and the hypotheses in the theorem below are satisfied.

The algorithm below executes the Extended Euclidean Algorithm (EEA)
for (f0, f1). It produces a finite series of “lines” (rj , sj , tj) such that
sjf0 + tjf1 = rj , where deg rj ≤ n is strictly decreasing with growing j
(see von zur Gathen & Gerhard 2003, Section 3.2). We have s1 = t0 = 0, and
all other si and ti are nonzero. Furthermore, since deg sj and deg tj are strictly
increasing (see von zur Gathen & Gerhard 2003, Lemma 3.10), there is at most
one “line” (r, s, t) with a prescribed degree for s (or t). We denote as lc(f) the
leading coefficient of a polynomial f .

Algorithm 2. Approximate gcd of large degree.
Input: f0, f1 ∈ F[x] monic of degrees n0 > n1, respectively, coprime and with a

normal degree sequence. Furthermore, integers d, e0, e1 with d > 0 and

e0 < min{2d − n1, n0 − d}, e1 < min{2d − n0, n1 − d}.
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Output: U as in (1).

1. Execute the EEA with input (f0, f1).
2. Check if the EEA computes (r, s, t) with sf0 + tf1 = r and n0 − deg t =

n1 − deg s = d. If not, return U = ∅.
3. Otherwise, if s = 0, then let u0 = −(f0 rem f1) and return U = {(u0, 0)} if

deg u0 ≤ e0, and else U = ∅. If t = 0, then return U = ∅.
4. {We now have sf0 + tf1 = r and st �= 0.} Compute

h0 = f0 quo t,

h1 = f1 quo s.

If h0 and h1 are not associates, return U = ∅.
5. Else, compute

h = lc(h0)−1h0,

α = lc(t)−1,

q0 = αt,

q1 = −αs,

ui = qih − fi for i = 0, 1.

6. If deg ui ≤ ei for i = 0, 1, then return U = {(u0, u1)}, else return U = ∅.

Theorem 3. Let f0, f1, n = n0, n1, d, e0, e1 satisfy the input specification of
Algorithm 2. Then the set U contains at most one element, and Algorithm 2
computes it with O(M(n) log n) operations in F.

Proof. We have noted above that there is at most one “line” (r, s, t) in the EEA
with sf0 + tf1 = r and n0 − deg t = n1 − deg s = d. If there is no such line, then
our algorithm returns U = ∅. Otherwise we take that line.

We first have to check that any (u0, u1) returned by the algorithm is actually
in the set U . This is clear in Step 3. For an output in Step 6, we note that

gcd(f0 + u0, f1 + u1) = gcd(q0h, q1h) = h gcd(s, t) = h,

since gcd(s, t) = 1 (see von zur Gathen & Gerhard 2003, Lemma 3.8 (v)),

deg h = deg h0 = deg f0 − deg t = d,

and indeed (u0, u1) ∈ U .
To show correctness of the algorithm it remains to show that if U �= ∅, then

the algorithm indeed returns this set U , and that U has at most one element.
So we now suppose that U �= ∅, let (u0, u1) ∈ U , and h = gcd(f0+u0, f1+u1),

so that deg h = d. One first checks that the algorithm deals correctly with the
two special cases d = n0 and d = n1. In the other cases, there exist uniquely
determined q0, q1 ∈ F[x] such that

fi = qih − ui for i = 0, 1, (4)
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since deg ui < 2d − n1−i < d = deg h. Eliminating h from these two equations,
we find

q1f0 − q0f1 = q0u1 − q1u0, (5)

and call this polynomial g = q0u1 − q1u0. We have deg q0 = n0 − d < n0. Now g
is nonzero, because otherwise f0 would divide q0, a polynomial of smaller degree
than f0, which would imply that q0 = 0, a contradiction.

We have

deg q0 + deg g ≤ n0 − d + max{(n0 − d) + e1, (n1 − d) + e0} < n0,

since ei < 2d − n1−i for i = 0, 1.
Thus (5) satisfies the degree inequalities of the EEA, and by the well-

known uniqueness property of polynomial continued fractions (see, for example,
von zur Gathen & Gerhard (2003, Lemma 5.15)), there exist a remainder r and
corresponding Bézout coefficients s, t in the EEA for f0 and f1, and nonzero
α ∈ F[x] so that

sf0 + tf1 = r and (g, q1, −q0) = α(r, s, t).

Furthermore, since the Euclidean degree sequence is normal, α is a constant.
We have n0 − deg q0 = n0 − deg t = d, similarly n1 − deg q1 = d, and deg ui ≤
ei < ni − d = deg qi, so that ui equals the remainder of fi on division by qi, for
i = 0, 1. It follows from (4) that indeed (u0, u1) is returned by the algorithm.

In particular, since at most one (u0, u1) is returned by the algorithm and it
equals each element of U (if U �= ∅), U contains at most one element.

The cost for computing a single line in the Extended Euclidean Scheme is
O(M(n) log n); see von zur Gathen & Gerhard (2003, Algorithm 11.4). All other
operations are not more expensive. ��

In particular the cost of Algorithm 2 is in O (̃n).
Figure 1 indicates at the bottom the triangle of values in the e0-d-plane sat-

isfying the restriction required for e0, with large n0 = n1 + 1. There are trivial
solutions ui = −fi rem h for i = 0, 1 when e0, e1 ≥ d − 1, for any h of degree
d; these form the area above the diagonal. We ran experiments with “random”
polynomials, with and without a planted perturbed gcd. Values in the bottom
triangle were, of course, correctly dealt with. We also ran the algorithm without
any of the bounds d, e0, e1. Then it would typically compute (u0, u1) ∈ U with
e0 = n0 − d and 1 ≤ d ≤ n1, which is the dotted line in Figure 1. Planted gcds
with d < n0/2 were usually not detected.

3 Gcd of Large Height

We now look at the same problem in a different setting which we consider only for
polynomials over Z (although it can be extended to polynomials over other fields
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d
n0

e0

Fig. 1. The three areas – bottom triangle, half-plane, dotted line – are explained in
the text

and rings). Namely, we consider the case where the height H(f) = max{|fj | : 0 ≤
j ≤ n} of a polynomial

f =
n∑

j=0

fjx
j ∈ Z[x]

is the measure of interest.
We first need to know that a large polynomial takes a small value only very

rarely. Our bound is in fact the same as for the number of roots of the polynomial.

Lemma 6. Let h ∈ Z[x] have degree d ≥ 3, let A ≥ 2 be an integer, and

A = {a ∈ Z : − A ≤ a ≤ A, |h(a)| ≤ H(h)2−dA−d2
}.

Then #A ≤ d.

Proof. Let a0, . . . , ad ∈ {−A, . . . , A} be d + 1 distinct integers, and let V =
(aj

i )0≤i,j≤d be the corresponding (d + 1) × (d + 1) Vandermonde matrix. Each
column of V has L2-norm at most

(
∑

0≤i≤d

A2i)1/2 ≤ 21/2Ad.

We write h = hdx
d + · · · + h1x + h0. Then

V · (h0, . . . , hd)T = (h(a0), . . . , h(ad))T
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The determinant of V is a nonzero integer, therefore from Cramer’s rule and
Hadamard’s inequality we find

H(h) = max
0≤k≤d

|hk| ≤ (21/2Ad)d

⎛

⎝
∑

0≤j≤d

h(aj)2

⎞

⎠

1/2

≤ (d + 1)1/2(21/2Ad)d max
0≤j≤d

|h(aj)| ≤ 2dAd2
max

0≤j≤d
|h(aj)|,

which proves the claim. ��

The bound of Lemma 6 can be improved slightly by estimating the determinant
of V more carefully.

We also need the following statement which has essentially been proved
in Howgrave-Graham (2001). For the sake of completeness we present a suc-
cinct proof. The gcd of two integers, at least one of which is nonzero, is taken
to be positive.

Lemma 7. Let F0 and F1 be integers. Then the set of all integers V with
|V | < |F1| and

gcd(F0, F1 + V ) ≥ 2
√

|F0V |

can be computed in time polynomial in log (|F0F1| + 1).

Proof. For an integer V we write

Δ = gcd(F0, F1 + V ), G0 =
F0

Δ
, G1 =

F1 + V

Δ
.

We have |F1 + V | < 2|F1|. Then one verifies that

F0G1 − F1G0 =
F0V

Δ
=

(F1 + V1)(F0V1 − F1V0)
G1Δ2

.

Hence ∣
∣
∣
∣
F0

F1
− G0

G1

∣
∣
∣
∣ ≤ 2|F1|(|F0V |)

|F1|G2
1Δ

2
≤ 1

2G2
1

.

Thus G0/G1 is one of the convergents in the continued fraction expansion of
F0/F1, and can be found in polynomial time. Thus Δ = F0/G0 can take only
polynomially many values. For each of them, we verify whether V = G1Δ − F1

satisfies the condition of the lemma. ��

The gcd of polynomials f0 and f1 in Z[x] is monic if one of f0 or f1 is. We now
consider for given f0, f1 ∈ Z[x] and integers D, E the set

V = {v ∈ Z[x] : H(v) ≤ E, H(gcd(f0, f1 + v)) ≥ D}. (8)
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Algorithm 9. Approximate gcd of large height.
Input: f0, f1 ∈ F[x] monic of degrees n ≥ n1 and heights H0 and H1, respec-

tively, and such that gcd(f0, f1) = 1. Furthermore, we are given a positive
ε < 1 and positive integers D and E.

Output: V as in (8).

1. Initialize V = ∅. Put A =
⌈
4ε−1n2

⌉
and choose n + 1 distinct integers

a0, . . . , an+1 uniformly at random in the interval {−A, . . . , A}.
2. Evaluate fi(aj) for j = 0, . . . , n and i = 0, 1.
3. For each j = 0, . . . , n, compute continued fraction expansions of

f0(aj)/f1(aj) and find the set of all Vj with

gcd (f0(aj), f1(aj) + Vj) ≥ D2−nA−n2
.

4. For each possible choice (V0, . . . , Vn) compute the unique interpolation poly-
nomial v ∈ Q[x] of degree at most n with v(aj) = Vj for all j. If v satisfies
the conditions in (8), then add v to V .

5. Return V .

Theorem 10. Let f0, f1, ε, D, E be inputs to Algorithm 9. If

E < H12−n−1(4ε−1n2 + 1)−n2−n

and
D ≥ 2n+2(4ε−1n2 + 1)n2+n(H0E)1/2,

then Algorithm 9 computes V with probability 1 − ε in time polynomial in
(log(DH1ε

−1))n.

Proof. Let v ∈ V as in (8), h = gcd(f0, f1 + v), and d = deg h. We want to show
that with probability at least 1 − ε, v is found in step 4.

For a0, . . . , an chosen in step 1, by Lemma 6 we see that with probability at
least (

1 − 4n

2A + 1

)n

>
(
1 − ε

2n

)n

> 1 − ε,

we have simultaneously

|h(aj)| ≥ H(h)2−dA−d2 ≥ D2−nA−n2
and |fi(aj)| ≥ Hi2−nA−n2

for each j = 0, . . . , n and i = 0, 1, since each aj has to avoid the at most
d + 2n ≤ 3n “small” values of h, f0 and f1, and also the values a0, . . . , aj−1. We
also have

|f1(aj)| ≥ H12−nA−n2
> 2EAn ≥ |v(aj)|

for each j, so that f1(aj)+v(aj) �= 0. Since the value of a polynomial gcd divides
the gcd of the polynomial values, we find

gcd (f0(aj), f1(aj) + v(aj)) ≥ |h(aj)| ≥ D2−nA−n2
.
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On the other hand,

|fi(aj)| ≤ 2HiA
n and |v(aj)| ≤ 2EAn

for each j = 0, . . . , n and i = 0, 1. Thus, under the conditions of the theorem we
have

2(|f0(aj)v(aj)|)1/2 ≤ (16H0EA2n)1/2

≤ (16D22−2n−4(4ε−1n2 + 1)−2n2−2nA2n)1/2

≤ (D22−2nA−2n2
)1/2 = D2−nA−n2

.

The above inequalities show that Lemma 7 applies and step 3 indeed finds the
value Vj = v(aj). Thus Algorithm 9 works correctly. For any j, the set of all Vj

in step 3 can be computed in time polynomial in n log(H0H1ε
−1), by Lemma 7.

Finally, the number of possibilities for the vector (V0, . . . , Vn) is polynomial in
(log DH1ε

−1)n. ��
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Abstract. Most of the constructions of pseudorandom graphs are based
on additive or multiplicative groups of elements of finite fields. As a
result the number of vertices of such graphs is limited to values of prime
powers or some simple polynomial expressions involving prime powers.
We show that elliptic curves over finite fields lead to new constructions
of pseudorandom graphs with a new series of parameters. Accordingly,
the number of vertices of such graphs can take most of positive integer
values (in fact, any positive value under some classical conjectures about
the gaps between prime numbers).

Keywords: Pseudorandom graph, elliptic curve, exponential sum.

1 Introduction

1.1 Motivation

Let VG denote the set of vertices of an undirected graph G. Given two disjoint
subsets U , W ⊆ VG we define eG(U , W) as the number of edges which lead from
vertices in U to vertices in W . We also write EG for the number of edges in G.

It is natural to expect that for a graph with a reasonably uniform distribution
of edges the quantity

Δ(G) = max
U ,W⊆VG

U∩V=∅

∣
∣
∣
∣eG(U , W) − EG

(#VG)2
#U#W

∣
∣
∣
∣ ,

which is called the discrepancy of G, is small compared to EG. In particular,
with high probability, this property holds for various families of random graphs.
Accordingly, graphs for which this is the case, are called pseudorandom, see [6,9]
for surveys of pseudorandom graphs, their various equivalent definitions and
applications.

We note that for d-regular graphs G, which are of our main interest, the
definition of the discrepancy simplifies as

Δ(G) = max
U ,W⊆VG

∣
∣
∣
∣eG(U , W) − d

n
#U#W

∣
∣
∣
∣ ,
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where n = #VG is number of vertices of G.
Since the adjacency matrix of an undirected graph is symmetric, its eigenval-

ues are real and we order them as λ1 ≥ . . . ≥ λn. If G is d-regular then λ1 = d.
We also note that λn = −d if and only if G is bipartite. Moreover, the second
largest absolute value of the eigenvalues, which we denote as

ρ(G) = max{|λj | : |λj | < d, j = 1, . . . , n}

plays an exceptionally important role in the theory of pseudorandom graphs,
see [2,6,9]. For example,

∣
∣
∣
∣eG(U , W) − d

n
#U#W

∣
∣
∣
∣ ≤ ρ(G)

√
#U#W , (1)

see [6, Lemma 2.5] or [9, Theorem 2.11]. We also refer to [2] for a detailed study
of relations between ρ(G) and various properties of G.

Several explicit constructions of pseudorandom graphs are known, see [6,9]
and references therein. Typically such constructions are based on additive or
multiplicative groups (and their combinations) of elements of a finite field, or
sometimes on matrix groups or supersingular elliptic curves over finite fields.
For example, such are all known constructions of Ramanujan graphs which are
d-regular graphs G with ρ(G) ≤ 2

√
d − 1 which is asymptotically optimal, see

the recent survey [11]. Accordingly, this leads to cardinalities n which are prime
powers q, or shifted prime powers q ± 1, or some simple polynomial expressions
of them (for example such as qt(q − 1) with an integer t ≥ 2 for the so-called
projective norm graphs of [1]). The choice of possible values of the total number
of edges EG is usually quite constrained too.

1.2 Our Results

Here we use arbitrary elliptic curves over finite fields to produce a new construc-
tion of d-regular pseudorandom Cayley graphs with a new series of parameters.
In particular, we estimate ρ(G) for these graphs G, which together with (1)
implies a bound on Δ(G). We also obtain another bound which gives a more
precise estimate on eG(U , W) in the case when one of the sets is rather thin.

Our construction works for every n which is the number of IFp-rational points
of some elliptic curve over a field of p elements IFp, where p is an arbitrary prime.

By the classical results of Deuring [4] for any prime p > 3 and integer n in
the interval [p + 1 − 2p1/2, p + 1 + 2p1/2] is taken as the number of IFp -rational
points of some elliptic curve over IFp.

Note that the probability that an integer n is not in such an interval for some
prime p is very small. More precisely, for x → ∞, the number of such integers
n ≤ x is O(x2/3+o(1)) which follows via partial summation from the estimate

∑

pj≤z

pj+1−pj>z1/2

(pj+1 − pj) ≤ z2/3+o(1)
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which is given in [10], where pj the jth prime number, j = 1, 2, . . ., see also [12].
By the classical Cramer conjecture [3],

pj+1 − pj = O
(
(log pj)2

)
.

Certainly under this conjecture or even its much more relaxed version

pj+1 − pj < 4p
1/2
j . (2)

every positive integer n presents a cardinality of some elliptic curve over a finite
field. On the other hand, even the Riemann Hypothesis falls a little short of (2)
(at least without some additional arguments).

1.3 Outline of the Paper and Notation

We provide all necessary facts on elliptic curves in Section 2.1 and this is enough
to understand our construction given in Section 3.1.

The proofs of our bounds of the second largest eigenvalue and other estimates,
which are given in Section 3.2 are based on some recent bounds exponential sums
over points of elliptic curves, which we present in Section 2.2.

Throughout the paper, the implicit constants in the symbols ’O’ and ‘�’
and ‘	’ may occasionally depend on an integer parameter ν and are absolute
otherwise (we recall that U = O(V ) and U � V are both equivalent to the
inequality |U | ≤ cV with some constant c > 0).

We always use p to denote a prime number.
We also assume that IFp is represented by the set {0, . . . , p − 1}.

2 Preparation

2.1 Background on Elliptic Curves

Since considering elliptic curves over non-prime fields does not substantially
extend the set of parameters our construction produces we only consider elliptic
curves E over IFp where p is a prime. In this case, E can be given an affine
Weierstrass equation of the form

y2 = x3 + ax + b, (3)

with coefficients a, b ∈ IFp, such that 4a3 + 27b2 �= 0.
It is known, see [14], that the set E(IFp) of IFp-rational points of E forms

an Abelian group under an appropriate composition rule, which we call addition
and denote ⊕, and with the point at infinity O as the neutral element (we also
use  in its obvious meaning as the operation inverse to ⊕). Thus, given a point
Q ∈ E(IFp) and an integer m we write mQ for the sum of m copies of Q. We
also recall that

|#E(IFp) − p − 1| ≤ 2p1/2,
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where #E(IFp) is the number of IFp-rational points, including the point at in-
finity O. Given a point Q ∈ E(IFp) with Q �= O we denote by x(Q) and y(Q) its
affine components, Q = (x(Q), y(Q)). The negative of Q = (x(Q), y(Q)) is given
by −Q = (x(Q), −y(Q)) = O  Q.

For a prime � denote by E[�] the group of �-torsion points on E, that is the
set of points Q on E, defined over the algebraic closure of IFp for which �Q = O.
Then for � �= p we have

#E[�] = �2.

Let XE be the group of characters on E(IFp) (considered as an Abelian group).
It is known that E(IFp) is of rank at most 2 and thus is isomorphic to ZZ/M×ZZ/L
for unique positive integers M and L with L | M and #E(IFp) = ML. Thus
one can find points G1, G2 ∈ E(IFp) of orders M and L, respectively, and such
that any point in E(IFp) can be written uniquely in the form mG1 + �G2 with
1 ≤ m ≤ M and 1 ≤ � ≤ L. Now XE can be explicitly described as

XE = {χ | χ(mG1 + �G2) = exp(2πiam/M) exp(2πia�/L),
0 ≤ a < M, 0 ≤ b < L}

(this set does not depend on the choice of generators G1 and G2). The trivial
character χ0 corresponds to a = b = 0.

For an elliptic curve E over IFp and a positive integer h, we use E(IFp; h) to
denote the set of points Q ∈ E(IFp) with x(Q) ∈ {0, . . . , h − 1}. We need the
following special case of much more general results of [5,15].

Lemma 1. Let p be a prime. Then for any integer h with 1 ≤ h < p, we have
#E(IFp; h) = h + O(p1/2 log p).

We also recall, that for any ε > 0 and sufficiently large p, for the set E(IFp; h)
generates the whole group E(IFp) provided h ≥ p1/2+ε, see [8].

2.2 Exponential Sums

For a prime p we denote
ψp(z) = exp(2πiz/p),

which is an additive character of IFp. We have the following orthogonality relation

1
p

(p−1)/2∑

r=−(p−1)/2

ψp(rz) =
{

1, if z ≡ 0 (mod p),
0, if z �≡ 0 (mod p), (4)

which is used to express various characteristic functions and thus to relate various
counting questions to exponential sums.

The identity (4) is very often complemented by the bound

W+Z∑

z=W+1

ψp(rz) � min{Z, p/|r|} (5)
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which holds for any integers r, W and Z ≥ 1 with 0 < |r| ≤ p/2, see [7,
Bound (8.6)].

We need to recall some bounds of exponential sums over points of elliptic
curves.

Our basic tool is the following result from [8].

Lemma 2. Let p be a prime and let E be an elliptic curve over IFp. For any
nontrivial character χ ∈ XE and an integer r with gcd(r, p) = 1 the bound

∑

Q∈E(IFp)
Q�=O

χ(Q)ψp (rx(Q)) � p1/2

holds.

We also need the following result from [13].

Lemma 3. Let p be a prime and let E be an elliptic curve over IFp. For any
subsets Q, R ⊆ E(IFp) and an integer r with gcd(r, p) = 1, the bound

∑

Q∈Q,R∈R
Q�=R

ψp (rx(Q  R)) � (#Q)1−1/2ν(#R)1/2p1/2ν + (#Q)1−1/2ν#Rp1/4ν

holds for any integer ν ≥ 1, where the implied constant depends only on ν.

As in [13], we remark that for any ε ∈ (0, 1/2), taking ν = �1/ε�, Lemma 3 gives
a nontrivial bound provided #Q > q1/2+ε and #R > qε. Certainly #Q and #R
can be interchanged on the right hand side of that bound too (it is enough to
apply Lemma 3 to the new set −Q and −R).

3 Main Results

3.1 Construction

Let p ≥ 3 be a prime and let E be an elliptic curve over IFp. For any integer
h with 1 ≤ h < p, we denote by Ẽ(IFp; h) obtained from E(IFp; h) by removing
points of order 2, that is,

Ẽ(IFp; h) = E(IFp; h) \ E[2].

Finally, given a positive integer k < 0.5# (E(IFp) \ E[2]), we find a largest h
with

2k ≥ #Ẽ(IFp; h)
and choose a set S with

#S = k, S ∩ −S = ∅, Ẽ(IFp; h) ⊆ (S ∪ −S) ⊆ Ẽ(IFp; h + 1), (6)

where −S denotes the set of points −P with P ∈ S.
We define the graph Gp(E, S) as the graph whose vertices are labeled by the

n = #E(IFp) points of E(IFp) and two distinct vertices Q and R are connected
if and only if Q  R ∈ S or R  Q ∈ S.

Since S ∩ E[2] = ∅, we see that only one of the points P and −P may belong
to S. Therefore Gp(E, S) is a 2k-regular Cayley graph on n = #E(IFp) vertices.
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3.2 Estimates

Now we are prepared to formulate our main estimate on the second largest
eigenvalue of the graphs Gp(E, S).

Theorem 1. Let p ≥ 3 be a prime and let E be an elliptic curve over IFp. Then
for any set S with (6) the graph G = Gp(E, S) is a 2k-regular Cayley graph on
n = #E(IFp) vertices for which

ρ(G) � n1/2 log n.

Proof. The eigenvalues of G are given by the character sums
∑

P∈S∪−S
χ(P ), χ ∈ XG,

see [6, Proposition 11.7] (see also [9, Section 3]), where the trivial character χ0

corresponds to the trivial eigenvalue 2k.
Clearly there are at most 2 points Q ∈ E(IFp) with x(Q) = h. Thus

#
(
(S ∪ −S) \ Ẽ(IFp; h)

)
≤ #

(
Ẽ(IFp; h + 1) \ Ẽ(IFp; h)

)
≤ 2.

We also have
#

(
E(IFp; h) \ Ẽ(IFp; h)

)
≤ #E[2] ≤ 4

from which we deduce

# (E(IFp; h) \ (S ∪ −S)) ≤ 6. (7)

Therefore
∑

P∈S∪−S
χ(P ) =

∑

P∈S
(χ(P ) + χ(−P )) =

∑

P∈E(IFp;h)

χ(P ) + O(1). (8)

Using the identity (4), we write

∑

P∈E(IFp;h)
P �=O

χ(P ) =
∑

P∈E(IFp)

χ(P )
h−1∑

z=0

1
p

(p−1)/2∑

r=−(p−1)/2

ψp (r (x(P ) − z))

=
1
p

(p−1)/2∑

r=−(p−1)/2

∑

P∈E(IFp)
P �=O

χ(P )ψp (rx(P ))
h−1∑

z=0

ψp (−rz) .

For a nontrivial character χ �= χ0 we now use Lemma 2 and then the bound
(5), getting

∑

P∈E(IFp;h)
P �=O

χ(P ) � p−1/2

(p−1)/2∑

r=−(p−1)/2

∣
∣
∣
∣
∣

h−1∑

z=0

ψp (−rz)

∣
∣
∣
∣
∣

� p1/2

(p−1)/2∑

r=−(p−1)/2

1
|r| � p1/2 log p.
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Substituting this bound in (8) and using that n = p + O(p1/2), we conclude
the proof. ��
Combining Theorem 1 with (1), we deduce that for the graph G = Gp(E, S) and
any disjoint subsets Q, R ⊆ E(IFp) we have

eG(Q, R) − 2k

n
#Q#R �

√
n#Q#R log n. (9)

In particular
Δ(G) � n3/2 log n

which is better than the trivial bound Δ(G) ≤ kn when k = #S ≥ n1/2+ε for
any fixed ε > 0 and sufficiently large n. As we have remarked in Section 2.1, the
graph G is connected under this condition.

We now obtain another bound on eG(Q, R) which improves (9) when one of
the sets Q and R is small.

Theorem 2. Let p ≥ 3 be a prime and let E be an elliptic curve over IFp. Then
for any set S with (6) the graph G = Gp(E, S) is a 2k-regular Cayley graph on
n = #E(IFp) vertices and for any disjoint subsets Q, R ⊆ E(IFp) we have

eG(Q, R) − 2k

n
#Q#R

�
(
(#Q)1−1/2ν(#R)1/2n1/2ν + (#Q)1−1/2ν#Rn1/4ν

)
log n

that for any integer ν ≥ 1.

Proof. We have eG(Q, R) = eG,0(Q, R) + eG,1(Q, R) where

eG,0(Q, R) = #{(Q, R) ∈ Q × R : Q  R ∈ S},

eG,1(Q, R) = #{(Q, R) ∈ Q × R : R  Q ∈ S}.

Certainly both quantities can be considered analogously, so we only concentrate
on eG,0(Q, R).

Using (7) we write

eG,0(Q, R) =
∑

(Q,R)∈Q×R
Q
R∈S

1 =
∑

(Q,R)∈Q×R
Q
R∈E(IFp;h)

1 + O (min{#Q, #R}) . (10)

Now, using the identity (4), we obtain

∑

(Q,R)∈Q×R
Q
R∈E(IFp;h)

1 =
∑

Q∈Q,R∈R

h−1∑

z=0

1
p

(p−1)/2∑

r=−(p−1)/2

ψp (r (x(Q  R) − z))

=
1
p

(p−1)/2∑

r=−(p−1)/2

∑

Q∈Q,R∈R
ψp (rx(Q  R))

h−1∑

z=0

ψp (−rz)

=
h

p
#Q#R + W,
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where

W =
1
p

∑

0<|r|≤(p−1)/2

∑

Q∈Q,R∈R
ψp (rx(Q  R))

h−1∑

z=0

ψp (−rz) .

Applying Lemma 3 and then the bound (5) we derive that for any integer ν ≥ 1,

|W | � 1
p

(
(#Q)1−1/2ν(#R)1/2p1/2ν + (#Q)1−1/2ν#Rp1/4ν

)

∑

0<|r|≤(p−1)/2

∣
∣
∣
∣
∣

h−1∑

z=0

ψp (−rz)

∣
∣
∣
∣
∣

�
(
(#Q)1−1/2ν(#R)1/2p1/2ν + (#Q)1−1/2ν#Rp1/4ν

)
log p.

Thus from (10), using the trivial bound

min{#Q, #R} ≤
√

#Q#R ≤ (#Q)1−1/2ν(#R)1/2p1/2ν ,

we obtain

eG,0(Q, R) − h

p
#Q#R

�
(
(#Q)1−1/2ν(#R)1/2p1/2ν + (#Q)1−1/2ν#Rp1/4ν

)
log p.

Since eG,1(Q, R) satisfies the same bound, we derive

eG(Q, R) − 2h

p
#Q#R

�
(
(#Q)1−1/2ν(#R)1/2n1/2ν + (#Q)1−1/2ν#Rn1/4ν

)
log n.

By Lemma 1 and (7) we have

k = #E(IFp; h) + O(1) = h + O(p1/2 log p) = h + O(n1/2 log n).

It remains to note that

2h

p
=

2k + O(n1/2 log n)
n + O(n1/2)

=
2k

n
+ O(kn−3/2 log n) =

2k

n
+ O(n−1/2 log n)

and also that #Q#Rn−1/2 ≤ (#Q)1−1/2ν#Rn1/4ν . ��

Exactly as Lemma 3, Theorem 2 is nontrivial provided #Q > n1/2+ε and #R >
nε for any fixed ε > 0 and sufficiently large n (as before, Q and R can be
interchanged).
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4 Remarks

Different Weierstrass equations (3) may define isomorphic curves. However it
seems that the corresponding graphs Gp(E, S) are not isomorphic. It would be
interesting to estimate the total number of non-isomorphic graphs our construc-
tion produces over all curves E over IFp with #E(IFp) = n and the corresponding
sets S with #S = k.

We also hope that our graphs, combined with some ideas of constructions
of [16,17], may lead to new strong hash functions.
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Abstract. Lattice reduction algorithms such as LLL and its floating-
point variants have a very wide range of applications in computational
mathematics and in computer science: polynomial factorization, cryptol-
ogy, integer linear programming, etc. It can occur that the lattice to be
reduced has a dimension which is small with respect to the dimension of
the space in which it lies. This happens within LLL itself. We describe
a randomized algorithm specifically designed for such rectangular matri-
ces. It computes bases satisfying, with very high probability, properties
similar to those returned by LLL. It significantly decreases the complex-
ity dependence in the dimension of the embedding space. Our technique
mainly consists in randomly projecting the lattice on a lower dimensional
space, by using two different distributions of random matrices.

1 Introduction

A lattice L is a set of integer linear combinations of some linearly independent
vectors b1, . . . , bd ∈ R

n. These vectors are called a basis of the lattice. A given
lattice has infinitely many bases, but their cardinality d is always the same: it
is called the lattice dimension. The dimension n of the basis vectors is called
the degree of the lattice. The degree of a given lattice cannot be smaller than its
dimension. In this article, we are interested in lattices whose degrees are much
higher than their dimensions: we will informally call rectangular such lattices.
When the degree and the dimension match, the lattice is full-dimensional.

Lattices are an algorithmic tool that proved crucial in many areas in com-
puter science and mathematics, ranging from cryptology [12,1,19] to computer
arithmetic [6,7,24] and algorithmic number theory [20,11]. They became popular
in 1982, when Arjen Lenstra, Hendrik Lenstra Jr, and László Lovász introduced
the renowned algorithm now known under the acronym LLL [17]. Given a lat-
tice basis made of integer vectors, the LLL algorithm discloses a short non-zero
lattice vector in time polynomial in the bit-size of the input. This algorithm has
complexity O(d5n log3 B), where B is the maximum of the norms of the input
vectors. The practical variants of LLL rely on floating-point arithmetic (for the
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underlying Gram-Schmidt orthogonalization), and the best fully proved such
variant is due to Nguyen and Stehlé [18]. The so-called L2 algorithm has bit-
complexity O(d4n log B(d + log B)). We will consider this variant here, though
the technique we introduce works with any other variant of LLL.

Our main result is to provide a randomized algorithm taking as input a lattice
basis and computing another basis such that with overwhelming probability (e.g.,
as d grows to infinity) this basis satisfies properties similar to those returned by
LLL. If one neglects all terms polynomial in log d, log n and log log B, then it runs
in time Õ(d2(d3 + n) log B(d + log B)): the cost dependence in the degree of the
lattice is considerably weakened. Moreover, the bit-size of the integers involved
in the algorithm is essentially the same as the bit-size of the initial basis. A
simpler strategy than the one we develop is based on the Gram matrix (the
symmetric matrix of the pairwise inner-products): one can compute the LLL-
transformation by reducing the Gram matrix. It is deterministic and decreases
the cost dependence in n, but it suffers from two drawbacks: the bit-sizes of the
entries of the Gram matrix are essentially twice bigger than the ones of the input
basis and the floating-point inaccuracies can be significantly larger if we start
from the Gram matrix. Strong heuristics [22] tend to show that one can use half
the precision required by the L2 algorithm by disregarding the Gram matrix.

Rectangular lattices arise in the two following situations. First of all, they
sometimes occur in Coppersmith’s methods to find small roots of polynomials
over the integers and modulo an integer [12]. These methods have numerous
applications in cryptology. The involved lattice bases are full-dimensional but
highly structured. This structure sometimes creates situations where subsets of
the input basis vectors suffice to provide the short vectors found by LLL. The
number of vectors to be considered can be drastically decreased, while their
embedding dimension remains constant, thus creating rectangular lattices. This
arises in [4], where Coppersmith’s method is used to cryptanalyse RSA when
the secret exponent is unusually small, and in [23], where it is used to find
bad cases for the rounding of mathematical functions, in the field of computer
arithmetic. In [4], the ratio between the degree and the dimension is constant,
while in [23] the degree grows as the square of the dimension. Another con-
text where rectangular lattices arise is the LLL algorithm itself (and most of
its variants, including L2), even for full-dimensional lattices. In LLL, the basis
is reduced incrementally. There is a main loop whose main parameter is an in-
dex k. The meaning of this index is that in the current basis (b1, . . . , bd), the
vectors b1, . . . , bk−1 are already LLL-reduced and one is trying to extend this
property to b1, . . . , bk. At the beginning of the execution, the index k is set to 2,
while at the end it reaches d + 1. As long as the index k has not been beyond
some arbitrary k0, we are in fact applying LLL to the vectors b1, . . . , bk0 ∈ Z

n.
The smaller the considered k0, the more rectangular the lattice being reduced.
Our technique may be used within LLL to speed it up by a constant factor.

To achieve the result, we develop a few tools, which may be of independent
interest. Firstly, we decrease the degree of the lattice by applying a random pro-
jection technique: we multiply the n × d input basis matrix by a random d × n
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matrix, and show that by reducing the randomly projected lattice we get use-
ful information for the initial lattice with very high probability. This resembles
the famous Johnson-Lindenstrauss theorem [15], which shows that one can ran-
domly map N vectors in a O(log N)-dimensional space without modifying sig-
nificantly the pairwise distances between the vectors. We cannot directly apply
such a method since we do not consider the input vectors solely, but their infi-
nitely many integer linear combinations (i.e., in our case N would be infinite).
Moreover, we need to keep the Euclidean structure of the initially spanned vec-
tor space. In particular, we do not decrease the degree of our lattice below its
dimension.

In this paper we consider two random projections. In both models each row of
the projection matrix are chosen independently with a common distribution μn.
In the first model, called the Gaussian model, νn = N (0, In), the standard nor-
mal distribution. In other words, each entry of the projection matrix is sampled
independently with the standard normal distribution N (0, 1). These random
matrices have been studied extensively and we will rely on a result about their
condition numbers, due to Chen and Dongarra [9]. In the second random model,
called the unit ball model, νn is the uniform distribution inside Bn(0, 1), the n-
dimensional ball of radius 1 that is centered in 0. So each row of the projection
matrix is sampled uniformly and independently inside Bn(0, 1). Such random
matrices have been already studied in [13,2,3]. We will rely on some of the re-
sults of these papers. Notice that Rouault [21] recently studied the asymptotic
behavior of the determinant of the lattice generated by the rows of a rectangular
random matrix with both distributions that we consider here.

All the proofs in this paper are done in continuous random models, i.e. en-
tries of our random matrices are real numbers, which is unsuitable to devise
an algorithm. In practice, random matrices are generated with the associated
discretised law. Due to space limitation, we chose to skip these difficulties and
to to describe them in the full version of the paper.

We performed tests on our reduction technique. They worked very well for
many different classes of random projections, including easily samplable ones
(such as entries chosen independently and uniformly in {−1, 0, 1}). As theoret-
ically predicted, the speed-ups can be made arbitrarily large by increasing the
ratio between the lattice degree and the lattice dimension.
Related work. Chen and Storjohann [10] introduced in 2005 a probabilistic
technique to compute a reduced basis of a lattice given by a generating family:
one is given more vectors than the lattice dimension. Our work can be seen as
dual to theirs. We deal with vertically rectangular matrices by multiplying them
on the left by a random matrix, whereas they deal with horizontally rectangular
matrices by multiplying them on the right by a random matrix. They use the
arithmetic structure of the lattice whereas we consider its geometric embedding.
The two techniques may be used together.
Road-map of the paper. In Section 2, we provide the necessary background
on lattices. In Section 3, the core of the paper, we describe our randomized
algorithm and perform its complexity analysis. Section 4 is devoted to show its
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correctness with two different sources of random matrices. Finally, in Section 5,
we describe our experiments.
Notations. All costs are given for the bit-complexity model and we assume
that we have a perfect source of random bits. We use only naive arithmetic and
naive linear algebra. The results may be improved by using fast arithmetic and
fast linear algebra. We let Bn(a, R) denote the n-dimensional ball of radius R
centered in a. If B is a matrix, we denote by L(B) the lattice spanned by its
columns. We denote by ‖B‖2 the matrix norm induced by the Euclidean norm,
also called the spectral. The maximum of the absolute values of B’s entries is
the usual max norm denoted by ‖B‖.

2 Some Reminders on Lattices

We refer to [8] and [11] for comprehensive introductions to lattices and their
computational aspects. We give below only the material that is necessary to the
description and proof of our probabilistic reduction technique.

Let b1, . . . , bd ∈ R
n be linearly independent vectors. Their Gram-Schmidt

orthogonalization is defined as follows: the vector b∗
i is the component of the

vector bi which is orthogonal to the linear span of the vectors b1, . . . , bi−1. We
have b∗i = bi −

∑i−1
j=1

rj,i

rj,j
b∗j where rj,i =

〈bi,b
∗
j 〉

‖b∗
j ‖ . If B is a full-rank n × d matrix,

its QR-factorization is the unique pair of matrices (Q, R) such that B = Q · R,
Q is an n × d matrix made of orthonormal column vectors and R is an upper
triangular d × d matrix with positive diagonal coefficients. The Gram-Schmidt
orthogonalization and the QR-factorization of the matrix made of the bi’s are
closely related: the i-th column of Q is b∗

i

‖b∗
i ‖ and the matrix R is made of the ri,j ’s.

Let b1, . . . , bd and c1, . . . , cd be two bases of the same lattice. If B and C
are the matrices whose columns are the bi’s and ci’s, then there exists a d × d
integer matrix T of determinant ±1 such that B = C · T . Such a matrix is
called unimodular. Moreover, if two matrices can be obtained one another by
unimodular matrices, their columns span the same lattice. Let L be a lattice.
The length of any shortest non-zero vector is called the lattice minimum and
denoted by λ(L).

Consider the bi’s as a basis of a lattice L. The determinant of L is de-
fined by detL =

∏d
i=1 ‖b∗i ‖. This does not depend on the choice of the basis.

Hadamard’s inequality gives that detL ≤
∏d

i=1 ‖bi‖. Let δ ∈ (1/4, 1] and η ∈
[1/2,

√
δ). The bi’s are said (δ, η)-LLL-reduced if for any i < j, we have |ri,j | ≤

η · ri,i, and for any i, we have δ · r2
i−1,i−1 ≤ r2

i,i + r2
i−1,i. When introduced in [17],

LLL-reduction referred to the pair (3/4, 1/2). The vectors of a LLL-reduced
basis are relatively short. In particular, we have ‖b1‖ ≤ (δ − η2)−

d−1
4 (detL)

1
d

and
∏d

i=1 ‖bi‖ ≤ (δ − η2)−
d(d−1)

4 (det L). We refer to [18] for a proof of this fact
and for the cost of the algorithm mentioned in the following theorem. The prop-
erty on the unimodular transformation matrix is classical and a proof can be
found in [16].
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Theorem 1. Let η ∈ (1/2, 1) and δ ∈ (η2, 1). There exists an algorithm such
that when given as input any linearly independent vectors b1, . . . , bd ∈ Z

n it
computes a (δ, η)-LLL-reduced basis of the lattice they span in time O(d4n(d +
log B) log B), where B = maxi ‖bi‖. Furthermore, the bit-lengths of the entries
of the transformation matrix are bounded by O(d log B).

3 Probabilistic Reduction of Rectangular Lattices

3.1 High-Level Description of the Algorithm

We are given an n × d integer matrix B and try to find a small integer linear
combination of its columns. Instead of applying an LLL-type algorithm directly,
we apply a random d × n dimensional projection P to the matrix and LLL-
reduce the d × d projected matrix B′ = P · B. By doing so, we decrease the cost
with respect to n. We wish that with high probability the unimodular transfor-
mation T obtained by LLL-reducing B′ somehow reduces B as well. Figure 1
sums up the general method. The top arrow is computationally expensive and
is approximately and probabilistically simulated by the succession of plain ar-
rows, that are cheaper. The main result of the paper is the theorem following
the description of the algorithm.

B

B′ = P · B C′ = B′ · T

C = B · T

LLL

Direct LLL

Fig. 1. High-level description of the algorithm of Figure 2

Input: A lattice basis B = (b1, . . . , bd) ∈ Z
n×d.

Output: Another basis of the same lattice, hopefully made of short vectors.
Parameters: (δ, η) such that η ∈ (1/2, 1) and δ ∈ (η2, 1).
1. Generate a random d × n matrix P with a fixed distribution.
2. Compute B′ = P · B.
3. Compute C′ = LLLδ,η(B′).
4. Compute T = (B′)−1 · C′.
5. Return B · T .

Fig. 2. Probabilistic reduction of a rectangular lattice

Theorem 2. Let (b1, . . . , bd) ∈ Z
n×d be a basis of a lattice L with B =

max ‖bi‖. The algorithm of Figure 2 will compute a basis (c1, . . . , cd) of L with
the expected running time:
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O
(
d5 log nB(d + log nB) + d2n log nB(log nB + d log log nB)

)
.

If the entries of the random matrix P are independent Gaussian random vari-
ables, then for all x < 1 then with probability greater than 1 − x,

1. The vector c1 satisfies ‖c1‖ ≤ 28d2

x3 (δ − η2)−
d−1
4 · (detL)

1
d .

2. The basis (c1, . . . , cd) satisfies
∏

i≤d ‖ci‖ ≤
(

28d2

x3 (δ − η2)−
d−1
4

)d

· (detL).

If the rows of the random matrix P are independent random vectors each one
picked up uniformly inside the n dimensional unit ball then for any d, there
exists n0(d) such that for any n ≥ n0(d), with probability greater than 1 − 2−d,

1. The vector c1 satisfies ‖c1‖ ≤ 24d(det L)1/d.
2. The basis (c1, . . . , cd) satisfies

∏
i≤d ‖ci‖ ≤ 24d2

(det L).

Notice that one can take x = 2−d and obtain that with probability exponentially
close to 1 the output still satisfies properties similar to what would have been
returned by LLL. On both model the length of the first vector may also be
expressed as an approximation of the first minimum of the lattice by a factor
similar to what would have been returned by LLL. Subsection 3.2 proves the
complexity statement and Section 4 the correctness in the continuous models.

3.2 Complexity Analysis

We now prove the complexity statements of Theorem 2. We assume the reader is
familiar with the Chinese Remainder Theorem (CRT for short). We refer to [14]
for an introduction to the CRT.

From the previous subsection, we know that Step 1 of the algorithm
of Figure 2 costs O(dn log n) bit operations. Step 2 is a multiplication of
a d × n matrix whose entries have length O(log n) with an n × d matrix
whose entries have length O(log B). The entries of the d × d matrix B′ have
length O(log nB). The matrix multiplication is performed with the CRT. One
takes O

(
log nB

log log nB

)
prime numbers, each of them of length O(log log nB). The

construction of the primes is computationally negligible. The matrix multi-
plications modulo the primes cost O(d2n log nB log log nB). The conversions
of the input matrices into matrices modulo the primes cost O(dn log2 nB),
whereas the conversion of the output matrices modulo the primes into the
integer matrix B′ costs O(d2 log2 nB). Theorem 1 gives us that Step 3
costs O

(
d5 log nB(d + log nB)

)
. At Step 4, we use again the CRT. Thanks to

Theorem 1, we know that the entries of the matrix T have length O(d log nB).
By an analysis similar to the one developed for Step 2, we get that the cost is
bounded by O

(
d4 log nB(log d + log log nB) + d4 log2 nB

)
. At Step 5, we have

to multiply an n × d matrix whose entries have length O(log B) with a d × d
matrix whose entries have length O(d log nB). We split each entry of the ma-
trix T into d blocks of roughly Θ(log nB) bits, which gives rise to d matrices
of dimensions d × d and whose entries have length O(log nB). We thus have d
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balanced matrix multiplications to perform. For each of them we use the CRT.
The overall bit-cost of this step is O

(
d3n log nB log log nB + d2n log2 nB

)
. This

concludes the proof for the bit-complexity bound of the algorithm of Figure 2
claimed by Theorem 2.

4 Probabilistic Correctness in Two Continuous Models

We consider an input basis (b1, . . . , bd) given by an n × d matrix B. Let B =
QBRB be its QR-factorization. Let P be a d × n random matrix, either from
the Gaussian model or from the unit ball model. Let B′ = P ·B and P ′ the d×d
matrix P · QB. We are to show that, with high probability, if an integer linear
combination of the columns of B′ = P ′RB is a short vector of the lattice L(B′),
then the same combination of columns of B will be a short vector in L(B).
Let c′ ∈ L(B′) be defined by c′ = B′x = P ′RBx, with x ∈ Z

d. Let c be defined
by the same linear combination of the bi’s: c = Bx = QBRBx.

Our goal is to compare the ratios ‖c′‖
(detL(B′))1/d and ‖c‖

(detL(B))1/d . Lemma 1
provides an upper bound to detL(B′)/detL(B) which holds with high proba-
bility. Moreover if c′ ∈ L(B′) is the first vector of the basis output by LLL,
then ‖c‖ ≤ 2O(d)(detL(B′))

1
d . To compare ‖c′‖ and ‖c‖, we proceed as follows.

Since the columns of QB are orthonormal, we have ‖c‖ = ‖RBx‖. We
get ‖c‖ = ‖(P ′)−1c′‖ ≤

∥
∥(P ′)−1

∥
∥

2
· ‖c′‖. Lemma 3 provides an upper bound

to
∥
∥(P ′)−1

∥
∥

2
which also holds with high probability in the Gaussian model.

Similarly, if (c′1, . . . , c
′
d) is an LLL-reduced basis of L(B′), then

∏
i≤d ‖c′i‖ ≤

2O(d2) detL(B′). If (c1, . . . , cd) is the basis of L(B) where any ci is expressed in
terms of the input basis B with the same integer linear combination than c′i in
terms of B′, then:

∏d
i=1 ‖ci‖ =

∏d
i=1 ‖(P ′)−1c′i‖ ≤

∥
∥(P ′)−1

∥
∥d

2
·
∏d

i=1 ‖c′i‖.
To achieve computations in the unit ball model, we decompose once more

the matrix P ′: let P ′ = RP ′QP ′ be the transpose of the QR-decomposition
of (P ′)t. Since the rows of QP ′ are orthonormal, we have ‖c‖ = ‖QP ′RBx‖. We
get ‖c‖ = ‖(RP ′)−1y‖ ≤ d

∥
∥(RP ′ )−1

∥
∥ · ‖c′‖. Analogously to the previous case,

Lemma 5 provides an upper bound to
∥
∥(RP ′)−1

∥
∥ in the unit ball model. There

is also an analogous upper bound for
∏d

i=1 ‖ci‖ that is dd
∥
∥(RP ′)−1

∥
∥d ∏d

i=1 ‖ci‖.
Notice that in Theorem 2, one could also compare the first vector output by

our algorithm with the first minimum of the lattice (as it is usually done in the
LLL case): we use the facts that |c1‖ ≤ ‖(P ′)−1‖2 · ‖c′1‖, ‖c′1‖ ≤ 2O(d) ·λ(L′(B))
and λ(L′(B)) ≤ ‖P ′‖2 · λ(L(B)). For the last inequality, consider s ∈ Z

d such
that ‖Bs‖ = λ(L(B)). For the same reasons as above, ‖B′s‖ ≤ ‖P ′‖2 · ‖Bs‖. It
now suffices to see that λ(L(B′)) ≤ ‖B′s‖.

Lemma 1. For any λ > 1, the following holds with probability at least 1−1/λ2:

(i) In the Gaussian model, (detL(B′))2 ≤ dd · (1 + 3λ) · (det L(B))2.
(ii) In the unit ball model, (det L(B′))2 ≤ d!

(n+2)d · (1 + 2dλ) · (detL(B))2.
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Proof. We have B′ = P · B = P · QB · RB, which gives that detL(B′) = det(P ·
QB) detRB = det(P · QB) detL(B). It thus suffices to focus on the determinant
of the d × d matrix P ′ = P · QB.

Notice first that the matrix QB can be extended to an n × n orthogonal
matrix Q′

B = (QB|·). We are interested in P · QB, i.e., the d × d left sub-matrix
of P · Q′

B. Since the both distributions of P that we consider are invariant
under right multiplication by an orthonormal matrix, the random matrices P
and P · Q′

B follow the same distribution. The distribution of P · QB is thus the
same as the distribution of the left d × d sub-matrix of P , denoted by Pl.
Proof of (i). The random matrix P is Gaussian. Let the rows of the d × d left
sub-matrix of P be denoted by p1, . . . , pd. Thanks to Hadamard’s inequality, we

have detP ′ (d)
= detPl ≤

∏d
i=1 ‖pi‖. Let X be

∏d
i=1 ‖pi‖.

Any ‖pi‖2 is the sum of d squared independent Gaussians. Thus E(‖pi‖2) = d

and E(‖pi‖4) = d(d + 2). Since they are independent, one gets:

E(X2) = dd and σ(X2) = E(X2) ·
√

f(d),

where f(d) =
(

d+2
d

)d − 1 ≤ 9. Chebyshev’s inequality gives that for λ > 0:

P
{
X2 − E(X2) > 3λE(X2)

}
≤ 1/λ2.

Proof of (ii). Now P is distributed under the unit ball model. Let H be a d-
dimensional linear subspace. Consider the distribution of the orthogonal pro-
jections of the rows of P onto H . Since the distribution of the rows of P is
invariant under rotation, the distribution of their orthogonal projections is the
same no matter onto which subspace H the projection is performed. Let us
pick up n − d additional vectors p1, . . . , pn−d in the n-dimensional unit ball
and let H be the orthogonal coset of the (almost surely (n − d)-dimensional)
space spanned by these additional vectors: H =< p1, . . . , pn−d >⊥. Let the
rows of P be denoted by pn−d+1, . . . , pn. Let us denote by p∗

1, . . . , p
∗
n the

Gram-Schmidt orthogonalization of the random vectors p1, . . . , pn. We then
have det(P · QB) =

∏n
i=n−d+1 ‖p∗

i ‖. Let X be the random variable correspond-
ing to det(P · Q). It is proved in [13] that the ‖p∗

i ‖2’s are independent random

variables and that their distribution is given by ‖p∗
i ‖2 (d)

= β
(

n−i+1
2 , i+1

2

)
. The

Beta law is classical in probability theory and its moments are well known:

E(‖p∗
i ‖

2) = n−i+1
n+2 and E(‖p∗

i ‖
4) = (n−i+1)(n−i+3)

(n+4)(n+2) .

Then the independence of ‖p∗
i ‖

2’s leads to:

E(X2) = d!/(n + 2)d and σ2(X2) = E(X2) ·
√

f(d, n),

where f(d, n) = (d+1)(d+2)
2

(
n+2
n+4

)d

− 1. By routine computation, one sees that
√

f(d, n) ≤ 2d and conclude thanks to Bienaymé’s inequality. ��
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4.1 Probabilistic Correctness in the Gaussian Model

The correctness claims of Theorem 2 derive from Lemmas 1 and 3. To bound
the quantity ‖(P ′)−1‖, we use the following result on the condition number of a
Gaussian random matrix.

Lemma 2 ([9]). Let κ be the condition number of the matrix P ′, i.e., ‖P ′‖ ·
‖(P ′)−1‖. Then for any λ ≥ 1, the probability that κ > λd is smaller than 4/λ.

The last ingredient to the proof of correctness of theorem 2 is the following.

Lemma 3. Let t < 1. Then
∥
∥(P ′)−1

∥
∥ ≤ 32d/t2 holds with probability greater

than 1 − t.

Proof. Let x < 1/2. We upper-bound by 1 the density function of the first entry
of P ′. So with probability greater than 1 − 2x, we have ‖P ′‖2 ≥ ‖P ′‖2 ≥ x. By
using Lemma 2, we obtain that with probability greater than 1 − 2x − 4/λ we
have ‖(P ′)−1‖2 ≤ λd/x. Setting x = t/4 and λ = 8/t provides the result. ��

By using Lemmas 1 and 3, we see that, with probability greater than 1−t−1/λ2,
the first vector computed by the algorithm of Figure 2 satisfies:

‖c1‖ ≤ (δ − η2)−
d−1
4

32 · d
3
2 (1 + 3λ)

1
2d

t2
· (detL(B))

1
d .

By choosing λ =
√

2/x and t = x/2, we obtain the result claimed in Theorem 2.

4.2 Probabilistic Correctness in the Unit Ball Model

The correctness claims of Theorem 2 derive from Lemmas 1 and 5.

Lemma 4. Suppose that p1, . . . , pn are n vectors chosen independently and uni-
formly in the n-dimensional unit ball. Then for any d ≤ n and any v < 1

4
√

n
:

P{min1≤k≤d ‖p∗
n−d+k‖ ≤ v} ≤ 4

√
nv.

Proof. Let 
i = ‖p∗
i ‖. The distributions of the 
i’s are given by [13]:

P[ln−d+k ≤ v] =
2

B
(

d−k+1
2 , n−d+k+1

2

)

∫ v

0

ud−k(1 − u2)
n−d+k−1

2 du.

Since 1 − u2 ≤ 1, the integral smaller than vd−k+1. Rewriting the denominator

in terms of the Gamma function, we get P[
n−d+k ≤ v] ≤ 2 Γ( n+2
2 ) vd−k+1

Γ( d−k+1
2 )Γ( n−d+k+1

2 ) .

Using classical properties of the Gamma function, we obtain

P[
n−d+k ≤ v] ≤ 2
(

nv2

2

) d−k+1
2

and P[ min
1≤k≤d


n−d+k ≤ v] ≤ 2
d∑

k=1

(
n v2

2

) d−k+1
2

.

Finally, if nv2 ≤ 1/2, we have P [min1≤k≤d 
n−d+k ≤ v] ≤ 4
√

nv. ��
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Lemma 5. Let P be a random matrix chosen as previously. Let P = RQ be
the transpose of the QR-decomposition of P t. Let u and v be two reals satisfying
u < 1

√
3 and v < 1

4
√

n
. For any d there exists n1 such that for all n ≥ n1(d, u),

with probability greater than 1 − d2( u2

1+u2 )d − 4
√

nv, we have:

∥
∥R−1

∥
∥ ≤ 1

v
(1 +

1
u

)d.

Proof (Sketch). First, notice that as explained in the proof of Lemma 1, the rows
of P ′ = P ·QB have the same distributions as the projections p∗

n−d+1, pn−d+2[n−
d+1], . . . , pn[n−d+1] of n vectors p1, . . . , pn chosen independently and uniformly
in Bn(0, 1) in the orthogonal of the span of the n − d first ones. Let us denote 
i

the norm of p∗
i . The proof, available in the full version, the previous lemma and

classical bounds on the Gamma and Beta functions together with the following
tools:

– an asymptotic equivalent for P[
n+j/
n+i < v] when n grows to infinity and
i and j are two constants. This is available in [2](using the Laplace method
for evaluating integrals asymptotically)

– an explicit expression of the coefficients of R−1
P as a function of the coeffi-

cients ri,j (using the fact that the matrix RP is lower triangular and so is
R−1

P as well) ��

By using Lemmas 1 and 5 after routine computations we see that, with proba-
bility greater than 1 − 4

√
nv − d2( u2

1+u2 )d − λ−2, the first vector computed by
the algorithm of Figure 2 satisfies:

‖c1‖ ≤ (δ − η2)−
d−1
4 · v ·

(

1 +
1
u

)d−1 4 · d 3
2 · λ

1
2d

√
n + 2

(detL(B))
1
d .

Finally we choose λ = 2d/2, u =
√

1/8, v = 1/(2d√n).

5 Experimental Data

In this section, we report experiments supporting the validity of our method.
The experiments are very promising in the sense that the random projection
technique seems to work with a wide range of random matrices and seems to
perform better than what we proved. Indeed, the output bases are not only made
of vectors of small lengths, but LLL terminates very quickly given them as input.

The experiments were performed using Magma [5] V2.14 on an AMD
Opteron 2.40GHz. Each figure corresponds to an average over at least ten
samples. We used the LLL routine with the default options (δ = 0.75, η =
0.51). Magma’s LLL is based on the floating-point L2 algorithm [18]. The
Magma code corresponding to our experiments is available under the GPL at:
http://perso.ens-lyon.fr/damien.stehle/DIMREDUCTION.html. We consid-
ered the following families of random projections.

http://perso.ens-lyon.fr/damien.stehle/DIMREDUCTION.html
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– R1(N): each vector is sampled independently in the sphere Bn

(
0, 10N

)
. The

computations are performed with decimal precision N . The sampling would
be uniform if the computations were performed with infinite precision.

– R2(N): each entry is Gaussian variate approximated to decimal precision N .
– R3(N): each entry is taken uniformly and independently in Z ∩

[
−2N , 2N

)
.

– R4: each matrix entry is taken uniformly and independently in {−1, 1}.

The matrices to be reduced are generated in the following way. We first create
a d × d random matrix of the following shape:

�
����

x1 x2 . . . xd

0 1 . . . 0
...

...
. . .

...
0 0 . . . 1

�
����,

where the xi’s are chosen uniformly and independently in [0, B] for some fixed B.
When B is large enough, the columns form lattice bases that are far from being
reduced. To obtain n × d lattice bases, we multiply them by matrices sampled
from R3(100). This provides rectangular bases that are far from being reduced
with large and balanced entries. We tested our technique with varying para-
meters d, n and B and for the classes of random projections described above.
We also measured the time LLL takes on the output basis. We compared our
technique with the direct LLL approach and with the Gram matrix approach
described in the introduction (LLL-reducing the Gram matrix and applying the
computed transformation to the input basis). We also compared the lengths of
the first vectors of the outputs. The results are described in Figures 3 and 4.

d 20 30 40 50 20 30 40 50

Direct LLL 0.62 8.47 13.6 23.9 1.30 15.8 92.7 341.0

Gram-based approach 0.40 2.26 8.41 25.3 0.52 3.70 16.3 70.7

Random projection approach 0.22 1.19 4.20 13.1 0.25 1.42 5.19 24.8
Direct LLL on the output basis 0.01 0.03 0.07 0.10 0.02 0.09 0.41 1.22

Fig. 3. Timings in seconds of the different LLL approaches for rectangular lattices,
when the random matrix is chosen from R4 and n = 5d, B = 2100·d, (first four columns)
and n = d2/2, B = 2100·d (last four columns)

Figure 3 shows that the random projection technique can be significantly
faster than the direct technique, in particular when n is much larger than d,
even if one includes the running-time of LLL on the output basis. Figure 4
shows that the output quality is similar to that of the direct LLL approach. The
vector found by the random projection method is most often longer than the
one computed by the direct LLL approach, but the ratio remains small. The
technique seems to provide reasonably short vectors for all the afore-mentioned
families of projections.
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d 10 20 30 40 50

R1(100) 2.34/0.99 3.24/1.06 2.95/1.18 3.90/0.99 5.55/0.88

R2(100) 3.04/1.02 12.9/1.00 4.13/0.98 4.57/1.00 4.19/0.94

R2(1000) 3.02/1.04 3.07/0.87 4.40/1.12 5.55/1.16 5.02/1.07

R3(3) 3.54/1.03 6.67/1.04 3.10/1.02 6.52/0.98 6.21/0.95

R3(10) 2.98/0.96 2.97/0.99 4.37/1.09 5.58/1.03 3.70/0.99

R4 3.91/0.96 3.73/1.06 7.00/1.00 4.20/1.03 3.49/1.00

Fig. 4. Ratios between the lengths of the first output vectors after the random projec-
tion technique (respectively after LLL on the output basis) and after the direct LLL ap-
proach (left of each entry, respectively right of each entry), with n = 3d and B = 2100·d

Acknowledgments. We are grateful to Richard Brent, Philippe Flajolet, Guil-
laume Hanrot, Luis Pardo, Brigitte Vallée and Gilles Villard for helpful discus-
sions. This work was partially funded by the LaRedA project of the Agence
Nationale de la Recherche. It was initiated while the first author was hosted
within the computer science laboratory of the University of Paris 7 (LIAFA)
and completed while the second author was hosted within the Magma group at
the University of Sydney.

References

1. Ajtai, M., Dwork, C.: A public-key cryptosystem with worst-case/average-case
equivalence. In: Proc. of STOC 1997, pp. 284–293. ACM, New York (1997)

2. Akhavi, A.: Random lattices, threshold phenomena and efficient reduction algo-
rithms. TCS 287(2), 359–385 (2002)

3. Akhavi, A., Marckert, J.-F., Rouault, A.: On the reduction of a random basis. In:
Proc. of the ANALCO 2007, New Orleans, SIAM, Philadelphia (2007)

4. Boneh, D., Durfee, G.: Cryptanalysis of RSA with private key d less than N0.292.
IEEE Trans Inform Theor 46(4), 233–260 (2000)

5. Bosma, W., Cannon, J., Playoust, C.: The Magma algebra system. I. The user
language. JSC 24(3–4), 235–265 (1997)

6. Brisebarre, N., Chevillard, S.: Efficient polynomial L-approximations. In: Proc. of
ARITH’18, pp. 169–176. IEEE, Los Alamitos (2007)

7. Brisebarre, N., Hanrot, G.: Floating-point L2-approximations to functions. In:
Proc. of ARITH’18, pp. 177–186. IEEE, Los Alamitos (2007)

8. Cassels, J.W.S.: An Introduction to the Geometry of Numbers. Springer, Heidel-
berg (1971)

9. Chen, Z., Dongarra, J.: Condition numbers of gaussian random matrices. SIAM J
Matrix Anal A 27(3), 603–620 (2005)

10. Chen, Z., Storjohann, A.: A BLAS based C library for exact linear algebra on
integer matrices. In: Proc. of ISSAC 2005, pp. 92–99. ACM, New York (2005)

11. Cohen, H.: A Course in Computational Algebraic Number Theory. Springer, Hei-
delberg (1995)

12. Coppersmith, D.: Small solutions to polynomial equations, and low exponent RSA
vulnerabilities. J. of Cryptology 10(4), 233–260 (1997)



Speeding-Up Lattice Reduction with Random Projections 305
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Abstract. We propose an algorithm for approximately maximizing a
concave function over the bounded semi-definite cone, which produces
sparse solutions. Sparsity for SDP corresponds to low rank matrices,
and is a important property for both computational as well as learning
theoretic reasons. As an application, building on Aaronson’s recent work,
we derive a linear time algorithm for Quantum State Tomography.

1 Introduction

In this paper we describe a simple algorithm for approximately solving a special
case of Semi-Definite Programs (SDP), in which the goal is to maximize a concave
function in the bounded semi-definite cone, which also produces a sparse solution.
Our notion of sparsity is not the usual one, i.e. small number of non-zero entries
in the solution matrix. Rather, the notion of sparsity in the SDP setting is low
rank, coupled with a Cholesky composition representation of the solution. That
is, our solutions will be of the form X = V V � ∈ R

n×n, and the solution X is
represented by the matrix V ∈ R

n×k. This notion of sparsity is computationally
appealing: the time to compute vector-matrix products with the matrix X , as
well as the space required to store it is O(nk).

Our algorithm and its analysis are different from previous work on approxi-
mation algorithms for SDP. Unlike previous approximate SDP approaches, the
algorithm is not based on the multiplicative weights method and its extensions.
Rather, the main ingredient is an extension of the Frank-Wolfe [FW56] algorithm
1 for optimizing a single function over the bounded PSD cone. The analysis of
this part crucially depends on the dual SDP, and goes beyond the use of online
learning techniques which were prevalent in all previous approaches.

The algorithm has the appealing property of proceeding in iterations, such
that in each iteration the solution is provably better than the preceding one,
and has rank at most one larger. Thus after k iterations the algorithm attains
a 1

k -approximate 2 solution with rank at most k. The previous algorithm of

1 Whose analysis was recently revisited, simplified and extended in [Cla]. The latter
paper inspired this work.

2 A ε-approximate solution to a SDP over the bounded cone is a PSD matrix with
trace equal to one, which satisfies all constraints up to an additive term of ε.
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[AHK05], which was based on the multiplicative weights method, also produces
sparse solutions, but requires Ω(k2) iterations to achieve the same approxima-
tion guarantee. Besides elementary computation, in each iteration our algorithm
performs at most one eigenvector computation (which can be replaced by two
approximate eigenvector computations).

Next, we apply our method to the problem of Quantum State Tomography.
In this problem the goal is to approximately learn a mixed quantum state given
access to independent measurements. Recently, Aaronson [Aar] showed how a
combination of techniques from learning theory and quantum computation can
be used to learn an n-bit mixed quantum state with a linear number of measure-
ments (an exponential improvement over previous techniques). We show how to
approximately solve Aaronson’s proposed SDP in linear time.

This application is particularly suited for our method for the following reasons:
First, Aaronson proved that an approximate solution to his SDP guarantees low
generalization error. Thus solving the SDP approximately (rather than exactly)
is part of the problem statement and suited for approximation techniques. Even
more so, an exact solution corresponds to an exact match of the hypothesis to
the data, and could lead to “overfitting”. Second, a widely accepted principle
known as “Occam’s Razor” roughly states that simple hypothesis are preferable.
Our algorithm generates a simple hypothesis, taking low-rank is a notion of
simplicity. Third, the state matrix of an n-cubit state is of size 2n. For even a
small number of qubits the size of the matrices is too large to effective deploy any
algorithm with super-linear complexity. This rules out interior point methods.
For this reason also, exploiting the sparsity of the input is absolutely necessary.

Finally, we show how to extend the optimization routine over the bounded
semi-definite cone in order to approximately solve general SDPs. However, for
general SDPs we do not improve the running time over existing techniques.
Whereas for optimization over the bounded SDP cone our algorithm produces
an ε-approximation in O(1

ε ) iterations, which improves upon all existing approx-
imation methods, for general SDPs we need O( 1

ε2 ) iterations.

1.1 Existence of Sparse Solutions

In the first part of the paper we focus on the problem of maximizing a single
concave function over the cone of semi-definite matrices with trace bounded
by one. A natural question concerning sparse solutions is what is the minimal
rank required of a solution which is “close” to the optimum. Obviously, if the
concave objective function happens to be linear, then the problem reduces to an
eigenvector computation, and the optimal solution is of rank one. However, this
is not the case in general, and even for quadratic functions the optimal solution
can have full rank.

It follows from the work of Clarkson [Cla], that in order to attain an ε-additive
approximation (in a sense that will be made precise below), the rank of the
approximation needs to be at least Ω(1

ε ). However it does not follow from pre-
vious work that there even exists an ε-approximate solution with such rank.
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The best bound we know of is from [AHK05], which implies the existence of an
ε-approximate solution with rank O( 1

ε2 ).
In this paper we give a constructive proof that an ε-approximate solution

with rank O(1
ε ) exists by giving an efficient algorithm to find it (see Theorem 1

below).

2 Preliminaries

For two matrices A, B ∈ C
n×n we denote by A•B the inner product of these ma-

trices when thought of as vectors in C
n2

, i.e. A•B =
∑

ij Aij ·Bij = Tr(AB). All
results in this paper apply to Hermitian matrices, and this generality is impor-
tant for our application to Quantum State Tomography. However, for simplicity
the reader may think of real matrices.

A matrix A ∈ C
n×n is positive semi-definite (PSD), denoted by A � 0, if

and only if all its eigenvalues are non-negative real numbers. We write A � B
if the matrix A − B � 0 is PSD. In the analysis we require the following basic
characterization of PSD matrices.

Fact 2.1 A matrix X is PSD if and only if X • V � 0 for all V � 0.

Consider a general SDP feasibility problem (as is standard, the optimization
version is reduced to feasibility by binary search)

∀i ∈ [m] . Ai • X ≤ bi (1)
X ∈ P

We say that a matrix X � 0 is ε-approximate solution to (1) if it satisfies
∀i . Ai • X − bi ≤ ε.

QuantumStateTomography. In the problemof quantumstate tomography (QST),
the goal is to learn an approximate description of a certain quantum state given
access to independent measurements of the state. Recently,Aaronson [Aar] showed
that a small set of measurements (linear in the number of qubits) can be used to
accurately learn a state in this model.

The problem of finding a mixed n-qubit state which approximately agrees
with the measurements can be cast as the following optimization problem. The
input is m Hermitian matrices E1, ..., Em ∈ C

N×N (for the QST problem we
denote N = 2n) with eigenvalues in [0, 1], and m real numbers b1, ..., bm ∈ [0, 1].
The goal is to find a Hermitian positive semidefinite matrix X that satisfies (for
a given constant η > 0)

∀i . |Ei • X − bi| ≤ η (2)
X � 0 , Tr(X) = 1

As alternative (and equivalent up to the approximation parameter) formula-
tion, which may even be more interesting for both theoretical reasons as well as
applications, is
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∑

i

(Ei • X − bi)2 ≤ η (3)

X � 0 , Tr(X) = 1

As Aaronson notes, the above formulation is a convex program with semi-
definite constraints, and thus solvable in polynomial time using interior point
methods [NN94, Ali95] or the ellipsoid method [GLS88]. However, the exponen-
tial size of the measurement matrices quickly render any super-linear method
impractical.

3 A Sparse Approximate SDP Solver

Let P = {X � 0 , Tr(X) = 1} be the cone of SDP matrices with trace equals
one. This convex set is a natural generalization of the simplex, and is the set of all
quantum distributions. In this section we consider the the following optimization
problem:

max f(X) (4)
X ∈ P

Besides an interesting problem by its own right, we show in the next section
how to use the algorithm we develop in this section to solve general SDP. The
following simple and efficient algorithm always maintains a sparse PSD matrix,
rank at most k after k iterations. The algorithm can be viewed as a generalization
of the Frank-Wolfe algorithm for optimizing over the simplex, which was recently
revisited by Clarkson [Cla].

Algorithm 1. SparseApproxSDP
1: Let f be a given concave function, with curvature constant Cf as defined below.

Initialize X1 = v0v
�
0 for an arbitrary rank one matrix v0v

�
0 (with trace one).

2: for k = 1, ..∞ do
3: Let εk =

Cf

k2 . Compute vk ← ApproxEV(∇f(Xk), εk).
4: Let αk = 1

k
.

5: Set Xk+1 = Xk + αk(vkv�
k − Xk).

6: end for

The procedure ApproxEV used in algorithm 1 is an approximate eigenvalue
solver. It guarantees the following: for a negative semidefinite matrix M and any
ε > 0, the vector x = ApproxEV(M, ε) satisfies x�Mx ≥ λmax(M)− ε. At this
point the reader may think of this procedure as an exact maximum eigenvalue
computation. In the end of this section we prove that ApproxEV can be made
to have running time which is linear in the number of non-zero entries of M .

A crucial property of the function f which effects the convergence rate is its
curvature constant, defined by Clarkson [Cla], as follows.
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Definition 1. Define the curvature constant of f as

Cf � sup
x,z∈P y=x+α(z−x)

1
α2

[f(x) − f(y) + (y − x)�∇f(x)]

Note that Cf is upper bounded by the largest eigenvalue of the Hessian of −f .

Our main performance guarantee is given by the following Theorem. Henceforth
let X∗ denote the optimal solution to (4).

Theorem 1. Let Cf be defined as in the following section. Then the iterates Xk

of Algorithm 1 satisfy forall k > 1

∀X∗ ∈ P . f(Xk) ≥ f(X∗) − 4Cf

k

REMARK: A similar guarantee can be given for αk chosen greedily by binary
search (instead of 1

k ).
Before proving this theorem, we define some notation.

– Denote by
z(X) = max

‖v‖=1
v�∇f(X)v = λmax(∇f(X))

the largest eigenvalue of the gradient of f at X .
– Let w(X) = z(X) + f(X) − X • ∇f(X). As we show in Lemma 1 below,

w(X) is the dual objective to optimization problem (4).
– We also denote by h(X) = f(X∗)−f(X)

4Cf
the normalized distance to the opti-

mum at X (in value) and by g(X) = w(X)−f(X)
4Cf

the duality gap at X .

Lemma 1. Weak duality:

w(X) ≥ w(X∗) ≥ f(X∗) ≥ f(X)

Proof. It suffices to prove that the formulation:

min
X∈ S

w(X)

(here S is the set of all matrices in R
n×n) is the dual of (4). To see that, let’s

write the Lagrangian relaxation of (4), which is equivalent to − minX∈P −f(X)
(for this formulation recall Fact 2.1):

− max
V �0,z∈R

min
X∈S

−f(X) − X • V + z(X • I − 1)

The optimum is obtained when all derivatives w.r.t x are zero, i.e.

−∇f(X) − V + zI = 0
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which implies V = zI − ∇f(X). There is also the obvious constraint that 0 	
V = zI − ∇f(X). Plugging back we get that the optimization problem becomes

− max
z∈R

min
X∈S

−f(X) − X • (zI − ∇f(X)) + z(X • I − 1) =

− max
z∈R

min
X∈S

−f(X) + X • ∇f(X) − z =

− max
z∈R,X∈S

−f(X) + X • ∇f(X) − z =

min
z∈R,X∈S

f(X) − X • ∇f(X) + z

Subject to zI ≥ ∇f(X), or z ≥ λmax{∇f(X)}. So w.l.o.g we have z = z(X) =
λmax{∇f(X)} and the above becomes minX∈S w(X).

In particular, the above implies that g(X) ≥ h(X). We can now prove the
theorem:

Proof (Proof of Theorem 1). By the definitions above we have

v�k ∇f(Xk)vk ≥ z(Xk) − εk = w(Xk) − f(Xk) + Xk • ∇f(Xk) − εk

Therefore

(vkv�k − X) • ∇f(Xk) = v�k ∇f(Xk)vk − X • ∇f(Xk)
≥ w(Xk) − f(Xk) − εk (5)

Now,

f(Xk+1) = f(Xk + αk(vkv�k − Xk))
≥ f(Xk) + αk(vkv�k − Xk) • ∇f(Xk) − α2

kCf by definition of Cf

≥ f(Xk) + αk(w(Xk) − f(Xk)) − α2
kCf − εk by (5)

= f(Xk) + 4Cfg(Xk)αk − Cfα2
k − εk

≤ f(Xk) + 4Cfh(Xk)αk − Cfα2
k − εk

By definition of h(Xk) and Lemma 1 this implies

h(Xk+1) ≤ h(Xk) − αkh(Xk) +
1
4
α2

k +
εk

4Cf

Let εk = Cf

k2 .
Now we prove inductively that h(xk) ≤ 1

k . In the first iteration we assume
w.l.o.g that it’s true, else we could have taken α1 = 1, and get that h(X2) ≤ 1

2 ,
now rename k. So by taking αk = 1

k we have

h(Xk+1) ≤ h(Xk)(1 − αk) +
1
4
α2

k +
εk

4Cf

≤ 1
k

− 1
k2

+
1

4k2
+

1
4k2

≤ 1
k
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3.1 Using Approximate Eigenvector Computations

We now describe how to efficiently implement an eigenvector computation pro-
cedure using the Lanczos algorithm with a random start. This was first shown
by [AHK05].

Lemma 2. Given a NSD matrix M with Ñ non-zero entries and eigenvalues
in the range [−C, 0], there exists an algorithm which produces in time Õ( Ñ

√
C√
ε

)
a vector x such that

x�Mx ≥ λmax(M) − ε

Proof. We need Theorem 3.2(a) of Kuczyński and Wozńiakowski [KW92]:

Lemma 3. Let M ∈ R
n×n be a positive semidefinite matrix with Ñ non-zero

entries. Then with high probability, the Lanczos algorithm produces in O( log(n)√
γ )

iterations a unit vector x such that xT Mx
λmax(M) ≥ 1 − γ.

Note that each iteration of the Lanczos algorithm takes Õ(Ñ) time. Now let
M2 = CI+M . Notice that M2 is positive semidefinite, and λi(M2) = C+λi(M).
We apply Lemma 3 with γ = ε

C to obtain in time Õ( Ñ√
γ ) a unit vector x such

that:
C + xT Mx

C + λmax(M)
=

xT M2x

λmax(M2)
≥ 1 − ε

C

Simplifying this gives the lemma statement.

Combining the pieces together we obtain:

Theorem 2. Let Ck be a bound on the absolute value of the largest eigenvalue
of ∇f(Xk), C = maxk{Ck} and Ñ be the maximal number of non-zero entries
in ∇f(X). Algorithm 1 returns a δ-approximate solution in time

Õ

(
Cf (n + TGD)

δ
+

Ñ
√

CC1.5
f

δ2

)

Where TGD is the time to compute ∇f(Xk).

Proof. By Theorem 1, we have f(Xk) ≥ f(X∗) − 4Cf

k , hence it suffices to have
k = 4Cf

δ iterations. Besides the calls to ApproxEV, the computation required
in each iteration is the computation of the gradient (in time TGD) and other
elementary computations which can be carried out in time O(n). By lemma 2,
the k’th invokation of ApproxEV runs in time Õ( Ñ

√
Ck√

εk
) = Õ(kÑ

√
Ck/Cf).

The total running time thus comes to

4Cf

δ
· (n + TGD) +

k∑

i=1

Õ(
i · Ñ

√
Ci

√
Cf

)
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4 Solving General SDPs

In this section we apply the sparse SDP solver to approximately solve general a
SDP in the form 1. We note that the results in this section do not improve over
[AHK05] in terms of running time (whereas for the case of optimizing a single
function over the bounded semi-definite cone we do obtain an an improvement
in running time), and are given here only to illustrate how similar results can be
obtained through a very different analysis. In fact, the algorithm below is almost
identical to the one obtained in [AHK05] via Multiplicative Weights techniques.

Algorithm 2. Fast SDP
1: Input: set of constraints given by A1, ..., Am ∈ C

N×N and b1, ..., bm ∈ R. Desired
accuracy ε. Let ω = maxi{λmax(Ai)}.

2: Let M = log m
ε

3: Apply algorithm 1 to the following function for k rounds, with k = 1
ε
.

f(X) = − 1

M
log

�
m�

i=1

eM·(Ai•X−bi)

�

4: if f(Xk) < −ε return FAIL. Else, return Xk.

Lemma 4. A matrix X for which f(X) ≥ −ε is a ε-approximate solution to
QST.

Proof. Consider the function (for M = log m
ε and y ∈ R

m)

Φ(y) =
1
M

log(
∑

i

eM·yi)

It is a well known fact (see [GK94]) that for M ≥ 0, we have

λ(x) ≤ Φ(x) ≤ λ(x) +
log m

M

Where
λ(x) � max

i
yi

Therefore, if X satisfies f(X) ≥ −ε, we have Φ(X) ≤ ε for yi = Ai • X − bi.
This implies that maxi yi ≤ Φ(x) ≤ ε and hence

∀i . Ai • X − bi ≤ ε

Lemma 5. The function f above is concave, and its Cf value is bounded by
ω2 log m

ε . The value C is bounded by C ≤ ω.
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Proof. See [BV04] for a proof that that −f is convex.
Let us now define z(X) ∈ R

2m as the vector such that z(X)i = eM·(Ai•X−bi)

for i ∈ [m]. In the following we just say z when there’s no ambiguity as for the
X in question.

Differentiating g(X) = −f(X) with respect to X we get

M · ∇g(X) =
1

1�z

m∑

i=1

zi · MAi (6)

So we can bound the parameter C by

C ≤ λmax(∇g) = λmax(
1

1�z

m∑

i=1

ziAi) ≤ ω

And taking the second derivative we get

M · ∇2g(X) = − 1
(1�z)2

m∑

i,j=1

zizjAi • Aj · M2 +
1

1�z

∑

i

ziAi • Ai · M2

Hence,

∇2g(X) 	 M · 1
1�z

∑

i

ziAi • Ai 	 M · ω2I

and therefore λmax(∇2g(X)) ≤ Mω2. Since Cf is bounded by the absolute value
of the smallest eigenvalue of ∇2f on P , this gives the Lemma.

Theorem 3. If SDP (1) is feasible, then Algorithm 2 returns a ε-approximate
solution, else it returns FAIL. The algorithm performs ω2 log m

ε2 approximate
eigenvalue computations and has total running time of

Õ

(
ω2n

ε2
+ Ñ · ω3.5

ε3.5

)

Where Ñ is the total number of non-zero entries in A1, ..., Am.

Proof. For the feasible solution X∗, we have y∗
i = Ai • X∗ − bi ≤ 0. Hence,

f(X∗) = − 1
M

log(
∑

i

eMy∗
i ) ≥ − 1

M
log(m) = −ε

Therefore, we get a δ = ε approximation after Cf

ε ≤ ω2 log m
ε2 iterations, and

have f(Xk) ≥ f(X∗) − ε ≥ −2ε, which according to Lemma 4 is a 2ε approxi-
mation solution to QST.

According to Theorem 2 the total running time is bounded by

Õ

(
Cf (n + TGD)

δ
+

Ñ
√

CC1.5
f

δ2

)
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The gradient of f is (see equation (6))

∇f(Xk) = − 1
1�z

m∑

i=1

zi · Ai

This is a convex combination of the matrices {−Ai} according to the distribution
z. Note that the distribution z at iteration k, denoted zk, can be obtained from
zk−1 in time Õ(Ñ) since Xk = (1−αk)Xk−1 +αkvkv�k . Therefore TGD = Õ(Ñ).
Also, in our case δ = ε, and Cf , C are bounded as in lemma 5.

Plugging these bounds the lemma is obtained.

5 QST in Linear Time

The application to QST is straightforward. To solve formulation (3), apply The-
orem 1 to obtain the corollary below. We note that the curvature constant
Cf is bounded by the largest eigenvalue of the Hessian, which is bounded by
Cf ≤ 2

∑m
i=1 λmax(Ei)2.

Corollary 1. Algorithm 1 returns a ε-approximate solution to an instance of
QST in 4Cf

ε iterations.

As for formulation (2), we have 2m constraints of the form Ei • X − bi ≤ η and
bi − Ei • X ≤ η. The parameter ω is bounded by the maximum eigenvalue of
Ei, which is just 1. Also recall that for QST the dimension of the matrices Ei is
N = 2n. By Theorem 3 we conclude

Corollary 2. Algorithm 2 returns a ε-approximate solution to an instance of
QST in log m

ε2 iterations and has total running time of

Õ

(
N

ε2
+

Ñ

ε3.5

)

Where Ñ is the total number of non-zero entries in the matrices Ei, ..., Em.

Using (standard) clever implementation techniques, one can remove the depen-
dence on N = 2n completely, and obtain a running time of

Õ

(
Ñ

ε3.5

)
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Abstract. In this paper we consider an infinite relaxation of the mixed
integer linear program with two integer variables and two constraints,
and we give a complete characterization of its facets. We then derive an
analogous characterization of the facets of the underlying finite integer
program.

Keywords. integer programming, intersection cut, group relaxation.

1 Introduction

We consider the mixed 2-integer-variable linear program with two constraints

x = f +
∑k

j=1 rjsj

x ∈ ZZ2

s ∈ IRk
+

(1)

where f ∈ Q2 \ ZZ2, k ≥ 1, and rj ∈ Q2. Let Rf (r1, . . . , rk) be the convex
hull of all vectors s ∈ IRk

+ such that f +
∑k

j=1 rjsj is integral. Rf (r1, . . . , rk)
is a polyhedron (We refer the reader to [11] for standard definitions). Model
(1) was considered by Andersen, Louveaux, Weismantel and Wolsey [1]. They
showed that the nontrivial facets of Rf (r1, . . . , rk) are necessarily defined by split
inequalities or intersection cuts (Balas [2]) arising from triangles or quadrilaterals
in IR2. A goal of this paper is to give a converse to the result in [1]: which splits,
triangles and quadrilaterals actually define facets of Rf (r1, . . . , rk)?

Gomory and Johnson [8] suggested relaxing the k-dimensional space of vari-
ables s = (s1, . . . , sk) to an infinite-dimensional space, where the variables sr are
defined for any r ∈ Q2. We get the infinite program with two integer variables
and two constraints

x = f +
∑

rsr

x ∈ ZZ2

s ≥ 0 with finite support.
(2)
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The vector s = (sr)r∈Q2 is said to have finite support if sr �= 0 for a finite
number of r ∈ Q2. Let Rf be the convex hull of all vectors s ≥ 0 with finite
support such that f +

∑
rsr is integral. Note that the polyhedron Rf (r1, . . . , rk)

is the face of Rf obtained by setting sr = 0 for all r ∈ Q2 \ {r1, . . . , rk}. The
motivation for working with Rf instead of Rf (r1, . . . , rk) is that it only has
one parameter, namely f , and therefore the results are cleaner. Moreover results
obtained for Rf can be carried over to the model used in [1].

We say that an inequality is valid for Rf (resp. Rf (r1, . . . , rk)) if it is satisfied
by all vectors in Rf (resp. Rf (r1, . . . , rk)). Inequalities si ≥ 0 are called trivial
valid inequalities. In this paper, we discuss only nontrivial valid inequalities. The
solution s = 0 is not feasible for Rf . Any valid inequality for Rf that cuts off
the vector s = 0 is of the form

∑
ψ(r)sr ≥ 1 (3)

where ψ : Q2 → IR∪{+∞} and, as above, we only consider vectors s with finite
support. To avoid ambiguity, the product +∞ · 0 is defined as 0.

Any valid inequality for Rf yields a valid inequality for Rf (r1, . . . , rk) by
simply restricting it to the space r1, . . . , rk. Furthermore, a full description of
the polyhedron Rf (r1, . . . , rk) is obtained from the set of valid inequalities for
Rf by adding the constraints sr = 0 for r �= r1, . . . , rk. Therefore we will assume
in the remainder that valid inequalities for Rf (r1, . . . , rk) are restrictions of valid
inequalities for Rf .

An inequality
∑

ψ(r)sr ≥ 1 valid for Rf is minimal if there is no valid in-
equality

∑
ψ′(r)sr ≥ 1 where ψ′ ≤ ψ and ψ′(r) < ψ(r) for at least one r ∈ Q2.

We also say that such a function ψ is minimal. The following result was proved
in [3].

Theorem 1. A minimal valid function ψ is nonnegative homogeneous piecewise
linear and convex. Furthermore, the closure of the set

Bψ := {x ∈ Q2 : ψ(x − f) ≤ 1}. (4)

is a full-dimensional polyhedron with 2, 3 or 4 edges, it contains no integral point
in its interior but each edge contains an integral point in its relative interior.

A function ψ is positively homogeneous if ψ(λr) = λψ(r) for all λ ≥ 0. Since ψ is
always nonnegative in this paper, we simply say homogeneous to mean positively
homogeneous. We will also simply say in the interior of an edge to mean in the
relative interior of that edge.

The point f is in Bψ since ψ(0) = 0. When f is in the interior of Bψ, then ψ is
continuous and Bψ is closed (we call this the nondegenerate case), see Figure 1.
In this case, the boundary of Bψ is the set of points x ∈ Q2 that satisfy ψ(x −
f) = 1. Thus, the knowledge of f and of the boundary of Bψ together with
the homogeneity of ψ is enough to compute the value of ψ(r) for any vector
r ∈ Q2 \ {0}: If f + λr is a point on the boundary of Bψ for some λ > 0, we get
that ψ(r) = 1/λ. Otherwise, if there is no such λ, r is an unbounded direction of
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Bψ

BψBψ

f
f

f

Fig. 1. Representation of Bψ for nondegenerate cases

Bψ and ψ(r) = 0. We use the graphic representation of Bψ to describe ψ when
possible. The inequalities corresponding to the three cases of Figure 1 will be
called split, triangle and quadrilateral inequalities. They are special case of the
intersection cuts of Balas [2]. Solid lines in Figure 2 give level curves of ψ(r)
with values 0 and 1 for the three examples of Figure 1.
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Fig. 2. Level curves of ψ(r) for nondegenerate cases

When f is a vertex of clBψ (the closure of Bψ) or when f lies on one of its
edges, ψ is neither continuous nor finite everywhere [3] (degenerate case), see
Figure 3. In particular, for any direction r �= 0 such that the half-line Lr = {x =
f + λr for λ > 0} is outside clBψ, we have ψ(r) = +∞. For the directions such
that the half-line Lr goes through the interior of clBψ, let f + λr be the point
where Lr intersects the boundary of clBψ; then we get ψ(r) = 1/λ. Finally, when
Lr supports an edge of clBψ, let y = f+λr be the first integral point encountered
on Lr starting from f and let x = f +μr be the first vertex of clBψ encountered
(if any); if y is encountered first, we get ψ(r) = 1/λ and if x is encountered first,
we get ψ(r) = 1/μ. There are five different degenerate inequalities, depending of
the type of set clBψ and the position of f on its faces: degenerate split, vertex-
degenerate triangle, edge-degenerate triangle, vertex-degenerate quadrilateral and
edge-degenerate quadrilateral inequalities. Solid lines in Figure 4 give level curves
of ψ(r) with values 0 and 1 for the three examples of Figure 3.
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Bψ
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Fig. 3. Representation of Bψ for degenerate cases
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Fig. 4. Level curves of ψ(r) for degenerate cases

Note that Dey et al. [5] showed in a more general context that, if ψ(r) < +∞
everywhere, then ψ is continuous, and therefore ψ is nondegenerate.

Polyhedra with no integral point in their interior but with an integral point in
the relative interior of each facet are called maximal lattice-free [9]. The complete
list of all maximal lattice-free convex sets in the plane is known:

Theorem 2. [9] A maximal lattice-free convex set in the plane (x1, x2) is one
of the following:

i) An irrational line ax1 + bx2 = c, where a/b is irrational and c �∈ aZZ + bZZ;
ii) A strip c ≤ ax1 + bx2 ≤ c + 1 where a and b are coprime integers and c is

an integer;
iii) A triangle with an integral point in the interior of each of its edges;
iv) A quadrilateral containing exactly four integral points, with exactly one of

them in the interior of each of its edges; Moreover, these four integral points
are vertices of a parallelogram of area 1.

The polyhedra referred to in Theorem 1 correspond to the last three cases in
Theorem 2. The first case does not play a role here as we only consider rational
vectors f and r in the definition of Rf .
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A valid inequality
∑

ψ(r)sr ≥ 1 for Rf defines a facet of Rf if there does
not exist two distinct valid inequalities

∑
ψj(r)sr ≥ 1, j = 1, 2, such that

ψ = 1
2ψ1 + 1

2ψ2. Note that, although we only use nontrivial inequalities in this
definition, including them would give an equivalent definition. By extension, we
also say that such a function ψ defines a facet of Rf . Gomory [7] recently raised
the question of describing the facets of Rf . In this paper, we give a complete
characterization of the facets of Rf .

A valid inequality
∑k

i=1 ψj(ri)si ≥ 1 for Rf (r1, . . . , rk) defines a facet of
Rf (r1, . . . , rk) if two distinct valid inequalities

∑k
i=1 ψj(ri)si ≥ 1, j = 1, 2, do

not exist such that ψ(ri) = 1
2ψ1(ri) + 1

2ψ2(ri) for i = 1, . . . , k. This definition
of a facet of Rf (r1, . . . , rk) is consistant with the usual definition of a facet of
a polyhedron only if the polyhedron is full dimensional. The next lemma shows
that this is the case.

Lemma 1. If Rf (r1, . . . , rk) is non empty, then it is full dimensional.

Proof. The recession cone of Rf (r1, . . . , rk) is IRk
+.

The paper is organized as follows. Section 2 explains how results for the facets of
Rf can be used to derive results for the facets of Rf (r1, . . . , rk). Section 3 shows
that split inequalities are always facet defining for Rf , and that degenerate split
inequalities also are. Section 4 deals with triangle and quadrilateral inequalities.
It shows that triangle inequalities are always facets of Rf and it gives a neces-
sary and sufficient condition for a quadrilateral inequality to define a facet. For
the remaining degenerate cases, vertex-degenerate and edge-degenerate triangle
inequalities are facet defining only if a condition on the integral points in the
boundary of Bψ is satisfied, whereas degenerate quadrilaterals never define a
facet of Rf .

2 Facets of Rf and Facets of Rf(r
1, . . . , rk)

In this section, we give a relation between facets of Rf and facets of Rf (r1, . . . , rk).
We first show that the degenerate cases can be ignored when dealing with
Rf (r1, . . . , rk).

Theorem 3. Let r1, . . . , rk be a set of k ≥ 1 rays. Every nontrivial facet of
Rf (r1, . . . , rk) can be obtained from a nondegenerate minimal valid function ψ
for Rf .

We will see in Theorem 6 that split inequalities always define facets of Rf . The
situation for Rf (r1, . . . , rk) is a little bit more complicated, as the next theorem
shows. See also Andersen et al. [1].

Theorem 4. Let ψ be valid and minimal for Rf , with Bψ unbounded and f in
its interior. Let r1, . . . , rk be a set of k ≥ 1 rays. Then ψ defines a split inequality∑k

i=1 ψ(ri)sri ≥ 1 for Rf (r1, . . . , rk). This inequality can also be obtained as a
quadrilateral inequality if ψ(ri) > 0 for i = 1, . . . , k, and it defines a facet of
Rf (r1, . . . , rk) otherwise.



322 G. Cornuéjols and F. Margot

Nondegenerate minimal valid inequalities that are not split inequalities are
generated by a function ψ with Bψ bounded and f in the interior of Bψ. Let
x1, . . . , xk be the vertices of Bψ. We always assume that these vertices are topo-
logically ordered so that the edges of the boundary of Bψ are convex combina-
tions of xi and xi+1 with indices taken modulo k. We define the corner rays of
Bψ to be the rays {r1, . . . , rk} joining f to the vertices of Bψ, with ri = xi − f
for i = 1, . . . , k.

The next theorem shows that if r1, . . . , rk are the corner rays of Bψ then ψ is
facet defining for Rf if and only if it is facet defining for Rf (r1, . . . , rk).

Theorem 5. Assume that Bψ is a polytope with f in its interior. Let ψ be valid
and minimal for Rf and let r1, . . . , rk be the corner rays of Bψ. Then ψ is facet
defining for Rf (r1, . . . , rk) if and only if ψ is facet defining for Rf .

The assumption of Theorem 5 that the rays are the corner rays of Bψ can be
relaxed slightly, keeping the proof almost identical:

Corollary 1. Assume that Bψ is a polytope with f in its interior. Let ψ be valid
and minimal for Rf and let r1, . . . , r� be a set of rays including the corner rays of
Bψ. Then ψ is facet defining for Rf (r1, . . . , r�) if and only if ψ is facet defining
for Rf .

In [1], Andersen, Louveaux, Weismantel and Wolsey study Rf (r1, . . . , rk) and
they prove that, when nonnegative combinations of r1, . . . , rk span IR2, all the
nontrivial facets of Rf (r1, . . . , rk) are split inequalities or are triangle or quadri-
lateral inequalities where the vertices of Bψ are on the rays f + λri, λ > 0,
for i = 1, . . . , k. They do not, however, describe precisely which triangles and
quadrilaterals generate facets. Theorems 3, 4 and Corollary 1 show that the
characterization obtained in this paper of the triangles and quadrilaterals that
generate facets for Rf (Theorems 8 and 9) gives a complete characterization of
the nontrivial facets of Rf (r1, . . . , rk).

3 Split Inequalities

3.1 Nondegenerate Case

Consider a direction r0 ∈ Q2\{0} such that the line L0 := {x = f +αr0, α ∈ IR}
contains no integral point. Let L1 and L2 be parallel lines to L0, each containing
integral points, such that the set of points between L1 and L2 contains no integral
point in its interior and contains L0. (See Figure 5.) Define ψ(r0) = ψ(−r0) = 0,
ψ(x − f) = 1 for any x ∈ L1 ∪ L2. Since ψ is homogeneous, this defines ψ(r) for
all r ∈ Q2. The valid inequality

∑
ψ(r)sr ≥ 1 is the well known split inequality

[4]. These inequalities are equivalent to Gomory’s mixed integer inequalities [6].

Theorem 6. Split inequalities define facets of Rf .
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Fig. 5. Illustration for Theorem 6

3.2 Degenerate Case

Consider a direction r0 ∈ Q2 \{0} such that the line L0 := {x = f +αr0, α ∈ IR}
contains integral points. Let L1 be a line parallel to L0 that contains integral
points, such that the set of points between L0 and L1 contains no integral point in
its interior. Let y1 and y2 be the first integral points encountered on the half-lines
f +αr0, α ≥ 0, and f −αr0, α ≥ 0 respectively. Define ψ(y1−f) = ψ(y2−f) = 1
and ψ(x − f) = 1 for any x ∈ L1. Since ψ is homogeneous, this defines ψ(r) for
all r ∈ Q2 in the closed half-space limited by L0 and containing L1. For all other
r ∈ Q2 \{0}, define ψ(r) = +∞. The inequality

∑
ψ(r)sr ≥ 1, a degenerate split

inequality, is valid for Rf .

Theorem 7. Degenerate split inequalities define facets of Rf .

4 Triangle and Quadrilateral Inequalities

In this section, we assume that ψ is valid and minimal for Rf with f in the
interior of Bψ and that Bψ is a polytope. Then by Theorem 1 and Theorem 2,
Bψ is either a triangle or a quadrilateral such that each of its boundary edges
contains an integral point in its interior.

Let x1, . . . , xk be the vertices of Bψ and r1, . . . , rk be the corner rays of Bψ

and let yi be an integral point that can be obtained as a nontrivial convex
combination of xi and xi+1 for i = 1, . . . , k (indices are always implicitly taken
modulo k).

Define M as the 2 × k matrix whose column i is the vector yi for i = 1, . . . , k
(Recall that k = 3 or 4). Define X as the 2 × k matrix whose column i is the
vector xi for i = 1, . . . , k. Let S be the k×k matrix whose column i is the vector
corresponding to the coefficients in the convex combination of xi and xi+1 giving
yi for i = 1, . . . , k.

We then have

M = X · S (5)

with
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S =

⎛

⎝
α 0 1 − γ

1 − α β 0
0 1 − β γ

⎞

⎠ or S =

⎛

⎜
⎜
⎝

α 0 0 1 − δ
1 − α β 0 0

0 1 − β γ 0
0 0 1 − γ δ

⎞

⎟
⎟
⎠

where α, β, γ and δ are all strictly between 0 and 1.
Since we are interested in the dimension of faces of polyhedra, which requires

checking affine independence of points, we add a third row full of 1s to the
matrices M (resp. X) to obtain matrix M̄ (resp., X̄). Due to the specific form
of the matrix S, we still have

M̄ = X̄ · S . (6)

Let A be an m × n matrix. The nullspace of A is N (A) = {x ∈ IRn | Ax = 0}
and the columnspace of A is C(A) = {z ∈ IRm | z = Ax for some x ∈ IRn}.

The following three results are classical results of linear algebra [10]:

Lemma 2. Let A be an m × n matrix and B be an n × p matrix. Then

rank(A · B) = rank(B) − dim(N (A) ∩ C(B)) .

Corollary 2. Let A be an m×n matrix and B be an n×p matrix. If rank(A) =
n, then

rank(A · B) = rank(B) .

Proof. If rank(A) = n, then N (A) = {0} and has dimension 0. Applying
Lemma 2 yields the result.

Corollary 3. Let A be an m × n matrix and B be an n × p matrix. Then

rank(A · B) ≤ min{rank(A), rank(B)} .

Proof. Apply Lemma 2 to A · B and its transpose.

4.1 Triangle Inequalities

Theorem 8. Triangle inequalities define facets of Rf and of Rf (r1, r2, r3) where
r1, r2 and r3 are the corner rays of the maximal lattice-free triangle.

Proof. Since k = 3 and Bψ is a triangle, both M̄ and X̄ have rank 3. By Corol-
lary 2, S has rank 3 too. It implies that the columns of S are affinely inde-
pendent. Since they all satisfy with equality the inequality

∑3
i=1 ψ(ri)si ≥ 1,

this inequality defines a facet of Rf (r1, r2, r3). By Theorem 5, ψ defines a facet
of Rf .
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4.2 Quadrilateral Inequalities

When k = 4, both M̄ and X̄ have rank 3. By Lemma 2, we have

3 = rank(M̄) = rank(X̄ · S) = rank(S) − dim(N (X̄) ∩ C(S)) .

Since rank(X̄) = 3, we have that N (X̄) is a one-dimensional linear space.
Hence dim(N (X̄) ∩ C(S)) ≤ 1 and rank(S) = 4 if and only if N (X̄) ⊆ C(S).

Theorem 9. Consider a maximal lattice-free quadrilateral with vertices xi, in-
tegral point yi on edge xixi+1 (indices taken modulo 4) and corner rays ri, i =
1, . . . , 4. The corresponding quadrilateral inequality defines a facet of Rf (r1, r2,
r3, r4) (and therefore of Rf ) if and only if there is no t ∈ IR+ such that the point
yi divides the edge joining xi to xi+1 in a ratio t for odd i and in a ratio 1/t for
even i, i.e.

||yi − xi||
||yi − xi+1|| =

{
t for i = 1, 3
1
t for i = 2, 4 .

Proof. Let F be the face of Rf (r1, . . . , r4) defined by
∑4

i=1 ψ(ri)si = 1. As
f + ri = xi is on the boundary of Bψ, we have ψi(ri) = 1 for i = 1, . . . , 4.
Hence, if s ∈ F then

∑4
i=1 si = 1. Recall that Rf (r1, . . . , rk) is the convex hull

of vectors in the set H := {s ∈ IR4
+ | f +

∑4
i=1 risi is integral}. Thus, if F is a

facet, then there exists four affinely independent vectors sj , for j = 1, . . . , 4, in
H with

4∑

i=1

sj
i = 1 and zj = f +

4∑

i=1

ris
j
i =

4∑

i=1

(f + ri)s
j
i integer .

This implies that zj is in the convex hull of x1, . . . , x4, for j = 1, . . . , 4. Theorem 2
shows that the only integral points in Bψ are the points y1, . . . , y4. Moreover,
for each j = 1, . . . , 4, there is a unique convex combination of x1, . . . , x4 that
produces yj , namely column j of matrix S. In other words, F is a facet if and
only if the columns of S are affinely independent. Observe that the columns of
S are affinely independent if and only if they are linearly independent since the
sum of the entries in any column of S is 1. It follows that F is a facet if and only
if rank(S) = 4.

Let u = (1, −1, 1, −1)T . By Theorem 2 iv), the points y1, . . . , y4 are the ver-
tices of a parallelogram. This implies that M̄ ·u = 0. Then (6) gives X̄ ·S ·u = 0.
We now have two cases:

i) S · u = 0. Then rank(S) ≤ 3 and Corollary 3 shows that rank(S) = 3.
Solving the linear system S · u = 0 gives α = 1 − β = γ = 1 − δ. This is
equivalent to the ratio condition of the statement.

ii) S · u �= 0. Then for v = S · u we have X̄ · v = 0, and as v �= 0, we have that
N (X̄) is the linear space spanned by v. Since v is obtained as a linear combination
of the columns of S, we have N (X̄) ⊆ C(S) and by Lemma 2 we get rank(S) = 4.
Since all the columns of S satisfy with equality the inequality

∑4
i=1 ψ(ri)si ≥ 1,
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this inequality defines a facet of Rf (r1, r2, r3, r4). By Theorem 5, ψ defines a
facet of Rf .

We illustrate the condition in Theorem 9 by a couple of examples. This condition
implies that the quadrilateral inequality generated from the square whose edges

contain the integral points
(

0
0

)

,

(
1
0

)

,

(
0
1

)

,

(
1
1

)

in their middle (usually

called octahedron inequality) does not define a facet. However, if one tilts just
one edge of the square around its (integral) middle point, the resulting trapezoid
has three distinct ratios ||yi−xi||

||yi−xi+1|| . Therefore Theorem 9 states that the resulting
quadrilateral inequality defines a facet of Rf .

We give another more complicated example, see Figure 6. Let f =
( 1

2
1
2

)

and Q the quadrilateral with vertices x1 =
( 7

6
1
6

)

, x2 =
( 7

8
13
8

)

, x3 =
(− 7

6
1
6

)

,

x4 =
( 7

8

− 1
8

)

.

x

x2

x3

x4

yy2

y3 y4

(a) The quadrilateral Q. (b) The two triangles T and T2.

ff

1

1

1

Fig. 6. Illustration for the second example

Edge x1x2 contains integral point y1 =
(

1
1

)

with ratio ||y1−x1||
||y1−x2|| = 4

3 .

Edge x2x3 contains integral point y2 =
(

0
1

)

with ratio ||y2−x2||
||y2−x3|| = 3

4 .

Edge x3x4 contains integral point y3 =
(

0
0

)

with ratio ||y3−x3||
||y3−x4|| = 4

3 .

Edge x4x1 contains integral point y4 =
(

1
0

)

with ratio ||y4−x4||
||y4−x1|| = 3

4 .

Theorem 9 states that the quadrilateral inequality obtained from Q is not a
facet.
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Indeed, it can be obtained as a convex combination of two triangle inequalities,

each with a multiplier 1
2 . The first triangle T1 has vertices

( 3
2

0

)

,
( 4

5
7
5

)

,
(

−2
0

)

.

The second triangle has vertices
(

1
− 1

3

)

,
(

1
2

)

,
(− 3

4
1
4

)

. Both triangles have all

four points y1, y2, y3, y4 on their boundaries. The corner rays of Q are r1 =( 2
3

− 1
3

)

, r2 =
( 3

8
9
8

)

, r3 =
(− 5

3

− 1
3

)

, r4 =
( 3

8

− 5
8

)

. Triangle T1 has corner rays

positive multiples of r1, r2 and r3. Triangle T2 has corner rays positive multiples
of r2, r3 and r4. If ψ, ψ1 and ψ2 denote the functions defined by Q, T1 and T2

respectively, it is easy to verify that ψ = 1
2ψ1 + 1

2ψ2 in each of the cones riri+1

(indices defined modulo 4). Indeed, each of these functions is linear in each of
the cones. So it is sufficient to verify the equality ψ(r) = 1

2ψ1(r) + 1
2ψ2(r) in

each of the directions ri, i = 1, . . . , 4. In direction r1 we have ψ1

(
1

− 1
2

)

= 1

and ψ2

( 1
2

− 1
4

)

= 1. This implies ψ1(r1) = 2
3 and ψ2(r1) = 4

3 . Therefore ψ(r1) =

1
2ψ1(r1) + 1

2ψ2(r1) as required. Similarly, for the other rays, we find ψ1(r2) = 5
4

and ψ2(r2) = 3
4 ; ψ1(r3) = 4

3 and ψ2(r3) = 2
3 ; ψ1(r4) = 3

4 and ψ2(r4) = 5
4 .

5 Degenerate Triangle and Quadrilateral Inequalities

Theorem 10. A vertex-degenerate triangle inequality defines a facet of Rf if
and only if the edge of T opposite f contains at least two integral points in its
interior.

Theorem 11. An edge-degenerate triangle inequality defines a facet of Rf if
and only if at least one of the two edges not containing f contains two integral
points y with ψ(y − f) = 1.

Theorem 12. Vertex-degenerate and edge-degenerate quadrilateral inequalities
never define facets of Rf .
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Abstract. We consider the longest common subsequence problem (lcs)
and a variant of it where each symbol may occur at most once in the
common subsequence. The lcs is a well-known problem that can be
solved in polynomial time by a dynamic programming algorithm. We
provide a complete description of a polytope we associate with the lcs.
The integrality of this polytope can be derived by showing that it is in
fact the clique polytope of a perfect graph. The repetition-free version of
the problem is known to be difficult. We also associate a polytope with
this version and investigate its facial structure. We present some valid
and facet-defining inequalities for this polytope and discuss separation
procedures. Finally, we present some computational results of a branch
and cut algorithm we have implemented for this problem.

1 Introduction

Given two finite sequences s and t over an alphabet, the longest common sub-
sequence problem (lcs) consists in finding a longest common subsequence of s
and t. It is well known that this problem can be solved in polynomial time by
a dynamic programming algorithm that runs in O(|s||t|) time (see [4]). The lcs

has important applications in Bioinformatics and Computational Biology, where
the sequences are genomes and a common subsequence may be interpreted as
a similarity measure between the genomes. It is also present in the core of the
unix diff command.

We associate a polytope with the lcs and study its facial structure. For that,
given an instance of the problem, we represent the feasible solutions of this
instance as vectors in R

n (for some dimension n) and consider the polytope
defined as the convex hull of these vectors. We give a complete description of
this polytope, exhibiting all of its facets (faces of maximal dimension). Since the
lcs is polynomially solvable, it is expected that such a complete description can
be provided (see [6,7] for details). We discuss the description we provide in this
paper and relate it with other known results.

We also study a variation of the lcs in which each symbol of the alphabet
is allowed to occur at most once in the sought common subsequence. We refer

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 329–338, 2008.
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to this version as the Repetition-Free LCS problem (rflcs). It has been
proved that this problem is NP-hard. Indeed, Adi et al. [1] proved that it is apx-
hard even if each symbol appears at most twice in each of the given sequences.
Another variation considered in the literature is the so-called exemplar model.
In this problem, as in the rflcs, each symbol may appear at most once in the
common subsequence. Besides, some symbols are mandatory and must appear in
the subsequence. This model has been studied by Bonizzoni et al. [2] who proved
that the problem is also apx-hard. Yet another related variation was proposed
by Sankoff [9] in the studies of gene families. All these variations may be useful
in the comparisons of genomes [2,9] and may prove to be useful in other contexts
as well.

This paper is organized as follows. In Section 2 we give a complete description
of the polytope we associate with the lcs and show how to solve the separation
problem for it in polynomial time. Moreover we show the relationship between
the lcs polytope and the clique polytope of a class of perfect graphs. In Section 3
we provide a formulation for the rflcs and present some results on valid and
facet-defining inequalities for the corresponding polytope. Some computational
results of a branch and cut algorithm we developed for the rflcs are shown in
Section 4. Finally, in Section 5 we present some conclusions.

2 A Polyhedral Study of the LCS Polytope

Consider an instance of the lcs consisting of two sequences s = s1, . . . , sn and
t = t1, . . . , tm over some alphabet. For each symbol a of the alphabet, let s(a)
be the set of indices i of s such that si = a, and let t(a) be defined analogously.
Let E ⊆ {1, . . . , n} × {1, . . . , m} be the set of all pairs (i, j) in s(a) × t(a) where
a ranges over all symbols of the alphabet. That is, E = ∪a

(
s(a) × t(a)

)
.

Note that any common subsequence w of s and t can be represented by a vector
z in {0, 1}E as follows. If w = si1 , . . . , sip = tj1 , . . . , tjp , where i1 < · · · < ip and
j1 < · · · < jp, then for each pair ij in E we have that zij = 1 if and only if there
exists an index � in {1, . . . , p} such that i = i� and j = j�. Thus, the feasible
solutions of this instance of the lcs are the vertices of the following polytope
(defined as the convex hull of these solutions).

Plcs := conv{z ∈ {0, 1}E | z represents a common subsequence of s and t}.

Obviously, finding a vector z∗ in Plcs with maximum number of nonzero com-
ponents is equivalent to finding a longest common subsequence of s and t.

Proposition 1. The polytope Plcs is full-dimensional.

Proof. It is sufficient to observe that the zero vector and the unit vectors eij ,
for all (i, j) in E (that is, the vector such that eij

ij = 1 and eij
k� = 0 for all

(k, �) �= (i, j)), are in Plcs and are affinely independent. Thus the polytope Plcs

has dimension |E|. ��
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We say that two distinct pairs (i, j) and (k, �) in E cross if (i ≤ k and j ≥ �)
or (k ≤ i and � ≥ j). A simple integer programming formulation for the lcs

follows.

maximize
∑

(i,j)∈E zij

subject to zij + zk� ≤ 1 for all (i, j) and (k, �) in E that cross,
zij ∈ {0, 1} for all (i, j) in E.

(1)
Observe that z is a feasible solution of (1) if and only if it corresponds to a

common subsequence of s and t.

Proposition 2. For every (i, j) in E, the inequality zij ≥ 0 defines a facet of
Plcs.

Proof. Fix an (i, j) in E. It is easy to see that the zero vector and the unit
vectors ek� for all (k, �) �= (i, j) are vertices of Plcs that satisfy zij = 0 and they
are affinely independent. ��

We note that the inequalities in (1) do not always induce facets of Plcs. As we
will see in what follows, some of them may possibly be facet-defining. To simplify
the notation, if z is a vector and S is a subset of E, then we denote by z(S) the
sum

∑
(i,j)∈S zij .

We say that a set S ⊆ E is a star if any two distinct pairs in S cross. If S is
a star then the inequality z(S) ≤ 1 is called a star inequality. Note that the
inequalities in (1) are star inequalities defined by stars of cardinality 2.

Lemma 1. Consider a star S ⊆ E. Then the star inequality z(S) ≤ 1 is valid
for Plcs, and it defines a facet if and only if S is maximal.

Proof. It is immediate that the star inequality z(S) ≤ 1 is valid for Plcs. Now,
let us prove that it defines a facet when S is maximal.

Consider a facet-defining inequality az ≤ α and suppose

{z ∈ R
E | z(S) = 1} ⊆ F := {z ∈ R

E | az = α}.

Note that, for each pair (p, q) in E \ S, there exists a pair (i, j) in S such that
(i, j) and (p, q) do not cross (since S is maximal). Thus, eij and eij + epq are
incidence vectors of common subsequences of the sequences s and t and are in
F . So, aij = aeij = a(eij +epq) = aij +apq, and therefore apq = 0 for every (p, q)
in E \ S. Now observe that, for every (i, j) and (k, �) in S, we have that eij

and ek� are in F . Then, aij = aeij = aek� = ak� = α, for some constant α.
This proves that az ≤ α can be rewritten as αz(S) ≤ α, and therefore the star
inequality z(S) ≤ 1 is facet-defining.

Conversely, suppose that the star inequality z(S) ≤ 1 defines a facet of Plcs.
If S is not maximal, there exists a pair (p, q) in E \ S such that (p, q) crosses
all pairs in S. Thus, S′ := S ∪ {(p, q)} is a star and the inequality z(S′) ≤ 1 is
valid. In this case, the star inequality z(S) ≤ 1 can be written as the sum of the
inequality z(S′) ≤ 1 and the inequality zpq ≥ 0, a contradiction. ��
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A nice result is that the inequalities given in the lemma above define completely
the polytope Plcs. More precisely, any facet-defining inequality of Plcs is either
a nonnegativity inequality or a maximal star inequality. This result is proved
in the next theorem. First, consider the following order relation on the pairs on
E. Given (i, j) and (k, �) in E, we write (i, j) 
 (k, �) if i < k or (i = k and
j ≤ �). Now, we can define a lexicographical order on the subsets of E as follows.
Consider two subsets S1 and S2 of E. For k = 1, 2, let ((ik1 , jk

1 ), . . . , (ik�k
, jk

�k
))

be the sequence of the pairs in Sk sorted according to this (total) order and
refer to it as the sorted Sk. We say that S1 is lexicographically smaller than
or equal to S2, and write S1 
 S2, if either the sorted S1 is a prefix of the
sorted S2 or (i1p, j1

p) 
 (i2p, j2
p) for the first index p such that (i1p, j1

p) �= (i2p, j2
p) (if

it exists).

Theorem 1

Plcs = {z ∈ R
E | zij ≥ 0 for all (i, j) ∈ E and

z(S) ≤ 1 for all maximal star S ⊆ E}.

Proof. Let az ≤ α be an inequality that induces a facet, say F , of Plcs. First we
prove that, if this inequality has negative coefficients, it must be a nonnegativity
constraint for some (i, j) in E. Say aij < 0 and suppose that the inequality
az ≤ α is not a multiple of −zij ≤ 0. Then, there must be a vector z in Plcs such
that az = α and zij = 1 (otherwise, F would be contained in the hyperplane
zij = 0). But then z − eij is also a vector in Plcs, and a(z − eij) = az − aij > α,
a contradiction.

So, we may assume that aij ≥ 0 for all (i, j) in E. Consider now the support T
of the inequality az ≤ α and some (i, j) in E \T . It is easy to see that there must
exist some (k, �) in T that does not cross (i, j). Otherwise F would be contained
in the hyperplane zij = 0. It remains to be proved that T is a star.

Let S1 = {(i1, j1), (i2, j2), . . . , (it, jt)} be the first maximal star in T in the
lexicographical order defined above. If az ≤ α is not a maximal star inequality,
there must exist some z in R

E such that az = α and z(S1) = 0. Thus, there must
exist two distinct pairs (i, j) and (k, �) in T \ S1 with zij = zk� = 1 such that
every pair in S1 either crosses (i, j) or (k, �). Assume without loss of generality
that (i, j) 
 (k, �). As S1 is maximal, (i, j) cannot cross all pairs in S1. Since
S1 is the first maximal star in the lexicographical order, there is an index p in
{1, . . . , t} such that (i, j) does not cross (ip, jp) and (ip, jp) 
 (i, j). Thus, j ≥ jp.
But then, (k, �) must cross (ip, jp), and therefore � ≤ jp. This implies that i ≤ k
and j ≥ jp ≥ �, and hence (i, j) and (k, �) cross, a contradiction. ��

2.1 The Separation Problem for the Star Inequalities

A polynomial-time algorithm to solve the separation problem for the star in-
equalities is the following. Let s and t be the two sequences for which we want
to find a longest common subsequence, and let z ∈ R

E be such that 0 ≤ zij ≤ 1
for all (i, j) in E. Consider the problem of finding a maximum weight common
subsequence of the reversal of s and the sequence t, where the weight of aligning
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si with tj is zij . This problem can be solved in polynomial time using a dynamic
programming algorithm (see [4]). Observe that such a common subsequence of
the reversal of s and t corresponds to a maximal star (since the weights are non-
negative). So, if such a maximum weight star, say S, has value greater than 1,
the corresponding star inequality z(S) ≤ 1 is violated by z. Conversely, if this
value is less than or equal to 1, no star inequality is violated by the current
solution z.

2.2 The Integrality of the LCS Polytope

Another way of proving that the polytope described in Theorem 1 is integral is by
means of the following result shown by Fulkerson [5], Lovász [8] and Chvátal [3].
Given an undirected graph G = (V, E), the clique polytope of G is defined as
the convex hull of the incidence vectors of the cliques in G. We say a set S ⊆ V
is a stable set of G if S is a set of pairwise non-adjacent vertices. Consider the
polytope:

PC(G) = {x ∈ R
V | xv ≥ 0 for all v ∈ V and

x(S) ≤ 1 for all stable set S ⊆ V }.

Chvátal [3] proved that the description above is indeed the description of the
clique polytope of G (and therefore integral) if and only if G is a perfect graph.
(A graph is perfect if for every induced subgraph H of G the maximum size of
a clique in H is equal to the minimum coloring of H).

Now we observe that the lcs polytope defined in Theorem 1 is the clique
polytope of a perfect graph. Let Gst be the graph defined as follows: its vertex
set consists of all pairs (i, j) in E (as we defined in the beginning of Section 2),
and two vertices are adjacent if and only if the corresponding pairs do not cross.

Thus, finding a longest common subsequence of s and t is equivalent to finding
a largest clique in the graph Gst. Note that the maximal star inequalities z(S) ≤
1 that are facets of Plcs are in fact inequalities of the form x(S) ≤ 1 of the clique
polytope PC(Gst), where S is a maximal stable set of Gst. Thus, Plcs = PC(Gst),
that is, Plcs is precisely the clique polytope of the graph Gst. Hence, Plcs is
integral if and only if Gst is perfect.

Now it remains to show that the graph Gst is perfect. To this end, we show
that its complement Ḡst is perfect (it is known that the complement of a perfect
graph is also a perfect graph [8]). We claim that Ḡst is a comparability graph,
and therefore a perfect graph. We recall that a comparability graph is a graph
that has a transitive orientation, that is, an orientation such that the resulting
directed graph satisfies a transitive law: whenever there exist directed edges (a, b)
and (b, c), there must exist a directed edge (a, c).

It is not difficult to prove that Ḡst is a comparability graph. It suffices to note
that the following orientation Gst of Ḡst is transitive: if e = {u, v} is an edge
of Ḡst, where u = (i, j) and v = (k, �) (note that the pairs (i, j) and (k, �) cross),
then orient e from u to v if i ≤ k and j ≥ � (see Figure 1). It is immediate that
if u = (i, j), v = (k, �) and w = (p, q) are vertices of Gst, and in this graph there
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are arcs going from u to v and from v to w, then this graph has an arc going
from u to w. This follows because we have i ≤ k and j ≥ � (as there is an arc
from u to v) and we have k ≤ p and � ≥ q (as there is an arc from v to w) and
therefore we have i ≤ k and j ≥ q. Thus the orientation we defined is transitive.

Although the lcs polytope can be described as the clique polytope of the
graph Gst, the proof of the complete description of Plcs we have presented (by
means of star inequalities) is interesting, as it is short and self-contained (it does
not rely on the result concerning the clique polytope of perfect graphs).

3 Formulation for the RFLCS

Given two sequences s and t, the problem of finding a repetition-free lcs of s
and t can be formulated as the following integer program.

maximize
∑

(i,j)∈E zij

subject to z(Ea) ≤ 1 for all symbol a of the alphabet,
zij + zkl ≤ 1 for all (i, j) and (k, l) in E that cross,

zij ∈ {0, 1} for all (i, j) in E.
(2)

As in the case of lcs, we can associate with rflcs the following polytope:

Prflcs := conv{z ∈ {0, 1}E | z represents a repetition-free
common subsequence of s and t}.

It is easy to see that the maximal star inequalities are valid for Prflcs. However,
these inequalities are not facet-defining.

For a set S ⊆ E, let Sa = S∩(s(a)×t(a)), where a is a symbol of the alphabet.
We say that a set S ⊆ E is an extended star if, for every two distinct symbols a
and b, each pair in Sa crosses all pairs in Sb. We prove in the next theorem that
if S is a maximal extended star then the corresponding star inequality z(S) ≤ 1
is facet-defining for Prflcs.

(1, 3) (1, 5)

(3, 1)

(2, 2)

(3, 4)(4, 2)

(5, 3)

(5, 5)

(a) (b)

aa

aa

bb

b

c

cc
s

t

Fig. 1. (a) A graph indicating all pairs in E with respect to s = acbca and t = bcaba .
(b) The graph Gst for s and t.
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Theorem 2. Let S be a maximal extended star. The inequality z(S) ≤ 1 defines
a facet of Prflcs.

Proof. It is immediate that the inequality z(S) ≤ 1 is valid for Prflcs. In order
to prove that it defines a facet of Prflcs, consider an inequality az ≤ α that
defines a facet F of Prflcs and suppose

{z ∈ R
E | z(S) = 1} ⊆ F := {z ∈ RE | az = α}.

Consider a pair (i, j) in Ea \S for some symbol a. Since S is a maximal extended
star, there is a pair (k, �) in S ∩ Eb, with b �= a, that does not cross (i, j). Then,
ek� and ek� + eij are both in F , and this implies that aij = 0 for every (i, j) in
Ea \ S. Since this holds for every symbol a, we conclude that aij = 0 for every
(i, j) in E \ S.

Now observe that for every (i, j) in S we have that eij ∈ F . Thus, aij = α for
every (i, j) in S. Hence, the inequality az ≤ α can be rewritten as αz(S) ≤ α
and we conclude that the extended star inequality z(S) ≤ 1 is facet-defining. ��

3.1 The Separation Problem for the Extended Star Inequalities

We show now that a polynomial-time algorithm using a dynamic programming
algorithm can be used to solve the separation problem for the extended star
inequalities. The idea of the algorithm is similar to the separation algorithm
shown in the previous section. Let z be a fractional point we intend to separate.
Every extended star (see Figure 2(a)) corresponds to an alignment as the one
depicted in Figure 2(b), between the sequence s reversed, which we denote by sr,
and the sequence t. In the alignment shown in Figure 2(b) each star corresponds
to some particular symbol (that is, only pairs corresponding to the same symbol
can cross).

(a) (b)s sr

tt

Fig. 2. (a) An extended star between s and t. (b) The corresponding alignment between
sr and t.

The separation algorithm has to find an extended star whose corresponding
inequality is violated. For that, it looks for a maximum weight alignment, as the
one in Figure 2(b), between sr and t. The weights for the alignments are given
by z. Such an alignment allows crossings only among pairs corresponding to a
common symbol. One can find such an alignment by a dynamic programming
algorithm.
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Indeed, let mw(n, m) be the weight of such a maximum weight alignment
between the sequences sr[1 . . n] and t[1 . . m]. The following recurrence holds for
mw(n, m):

mw(n, m)=

⎧
⎨

⎩

0 if n = 0 or m = 0,
max{mw(n − 1, m), mw(n, m − 1)} if sr[n] �= t[m],
max1≤i,j≤n{mw(i − 1, j − 1) + ba(i, n, j, m)} if sr[n] = t[m] = a,

where ba(i, n, j, m) =
∑

{zkl : i ≤ k ≤ n, j ≤ l ≤ m, (k, l) ∈ Ea}.

It is not hard to see that mw(n, m) can be computed by an O(n2m2) al-
gorithm. It is also not hard to derive an algorithm that finds an alignment
between sr and t of weight mw(n, m). If mw(n, m) < 1, then such an align-
ment corresponds to an extended star that is violated. If mw(n, m) ≥ 1, then
no extended star is violated.

4 Computational Results

We implemented a branch and cut algorithm for the rflcs using the exact
separation procedure for the extended star inequalities shown in the previous
section. We considered instances consisting of two sequences of equal length
n = 512, and with alphabet sizes 1

8n, 2
8n, . . . , 7

8n. The instances are generated
randomly with uniform probability. To solve the linear programming relaxation
we use the GLPK (Gnu Linear Programming Kit), an ANSI C set of routines
organized in the form of a callable library.

In the first experiment we tested our branch and cut algorithm on 10 random
instances, each one with the above mentioned alphabet size. We limited the
running time for each instance to one hour. The results obtained are summarized
in Table 1. In each line the results shown correspond to 10 instances with the
given alphabet size. The first column shows the alphabet size. In the second
column we indicate the average computational time for the 10 instances; and
we also indicate in parenthesis the minimum and maximum running time. The
next column shows the average number of cuts added to the linear program.
Then, we indicate how many of the instances could be solved to optimality
within one hour. The next two columns show the average lower and upper bound
achieved within the fixed time limit. Finally, the last two columns exhibit the
average number of active nodes at the moment the program was interrupted and
the average number of nodes visited in the branch and bound tree during the
execution of the program.

In Table 1, we note that it becomes more difficult to solve instances in which
the alphabet size is small compared to the length of the sequences (up to 3

8n).
This difficulty might be explained by the fact that when the alphabet is small
then the number of repetitions in the sequences is large, and this implies that
such instances may have many feasible solutions. It is interesting to note that
we could solve all instances to optimality when the size of the alphabet is at
least 1

2n. The average number of nodes in the branch and cut tree (last column)
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Table 1. Computational results with extended star inequalities

alph. size time (min/max) cuts exact lb ub active nodes

64 3604.5 (3600/3609) 1162.5 0 44.4 63.9 1.0 0.0

128 3601.6 (3600/3604) 1927.7 0 56.8 75.2 1.0 0.0

192 2761.8 (762/3600) 2532.1 6 58.8 59.7 1.7 10.7

256 604.4 (224/1582) 1474.0 10 54.2 54.2 0.0 5.6

320 245.9 ( 93/498) 1077.1 10 46.5 46.5 0.0 1.8

384 113.0 ( 72/200) 797.0 10 43.0 43.0 0.0 1.0

448 76.0 ( 52/108) 660.6 10 40.7 40.7 0.0 1.4

indicate that most of the work was done in the root node. For the instances with
small alphabet we achieve an average gap under 50% to the value of the best
solution found in one hour.

In order to investigate the strength of the extended star inequalities we ran
GLPK with the integer programming formulation (2). We set the parameters
of the solver to use clique and Gomory cuts (these are the best parameters we
could found). The results for the easier instances (with alphabet size at least
1
2n) are summarized in Table 2.

Table 2. Branch and bound with formulation (2)

alph. size time (min/max) cuts exact lb ub active nodes

256 3669.3 (3642/3724) 300.0 0 13.3 56.0 29.0 3.0

320 2739.3 (771/3631) 282.6 4 45.7 47.3 45.6 91.7

384 1159.9 (534/2886) 271.9 10 43.0 43.0 0.0 87.2

448 746.1 (254/2537) 236.5 10 40.7 40.7 0.0 117.0

As shown in Table 2, we could solve all 10 instances only for alphabet sizes 384
and 448. It is interesting to observe that in these cases the average time to solve
the instances is around 10 times larger than the time we needed using the facet-
defining inequalities and our separation procedure. In the other cases, we could
solve only 4 instances to optimality, while using the extended star inequalities
we could solve all instances within one hour.

5 Conclusion

The lcs is a well-known problem that has many nice applications. Perhaps
because of the fact that a polynomial-time algorithm for this problem is known,
a polyhedral approach to this problem has not been considered in the literature.
We think the polyhedral results we have shown for the lcs in this paper have
many interesting aspects: we give a complete and irredundant description of the
polytope Plcs we have associated to it and show that the separation problem for
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this polytope is polynomial. Furthermore, we have given an alternative proof of
the integrality of this polytope by showing its relation with the clique polytope of
the graph Gst, which we show to be perfect. The repetition-free version of lcs, an
NP-hard problem, also has applications in the study of genomes. This variant has
been less investigated. The polyhedral approach and the computational results
we presented for the rflcs show that this approach is an improvement to pure
branch and bound strategies or simple heuristics. Further facets of this polytope,
as well as some heuristics, may be incorporated to the present code, leading to
improvements that can be useful to solve some larger instances of the problem.
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We would like to thank José Coelho de Pina for some valuable comments re-
lated to the contents of Section 2.2. We also thank the financial support from
CNPq (Proc. 490333/04, 307011/03-8, 308138/04-0, 301919/04-6), ProNEx -
Fapesp/CNPq Proc. No. 2003/09925-5 and Fapesp (Proc. 07/54282-6), Brazil.

References

1. Adi, S.S., Braga, M., Fernandes, C.G., Ferreira, C.E., Martinez, F.H.V., Sagot, M.-
F., Stefanes, M.A., Tjandraatmadja, C., Wakabayashi, Y.: Repetition-free longest
common subsequence. In: Proc. IV Latin-American Algorithms, Graphs and Opti-
mization Symposium (to appear) (2007)

2. Bonizzoni, P., Della Vedova, G., Dondi, R., Fertin, G., Vialette, S.: Exemplar longest
common subsequence. In: Alexandrov, V.N., van Albada, G.D., Sloot, P.M.A., Don-
garra, J. (eds.) ICCS 2006. LNCS, vol. 3992, pp. 622–629. Springer, Heidelberg
(2006)

3. Chvátal, V.: On certain polytopes associated with graphs. J. Combinatorial Theory
Ser. B 18, 138–154 (1975)

4. Cormen, T.H., Leiserson, C.E., Rivest, R.L., Stein, C.: Introduction to Algorithms,
2nd edn. MIT Press, Cambridge (2001)

5. Fulkerson, D.R.: Anti-blocking polyhedra. J. Combinatorial Theory Ser. B 12, 50–71
(1972)

6. Grötschel, M., Lovász, L., Schrijver, A.: The ellipsoid method and its consequences
in combinatorial optimization. Combinatorica 1, 169–197 (1981)

7. Grötschel, M., Lovász, L., Schrijver, A.: Geometric Algorithms and Combinatorial
Optimization. Springer, Heidelberg (1988)

8. Lovász, L.: Normal hypergraphs and the perfect graph conjecture. Discrete
Math. 2(3), 253–267 (1972)

9. Sankoff, D.: Genome rearrangement with gene families. Bioinformatics 15(11), 909–
917 (1999)



Competitive Cost Sharing with
Economies of Scale

Martin Hoefer�

Department of Computer Science, RWTH Aachen, Germany
mhoefer@cs.rwth-aachen.de

Abstract. We consider a general class of non-cooperative buy-at-bulk cost shar-
ing games, in which k players must contribute to purchase a number of resources.
The resources have costs and must be paid for to be available to players. Each
player can specify payments and has a certain constraint on the number and types
of resources that she needs to have available. She strives to fulfill this constraint
with the smallest investment possible. Our model includes a natural economy of
scale: for a subset of players, capacity must be installed at the resources. The
cost increase for larger sets of players is composed of a fixed price c(r) for each
resource r and a global concave capacity function g. This cost can be shared ar-
bitrarily between players. We consider the quality and existence of pure-strategy
exact and approximate Nash equilibria. In general, prices of anarchy and stability
depend heavily on the economy of scale and are Θ(k/g(k)). For non-linear func-
tions g pure Nash equilibria might not exist and deciding their existence is NP-
hard. For subclasses of games corresponding to covering problems, primal-dual
methods can be applied to derive cheap and stable approximate Nash equilibria in
polynomial time. In addition, for singleton games optimal Nash equilibria exist.
In this case expensive exact as well as cheap approximate Nash equilibria can
be computed in polynomial time. Some of our results can be extended to games
based on facility location problems.

1 Introduction

In this paper we consider a general class of non-cooperative buy-at-bulk cost sharing
games, which can for instance be used to model crucial competitive cost sharing as-
pects of networks like the Internet, e.g. service installation, facility location or various
network design problems. The formulation captures a realistic aspect of networks by
including costs with economies of scale. In particular, we consider a game for k players
that strive to obtain a number of resources with minimum investment. There is a set
of resources, and each resource has a certain cost. Each player picks as a strategy a
function that specifies their offer to each resource. If the sum of offers made by a set
of players exceeds the resource cost, it is considered available for these players. For
each player there is a constraint on the number and types of resources that must be
available for her. She strives to fulfill this constraint with minimum total investment in
her strategy. A resource becomes more expensive when it shall be available to a larger
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set of players. In particular, if resource r is available to a set of i players, the cost is
c(r, i) = c(r)g(i), in which c(r) is a fixed cost and g is a non-decreasing and concave
function, which is used for every resource r. A variety of problems, e.g. buy-at-bulk
variants of set cover, facility location, and network design, can be turned into a game
with the help of this model.

We first study our games with respect to the existence of pure-strategy exact Nash
equilibria. We characterize prices of anarchy [17] and stability [2], which measure the
cost of the worst and best Nash equilibria in terms of the cost of a socially optimum
solution, respectively. We also consider a situation, in which a central institution with
some means to influence agent behavior tries to induce a state that is as cheap and
stable as possible. This poses a two-parameter optimization problem captured by the
notion of (relative) (α, β)-approximate Nash equilibria. These are states, in which the
equilibrium condition is relaxed by a factor of α and that represent a β-approximation
to the socially optimum cost. We refer to α as the stability ratio and β as the approx-
imation ratio. In accordance with previous work we consider properties of games, in
which player constraints are equivalent to well-known covering and facility location
problems. Our interest is to investigate the influence of the function g on the efficiency
and computational complexity of exact and approximate Nash equilibria.

Related Work. There are a number of related game-theoretic models. Cooperative
games have been studied quite intensively in the past (see [9, 11] and the references
therein). In [9] the authors prove that the core of cooperative games based on covering
and packing integer programs is non-empty if and only if the integrality gap is 1. They
also show results on polynomial time computability of core solutions in a number of
special cases. In [11] similar results are shown for class of cooperative facility loca-
tion games. Some of these games have also been analyzed with respect to mechanism
design. In addition, cost sharing mechanisms have been considered for games based
on set cover and facility location. The authors in [10] presented strategyproof mech-
anisms for set cover and facility location games. For set cover games this work was
extended [20,18] to different fairness aspects and formulations with items or sets being
agents, for facility location games computing cross-monotonic cost sharing schemes
was considered in [19], and in [16] lower bounds on their budget-balance were pro-
vided. In contrast, our approach is an extension of non-cooperative games, which were
first studied in [3] in a Steiner forest network design context. Recent work [5, 15, 14]
presented extended results for exact and approximate Nash equilibria in covering and
facility location games. Prices of anarchy and stability in these games are generally as
large as Θ(k). For singleton games, in which each player is interested only in a sin-
gle element, however, optimal Nash equilibria exist. In [5, 14] we proved the applica-
bility of primal-dual methods to derive cheap and stable approximate Nash equilibria.
None of these previous models, however, considers the influence of different economies
of scale.

Starting with [4] network design problems with economies of scale became a vivid
area of research. Typically, there are a number of source-sink pairs with demands that
must be routed by an unsplittable flow. Edge and/or vertex costs increase with the de-
mand routed over them. Recently, polylogarithmic approximation algorithms [6,7] and
logarithmic hardness results for general resource costs [1] were derived. For special
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cases, e.g. single-souce or rent-or-buy problems [12] there exist constant-factor approx-
imation algorithms. This is also the case for unit-demand metric facility location [13].

Our Contribution. Buy-at-bulk investment games studied in this paper are a new gen-
eral model to consider cost sharing in optimization problems with economies of scale.
In addition, as an extension they address a frequent criticism to previous cost sharing
games [3, 15, 14, 5], which in the following we will call regular cost sharing games. In
regular games, only a fixed cost for each resource must be paid for to make it available
to every player, no matter whether she contributes or not. Hence, the game inherently
allows free riders who can obtain a resource for free. This problem has been addressed
e.g. in [2,8] by fixing a Shapley-value cost sharing. In contrast, our model allows smaller
groups of players to obtain the resource at cheaper costs. This creates a force on every
player to contribute for availability. The severeness of this force depends on the number
of players that request a resource and is dynamically adjusted by g. Some undesirable
properties of the game like a high price of anarchy are directly affected by this, the price
of anarchy is exactly k

g(k) . Other properties are independent of this adjustment, e.g. for
any non-linear g there are games without Nash equilibria. The price of stability is as

large as Θ
(

k
g(k)

)
, and it is NP-hard to decide the existence of Nash equilibria. Inter-

estingly, some upper bounds on approximate Nash equilibria for regular games can be
extended to hold for buy-at-bulk games. There are (f, f)-approximate Nash equilibria
for set cover games, where f is the maximum frequency of any element in the sets.
If each player wants to cover exactly one element, optimal Nash equilibria exist, and
(1 + ε, β)-approximate Nash equilibria can be obtained in polynomial time by a local
search from any β-approximate starting state. In addition, we provide a procedure to
find an exact Nash equilibrium in polynomial time, which was not known before even
for regular singleton games. A number of these results directly translate to a class of
buy-at-bulk investment games for facility location. Due to space limitations some of the
proofs are shortened or omitted.

2 Model and Basic Properties

In a buy-at-bulk cost sharing game there is a set [k] of k non-cooperative players and a
set R of resources. Each resource r ∈ R has a fixed cost c(r) ≥ 0. In addition, there
is a function g : N → R

0
+, which is non-negative, non-decreasing, concave, and has

g(0) = 0 and g(1) > 0. We normalize the function to obey g(1) = 1. For convenience,
we use μ(i) = g(i) − g(i − 1), which is non-increasing and non-negative for all i ≥ 1.
The bundle cost of resource r is c(r, i) = c(r) g(i). A strategy sp of a player p is
a function sp : R → R

0
+ to specify her non-negative payment to each resource. A

state is a vector s = (s1, . . . , sk) with a strategy for each player. We denote by s−p

the same vector without sp. A resource r is available to a player p if there is a subset
p ∈ Q ⊂ [k] of players such that they purchase the corresponding bundle cost, i.e.∑

q∈Q sq(r) ≥ c(r, |Q|). For a player p we use ρp(s) to denote the set of her available
resources, and we drop the argument whenever context allows. Each player p has a
player-specific constraint on ρp, which has a covering aspect in the sense that it can
never be violated by having additional resources available to the ones required. If ρp in
the current state s does not fulfill the constraint, we assume that the player is penalized
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with a prohibitively large cost, i.e. for her individual cost cp(s) = +∞. Otherwise,
if her constraint is satisfied, the individual cost is her total investment cp(sp, s−p) =∑

r∈R sp(r). A player wants to minimize her individual cost, so she strives to fulfill her
constraint with ρp at the least possible investment. A Nash equilibrium (denoted NE) is
a state, in which no player can reduce her individual cost by changing her strategy. We
restrict our attention to pure states in this paper and leave a deeper study of mixed NE
for future work. As social cost of a state s of the game we use the sum of individual costs
c(s) =

∑
p∈[k] cp(s). A (α, β)-approximate Nash equilibrium (denoted (α, β)-NE) is

a state, in which no player can reduce her individual cost by a factor of more than α,
and for which the social cost is a β-approximation to the minimum social cost over all
states of the game. A social optimum state minimizing social cost will be denoted s∗

throughout.
In a NE and in a social optimum state s∗ the available resources for each player

satisfy her constraints. Also, in NE and s∗ due to concavity of g, there is a unique maxi-
mal set of players (denoted Qr), for which the resource is available. This set includes as
subsets all other sets of players, for which the resource is available. In NE no subset of
i players will contribute more than c(r, i) to any resource r. The strategies exactly pur-
chase the bundle cost c(r, |Q|) of every resource. Thus, a NE s represents a cost sharing
of the set of resources. This property can be assumed for s∗ as well, because here the
cost distribution is irrelevant. Finding s∗ is equivalent to finding a solution to the un-
derlying buy-at-bulk minimization problem given by satisfying all player constraints at
minimum total cost. In this problem, a feasible solution is a vector that indicates for
each player, which resources are available to him, such that all constraints are satisfied.

Finally, the function g(i) ∈ [1, i] for all i ≥ 1. Previously considered regular cost
sharing games were buy-at-bulk games with g(i) = 1 for all i ≥ 1 [5, 14, 15, 3]. When
referring to games in this paper - e.g. vertex cover games - we generally mean the buy-
at-bulk version. It is explicitly mentioned when regular games are under consideration.

2.1 Covering and Facility Location

The definition allows a variety of games to be defined in this framework. A simple class
is a (buy-at-bulk) vertex cover game on an undirected graph G = (V, E). The resources
R = V , and each player corresponds to a subset of edges Ep ⊂ E. Her constraint is
satisfied, if for each edge there is at least one incident vertex available to her. In this way
we generalize to set multi-cover games. There is a set of elements E, and the resources
are given by R = M ⊆ 2E of subsets M ∈ M, such that M ⊆ E. Each player
corresponds to a subset Ep ⊆ E of elements, and there is a number b(e) > 0 for each
e ∈ E. Player p is satisfied if for each e ∈ Ep there are at least b(e) sets available to her
that include e.

Facility location games can be obtained as follows. We are given two sets T of
terminals and F of facilities. The resources are facilities and connections, i.e., R =
F ∪ (T × F ). A player p corresponds to a subset of terminals Tp ⊆ T . She strives
to connect her terminals to facilities. As both the connections and the facilities are re-
sources, they both generate a cost. We will refer to them as connection and opening
costs, respectively. The constraint of a player p is satisfied if for each of her terminals
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t ∈ Tp at least one connection (t, f) and the corresponding facility f ∈ F are available
to her. In metric games the connection costs satisfy the triangle inequality.

3 Cost and Complexity of Nash Equilibria

In this section we consider the behavior of prices of anarchy and stability in the game
and the hardness of finding NE. Our first result concerns the price of anarchy.

Theorem 1. The price of anarchy in the buy-at-bulk cost sharing game is exactlyk/g(k).

Proof. First, we prove the lower bound. Consider a vertex cover game on a star network,
in which every player owns a single edge and each vertex v has fixed cost c(v) = 1. If
every player contributes exactly the cost of the leaf node incident to her edge, a NE of
cost k evolves. The optimum solution, however, consists of the center vertex v and has
bundle cost c(v, k) = g(k). This proves that the price of anarchy is at least k/g(k).

For the upper bound consider any NE s of any buy-at-bulk cost sharing game with
strategies sp. In addition, let ρ−p be a set of resources for player p, which has minimum
total fixed cost. Now consider a social optimum state s∗. Denote by ρ∗p a subset of
minimum cost of the available resources of player p in s∗, which suffices to satisfy her
constraint. It is obvious that for the fixed cost

∑

r∈ρ−
p

c(r) ≤
∑

r∈ρ∗
p

c(r). (1)

The concavity of g ensures that with increasing demands for resources in ρ−p , the cost
to be paid for by player p can only decrease. Hence, it becomes ever more attractive for
p to deviate to a strategy, which contributes only to ρ−p . However, as s is a NE, the fixed
cost of ρ−p is an upper bound on current total contribution of p in s, i.e.

∑
r∈R sp(r) ≤∑

r∈ρ−
p

c(r). Since s is a NE, the cost of the purchased resources must be fully paid for.
Using the bound from (1) we get

∑

p∈[k]

∑

r∈R

sp(r) ≤
∑

p∈[k]

∑

r∈ρ−
p

c(r) ≤
∑

p∈[k]

∑

r∈ρ∗
p

c(r). (2)

Consider the following procedure of constructing a lower bound on the cost of the social
optimum solution. Iteratively add players and the cost of their available resources ρ∗p to
the solution. The presence of the i-th player on ρ∗i adds at least a cost μ(i)

∑
r∈ρ∗

i
c(r)

to the cost of s∗. As μ is monotonic decreasing, we can lower bound c(s∗) by

k∑

i=1

μ(i)
∑

r∈ρ∗
i

c(r) ≤ c(s∗). (3)

Note that the cost of the resources is determined by the final set Qr, and this is indepen-
dent of the ordering in which players are considered. Hence, the value of this lower bound
is the same for any ordering of the players chosen. By making k − 1 cyclic rotations of
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an initial ordering of players, we ensure that each player appears at each position i ex-
actly once. Adding all resulting inequalities (3) we get

∑
p∈[k]

∑k
i=1 μ(i)

∑
r∈ρ∗

p
c(r) =

g(k)
∑

p∈[k]

∑
r∈ρ∗

p
c(r) ≤ kc(s∗), and together with (2) this proves the theorem:

c(s) =
∑

p∈[k]

∑

r∈R

sp(r) ≤
∑

p∈[k]

∑

r∈ρ∗
p

c(r) ≤ k

g(k)
c(s∗).


�

In fact, our proof bounds the price of anarchy for both, pure and mixed NE. If for
a game g(k) = k, the game exhibits a decomposition property that allows for optimal
NE. The previous theorem states that every NE is a social optimum. The reverse is also
true, i.e. in this case there is always an optimum NE. However, once g is sublinear, then
for a vertex cover game with sufficiently large number of players, there is no NE.

(a) (b)

Fig. 1. (a) Vertex cover game without a NE. Edge labels indicate player ownership. Grey parts
are introduced when considering auxiliary players to deal with arbitrary values of k0. (b) Trans-
formation into a facility location game. Filled vertices are facilities, empty vertices are terminals.
Labels of terminals indicate player ownership.

Lemma 1. If g(i) = i for i ≤ k0 and g(i) < i for i > k0, then for any k > k0 there is
a vertex cover game with k players without a Nash equilibrium.

Consider the game in Figure 1(a) and k0 = 1. Intuitively, whenever player 1 contributes
the fixed cost to some vertex v1 or v2, player 2 is motivated to contribute to bundles of
v1 and v2. In particular, she will purchase the fixed cost of the other vertex. This gives
player 1 an incentive to remove payments, which gives player 2 an incentive to purchase
vertex u. While this is not a formal argument, it can be verified that for each possible
feasible solution no stable cost-sharing can be obtained. The transition to arbitrary k0

uses additional k0 − 1 auxiliary players. These players own a star with an expensive
center and u, v1, v2 as leaves. They never contribute to the center and simply serve to
“boost” the dynamics on the original game into the region, where the drop in function
g occurs. Hence, as soon as players can profit from the investment of other players,
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they might not be able to agree upon a set of resources to purchase. Based on this
observation we can show that given any fixed, non-linear function g, there is a class
of games with sufficiently many players, in which determining existence of a NE is

NP-hard. In addition, the price of stability can be as high as Θ
(

k
g(k)

)
.

Theorem 2. Given any non-linear function g, for which g(i) = i for i ≤ k0 and
g(i) < i for k > k0, then for each k > k0 there is a class of vertex cover games with g
and k players, for which it is NP-hard to determine the existence of a Nash equilibrium.

Theorem 3. For vertex cover games the price of stability is in Θ
(

k
g(k)

)
.

Fig. 2. Vertex cover game, in which the price of stability is Θ
�

k
g(k)

�
. Edge labels indicate player

ownership. Grey parts are introduced when considering auxiliary players to deal with arbitrary
values of k0.

Proof. Consider the game in Figure 2. Suppose every leaf vertex of the star and the
star center vc have constant fixed cost of at most 1 + μ(k0 + 1). The fixed cost of v1

and v2 are 1, for u it is 2 > c(u) > 1 + μ(k0 + 1). There are k0 − 1 auxiliary players
k−k0+2, . . . , k, and each has a star centered at an additional vertex wp. The cost c(wp)
is prohibitively high, so these players will boost the game to a range where g becomes
sublinear. Now suppose there is at least one of the players 1, 2, 4, . . . , k − k0 + 1, who
strives to make vc available to her. Then there are at least k0 players, who pay a cost
of c(vc, k0) for vc. Player 3 will contribute at most c(vc)μ(k0 + 1) = (1 + μ(k0 +
1))μ(k0 + 1) < c(u)μ(k0 + 1) to u. Thus, player 2 has to invest at least c(u) to
make vertex u available. As previously noted there can be no NE in this case. Thus,
none of the players 1, 2, 4, . . . , k0 + 1 shall make star center vc available to her. Then
player 3 can contribute c(vc) to a bundle cost of vertex u. Player 2 can add less than
1 + μ(k0 + 1) to u, and together with the auxiliary players this purchases the bundle
cost of c(u, k0 + 1). Note that player 1 sticks to purchasing one of v1 and v2, and the
remaining edges of the star can be covered by purchasing the leaf vertices. A NE of cost
at least (1 + μ(k0 + 1))k + 1 + (μ(k0 + 1))2 + μ(k0 + 1) + 3(k0 − 1) evolves. In the
social optimum, however, all players 1, . . . , k0 + 1 contribute to vc yielding a state of
cost at most (1 + μ(k0 + 1))g(k) + 2 + μ(k0 + 1) + 4(k0 − 1). For fixed g, parameter
k0 is a constant, and the ratio grows with k/g(k). 
�
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Note that any vertex cover game can be translated easily to a metric facility loca-
tion game, which is equivalent in terms of the structure of NE. We replace each edge
e = (u, v) by a terminal te and two connections (te, u) and (te, v) of connection cost
cmax = maxv∈V c(v). This creates the set of terminals. The former set of vertices
becomes the set of facilities. For the remaining connections between facilities and ter-
minals we assume a cost given by the shortest path metric, i.e. they are at least 3cmax

(see Figure 1(b) for an example). Observe that a NE for the facility location game pro-
vides a NE for the corresponding vertex cover game and vice versa.

Corollary 1. If g(i) = i for i ≤ k0 and g(i) < i for i > k0, then for any k > k0 there
is a class of metric facility location games with g and k players, for which it is NP-hard
to determine the existence of a Nash equilibrium.

4 Approximate Nash Equilibria

In this section we consider set cover games with b(e) = 1 for all elements e ∈ E.
While the lower bounds shown for vertex cover games extend to this case, it is possible
to obtain (f, f)-NE in polynomial time, in which f = maxe∈E |{M ∈ M, e ∈ M}|
denotes the maximum frequency of any element in the sets.

Algorithm 1. (f, f)-NE for set cover games

sp(M) ← 0 for all players p and sets M1

γp(e) ← 0 for all players p and elements e2

for every player p = 1, . . . , k do3

Set cp(M) = minQ{c(M, |Q| + 1) −
�

q∈Q sq(M)} for Q ⊆ [p − 1] and all M4

while there is an uncovered element e ∈ Ep do5

Let γp(e) ← mine∈M cp(M)6

Increase payments: sp(M) ← sp(M) + γp(e) for all M with e ∈ M7

Add all purchased sets to the cover8

Reduce set costs: cp(M) ← cp(M) − γp(e) for all M with e ∈ M9

Theorem 4. Algorithm 1 returns a (f, f)-approximate Nash equilibrium for set cover
games in polynomial time.

Proof. The algorithm can be implemented to run in polynomial time. In line 4 we take
all previous contributions into account and determine a set of players Q ∪ p, for which
the missing contribution to the bundle cost is minimal. The set Q is a subset of [p−1] =
1, . . . , p − 1, because for all other players all contributions are still 0. We start with
Q = ∅ and add players q < p in non-increasing order of the contributions sq(M). This
yields the desired set Q.

Our algorithm represents an adjustment of the primal-dual algorithm for mini-
mum set cover (see for instance [21, chapter 15]). An approximation guarantee of
f for the buy-at-bulk set cover problem has most likely been observed before, so
a proof is omitted. For the stability ratio, we consider the p-th player after the ex-
ecution of the algorithm and her best move taking into account the payments of
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all other players q = p. For that purpose, we consider for each set M the cost
c′(M) = minQ⊂[k],p�=Q c(M, |Q| + 1) −

∑
q∈Q sq(M). We have to show that the

sum of the payments of player p is not greater than f times the cost of the cheap-
est set cover of Ep with respect to the costs c′. From the algorithm and the fact that
bundle costs are concave we know that sp(M) ≤ c′(M). Also from the algorithm,
we know that for any set M that includes one or more elements of Ep, we have
sp(M) =

∑
e∈M∩Ep

γp(e), so for any such M we have
∑

e∈M∩Ep
γp(e) ≤ c′(M).

Now let us consider a minimum cost set cover R∗
p of Ep with respect to c′. We have:∑

M∈R∗
p

∑
e∈M∩Ep

γp(e) ≤
∑

M∈R∗
p
c′(M) = c′(R∗

p). Since R∗
p is a set cover of Ep,

the charge γp(e) of each element e in Ep is counted at least once in the left-hand side
above. Hence

∑
e∈Ep

γp(e) ≤
∑

M∈R∗
p

∑
e∈M∩Ep

γp(e) ≤ c′(R∗
p). Now we can con-

clude
∑

M∈M sp(M) = f
∑

e∈Ep
γp(e) ≤ fc′(R∗

p), which proves the theorem. 
�

In the special case of vertex cover ratios of f = 2 is tight even for regular vertex cover
games [5]. The analysis cannot be strengthened to a ratio depending on g, because stabil-
ity and approximation ratio coincide for single player games. For linear g the greedy al-
gorithm achieves logarithmic stability and approximation ratio, but for regular set cover
games this algorithm has an unbounded stability ratio [14]. It is an interesting open prob-
lem to obtain a procedure with improved bounds for intermediate functions g.

5 Single Element Players

In the previous section we showed that vertex cover games, in which each player owns at
most two edges, might have no NE. Now we consider singleton set multi-cover games,
in which each player has only a single element. For these games a NE always exists and
can be found in polynomial time.

Theorem 5. Algorithm 2 returns an exact Nash equilibrium for singleton set multi-
cover games in polynomial time.

Algorithm 2. Exact NE for singleton set multi-cover games

dM ← 1 for all sets M1

Construct Gs = (M, A) with (M1, M2) ∈ A iff M1 ∩ M2 �= ∅ and2

μ(M1, dM1) < μ(M2, dM2)
while there are remaining players do3

for every remaining player p do4

if element e of p is included in exactly b(e) sets Me then5

Assign p to contribute sp(M) = c(M, dM + 1) to all these sets M ∈ Me6

Increase dM ← dM + 1 and drop p from consideration7

Adjust the arc set of Gs for the new values of dM8

Find a sink in Gs and drop the corresponding set from consideration9

Proof. Clearly, Algorithm 2 can be implemented to run in polynomial time. A set M1

dominates a set M2 iff there is a player who prefers M1 over M2 with the bundle costs
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given with dM1 and dM2 . The algorithm constructs and maintains a directed acyclic
graph Gs, which contains a directed edge between sets M1 and M2 iff M1 dominates
M2. A set M that is dropped from consideration represents a sink in Gs. Then for each
remaining player with e ∈ M it is dominated by all remaining sets that contain her
element. None of these players will contibute to M , as they have a cheaper alternative to
cover their element. As no contribution will be assigned to M after it has been dropped,
no player wants to contribute to sets that were dropped before she was dropped. When
player p gets dropped, she is left with the set Me of exactly b(e) sets to cover e. The
previous arguments show that she cannot profit from contributing to any other sets that
contain her element. This is also true for the sets in Me. Consider another player q, who
is assigned to contribute to M ∈ Me after p has been dropped. q will only pay a cost
representing the concave increase in bundle cost with p already counted towards dM .
Hence, there is no subset of players whose payments allow p to lower her contribution
to Me. Thus, each player plays a best repsonse. This proves the theorem. 
�

Unfortunately, the proposed algorithm can compute worst-case NE, whose cost is a
factor arbitrarily close to k

g(k) worse than c(s∗). In contrast, there are social optimal
NE in every singleton set multi-cover game. Computing them is NP-hard, but with a
local search procedure we can obtain near-stable and near-optimal approximate NE.
The arguments can transfered to buy-at-bulk versions of connection-restricted facility
location (CRFL) games [14]. Proofs are omitted due to space limitations.

Theorem 6. For singleton set multi-cover and singleton CRFL games the price of sta-
bility is 1. For any constant ε > 0, a (1 + ε, β)-approximate Nash equilibrium can
be obtained in polynomial time from any state representing a β-approximation to the
optimum social cost.
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Abstract. Inspired by the CONFIDANT protocol [1], we define and
study a basic reputation-based protocol in multihop wireless networks
with selfish nodes. Its reputation mechanism is implemented through
the ability of any node to define a threshold of tolerance for any of its
neighbors, and to cut the connection to any of these neighbors that refuse
to forward an amount of flow above that threshold. The main question we
would like to address is whether one can set the initial conditions so that
the system reaches an equilibrium state where a non-zero amount of every
commodity is routed. This is important in emergency situations, where
all nodes need to be able to communicate even with a small bandwidth.
Following a standard approach, we model this protocol as a game, and
we give necessary and sufficient conditions for the existence of non-trivial
Nash equilibria. Then we enhance these conditions with extra conditions
that give a set of necessary and sufficient conditions for the existence of
connected Nash equilibria. We note that it is not always necessary for
all the flow originating at a node to reach its destination at equilibrium.
For example, a node may be using unsuccessful flow in order to effect
changes in a distant part of the network that will prove quite beneficial
to it. We show that we can decide in polynomial time whether there
exists a (connected) equilibrium without unsuccessful flows. In that case
we calculate (in polynomial time) initial values that impose such an
equilibrium on the network. On the negative side, we prove that it is
NP-hard to decide whether a connected equilibrium exists in general
(i.e., with some nodes using unsuccessful flows at equilibrium).

1 Introduction

In recent years there has been a great effort in designing robust and efficient
wireless networks of devices that take upon themselves certain network respon-
sibilities that used to be the responsibilities of a central network designer in
traditional network design. For example, in ad-hoc networks the topology of the
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network is the result of cooperation amongst the nodes themselves: in a multi-
hop wireless network, a successful transmission between a pair of nodes requires
the cooperation of intermediate nodes in order for the transmitted packets to
reach their destination. While this may be guaranteed in networks with a cen-
tral authority forcing the nodes to cooperate, in the absence of such an authority
cooperation may not be guaranteed. This is due to the selfishness of each node,
i.e., the effort by the node to maximize its own utility without caring about
the results of its actions on the overall network-wide outcome. For example, if
battery life is a valuable resource for a node, forwarding packages between two
other nodes consumes energy that doesn’t result in any kind of pay-off for this
node, and as a result it may decide to stop cooperating in forwarding pack-
ages for others. If this behavior prevails throughout the whole network, it may
eventually result in zero throughput for everybody, a phenomenon better known
as the “Tragedy of the Commons” [5]. To cope with this problem one can of-
fer incentives to nodes such as rewards for their cooperation or punishment for
non-cooperation.

The two most commonly proposed forms of incentives are micro-payments,
and reputation-based mechanisms. One of the main motivation for developing
them is the desire of the network designer to not permanently punish a misbe-
having node, but ‘re-socialize’ it if it changes its uncooperative behavior.

Micro-payment schemes are based on the concept of distribution of credit to
nodes, so that nodes are compensated for their cooperation by (virtual) credit
payments, that they can then use to pay intermediate nodes for forwarding
their own traffic. Hence if a node is consistently uncooperative, it will run out
of credit and will have to stop transmitting. Usually, the distribution and/or
the expenditure of credit is controlled by a central authority. Examples of such
protocols are [2,10,11,3].

Reputation-based systems are based on lists that the nodes keep on the rep-
utation of their neighbors, i.e., the fraction of packets forwarded by them. They
use this information in order to decide how much traffic they should forward
towards their neighbors. This may be decided in a Tit-for-Tat fashion, i.e., when
a node has to relay a packet on behalf of a neighbor, it does so with the same
probability with which this neighbor forwards its own packets (see [8,9] for exam-
ples of such mechanisms). Or, the amount to forward can be decided according
to (centralized or local) ratings tables, that give the nodes an indication of the
behavior of other nodes; if a node’s rating of another node falls below a certain
threshold, then the latter cannot be trusted to forward traffic, and therefore
nothing is forwarded to it by the former, i.e., the edge connecting the two nodes
is cut by the first node. An example of such a mechanism that actually distributes
the reputation information so that each node can form its own ratings table is
the CONFIDANT protocol [1]. More recent protocols [6,7] limit the distribution
of reputation information only to one-hop neighbors.
Our results: In this work we address the connectivity issues arising in such
reputation-based systems. More specifically, we would like to study whether it is
possible in such a selfish environment to lead all nodes towards an equilibrium
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with good connectivity properties. In fact, we are very ambitious: we are looking
for driving them towards an equilibrium that permits a non-zero quantity of
every traffic demand to be satisfied. The reason for such a strict requirement is
the fact that in an emergency situation police, firemen, emergency medical per-
sonnel, etc. should be able to communicate with each other even if the achieved
bandwidth is very small (but still enough for emergency signals to be able to
travel through the network). From the above, it is not at all obvious whether such
a goal can be achieved, given the fact that each network node is autonomously
playing a protocol game, after it’s been set in its initial condition. Given the
game-theoretic nature of such protocols, it is only natural to study them in
terms of their (Nash) equilibrium states. Under this light, and given the rules
of the game, i.e., the protocol, the most appropriate (indeed, in some cases the
only) time a network designer can intervene in order to control the outcome is
during the setting of the initial conditions, or, equivalently, by ‘rebooting’ the
protocol with new initial values. This can be achieved by a separate broadcasting
channel that all nodes are listening (‘snooping’) in, and whose packets are of the
highest priority. Obviously, this is a very intruding method, and it would defy the
purpose of selfishness if it were to be applied very frequently. But one does not
(hopefully) expect catastrophic emergency situations to arise that frequently.
Therefore broadcasting will not be used often.

Inspired by the CONFIDANT mechanism, we study a basic reputation-based
system. The strategy of every node consists of the amount of traffic flow it sends
to its various receivers, the routing of this flow, the amount of flow it forwards
for every commodity in which it doesn’t participate as a sender or a receiver, and
a non-negative threshold value for each outgoing edge. The latter set of values
is an abstraction of the reputation mechanism: if the amount of flow that is
forwarded by node x to node y (including flow that originates at x), but is cut
by y is more than the threshold value x has for y, then x disconnects edge (x, y).
Later on, y may end up cutting flow that is less than the current threshold value
of x for (x, y), in which case (x, y) reappears. The utility for every node increases
with the flow originating at or destined for this node and reaches its destination,
while decreases with the flow sent out or forwarded by this node (because, for
example, the node has to spend battery energy to transmit).

The main drawback of this protocol is the assumption that every node has
to make its strategy known to every other node. But at the same time, this
complete knowledge of the game state gives great potential power to each node
to affect parts of the network that are very far away, even in counter-intuitive
ways, e.g., by sending flow whose sole purpose is to affect the current topology
and discourage the flow of other nodes. Hence, this assumption may make our
demand for complete connectivity even harder to achieve, and it may mean that
things can be easier in a more restricted setting. As a first step towards achieving
this goal, we are able to characterize the complexity of computing initial values
that lead to a connected Nash equilibrium in our protocol. We do that, by giving
necessary and sufficient conditions for the existence of non-trivial Nash equilib-
ria. Then we enhance these conditions with extra conditions that give a set of
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necessary and sufficient conditions for the existence of connected Nash equilibria.
Note that it is not always necessary for all the flow originating at a node to reach
its destination at equilibrium. As mentioned above, a node may be using such
unsuccessful flow in order to effect changes in a distant part of the network that
will prove quite beneficial to it. We show that in case there is a connected Nash
equilibrium without unsuccessful flows, we can calculate (in polynomial time)
initial values that impose such an equilibrium on the network using linear pro-
gramming. On the other hand, if the connected Nash equilibrium(-ia) exist, but
nodes are allowed to use unsuccessful flows, then it is NP-hard even to decide
whether an equilibrium exists.

Our results are derived using game-theoretic concepts, which is the standard
approach for analyzing such protocols, modeled as games. But we emphasize
that, other than the assumptions mentioned above, we don’t impose any re-
strictions on the network topology, or any statistical distribution on the nodes’
decisions.1

2 Model and Terminology

In this section we describe our model for the network and the protocol the nodes
follow. The set of connections that can be realized is given by a directed graph
G(V, E). We emphasize that, depending on the current state of the game, not
all these edges may be present. For every origin-destination pair (commodity)
(u, v), u, v ∈ V there is a demand d(u,v) that u wants to send to v. The flow
is splittable, and u decides how to split and route this flow. Again, the current
state of the game may not allow u to send all of d(u,v), so the latter serves more
as an upper bound on the flow actually sent. We denote by Pi the set of paths
connecting the i-th origin-destination pair in G, and let P := ∪iPi.

The current state of the network, together with the nodes’ strategies are
described by the following set of variables:

• F y
(u,e,e′,v) with e, e′ ∈ E, e = (x, y), e′ = (y, z), u, v, x, y, z ∈ V and y �= u, v:

This is the flow of commodity (u, v) that y receives through e, and forwards
further through e′.

• fy
(u,e,e′,v) with e, e′ ∈ E, e = (x, y), e′ = (y, z), u, v, x, y, z ∈ V and y �= u, v:

This is the decision variable of y that sets an upper bound on the amount
of flow

∑

g=(w,x)

F x
(u,g,e,v) routed through e′ that y actually forwards through

e′, i.e., F y
(u,e,e′,v) = min{fy

(u,e,e′,v),
∑

g=(w,x)

F x
(u,g,e,v) routed through e′} (notice

that edge e′ can be disconnected; in that case, what is being forwarded by y
through e′ is simply lost). We emphasize that fy

(u,e,e′,v) is just the y’s decision

1 We don’t assume any kind of synchronization amongst the nodes, but we do assume
that the decision variables changes are instantaneous. Note that the game modeling
the protocol is not a repeated game, and there isn’t any notion of rounds.
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variable that determines what y will do if there is flow from u to v which has
been forwarded from x to y and needs to be forwarded through e′ = (y, z),
while

∑

g=(w,x)

F x
(u,g,e,v) is the actual flow that comes to y from x through e.

So y maintains such a variable fy
(u,e,e′,v), for every incoming edge e = (x, y)

and every outgoing edge e′ = (y, z), and every commodity (u, v).
• Oy

(u,e,v) with e ∈ E, e = (x, y), u, v, x, y ∈ V and y �= u, v: This is an aux-

iliary variable, defined as Oy
(u,e,v) =

∑

e′=(y,z)

F y
(u,e,e′,v). It is simply the total

flow of commodity (u, v) coming to y through edge e, and being forwarded
by y through all its outgoing edges e′ = (y, z).

• Iy
(u,e′,v) with e′ ∈ E, e′ = (y, z), u, v, y, z ∈ V and y �= v: This is also an

auxiliary variable, defined as Iy
(u,e′,v) =

∑

e=(x,y)

F y
(u,e,e′,v). It is simply the

total flow of commodity (u, v) coming to y through all its incoming edges
e = (x, y), and being forwarded by y through edge e′. Note that Iy

(y,e′,v) is
the flow originated at y and routed through e′ with destination v.

• εy
x: This auxiliary variable is defined as εy

x =
∑

com.(u,v),v �=y

(Ix
(u,e,v) − Oy

(u,e,v)),

i.e., as the part of the total flow that comes to y through e and is being
blocked by y.

• su
(u,P,v): This is the decision variable of u that determines how much flow of

commodity (u, v) node u routes through path P (whether this flow amount
eventually reaches v or not).

• THRx(y): This is the decision variable of node x that defines an upper
bound on the flow forwarded by x and cut by y that x can tolerate before
it cuts edge (x, y). We consider edge (x, y) disconnected when εy

x > 0 AND
THRx(y) ≤ εy

x. Hence edge (x, y) exists in the network provided εy
x = 0 OR

THRx(y) > εy
x.

The following definition will be used repeatedly throughout this paper:

Definition 1. An edge (x, y) is connected if εy
x = 0 OR THRx(y) > εy

x, and
disconnected otherwise.

Therefore, the strategy of a node x is determined by the vector (sx, THRx, fx).
Note that the routing of the flow x sends out is incorporated in the values for
sx. Therefore x decides the following:

• Threshold THRx(y) ≥ 0, and hence decides whether edge (x, y) is connected
or not.

• Variables εx
w, by deciding fx

(u,e,e′,v) which, in turn, change the flows F x
(u,e,e′,v).

As a result, x decides whether edge e = (w, x) is connected or not.
• The routing of the flow originating at x and its quantity, by deciding sx

(x,P,y)

for any path P connecting x to y. But always
∑

P sx
(x,P,y) ≤ d(x,y).
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We repeat that every node sees all decision variables of all other nodes, we don’t
assume any kind of synchronization amongst the nodes, but we do assume that
the decision variables changes are instantaneous.

Definition of the utility function: Every node plays in a selfish way, i.e.,
so that its utility (defined below) is maximized. At any time t, we denote by
C−

y , C+
y , D−

y , D+
y the sets of connected incoming, connected outgoing, discon-

nected incoming and disconnected outgoing edges respectively, adjacent to node
y. Then, for every node y its utility function is defined as follows:

utilt(y) =
flow sent by y
and reached its

destination

+
flow received

by y
− flow forwarded

by y
−

flow sent by y
and didn’t reach
its destination

.

More specifically,

utilt(y) =
∑

e∈C+
y

Sy
e +

∑

e∈C−
y

Ry
e −

∑

e′∈C+
y ∪D+

y

∑

u�=y,v∈G

Iy
(u,e′,v)−

⎛

⎝
∑

e′∈C+
y ∪D+

y

∑

v∈G

Iy
(y,e′,v) −

∑

e∈C+
y

Sy
e

⎞

⎠ (1)

where

• Sy
e is the flow which has been sent by y (i.e. originated at y) through edge e

and has reached its destination,
• Ry

e is the flow which has been received by y through edge e,
• Iy

(u,e′,v) is the flow of commodity (u, v) with y �= v, and node y attempts
to forward (or sent, if u = y) through edge e′ (note that e′ may be discon-
nected).

The intuition behind this definition of utility (which is very similar to the
definition used in [1]), is that a node exchanges resource units (e.g., battery
energy) for information units (i.e., packets received or sent successfully). Our
assumption is that the correspondence is one for one. Different weighting of
resources and information is a generalization left for future work.

Throughout this work, we use the standard definition of Nash equilibria, i.e.,
at equilibrium, no node gains an increase of its utility by changing its decision
variables (strategy), while the other nodes maintain their own strategies. We
will focus on non-trivial equilibria.

Definition 2. A trivial equilibrium is any equilibrium with fx = 0, ∀x, and
with su

(u,(u,v),v) = d(u,v), ∀ commodities (u, v) s.t. (u, v) ∈ E and su
(u,P,v) = 0

otherwise.

So from now on, whenever we write ‘equilibrium’ we mean ‘non-trivial equlib-
rium’, unless otherwise stated. We also assume that there is always at least one
demand between non-adjacent nodes in G, since otherwise a trivial equilibrium
is a connected one, and this case is not very interesting.
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Definition 3. An amount of flow with origin a node u and destination a node
v routed through a path P is successful if it reaches node v, otherwise it is
unsuccessful.

3 Characterization of Nash Equilibria

In this section we give necessary and sufficient conditions for the existence of
an equilibrium. Our hope will be that these conditions (probably together with
additional ones) will simplify the study of connected equilibria.

Definition 4. An unsuccessful flow Φ which has been routed through edge e is
responsible for disconnecting edge e if e would be connected without Φ.

We group the (non-disconnected) incoming and outgoing edges for a node x as
follows:

• group 1: these edges transfer only successful flows,
• group 2: these edges transfer successful and unsuccessful flows,
• group 3: these edges transfer only unsuccessful flows.

The proof of the following Theorem appears in the full version:

Theorem 1. The game is at an equilibrium if and only if for any node x the
following conditions hold:

1. εy
x = 0, where g = (x, y) ∈ C+

x (i.e., node y does not cut any flow forwarded
by x through the connected edge g),

2. if there is a successful flow between nodes u,v �= y routed through edge g =
(x, y), then THRx(y) = 0,

3. if there is no unsuccessful flow going through an edge e = (t, x), then Rx
e ≥∑

u�=x,v

∑

g=(x,y)

F x
(u,e,g,v) (i.e., the flow that node x receives through edge e =

(t, x) is not less than the total flow which is coming through e and x has to
forward, if all this latter flow is successful),

4. for any disconnected edge g′ = (x, y′) ∈ D+
x it holds that THRx(y′) =

εy′

x > 0, node x does not send any flow through g′, and the (unsuccessful)
flows which are responsible for disconnecting g′ are being sent by at least two
nodes, other than x,

5. let e = (t, x) be an incoming connected edge to x such that all unsuccessful
flows which pass through e, have been routed through outgoing disconnected
edges g′ = (x, y′

i) ∈ D+
x of x; then:

• THRt(x) = 0,
• Rx

e ≥
∑

u�=x,v

∑

g′∈D+
x

F x
(u,e,g′,v) +

∑

u�=x,v

∑

g∈C+
x

F x
(u,e,g,v),

6. the flow that node x sends successfully through all of its (connected) outgoing
edges Φ(x) is maximized over all possible routings sx,
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7. any combination of the following possible actions taken by x cannot increase
its utility:
(a) disconnecting a number of edges of group 2,
(b) decreasing the unsuccessful flow that x lets go through edges of group 3,
(c) connecting edges e′ = (t′, x) ∈ D−

x ,
(d) sending successful and unsuccessful flow through the outgoing edges of x,
(e) increasing thresholds

Theorem 1 is essentially a codification of all the conditions that happen simulta-
neously at equilibrium. But showing that such a (non-trivial) equilibrium exists
(or, even more, compute it) is non-trivial. In fact, we will show that deciding
the existence of an equilibrium is NP-hard. But it turns out it is much easier to
check whether there is a non-trivial equilibrium with only successful flows; this
can be reduced to the solution of a simple LP.

For every edge e = (u, v), we set d(e) equal to d(u,v) if commodity (u, v) exists,
and 0 otherwise. Let D :=

∑
e∈E d(e). We will use the following notation:

• e ∈∗ P , when edge e ∈ P is not the last edge of P ,
• e ∈0 P , when edge e ∈ P is the last edge of P .

In the following LP, variables x(P ) represent the amount of flow sent along
path P :

max
∑

P∈P
x(P ) s.t. (LP-S)

∑

P :e∈∗P

x(P ) −
∑

P :e∈0P

x(P ) ≤ 0 ∀e ∈ E

∑

P∈Pi

x(P ) ≤ d(ui,vi) ∀i

x(P ) ≥ 0 ∀P ∈ P

Theorem 2. A non-trivial equilibrium with only successful flows exists if and
only if (LP-S) has a solution x(P ) with

∑
P∈P x(P ) > D.

Proof: The proof appears in the full version. �

The solution of (LP-S) by standard techniques [4] implies the following

Corollary 1. We can compute in polynomial time user strategies that are at
equilibrium with only successful flows, if such an equilibrium exists.

4 Connected Equilibria

In this section we study the following question: given an underlying network
topology along with a set of demands between nodes, is it possible to assign
values to the decision variables, so that the game converges to a connected
equilibrium, when such an equilibrium exists?
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Recall that we call the network connected iff a non-zero amount of every com-
modity reaches its destination. Therefore, if, in addition to being at equilibrium,
we want the network to be connected, we have to add to Theorem 1 the condition
that for every commodity (u, v), there is a successful non zero flow sent from u
to v through a path P in the network. This translates to the following condition
for every edge e = (x, y) in path P : THRx(y) ≥ εy

x = 0 AND Ix
(u,e,v) > 0 (espe-

cially when y �= v, it must hold THRx(y) = εy
x = 0, as follows from condition 2

of Theorem 1).

Theorem 3. A network is at a connected equilibrium if and only if in addition
to the Theorem 1 conditions, for every commodity (u, v), either edge (u, v) is
connected or there is a path connecting u, v, so that for every edge e = (x, y) in
the path it holds that Ix

(u,e,v) > 0 AND εy
x = 0.

It is easy to see that there are cases in which it is impossible for a game to
converge to a connected equilibrium. For example, suppose that there is an edge
e = (x, y) in the network such that node x is neither a source nor a sink, and
there is a commodity (u, v) such that all paths between u and v pass through e.
Then it is easy to see that, in any equilibrium, there will be no flow from u to
v. Indeed, suppose that there is a connected equilibrium. Hence there should be
an edge e = (t, x) in the network which carries some successful flow. If e carries
only successful flow then the condition 3 of Theorem 1 would be violated. On the
other hand if e carries successful and unsuccessful flow condition 7(a) would be
violated since x would have a profit to disconnect edge e and gain in its utility.

As mentioned in the Introduction, the proof of existence, and the computation
of strategies that lead to connected equilibria is, in general, very difficult, since we
will prove in the next section that it is an NP-hard problem. But, building on the
results of the previous section, we can prove the existence (or not) of a connected
equilibrium with only successful flows in polynomial time, and compute strategies
that achieve it. Using the characterization of such equilibria by Theorem 3, we
can reduce this computation to the solution of the following extension of (LP-S):

max w s.t. (LP-C)
∑

P :e∈∗P

x(P ) −
∑

P :e∈0P

x(P ) ≤ 0 ∀e ∈ E

∑

P∈Pi

x(P ) ≤ d(ui,vi) ∀i

∑

P∈Pi

x(P ) ≥ w ∀i

x(P ) ≥ 0 ∀P ∈ P
w ≥ 0

Similarly to Theorem 2, we can prove the following

Theorem 4. A connected equilibrium with only successful flows exists if and
only if (LP-C) has a solution x(P ), w with w > 0.
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Again, the solution of (LP-C) by standard techniques [4] implies the following

Corollary 2. We can compute in polynomial time user strategies that induce a
connected equilibrium with only successful flows, if such an equilibrium exists.

5 NP-hardness of Existence of a Connected Nash
Equilibrium

Suppose a network is given together with a set of demands. In this section we
prove that it is NP-hard to decide whether there exist values for the decision
variables of the nodes so that the game converges to a connected equilibrium
(that possibly uses successful and unsuccessful flows). We prove this by reduction
from the satisfiability problem (Sat):
Sketch of the reduction: Given an instance I of the Sat problem we construct
(in polynomial time on the number of the boolean variables) a network and a
set of demands between nodes. The basic element of the construction is the
variable-subgraph (Figure 1) which corresponds to a boolean variable of I and
it is constructed in such a way, so that in any connected Nash equilibrium, in
exactly one of its edges there is no successful flow at all. We then show that
there is a truth assignment which satisfies an instance I of Sat if and only if
there is a Nash equilibrium in the constructed network with the network being
connected (i.e., for any demand there is a flow being delivered). We prove this by
giving explicitly values to decision variables of the nodes so that the network is
connected at a Nash equilibrium. We show that if a boolean variable A has value
FALSE in the truth assignment and appears as ¬A in a literal of I (negative
literal) then the corresponding subgraph (Figure 2a) is connected at a Nash
equilibrium with only successful flows. If variable A has value TRUE in the
truth assignment and appears as A in a literal of I (positive literal) then the
corresponding subgraph (Figure 2b) is connected at a Nash equilibrium with
successful and unsuccessful flows.



360 G. Karakostas and E. Markou

vc

uc

v6

v3v1

v2
v4

v13

v8

v9

v5

v7

v10
v11

v12

v2

v6

v3

vc

v1

uc

v4

v13

v8

v9

v5

v7

v10

v11

v12

(a) (b)

Fig. 2. (a) A negative-literal-subgraph which corresponds to a variable with value
FALSE, with routed flow-paths. (b) A positive-literal-subgraph which corresponds to
a variable with value TRUE, with routed flow-paths.

Theorem 5. Given a network and a set of demands between nodes, it is NP-
hard to decide whether there exist values for the decision variables of the nodes
so that the game converges to a connected Nash equilibrium.

The details and proofs appear in the full version of the paper.

6 Conclusion

The question of inducing Nash equilibria with specific attributes is a very gen-
eral one, and applies to any protocol. In this work we study the property of
connectivity, but other natural goals are the maximization of total utility, the
maximization of the minimum demand satisfied (similar to concurrent multicom-
modity flow problems), the maximization of total bandwidth etc. We focused on
a basic reputation-based model for ad-hoc networks, but the achievement of most
of these goals remains open for this model as well. On the other hand, we were
able to characterize the Nash equilibria for it in a way that allowed us to study
connectivity properties in a very general setting, i.e., for general topologies and
multiple commodities. We would like to combine these properties with additional
ones, e.g., maximization of the minimum demand. This would involve network
design decisions at the level of setting-up the topology, since there are simple
examples with throughput (i.e. the minimum (over all commodities) fraction
of satisfied demand) equal to dmin

(k−1)dmax
, where dmin, dmax are the minimum,

maximum demands respectively, and k is the number of commodities. Hence, a
natural extension of our results would be to study these extra network design
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decisions when the installation of every new edge incurs a cost. Another natural
extension would be the study of a minimal subset of nodes whose setting of ini-
tial values induces an equilibrium with the desired properties. Note that in our
results we set the initial values for all nodes, thus inducing an equilibrium ‘in
one shot’.
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Abstract. Suffix trees are by far the most important data structure
in stringology, with myriads of applications in fields like bioinformatics
and information retrieval. Classical representations of suffix trees require
O(n log n) bits of space, for a string of size n. This is considerably more
than the n log2 σ bits needed for the string itself, where σ is the alphabet
size. The size of suffix trees has been a barrier to their wider adoption
in practice. Recent compressed suffix tree representations require just
the space of the compressed string plus Θ(n) extra bits. This is already
spectacular, but still unsatisfactory when σ is small as in DNA sequences.

In this paper we introduce the first compressed suffix tree represen-
tation that breaks this linear-space barrier. Our representation requires
sublinear extra space and supports a large set of navigational operations
in logarithmic time. An essential ingredient of our representation is the
lowest common ancestor (LCA) query. We reveal important connections
between LCA queries and suffix tree navigation.

1 Introduction and Related Work

Suffix trees are extremely important for a large number of string processing prob-
lems. Their many virtues have been described by Apostolico [1] and Gusfield [2].
The combinatorial properties of suffix trees have a profound impact in the bioin-
formatics field, which needs to analyze large strings of DNA and proteins with
no predefined boundaries. This partnership has produced several important re-
sults, but it has also exposed the main shortcoming of suffix trees. Their large
space requirements, together with their need to operate in main memory to be
useful in practice, renders them inapplicable in the cases where they would be
most useful, that is, on large texts.

The space problem is so important that it has originated a plethora of research
results, ranging from space-engineered implementations [3] to novel data struc-
tures to simulate it, most notably suffix arrays [4]. Some of those space-reduced
variants give away some functionality in exchange. For example suffix arrays
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miss the important suffix link navigational operation. Yet, all these classical ap-
proaches require O(n log n) bits, while the indexed string requires only n logσ
bits1, n being the size of the string and σ the size of the alphabet. For example
the human genome requires 700 Megabytes, while even a space-efficient suffix
tree on it requires at least 40 Gigabytes [5], and the reduced-functionality suffix
array requires more than 10 Gigabytes. This problem is particularly evident in
DNA because log σ = 2 is much smaller than log n.

These representations are also much larger than the size of the compressed
string. Recent approaches [6] combining data compression and succinct data
structures have achieved spectacular results for the pattern search problem. For
example Ferragina et al. [7] presented a compressed suffix array that requires
nHk + o(n log σ) bits and computes occ in time O(m(1 + (logσ log n)−1)). Here
nHk denotes the k-th order empirical entropy of the string [8], a lower bound
on the space achieved by any compressor using k-th order modeling.

It turns out that it is possible to use this kind of data structures, that we will
call compressed suffix arrays2, and, by adding a few extra structures, support all
the operations provided by suffix trees. Sadakane was the first to present such a
result [5], adding 6n bits to the size of the compressed suffix array.

In this paper we break the Θ(n) extra-bits space barrier. We build a new
suffix tree representation on top of a compressed suffix array, so that we can
support all the navigational operations and our extra space fits within the sub-
linear o(n log σ) extra bits of the compressed suffix array. Our central tools are
a particular sampling of suffix tree nodes, its connection with the suffix link and
the lowest common ancestor (LCA) query, and the interplay with the compressed
suffix array. We exploit the relationship between these actors and uncover some
relationships between them that might be of independent interest.

A comparison between Sadakane’s representation and ours is shown in Table 1.
The result for the time complexities is mixed. Our representation is faster for the
important Child operation, when log σ = o(log log n), yet Sadakane’s is usu-
ally faster on the rest. On the other hand, our representation requires much less
space. For DNA, assuming realistically that Hk ≈ 2, Sadakane’s approach requires
8n + o(n) bits, whereas our approach requires only 2n + o(n) bits. We choose a
compressed suffix array that has the best Letter time, for nHk + o(n log σ) bits.
Only when σ = ω(polylog(n)) and there are O(nH0) + o(n log σ) bits available is
Sadakane’s compressed suffix array [9] faster at computing the Letter operation.
In that case, using his compressed suffix array, Sadakane’s suffix tree would work
faster, while ours does not benefit from that. As such, Table 1 shows the time com-
plexities that can be obtained for suffix trees using the best asymptotic space achieved
for compressed suffix arrays alone. This space is optimal in the sense that no k-th
order compressor can achieve asymptotically less space to represent T .

There exists a previous description [10] of a technique based on interval rep-
resentation and sampling of suffix tree. However it is extremely brief and no
theoretical bounds on the result are given.

1 In this paper log stands for log2.
2 These are also called compact suffix arrays, FM-indexes, etc., see [6].



364 L.M.S. Russo, G. Navarro, and A.L. Oliveira

Table 1. Comparing compressed suffix tree representations. The operations are de-
fined along Section 2. Time complexities, but not space, are big-O expressions. Notice
that Letter(v, i) can also be computed in O(iψ) time. Also Child can, alternatively,
be computed using FChild and at most σ times NSib. We give the generalized perfor-
mance and an instantiation using δ = (logσ log n) log n, assuming σ = O(polylog(n)),
and using the FM-Index of Ferragina et al. [7] as the compressed suffix array (CSA).

Sadakane’s Ours

Space in bits |CSA| + 6n + o(n)
= nHk + 6n + o(n log σ)

|CSA| + O((n/δ) log n)
= nHk + o(n log σ)

SDep/ Locate Φ = (logσ log n) log n Ψδ = (logσ log n) log n

Count/ Ancestor 1 = 1 1 = 1

Parent/ FChild/
NSib

1 = 1 (Ψ + t)δ = (logσ log n) log n

SLink Ψ = 1 (Ψ + t)δ = (logσ log n) log n

SLink
i Φ = (logσ log n) log n Φ + (Ψ + t)δ = (logσ log n) log n

Letter(v, i) Φ = (logσ log n) log n Φ = (logσ log n) log n

LCA 1 = 1 (Ψ + t)δ = (logσ log n) log n

Child Φ log σ = (log log n) log n log σ + Φ log δ + (Ψ + t)δ
= (log log n)2 logσ n

TDep 1 = 1 (Ψ + t)δ2 = ((logσ log n) log n)2

LAQt 1 = 1 log n + (Ψ + t)δ2 = ((logσ log n) log n)2

LAQs Not Supported log n + (Ψ + t)δ = (logσ log n) log n

WeinerLink t = 1 t = 1

2 Basic Concepts

Figure 1 shows an example that illustrates the concepts in this section. We
denote by T a string; by Σ the alphabet of size σ; by T [i] the symbol at position
(i mod n); by T.T ′ concatenation; by T = T [..i−1].T [i..j].T [j+1..] respectively
a prefix, a susbtring and a suffix; by Parent(v) the parent node of node v; by
TDep(v) its tree-depth; by FChild(v) its first child; by NSib(v) the next child
of the same parent; by LAQt(v, d) its level-d ancestor; by Ancestor(v, v′)
whether v is an ancestor of v′; by LCA(v, v′) the lowest common ancestor.

The path-label of a node v in a labeled tree is the concatenation of the
edge-labels from the root down to v. We refer indifferently to nodes and to
their path-labels, also denoted by v. The i-th letter of the path-label is denoted
as Letter(v, i) = v[i]. The string-depth of a node v, denoted by SDep(v),
is the length of its path-label. LAQs(v, d) is the highest ancestor of node v
with SDep ≥ d. Child(v, X) is the node that results of descending from v
by the edge whose label starts with symbol X , if it exists. The suffix tree
of T is the deterministic compact labeled tree for which the path-labels of the
leaves are the suffixes of T $, where $ is a terminator symbol not belonging to
Σ. We will assume n is the length of T $. For a detailed explanation see Gus-
field’s book [2]. The suffix-link of a node v �= Root of a suffix tree, denoted
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Fig. 1. Suffix tree T of string abbbab, with the
leaves numbered. The arrow shows the SLink

between node ab and b. Below it we show the
suffix array. The portion of the tree correspond-
ing to node b and respective leaves interval is
highlighted with a dashed rectangle. The sam-
pled nodes have bold outlines.
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Fig. 2. Parentheses represen-
tations of trees. The paren-
theses on top represent the
suffix tree and those on the
bottom represent the sampled
tree. The numbers are not part
of the representation; they are
shown for clarity. The rows la-
beled i: give the index of the
parentheses.

SLink(v), is a pointer to node v[1..]. Note that SDep(v) of a leaf v identifies
the suffix of T $ starting at position n − SDep(v) = Locate(v). For example
T [Locate(ab$)..] = T [7−3..] = T [4..] = ab$. The suffix array A[0, n−1] stores
the Locate values of the leaves in lexicographicall order. The suffix tree nodes
can be identified with suffix array intervals: each node corresponds to the range of
leaves that descend from v. The node b corresponds to the interval [3, 6]. Hence
the node v will be represented by the interval [vl, vr]. Leaves are also represented
by their left-to-right index (starting at 0). For example by vl − 1 we refer to the
leaf immediately before vl, i.e. [vl − 1, vl − 1]. With this representation we can
Count in constant time the number of leaves that descend from v. The number
of leaves below b is 4 = 6 − 3 + 1. This is precisely the number of times that
the string b occurs in the indexed string T . We can also compute Ancestor in
O(1) time: Ancestor(v, v′) ⇔ vl ≤ v′l ≤ v′r ≤ vr.

3 Using Compressed Suffix Arrays

We are interested in compressed suffix arrays because they have very compact
representations and support partial suffix tree functionality (being usually more
powerful than the classical suffix arrays [6]). Apart from the basic functionality
of retrieving A[i] = Locate(i), state-of-the-art compressed suffix arrays support
operation SLink(v) for leaves v. This is called ψ(v) in the literature: A[ψ(v)] =
A[v] + 1, and thus SLink(v) = ψ(v), let its time complexity be O(Ψ). The
iterated version of ψ, denoted as ψi, can usually be computed faster than O(iΨ)
with compressed indexes [6]. This is achieved with the A and A−1, let its time
complexity be O(Φ). It also supports the WeinerLink(v, a) operation [11] for
nodes v: WeinerLink(v, X) gives the suffix tree node with path-label X.v[0..].
This is called the LF mapping in compressed suffix arrays, and is a kind of
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inverse of ψ, let its time complexity be O(t). Consider the interval [3, 6] that
represents the leaves whose path-labels start by b. In this case we have that
LF(a, [3, 6]) = [1, 2], i.e. by using the LF mapping with a we obtain the interval
of leaves whose path-labels start by ab. We use an extension of LF to strings,
LF(X.Y, v) = LF(X,LF(Y, v)).

Finally, compressed suffix arrays are usually self-indexes, meaning that they
replace the text: it is possible to extract any substring, of size 	, of the indexed
text in O(Φ + 	Ψ) time. A particularly easy case that is solved in constant time
is to extract T [A[v]] for a suffix array cell v, that is, the first letter of a given
suffix3. This corresponds to v[0], the first letter of the path-label of leaf v.

As anticipated, our compressed suffix tree representation will consist of a
sampling of the suffix tree plus a compressed suffix array representation. A well-
known compressed suffix array is Sadakane’s CSA [9], which requires 1

ε nH0 +
O(n log log σ) bits of space and has times Ψ = O(1), Φ = O(logε n), and t =
O(log n), for any ε > 0. For our results we favor a second compressed suffix array,
called the FM-index [7], which requires nHk+o(n log σ) bits, for any k ≤ α logσ n
and constant 0 < α < 1. Its complexities are Ψ = t = O(1 + (logσ log n)−1) and
Φ = O((logσ log n) log n).4 The instantiation in Table 1 is computed for the FM-
index, but the reader can easily compute the result of using Sadakane’s CSA. In
that case the comparison would favor more Sadakane’s compressed suffix tree,
yet the space would be considerably higher.

4 The Sampled Suffix Tree

A pointer based implementation of suffix trees requires O(n log n) bits to repre-
sent a suffix tree of (at most) 2n nodes. As this is too much, we will store only a
few sampled nodes. We denote our sampling factor by δ, so that in total we sample
O(n/δ) nodes. Hence, provided δ = ω(logσ n), the sampled tree can be repre-
sented using o(n log σ) bits. To fix ideas we can assume δ = �(logσ log n) log n�.
In our running example we use δ = 4.

To understand the structure of the sampled tree notice that every tree with 2n
nodes can be represented in 4n bits as a sequence of parentheses (see Figures 1
and 2). The representation of the sampled tree can be obtained by deleting the
parentheses of the non-sampled nodes, as in Figure 2. For the sampled tree to
be representative of the suffix tree it is necessary that every node is, in some
sense, close enough to a sampled node.

Definition 1. A δ-sampled tree S of a suffix tree T with Θ(n) nodes is formed
by choosing O(n/δ) nodes of T so that for each node v of T there is an i < δ
such that node SLink

i(v) is sampled.

3 This is computed in O(1) as the c ∈ Σ satisfying C[c] ≤ i < C[c + 1], see [6].
4 ψ(i) can be computed as selectT [A[i]](T

bwt, T [A[i]]) using the multiary wavelet
tree [12]. The cost for Φ is obtained using a sampling step of (logσ log n) log n, so
that o(n log σ) stands for O((n log σ)/ log log n) as our other structures.
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This means that if we start at v and follow suffix links successively, i.e. v,
SLink(v), SLink(SLink(v)), . . ., we will find a sampled node in at most δ
steps. Note that this property implies that the Root must be sampled, since
SLink(Root) is undefined. We sample the nodes v for which SDep(v) ≡δ/2 0
and there is a another node v′ and a string |T ′| ≥ δ/2 such that v′ = LF (T ′, v).
Notice that this guarantees that from the nodes LF (T ′[..i], v), for −1 ≤ i ≤ |T ′|,
only one is sampled. To be precise this guarantees that we sample at most 
4n/δ�
nodes from a suffix tree with 2n nodes.

In addition to the pointers, that structure the sampled tree, we store in the
sampled nodes their interval representation; their SDep and TDep; the infor-
mation to answer LCA queries in S, LCAS , in constant time [13,14]; and the
information to LAQ queries in S, LAQS , in constant time [15,16]; some further
data is introduced later. All this requires O((n/δ) log n) bits of space.

In order to make effective use of the sampled tree, we need a way to map
any node v to its lowest sampled ancestor, LSA(v). Another important op-
eration is the lowest common sampled ancestor LCSA(v, v′), i.e. lowest com-
mon ancestor in the sampled tree S. For example LCSA(3, 4) is the Root,
whereas LCA(3, 4) is [3, 6], i.e. the node labeled b. Note that LCSA(v, v′) =
LCAS(LSA(v),LSA(v′)) = LSA(LCA(v, v′)). Next we show how LSA is sup-
ported for leaves in constant time and O((n/δ) log n) extra bits. With that we
also have LCSA in constant time (for leaves; later, we extend this to any node).

4.1 Computing LSA for Leaves

LSA is computed by using an operation Reduce(v), that receives the numeric
representation of leaf v and returns the position, in the parentheses representa-
tion of the sampled tree, where that leaf should be. Consider for example the
leaf numbered by 5 in Figure 2. This leaf is not sampled, but in the original
tree it appears somewhere between leaf 4 and the end of the tree, more specif-
ically between parenthesis ’)’ of 4 and parenthesis ’)’ of the Root. We assume
Reduce returns the first parenthesis, i.e. Reduce(5) = 4. In this case since the
parenthesis we obtain is a ’)’ we know that LSA should be the parent of that
node. Hence we compute LSA as follows:

LSA(v) =
{

Reduce(v) , if there is a ’(’ at Reduce(v)
Parent(Reduce(v)) , otherwise

To compute Reduce we use a bitmap RedB and an array RedA. The bitmap
RedB is initialized with zeros. For every sampled node v represented as [vl, vr]
we set bits RedB[vl] and RedB[vr + 1] to 1. In our example RedB is 1001110.
This bitmap indicates the leaves for which we must store partial solutions to
Reduce. In our example the leaves are 0, 3, 4, 5. These partial solutions are
stored in array RedA (in case of a collision vr + 1 = v′l, the data for v′l is
stored). In our example these partial results are respectively 0, 1, 3, 4. Therefore
Reduce(v) = RedA[Rank1(RedB, v)−1], where v is a leaf number and Rank1

counts the number of 1’s in RedB up to and including position v.
First we show that Reduce can be computed in O(1) time with O((n/δ) log n)

bits. The bitmap RedB cannot be stored in uncompressed form because it would
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require n bits. We store RedB with the representation of Raman et al. [17] that
needs only m log n

m + o(n) bits, where m = O(n/δ) is the number of 1’s in
the bitmap (as every sampled node inserts at most two 1’s in RedB). Hence
RedB needs O((n/δ) log δ) = O((n/δ) log n) bits, and supports Rank1 in O(1)
time. On the other hand, since there are also O(n/δ) integers in RedA, we
can store them explicitly to have constant access time in O((n/δ) log n) bits.
Therefore Reduce can be computed within the assumed bounds. According to
our previous explanation, so can LSA and LCSA, for leaves.

5 The Kernel Operations

We have described the two basic components of our compressed suffix tree rep-
resentation. Most of our functionality builds on the LCA operation, which is
hence fundamental to us. In this section we present an entangled mechanism
that supports operations LCA and SLink depending on each other.

5.1 Two Fundamental Observations

We point out that SLink’s and LCA’s commute on suffix trees.

Lemma 1. For any nodes v, v′ such that LCA(v, v′) �= Root we have that
SLink(LCA(v, v′)) = LCA(SLink(v),SLink(v′)).

Proof. Assume that the path-labels of v and v′ are respectively X.α.Y.β and
X.α.Z.β′, where Y �= Z. According to the definitions of LCA and SLink, we
have that LCA(v, v′) = X.α and SLink(LCA(v, v′)) = α. On the other hand
the path-labels of SLink(v) and SLink(v′) are respectively α.Y.β and α.Z.β′.
Therefore the path-label of LCA(SLink(v),SLink(v′)) is also α. Hence this
node must be the same as SLink(LCA(v, v′)). �
Figure 3 illustrates this lemma; ignore the nodes associated with ψ. The condi-
tion LCA(v, v′) �= Root is easy to verify, in a suffix tree, by comparing the first
letters of the path-label of v and v′, i.e. LCA(v, v′) �= Root iff v[0] = v′[0].

The next Lemma shows a fundamental property for the kernel operations.

Lemma 2. Let v, v′ be nodes such that SLink
r(LCA(v, v′)) = Root, and let

d = min(δ, r + 1). Then:
SDep(LCA(v, v′)) = max0≤i<d{i + SDep(LCSA(SLink

i(v),SLink
i(v′)))}

Proof. The following reasoning holds for any valid i:

SDep(LCA(v, v′)) = i + SDep(SLink
i(LCA(v, v′))) (1)

= i + SDep(LCA(SLink
i(v),SLink

i(v′))) (2)
≥ i + SDep(LCSA(SLink

i(v),SLink
i(v′))) (3)

Equation (1) holds by iterating the fact that SDep(v′′) = 1+SDep(SLink(v′′))
for any node v′′ for which SLink(v′′) is defined. Equation (2) results from apply-
ing Lemma 1 repeatedly. Inequality (3) comes from the definition of LCSA and
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ψ
ψ

v′v

Y Z

α

X

Y Z

α

Fig. 3. Schematic represen-
tation of the relation be-
tween LCA and SLink, see
Lemma 1. Curved arrows rep-
resent SLink and straight ar-
rows the ψ function.

2

2

d − i

δ

δ

ParentS(v′)

v′

LF

Parent

Fig. 4. Schematic representation of the
vi,j nodes of the LAQs operation. The
nodes sampled because of definition 1 are
in bold and the nodes sampled because of
the condition of TDep are filled.

the fact that if node v′′′ is an ancestor of node v′′ then SDep(v′′) ≥ SDep(v′′′).
Therefore SDep(LCA(v, v′)) ≥ max0≤i<d{. . .}. On the other hand, from Defini-
tion 1 we know that for some i < δ the node SLink

i(LCA(v, v′)) is sampled. The
formula goes only up to d, but d < δ only if SLink

d(LCA(v, v′)) = Root, which
is also sampled. According to the definition of LCSA inequality (3) becomes an
equality for that node. Hence SDep(LCA(v, v′)) ≤ max0≤i<d{. . .}. �

5.2 Entangled Operations

To apply Lemma 2 we need to support operations LCSA, SDep, and SLink.
Operation LCSA is supported in constant time, but only for leaves (Section 4.1).
Since SDep is applied only to sampled nodes, we have it readily stored in the
sampled tree. Sadakane [5] showed that SLink(v) = LCA(ψ(vl), ψ(vr)), when-
ever v �= Root. This is not necessarily equal to the [ψ(vl), ψ(vr)] interval, see
node X.α in Figure 3. In general SLink

i(v) = LCA(ψi(vl), ψi(vr)).
Hence all we need is to support LCA. However this depends on Lemma 2.

Lemma 3. LCA(v, v′) = LF(v[0..i−1],LCSA(SLink
i(v),SLink

i(v′))) for any
nodes v, v′, where i is given by Lemma 2.

Proof. This is a direct consequence of Lemma 2. Let i be the index of the max-
imum of the set in Lemma 2, i.e. SLink

i(LCA(v, v′)) is a sampled node and
hence it is the same as LCSA(SLink

i(v),SLink
i(v′)). Note that from the def-

inition of LF mapping we have that LF(v′′[0],SLink(v′′)) = v′′. Applying this
iteratively to SLink

i(LCA(v, v′)) we obtain the equality in the lemma. �
To use this lemma we must know which is the correct i. This is easily determined
if we first compute SDep(LCA(v, v′)). Accessing the letters to apply LF is
not a problem, as we have always to obtain the first letter of a path-label,
SLink

i(v)[0] = SLink
i(v′)[0].
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5.3 Breaking the Cycle

To get out of this dependency we need a new idea. We will handle all the compu-
tation over leaves, for which we can compute SLink(v) = ψ(v) and LCSA(v, v′).

Lemma 4. LCA(v, v′) = LCA(min{vl, v
′
l}, max{vr, v

′
r}) for any nodes v, v′.

Proof. Let v′′ and v′′′ be respectively the nodes on the left and on the right of the
equality. Assume that they are represented as [v′′l , v′′r ] and [v′′′l , v′′′r ] respectively.
Hence v′′l ≤ vl, v

′
l and v′′r ≥ vr, v

′
r since v′′ is an ancestor of v and v′. This

means that v′′l ≤ min{vl, v
′
l} ≤ max{vr, v

′
r} ≤ v′′r , i.e. v′′ is also an ancestor

of min{vl, v
′
l} and max{vr, v

′
r}. Since v′′′ is by definition the lowest common

ancestor of these nodes we have that v′′l ≤ v′′′l ≤ v′′′r ≤ v′′r . Using a similar
reasoning for v′′′ we conclude that v′′′l ≤ v′′l ≤ v′′r ≤ v′′′r and hence v′′ = v′′′. �

Observe this property in Figure 3; ignore SLink, ψ and the rest of the tree.
Using this property and ψ the equation in Lemma 2 reduces to:

SDep(LCA(v, v′)) = SDep(LCA(min{vl, v
′
l}, max{vr, v

′
r}))

= max0≤i<d{i+SDep(LCSA(SLink
i(min{vl, v

′
l}),SLink

i(max{vr, v
′
r})))}

= max0≤i<d{i + SDep(LCSA(ψi(min{vl, v
′
l}), ψi(max{vr, v

′
r})))}

Operationally, this corresponds to iteratively taking the ψ function, δ times
or until the Root is reached. At each step we find the LCSA of the two cur-
rent leaves and retrieve its stored SDep. The overall process takes O(Ψδ) time.
Likewise SDep and LCA simplify to:

SDep(v) = SDep(LCA(v, v)) = max0≤i<d{i+SDep(LCSA(ψi(vl), ψi(vr)))}
LCA(v, v′) = LF(v[0..i − 1],LCSA(ψi(min{vl, v

′
l}), ψi(max{vr, v

′
r})))

Now it is finally clear that we do not need SLink to compute LCA. The
time to compute LCA is thus O((Ψ + t)δ). Using LCA we compute SLink in
O((Ψ + t)δ) and SLink

i in O(Φ + (Ψ + t)δ) time. Note that the arguments to
LCSA do not correspond necessarily to nodes. Note also that using Lemma 4
we can extend LSA for a general node v as LSA(v) = LSA(LCA(v, v)) =
LSA(LCA(vl, vr)) = LCSA(vl, vr).

6 Further Operations

We now show how other operations can be computed on top of the kernel ones.

Computing Letter: Since Letter(v, i) = SLink
i(v)[0] = ψi(vl)[0], we can

solve it in time O(min(Φ, iΨ)).

Computing Parent: For any node v represented as [vl, vr] we have that
Parent(v) is either LCA(vl − 1, vl) or LCA(vr, vr + 1), whichever is lowest.
This computation is correct because suffix trees are compact. Notice that if one
of these nodes is undefined, either because vl = 0 or vr = n, then the parent is
the other node. If both nodes are undefined the node in question is the Root

which has no Parent node.
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Computing Child: Suppose for a moment that every sampled node stores a
list of its children and the corresponding first letters of the edges. In our ex-
ample the Root would store the list {($, [0, 0]), (a, [1, 2]), (b, [3, 6])}, which can
be reduced to {($, 0), (a, 1), (b, 3)}. Hence, for sampled nodes, it would be pos-
sible to compute Child(v, X) in O(log σ) time by binary searching its child
list. To compute Child on non-sampled nodes we could use a process simi-
lar to Lemma 3: determine which SLink

i(v), with i < δ, is sampled; com-
pute Child(SLink

i(v), X); and use the LF mapping to obtain the answer,
i.e. Child(v, X) = LF(v[0..i − 1],Child(SLink

i(v), X)). This process requires
O(log σ + (Ψ + t)δ) time. Still, it requires too much space since it may need to
store O(σn/δ) integers.

To avoid exceeding our space bounds we mark one leaf out of δ, i.e. mark leaf
v if v ≡δ 0. Do not confuse this concept with sampling, they are orthogonal.
In Figure 1 we mark leaves 0 and 4. For every sampled node, instead of storing
a list with all the children, we consider only the children that contain marked
leaves. In the case of the Root this means excluding the child [1, 2], hence the
resulting list is {($, 0), (b, 3)}. A binary search on this list no longer returns only
one child. Instead, it returns a range of, at most, δ children. Therefore it is
necessary to do a couple of binary searches, inside that range, to delimit the
interval of the correct child. This requires O(Φ log δ) time because now we must
use Letter to drive the binary searches. Overall, we can compute Child(v, X)
in O(log σ + Φ log δ + (Ψ + t)δ) time. Let us now consider space. Ignoring unary
paths in the sampled tree, whose space is dominated by the number of sampled
nodes, the total number of integers stored amortizes to O(n/δ), the number of
marked leaves. Hence this approach requires at most O((n/δ) log n) bits.

Computing TDep: To compute TDep(v) we need to add other O(n/δ) nodes
to the sampled tree S, so as to guarantee that, for any suffix tree node v,
Parent

j(v) is sampled for some 0 ≤ j < δ. Recall that the TDep(v) values
are stored in S. Notice that TDep(v) = TDep(LSA(v)) + j where LSA(v) =
Parent

j(v), hence, computing TDep(v) consists in reading TDep(LSA(v))
and adding the number of nodes between v and LSA(v). The sampling guaran-
tees that j < δ. Hence to determine j we iterate Parent until reaching LSA(v).
The total cost is O((Ψ + t)δ2).

Computing LAQt: We extend the ParentS(v) notation to represent LSA(v)
when v is a non-sampled node. Recall that the sampled tree supports constant-
time level ancestor queries. Hence we have any Parent

i
S(v) in constant time

for any node v and any i. We binary search Parent
i
S(v) to find the node v′

with TDep(v′) ≥ d > TDep(ParentS(v′)). Notice that this can be computed
evaluating only the second inequality. Now we iterate the Parent operation,
from v′, exactly TDep(v′)−d times. We need the additional sampling introduced
for TDep to guarantee TDep(v′) − d < δ. Hence the total time is O(log n +
(Ψ + t)δ2).

Computing LAQs: We start by binary searching Parent
i
S(SLink

δ−1(v)) to
find a node v′ for which SDep(v′) ≥ d − (δ − 1) > SDep(ParentS(v′)). Now
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we scan all the sampled nodes vi,j = Parent
j
S(LSA(LF(v[i..δ − 1], v′))) with

SDep(vi,j) ≥ d − i and i, j < δ. This means that we start at node v′, follow
LF, reduce every node found to the sampled tree S and use ParentS until the
SDep of the node drops below d − i. Our aim is to find the vi,j that minimizes
SDep(vi,j) − (d − i) ≥ 0, and then apply the LF mapping to it. The answer is
necessarily among the nodes considered.

The time to perform this operation depends on the number of existing vi,j

nodes. For this operation the sampling must satisfy Definition 1 and the condi-
tion of TDep. Each condition contributes with at most two sampled nodes for
every δ nodes. Therefore, there are at most 4δ nodes vi,j (see Figure 4). Unfor-
tunately, the same trick does not work for TDep and LAQt, because we cannot
know which is the “right” node without bringing all of them back with LF.

Computing FChild: To find the first child of v = [vl, vr], where vl �= vr,
we simply ask for LAQs(vl,SDep(v) + 1). Likewise if we use vr we obtain the
last child. By TDepS(v) = i we mean that Parent

i
S(v) = Root. This is also

defined when v is not sampled. It is possible to skip the binary search step by
choosing v′ = Parent

i
S(vl), for i = TDepS(vl) − TDepS(LSA(v)) − 1.

Computing NSib: The next sibling of v = [vl, vr] is LAQs(vr +
1,SDep(Parent(v)) + 1) for any v �= Root. Likewise we can obtain the pre-
vious sibling with vl − 1. We must check that the answer has the same parent
as v, to cover the case where there is no previous/next sibling. We can also skip
the binary search.

We are ready to state our summarizing theorem.

Theorem 1. Using a compressed suffix array (CSA) that supports ψ, ψi,
T [A[v]] and LF in times O(Ψ), O(Φ), O(1), and O(t), respectively, it is pos-
sible to represent a suffix tree with the properties given in Table 1.

7 Conclusions and Future Work

We presented a fully-compressed representation of suffix trees, which breaks
the linear-bits space barrier of previous representations at a reasonable (and
in some cases no) time complexity penalty. Our structure efficiently supports
common and not-so-common operations, including very powerful ones such as
lowest common ancestor (LCA) and level ancestor (LAQ) queries. In fact our
representation is largely based on the LCA operation. Suffix trees have been
used in combination with LCA’s for a long time, but our results show new ways
to explore this partnership.

With respect to practical considerations, we believe that the structure can
be implemented without large space costs associated to the sublinear term
o(n log σ). In fact, by using parentheses representations of the sampled tree and
compressed bitmaps, it seems possible to implement the tree with log n+O(log δ)
bits per sampled node. Our structure has the potential of using much less space
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than alternative suffix tree representations. On the other hand, we can tune the
space/time tradeoff parameter δ to fit the real space needs of the application.
Even though some DNA sequences require 700 Megabytes, that is not always
the case. Hence it is reasonable to use larger representations of the suffix tree to
obtain faster operations, as long as the structure fits in main memory.
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Abstract. Operations rank and select over a sequence of symbols have
many applications to the design of succinct and compressed data struc-
tures to manage text collections, structured text, binary relations, trees,
graphs, and so on. We are interested in the case where the collections can
be updated via insertions and deletions of symbols. Two current solutions
stand out as the best in the tradeoff of space versus time (considering all
the operations). One solution, by Mäkinen and Navarro, achieves com-
pressed space (i.e., nH0 + o(n log σ) bits) and O(log n log σ) worst-case
time for all the operations, where n is the sequence length, σ is the
alphabet size, and H0 is the zero-order entropy of the sequence. The
other solution, by Lee and Park, achieves O(log n(1 + log σ

log log n
)) amor-

tized time and uncompressed space, i.e. n log σ + O(n) + o(n log σ) bits.
In this paper we show that the best of both worlds can be achieved.
We combine the solutions to obtain nH0 + o(n log σ) bits of space and
O(log n(1 + log σ

log log n
)) worst-case time for all the operations. Apart from

the best current solution to the problem, we obtain several byproducts
of independent interest applicable to partial sums, text indexes, suffix
arrays, the Burrows-Wheeler transform, and others.

1 Introduction and Related Work

Compressed data structures aims at representing classical data structures such
as sequences, trees, graphs, etc., in little space while keeping the functionality of
the structure. That is, compressed data structures should operate without the
need to decompress them. This is a very active area of research stimulated by
today’s steep memory hierarchies and large available data sizes. See e.g. [15].

One of the most useful structures are the bit vectors with rank and select
operations: rank(B, i) gives the number of 1-bits in B[1, i] and select(B, i) gives
the position of the i-th 1 in B. This generalizes to sequences T [1, n] over an
alphabet Σ of size σ, where one aims at a (hopefully compressed) representation
efficiently supporting the following operations: access(T, i) returns the symbol
T [i]; rankc(T, i) returns the number of times symbol c appears in the prefix
T [1, i]; and selectc(T, i) returns the position of the i-th c in T .
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Improvements in rank/select operations on sequences have a great impact on
many other succinct data structures, especially on those aimed at text indexing,
but also labeled trees, structured texts, binary relations, graphs, and others [15].

The first structure providing support for rank/select on a sequence of sym-
bols was the wavelet tree [7,5]. Wavelet trees are perfectly balanced static trees of
height log σ (logarithms are in base 2 by default). They answer the three queries
in O(log σ) time, by working O(1) per tree level. They store a bitmap of length
n per level, which is preprocessed for constant-time binary rank/select queries.
Their total space requirement is n log σ + o(n log σ), where the extra sublinear
term is the space needed by the binary rank/select structures [14]. By repre-
senting those bitmaps in compressed form [16] the constant-time rank/select
queries are retained and the space becomes nH0(T ) + o(n log σ), where H0(T )
is the zero-order empirical entropy of T (that is,

∑
c∈Σ

nc

n log n
nc

, where c occurs
nc times in T ). Since the wavelet tree gives access(T, i) to any symbol T [i], it
can be used to replace T .

A stronger version of wavelet trees are multiary wavelet trees [3], which achieve
the same space but improve the query times to O(1 + log σ

log log n ). The trick is to
make the tree ρ-ary for some ρ = O(logα n) and constant 0 < α < 1, so that its
height is reduced. Now the tree does not store a bitmap per level, but rather a
sequence over an alphabet of size ρ. They show how to do rank/select on those
sequences in constant time for such a small ρ.

In [10] they add dynamism to the sequences, by adding operations insertc(T, i)
inserts symbol c between T [i] and T [i + 1]; and delete(T, i) deletes T [i] from T .

They represent dynamic bitmaps B using nH0(B) + o(n) bits of space and
solve all operations in O(log n) time. This is done with a binary tree that stores
Θ(log2 n) bits at the leaves, and at internal nodes stores summary rank/select
information on the subtrees. For larger alphabets, a wavelet tree using dynamic
bitmaps yields a dynamic sequence representation that takes nH0(T )+o(n logσ)
bits and solves all the operations in time O(log n log σ).

Very recently, in [9] they manage to improve the time complexities of this
solution. They show that the O(log n) time complexities can be achieved for
alphabets of size up to σ = O(log n). They combine this tool with a multiary
wavelet tree to achieve O(log n(1 + log σ

log log n )) time.
The key to the success of [9] is a clever detachment of two roles of tree leaves

that are entangled in [10]: In the latter, the leaves are the memory allocation
unit (that is, whole leaves are allocated or freed), and also the information sum-
marization unit (that is, the tree maintains information up to leaf granularity,
and the rest has to be collected by sequentially scanning a leaf). In [9] leaves
are the information summarization unit, but handle an internal linked list with
smaller memory allocation units. This permits moving symbols to accommodate
the space upon insertions/deletions within a leaf, without having to update sum-
marization information for the data moved. This was the main bottleneck that
prevented the use of larger alphabets in O(log n) time in [10].

However, compared to [10], the work in [9] has several weaknesses: (1) it is
not compressed, but rather takes n log σ + O(n) + o(n log σ) bits of space; (2) in
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addition to not compressing T , the extra space includes an O(n) term, as shown;
(3) times are amortized, not worst-case.

In this paper we show that it is possible to obtain the best from both worlds.
We combine the works in [10,9] to obtain a structure that (1) takes nH0(T ) +
o(n log σ) bits of space, and (2) performs all the operations in O(log n(1 +

log σ
log log n )) worst-case time. (This is achieved even for the case where �log n�
changes and so does the length of the structure pointers in order to maintain
the promised space bounds.) The result becomes the most efficient dynamic
representation of sequences, both in time and space, and we show immediate
applications to other succinct data structures such as compressed text indexes.

This combination is by no means simple. Some parts are not hard to merge,
such as the role detachment for leaves [9] with the compressed representation of
sequences [3] and multi-ary wavelet trees, plus the memory management tech-
niques to support changes of �log n� within the same worst-case time bounds and
no extra space [10]. However, others require new algorithmic ideas. In [9] they
spend O(n) extra bits in bitmaps that maintain leaf-granularity information on
rank/select. We show that this can be replaced by dynamic partial sums, which
use sublinear space. However, we need σ partial sums and cannot afford to update
them individually upon a leaf insertion/deletion. Hence we create a new struc-
ture where a collection of σ sequences are maintained in synchronization. The
second problem was that leaf splitting/merging in [9] triggered too many updates
to summarization data, which could not be handled in O(log n) worst-case time,
only in O(log n) amortized time. To get rid of this problem we redefined the leaf
fill ratio invariants, preferring a weaker condition that still ensures that leaves
are sufficiently full and can be maintained within the O(log n)-worst-case-time
bound. Both ideas can be of independent interest.

As for the model of computation, our results (and all the mentioned ones) as-
sume a RAM model with word size w = Ω(log n), so that operations on O(log n)
contiguous bits can be carried out in constant time. For the dynamic structures,
we always allocate ω(log n)-bit chunks of the same size (or a finite set of sizes),
which can be handled in constant time and asymptotically no extra space [17].

2 Collection of Searchable Partial Sums with Indels

The Searchable Partial Sums with Indels (SPSI) problem [8] consists in main-
taining a sequence S of nonnegative integers s1, . . . , sn, each one of k = O(log n)
bits, supporting the following operations: sum(S, i) is

∑i
l=1 sl; search(S, y) is

the smallest i′ such that sum(S, i′) ≥ y; update(S, i, x) updates si to si + x (x
can be negative as long as the result is not); insert(S, i, x) inserts a new integer
x between si−1 and si; and delete(S, i) deletes si from the sequence.

It is possible to handle all these operations using kn+ o(kn) bits of space and
O(log n) time per operation [10]. We now define an extension of this problem,
that we call Collection of Searchable Partial Sums with Indels (CSPSI). This
problem consists in maintaining a collection of σ sequences C = {S1, . . . , Sσ} of
nonnegative integers {sj

i}1≤j≤σ,1≤i≤n, each one of k = O(log n) bits. We support
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the following operations: sum(C, j, i) is
∑i

l=1 sj
l ; search(C, j, y) is the smallest

i′ such that sum(C, j, i′) ≥ y; update(C, j, i, x) updates sj
i to sj

i +x; insert(C, i)
inserts 0 between sj

i−1 and sj
i for all 1 ≤ j ≤ σ.; delete(C, i) deletes sj

i from the
sequence Sj for all 1 ≤ j ≤ σ; To perform delete(C, i) it must hold sj

i = 0 for
all 1 ≤ j ≤ σ. Next we show how to carry out all of these queries/operations in
O(σ + log n) time, using O(σkn) bits of space.

Data structure. We construct a red-black tree over C, where the size of each
leaf goes from 1

2 log2 n to 2 log2 n bits (they are allocated to hold 2 log2 n bits1).
The leftmost leaf contains s1

1 · · · s1
b1

s2
1 · · · s2

b1
· · · sσ

1 · · · sσ
b1

, the second leftmost
leaf contains s1

b1+1 · · · s1
b2

s2
b1+1 · · · s2

b2
· · · sσ

b1+1 · · · sσ
b2

, and so on. The size of the
leftmost leaf is σkb1 bits, the size of the second leftmost leaf is σk(b2 − b1) bits,
and so on. The size of the leaves is variable and bounded, so b1, b2, . . . are such
that 1

2 log2 n ≤ σkb1, σk(b2−b1), . . . ≤ 2 log2 n hold2. Each internal node v stores
counters {rj(v)}1≤j≤σ and p(v), where rj(v) is the sum of the integers in the
left subtree for sequence Sj and p(v) is the number of positions stored in the
left subtree (for any sequence).

Computing sum(C, j, i). We traverse the tree to find the leaf containing the
i-th position. We start with sum ← 0 and v ← root. If p(v) ≥ i we enter
the left subtree, otherwise we enter the right subtree with i ← i − p(v) and
sum ← sum+rj(v). We reach the leaf that contains the i-th position in O(log n)
time. Then we scan the leaf, summing up from where the sequence Sj begins, in
chunks of size 1

2 log n bits using a universal precomputed table Y , until we reach

position i. Table Y receives any possible sequence of dk bits, for d = �
1
2 log n

k �,
and gives the sum of the d k-bit numbers encoded. The last (at most d − 1)
integers must be added individually. (Note that if k > 1

2 log n we can just add
each number individually within the time bounds.) The sum query takes in total
O(log n) time, and table Y adds only O(

√
n polylog(n)) bits of space.

Computing search(C, j, y). We enter the tree to find the smallest i′ such that
sum(C, j, i′) ≥ y. We start with pos ← 0 and v ← root. If rj(v) ≥ y we enter
the left subtree, otherwise we enter the right subtree with y ← y − rj(v) and
pos ← pos + p(v). We reach the leaf that contains the i′-th position in O(log n)
time. Then we scan the leaf, summing up from where the sequence Sj begins,
in chunks of size 1

2 log n bits using table Y , until this sum is greater than y
after adding up i′ integers; the answer is then pos + i′. (Once an application of
the table exceeds y, we must reprocess the last chunk integer-wise.) The search
query takes in total O(log n) time.

Operation update(C, j, i, x). We proceed similarly to sum, updating rj(v) as we
traverse the tree. That is, we update rj(v) to rj(v)+x each time we go left from
v. When we reach the leaf we directly update sj

i to sj
i +x. The update operation

takes in total O(log n) time.

1 In most cases we ignore floors and ceilings for simplicity.
2 If σk > 2 log2 n, we just store σk bits per leaf. All the algorithms in the sequel are

simplified and the complexities are maintained.
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For the next operations, we note that a leaf has at most m = � 2 log2 n
σk � integers

from any sequence. Then a subsequence of a given sequence has at most mk bits.
So if we copy a subsequence in chunks of 1

2 log n bits, the subsequence will be
copied in 1 + 2mk

log n = O(1 + log n
σ ) time in the RAM model (this requires shifting

bits, which in case it is not supported by the model, can be handled using small
universal tables of the kind of Y ). As we have σ sequences, we can copy a given
subsequence of them all in O(σ + log n) time. The next operations are solved by
a constant number applications of these copying operations.

Operation insert(C, i). We traverse the tree similarly to sum, updating p(v) as
we traverse the tree. That is, we increase p(v) by 1 each time we go left from
v. Then we copy the leaf arrived at to a new memory area, adding a 0 between
sj

i−1 and sj
i for all j. This is done by first copying the subsequences . . . sj

i−1 for
all j, then adding 0 to each sequence, and finally copying the subsequences sj

i . . .
for all j. As we have just explained, this can be done in O(σ + log n) time.

If the new leaf uses more than 2 log2 n bits, the leaf is split in two. An over-
flowed leaf has m = �2 log2 n/(σk)� + 1 integers in each sequence. So we store
in the left leaf the first �m/2� integers of each sequence and in the right leaf we
store the rest. These two copies can be done again in O(σ + log n) time. These
new leaves are made children of a new node μ. We compute each rj(μ) by scan-
ning and summing on the left leaf. This summing can be done in O(σ + log n)
time using table Y . We also set p(μ) = �m/2�. Finally, we check if we need to
rebalance the tree. If needed, the read-black tree is rebalanced with just one
rotation and O(log n) red-black tag updates. After a rotation we need to update
rj(· ) and p(· ) only for three nodes, which is easily done in O(σ) time. The insert
operation takes in total O(σ + log n) time.

Operation delete(C, i). We traverse the tree similarly to sum, updating p(v)
while we traverse the tree. That is, we decrease p(v) by 1 each time we go left
from v. Then we copy the leaf to a new memory area, deleting sj

i for all j,
similarly to insert, in O(σ + log n) time.

There are three possibilities after this deletion: (i) The new leaf uses more
than 1

2 log2 n bits, in which case we are done. (ii) The new leaf uses less than
1
2 log2 n and its sibling is also a leaf, in which case we merge it with its sibling,
again in O(σ +log n) time. Note that this merging removes the leaf’s parent but
does not require any recomputation of rj(· ) or p(· ). (iii) The new leaf uses less
than 1

2 log2 n and its sibling is an internal node μ, in which case by the red-black
tree properties we have that μ must have two leaf children. In this case we merge
our new leaf with the closest child of μ, updating the counters of μ in O(σ) time,
and letting μ replace the parent of our original leaf.

In cases (ii) and (iii), the merged leaf might use more than 2 log2 n bits. In
this case we split it again into two halves, just as we do in insert (and including
the recomputation of rj(· ) and p(· )). The tree might have to be rebalanced as
well. The delete operation takes in total O(σ + log n) time.

The space requirement is at most 4σkn bits for all the leaves. For each internal
node we have two pointers, a counter p(· ), and σ counters rj(· ) ≤ 2k·n, totalizing
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O(log n)+ σ(k + logn) = O(σ log n) bits per node. So, all the internal nodes use
O( σkn

log2 n
σ log n) = O(σ2kn

log n ) bits. We have proved our claim.

Theorem 1. The Collection of Searchable Partial Sums with Indels problem
with σ sequences of n numbers of k bits can be solved, in a RAM machine
of w = Ω(log n) bits, using O(σkn(1 + σ

log n )) bits of space, supporting all the
operations in O(σ + log n) worst-case time. Note that, if σ = O(log n) the space
is O(σkn) and the time is O(log n).

We note that we have actually assumed that w = Θ(log n) in our space compu-
tation (as we have used w-bit system pointers). The general case w = Ω(log n)
can be addressed using exactly the same techniques developed in [10], using a
more refined memory management with pointers of (log n)±1 bits, and splitting
the sequence into three in a way that retains the worst-case complexities.

We also note that the space can be improved to σkn(1 + O( σ
log n )) by using a

finer memory allocation policy for the leaves, just as done in the next sections
for sequences. The simpler result suffices for this paper.

3 Uncompressed Dynamic Rank-Select Structures for a
Small Alphabet

For a small alphabet of size σ = O(log n), we construct a red-black tree over
T [1, n] where each leaf contains a non-empty superblock of size up to 2 log2 n bits.
We will introduce invariants that guarantee that there are at most 1 + 2n log σ

log2 n

superblocks. Each internal node v stores counters r(v) and p(v), where r(v) is
the number of superblocks in the left subtree and p(v) is the number of symbols
stored in the left subtree. For each superblock i, we maintain sj

i , the number of
occurrences of symbol j in superblock i. We store all these sequences of numbers
using a Collection of Searchable Partial Sums with Indels, C. The length of each
sequence will be at most 2n log σ

log2 n
integers, σ = O(log n) and k = O(log log n). So

the partial sums operate in O(log n) worst-case time.
Each superblock is further divided into blocks of

√
log n log n bits, so each

superblock has up to 2
√

log n blocks. We maintain these blocks using a linked
list. Only the last block could be not fully used.

A superblock storing less than log2 n bits is called sparse. Operations insert
and delete will maintain the invariant that no two consecutive sparse superblocks
may exist. This ensures that every consecutive pair of superblocks holds at least
log2 n bits from T , and thus that there are at most 1 + 2n log σ

log2 n
superblocks.

The space usage of our structure is n log σ + O(n log σ√
log n

), as σ = O(log n):

The text itself uses n logσ bits of space. The CSPSI uses O(σ log log nn log σ
log2 n

) =

O(n log log n log σ
log n ) bits of space. Each pointer of the linked list of blocks uses

O(log n) bits and we have O( n log σ√
log n log n

) blocks, totalizing O(n log σ√
log n

) bits. The
last block in each superblock is not necessarily fully used. We have at most
1 + 2n log σ

log2 n
superblocks, each of which can waste a full block of size

√
log n log n
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bits, totalizing O(n log σ√
log n

) bits. Inside each block, we can lose at most log σ bits

due to symbol misalignment, totalizing O( n log2 σ√
log n log n

) = O(n log log n log σ√
log n log n

) bits.

The tree pointers and counters use O(n log σ
log2 n

· log n) = O(n log σ
log n ) bits.

Now we show how to carry out all the queries/operations in O(log n) time.
First, it is important to notice that each block can be scanned or shifted in

√
log n

time, using tables that process chunks of 1
2 log n bits (again, if σ > 1

2 log n we can
process each symbol individually within the time bounds). Given that there are
at most O(

√
log n) blocks in a superblock, we can scan or shift elements within

a superblock in O(log n) time, even considering block boundaries.

Computing access(T, i). We traverse the tree to find the leaf containing the i-th
position. We start with sb ← 1 and pos ← i. if p(v) ≥ pos we enter the left
subtree, otherwise we enter the right subtree with sb ← sb + r(v) and pos ←
pos − p(v). We reach the leaf that contains the i-th position in O(log n) time.
Then we directly access the pos-th symbol of sb. Note that, within the same
O(log n) time, we can extract any O(log n)-bit long sequence of symbols from T .

Computing rankc(T, i). We find the leaf containing the i-th position, just as
for access. Then we scan superblock sb from the first block summing up the
occurrences of c up to the position pos, using a table Z to sum the c’s. We add
to this quantity sum(C, c, sb − 1), the number of times that c appears before
superblock sb. The rank query takes in total O(log n) time. Table Z is of the
same spirit of Y and requires O(σ

√
n polylog(n)) = O(

√
n polylog(n)) bits.

Computing selectc(T, i). We calculate j = search(C, c, i); this way we know
that the i-th c belongs to superblock j and it is the i′-th appearance of c within
superblock j, for i′ = i − sum(C, c, j − 1). Then we traverse the tree to find the
leaf representing superblock j. We start with sb ← j and pos ← 0. if r(v) ≥ sb we
enter the left subtree, otherwise we enter the right subtree with sb ← sb − r(v)
and pos ← pos + p(v). We reach the correct leaf in O(log n) time. Then we
scan superblock j from the first block, searching for the position of the i′-th
appearance of symbol c within superblock j, using table Z. To this position we
add pos to obtain the final result. The select query takes in total O(log n) time.

Operation insertc(T, i). We obtain sb and pos just like in the access query, except
that we start with pos ← i − 1, so as to insert right after position i − 1. Then,
if superblock sb contains room for one more symbol, we insert c right after the
pos-th position of sb, by shifting the symbols through the blocks as explained.
We also carry out update(C, c, sb, 1) and retraverse the path from the root to sb
adding 1 to p(v) each time we go left from v.

If this insertion causes an overflow in the last block of sb, we simply add a new
block at the end of the linked list to hold the trailing symbol (which is usually
not the same symbol inserted). In this case we finish in O(log n) time.

If, instead, the superblock is full, we cannot carry out the insertion yet. We
first move one symbol to the previous superblock (creating a new one if this is not
possible). We first deleted(T, ·) the first symbol d from block sb, which cannot
cause an underflow of sb. Now, we check how many symbols does superblock
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sb − 1 have: we traverse the tree searching for it, and deduce its size from the
r(v) counters in the tree. If it can hold one more symbol, we insertd(T, ·) the
removed symbol d at the end of superblock sb − 1. This recursive invocation to
insert will not overflow leaf sb − 1.

If superblock sb−1 is also full or does not exist, then we are entitled to create
a sparse superblock between sb − 1 and sb, without breaking the invariant on
sparse superblocks. We create such an empty superblock and insert symbol d
into it, using the following procedure: We retraverse the path from the root to
sb, updating r(v) to r(v) + 1 each time we go left from v. When we arrive again
at leaf sb we create a new node μ with r(μ) = 1 and p(μ) = 1. Its left child is
the new empty superblock, where the single symbol d is inserted, and its right
child is sb. We also execute insert(C, sb) and update(C, sb, d, 1).

Finally, we check if we need to rebalance the tree. If it is needed, it can be
done with one rotation and O(log n) red-black tag updates, given that we use a
red-black tree. After a rotation we need to update r(· ) and p(· ) only for three
nodes. These updates can be done in O(1) time.

Now that we have finally made room to carry out the original insertion, we
rerun insertc(T, i) and it will not overflow again. The whole insert operation
takes O(log n) time.

Operation delete(T, i). We obtain sb and pos just as in the access query, updating
p(v) to p(v) − 1 each time we go left from v. Then we delete the pos-th position
(let c be the symbol deleted) of the sb-th superblock, by shifting the symbols
back through the blocks. If this deletion empties the last block, we free it. In
any case we call update(C, c, sb, −1) on the partial sums.

There are three possibilities after this deletion: (i) superblock sb is not sparse
after the deletion, in which case we are done; (ii) sb was already sparse before
the deletion, in which case we have only to check that it has not become empty;
(iii) sb turned to sparse due to the deletion, in which case we have to care about
the invariant on sparse superblocks.

If superblock sb becomes empty, we retraverse the path from the root to it,
updating r(v) to r(v)−1 each time we go left from v, in O(log n) time. When we
arrive at leaf sb again, we delete it and do operation delete(C, sb). Finally, we
check if we need to rebalance the tree, in which case one rotation and O(log n)
red-black tag updates suffice, just as for insertion. After a rotation we also need
to update r(· ) and p(· ) only for three nodes. These updates take O(1) time.

If, instead, superblock sb turned to sparse, we make sure that neither su-
perblocks sb−1 or sb+1 are also sparse. If they are not, then superblock sb can
become sparse and hence we finish without further intervention.

If superblock sb−1 is sparse, we delete(T, ·) its last symbol d, and insertd(T, ·)
it in the beginning of superblock sb. This recursive call brings no problems
because sb − 1 is already sparse, and we restore the non-sparse status of sb. If
superblock sb − 1 becomes empty, we delete it just as explained for the case of
superblock sb. The action is symmetric if sb − 1 is not sparse but sb + 1 is.

The delete operation takes in total O(log n) time.
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Theorem 2. Given a text T of length n over a small alphabet of size σ =
O(log n), the Dynamic Sequence with Indels problem under RAM model with
word size w = Ω(log n) can be solved using n log σ + O(n log σ√

log n
) bits of space,

supporting all the operations in O(log n) worst-case time.

We note again that we have actually assumed that w = Θ(log n) in our space
computation, and that the general case w = Ω(log n) can be obtained using
exactly the same techniques developed in [10, Sec. 4.5, 4.6, and 6.4].

4 Compressed Dynamic Rank-Select Structures

Thm. 2 can be extended to use a compressed sequence representation, by just
changing the way we store/manage the blocks. The key idea is to detach the
representational and the physical (i.e., compressed) sizes of the storage units at
different levels.

We use the same red-black tree over T [1, n], where each leaf contains a non-
empty superblock representing up to 2 log2 n bits of the original text T (they will
actually store more or less bits depending on how compressible is the portion
of T they represent). The same superblock splitting/merging policy related to
sparse superblocks is used. Each internal node has the same counters and they
are managed in the same way. So all the queries/operations are exactly the same
up to the superblock level. Compression is encapsulated within superblocks.

In physical terms, a superblock is divided into blocks just as before, and they
are still of the same physical size,

√
log n log n bits. Depending on compressibility,

blocks will represent more or less symbols of the original text, as their physical
size is fixed.

In logical terms, a superblock is be divided into subblocks representing 1
2 log n

bits (that is, 1
2 logσ n symbols3) from T . We represent each subblock using the

(c, o)-pair encoding of [3]: The c part is of fixed width and tells how many
occurrences of each alphabet symbol are there in the subblock; whereas the o
part is of variable width and gives the identifier of the subblock among those
sharing the same c component. Each c component uses at most σ log log n bits;
while the o components use at most 1

2 log n bits each, and overall add up to
nH0(T ) + O(n log σ/ log n) bits [3, Sec. 3.1].

In a block of
√

log n log n bits, we store as many subblocks as they fit, wasting
at most σ log log n + 1

2 log n unused bits at the end. The universal tables (like
Y ) used to sequentially process the blocks in chunks of Θ(log n) bits must now
be modified to process the compressed sequence of (c, o) pairs. This is complex
because an insertion in a subblock introduces a displacement that propagates
over all the subblocks of the block, which must be completely recomputed and
rewritten (the physical size of the whole superblock can even double!). Fortu-
nately all those tedious details have been already sorted out in [10, Sec. 5.2,
6.1, and 6.2], where their superblocks play the role of our blocks, and their tree
rearrangements are not necessary for us because we are within a leaf now. Their
3 Or just one symbol if 1

2 logσ n < 1.
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“partial blocks” mechanism is also not useful for us, because we can tolerate
those propagations to extend over all the blocks of our superblocks. Hence only
the last block of our superblocks is not as full as misalignments permit.

The time achieved in [10] is O(1) per Θ(log n) physical bits. Even in the worst
case (where compression does not work at all in the superblock), the number of
physical bits will be 2 log2 n

1
2 log n

(σ log log n + 1
2 log n) = O(log2 n + σ log n log log n),

and thus the time to solve any query or carry out any update on a superblock
will be O(log n + σ log log n).

We compute the space usage of these new structures, where it differs from the
uncompressed version: The text itself uses nH0(T ) + O(σn log log n

logσ n ) bits. Inside
each block, we can lose at most O(σ log log n + log n) bits due to misalignments,
totalizing O(n log σ(σ log log n+log n)√

log n log n
) bits. The extra space to operate the (c, o)

encoding is O(
√

n σ polylog(n)) bits.
The time and space complexities depend sharply on σ. Thus the solution is

indeed of interest only for rather small σ = o(log n/ log log n). For such a small
alphabet we have the following theorem. Again, all the issues of varying �log n�
and the case w = ω(log n) are handled just as in [10, Sec. 4.5, 4.6, and 6.4].

Theorem 3. Given a text T of length n over a small alphabet of size σ =
o(log n/ log log n) and zero-order entropy H0(T ), the Dynamic Sequence with
Indels problem under RAM model with word size w = Ω(log n) can be solved
using nH0(T ) + O(n log σ√

log n
) bits of space, supporting all operations in O(log n)

worst-case time.

To extend our results for a large alphabet of size σ = Ω(log n/ log log n), we use a
generalized ρ-ary wavelet tree [3] over T , where ρ = Θ(

√
log n). Essentially, this

generalized wavelet tree makes a sequence with the first log ρ bits of the symbols
at the first level, the next log ρ bits at the second level (where the symbols with
the same first log ρ bits are grouped in the same child of the root), and so on.
The tree has O(logρ σ) = O( log σ

log log n ) levels. We store on each level a sequence
over an alphabet of size ρ, which can be handled using the solution of Thm. 3,
for which ρ is small enough. Hence each operation takes O(log n) time per level,
adding up O(log n log σ

log log n ) worst-case time.
As shown in [3], the sum of the zero-order-entropy representations of the

sequences at each level adds up to the zero-order entropy of T . In addition, the
generalized ρ-ary wavelet tree handles changes in �log n� automatically, as this
is encapsulated within each level. We thus obtain our main theorem, where we
have included the case of small σ as well. We recall that, within the same time,
access can retrieve O(logσ n) consecutive symbols from T .

Theorem 4. Given a text T of length n over an alphabet of size σ and zero-
order entropy H0(T ), the Dynamic Sequence with Indels problem under RAM
model with word size w = Ω(log n) can be solved using nH0(T ) + O(n log σ√

log n
) bits

of space, supporting all the operations in O(log n(1 + log σ
log log n )) worst-case time.
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5 Conclusions

We have shown that the best two existing solutions to the Dynamic Sequence
with Indels problem [10,9] can be merged so as to obtain the best from both. This
merging is not trivial and involves some byproducts that can be of independent
interest. We show now a couple of immediate consequences of our result.

In [10,11] it is shown that a wavelet tree built over the Burrows-Wheeler
Transform T bwt of a text T [1], and compressed using the (c, o) pair technique,
achieves high-order entropy space, namely nHh(T ) + o(n log σ) for any h + 1 ≤
α logσ n and constant 0 < α < 1, where Hh(T ) is the h-th order empirical entropy
of T [13]. This is used in [10] to obtain a dynamic text index that handles a
collection C of texts and permits searching for patterns, extracting text snippets,
and inserting/deleting texts in/from the collection. Using the definitions of [10,
Sec. 7] and using the same sampling step, we can state a stronger version of
those theorems:

Theorem 5. The Dynamic Text Collection problem can be solved with a data
structure of size nHh(C) + o(n log σ) + O(σh+1 log n + m log n + w) bits, si-
multaneously for all h. Here n is the length of the concatenation of m texts,
C = 0 T10 T2 · · · 0 Tm, and we assume that σ = o(n) is the alphabet size and
w = Ω(log n) is the machine word size under the RAM model. The structure
supports counting of the occurrences of a pattern P in O(|P | log n(1 + log σ

log log n ))
time, and inserting and deleting a text T in O(|T | log n(1 + log σ

log log n )) time. Af-
ter counting, any occurrence can be located in time O(log n + logσ n log log n).
Any substring of length 	 from any T in the collection can be displayed in time
O(log n+logσ n log log n+	(1+ log σ

log log n )). For h ≤ (α logσ n)−1, for any constant
0 < α < 1, the space complexity simplifies to nHh(C)+o(n log σ)+O(m log n+w).

Another important application that derives from this one is the compressed
construction of text indexes. For example, a variant of the FM-index [3] requires
h-th entropy space once built, but in order to build it we need O(n log n) bits
of space. The previous theorem can be used in order to build the FM-index of
a text by starting with an empty collection and inserting the text T of interest.
Our new results make this process faster.

Theorem 6. The Alphabet-Friendly FM-index of a text T [1, n] over an alphabet
of size σ can be built using nHh(T ) + o(n log σ) bits, simultaneously for all h ≤
(α logσ n) − 1 and any constant 0 < α < 1, in time O(n log n(1 + log σ

log log n )).

We note that this is the same asymptotic space required for the final, static, FM-
index [3]. This result has some obvious consequences on building suffix arrays
[12] and computing the Burrows-Wheeler Transform [1] of T in little space, which
we omit for lack of space.

In [2] they show that the Dynamic Bit-Sequence with Indels problem can be
solved in O( log n

log log n ) time for all operations, using O(n) bits of space. Combining
with wavelet trees one achieves O(n log σ) bits of space and O( log n log σ

(log log n)2 ) time
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for Dynamic Sequences with Indels . This raises the challenge of achieving that
time within nH0 + o(n log σ) bits of space.

Alternatively, one would like to improve the space to high-order entropy (not
only for the Dynamic Text Collection problem, but for the Dynamic Sequence
with Indels problem). This has not been achieved even if we limit the operations
to access, insert, and delete. The dynamic support for the existing nHk-space
solutions to access is currently null or very rudimentary [18,6,4].
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Abstract. We suggest a simple modification to the Kd-tree search algo-
rithm for nearest neighbor search resulting in an improved performance.
The Kd-tree data structure seems to work well in finding nearest neigh-
bors in low dimensions but its performance degrades even if the number
of dimensions increases to more than two. Since the exact nearest neigh-
bor search problem suffers from the curse of dimensionality we focus on
approximate solutions; a c-approximate nearest neighbor is any neighbor
within distance at most c times the distance to the nearest neighbor. We
show that for a randomly constructed database of points if the query
point is chosen close to one of the points in the data base, the traditional
Kd-tree search algorithm has a very low probability of finding an approx-
imate nearest neighbor; the probability of success drops exponentially in
the number of dimensions d as e−Ω(d/c). However, a simple change to the
search algorithm results in a much higher chance of success. Instead of
searching for the query point in the Kd-tree we search for a random set of
points in the neighborhood of the query point. It turns out that search-
ing for eΩ(d/c) such points can find the c-approximate nearest neighbor
with a much higher chance of success.

1 Introduction

In this paper we study the problem of finding the nearest neighbor of a query
point in a high dimensional (at least three) space focusing mainly on the Euclid-
ean space: given a database of n points in a d dimensional space, find the nearest
neighbor of a query point. This fundamental problem arises in several appli-
cations including data mining, information retrieval, and image search where
distinctive features of the objects are represented as points in R

d [28,30,6,7,12,
11, 27, 10].

One of the earliest data structures proposed for this problem that is still
the most commonly used is the Kd-tree [3] that is essentially a hierarchical de-
composition of space along different dimensions. For low dimensions this struc-
ture can be used for answering nearest neighbor queries in logarithmic time
and linear space. However the performance seems to degrade as a number of
dimensions becomes larger than two. For high dimensions, the exact problem
of nearest neighbor search seems to suffer from the curse of dimensionality;
that is, either the running time or the space requirement grows exponentially
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in d. For instance Clarkson [5] makes use of O(n�d/2�(1+δ)) space and achieves
O(2O(d log d) log n) time. Meiser [24] obtains a query time of O(d5 log n) but with
O(nd+δ) space.

The situation is much of a better for finding an approximate solution whose
distance from the query point is at most 1 + ε times its distance from the
nearest neighbor [2, 21, 18, 22]. Arya et. al. [2] use a variant of Kd-trees that
they call BDD-trees (Balanced Box-Decomposition trees) that performs (1 + ε)-
approximate nearest neighbor queries in time O(d�1 + 6d/ε�d log n) and linear
space. For arbitrarily high dimensions, Kushilevitz et. al. [22] provide an algo-
rithm for finding an (1 + ε)-approximate nearest neighbor of a query point in
time Õ(d log n) using a data structure of size (nd)O(1/ε2). Since the exponent
of the space requirement grows as 1/ε2, in practice this may be prohibitively
expensive for small ε. Indeed, since even a space complexity of (nd)2 may be too
large, perhaps it makes more sense to interpret these results as efficient, practi-
cal algorithms for c-approximate nearest neighbor where c is a constant greater
than one. Note that if the gap between the distance to the nearest neighbor and
to any other point is more than a factor of c then the c-approximate nearest
neighbor is same as the nearest neighbor. So in such cases – which may very well
hold in practice – these algorithms can indeed find the nearest neighbor.

Indyk and Motwani [18] provide results similar to those in [22] but use hashing
to perform approximate nearest neighbor search. They provide an algorithm for
finding the c-approximate nearest neighbor in time Õ(d + n1/c) using an index
of size Õ(n1+1/c) (while their paper states a query time of Õ(dn1/c), if d is
large this can easily be converted to Õ(d + n1/c) by dimension reduction). In
their formulation, they use a locality sensitive hash function that maps points
in the space to a discrete space where nearby points out likely to get hashed
to the same value and far off points out likely to get hashed to different values.
Precisely, given a parameter m that denotes the probability that two points at
most r apart hash to the same bucket and g the probability that two points more
than cr apart hash to the same bucket, they show that such a family of hash
functions can find a c-approximate nearest neighbor in Õ(d + nρ) time using a
data structure of size Õ(n1+ρ) where ρ = log(1/m)/log(1/g). Recently, Andoni
and Indyk [1] obtained and improved locality sensitive hash function for the
Euclidean norm resulting in a ρ value of O(1/c2) matching the lower bounds for
locality sensitive hashing method from [25]. An information theoretic formulation
of locality sensitive hashing was studied in [26] resulting in a data structure of
linear size; the idea there was to perturb the query point before searching for it
in the hash table and do this for a few iterations.

However, to the best of our knowledge the most commonly used method in
practice is the old Kd-tree. We show that a simple modification to the search
algorithm on a Kd-tree can be used to find the nearest neighbor in high dimen-
sions more efficiently. The modification consists of simply perturbing the query
point before traversing the tree, and repeating this for a few iterations. This is
essentially the same idea from [26] on locality sensitive hash functions applied
to Kd-trees. For a certain database of random points if we choose a query point
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close to one of the points in the database, we show that the traditional Kd-tree
search algorithm has a very low probability of finding the nearest neighbor –
e−Ω(d/c) where c is a parameter that denotes how much closer the query point
is to the nearest neighbor than to other points in the database. Essentially c
is the inverse ratio of the distance of the nearest query point to the nearest
and the second nearest neighbor; so one can think of the nearest neighbor as a
c-approximate nearest neighbor. Next we show that the modified algorithm sig-
nificantly improves the probability of finding the c-approximate nearest neighbor
by performing eO(d/c) iterations. One may be tempted to think that if the tradi-
tional algortithm has a success probability of e−Ω(d/c), perhaps we could simply
repeat it eO(d/c) times to boost the probability to a constant. However, this
doesn’t work in our situation since repeating the same query in a tree will al-
ways give the same result. One can use a different (randomly constructed) tree
each time but this will blow up the space requirement to that of eO(d/c) trees.
Our result essentially shows how to boost the probability while using one tree
but by perturbing the query point each time. The intuition behind this approach
is that when we perturb the query point and then search the tree, we end up
looking not only at one leaf region but also the neighboring leaf regions that are
close to the query point thus increasing the probability of success. This is similar
in spirit to some of the variants of Kd-trees such as [2] that maintain explicit
pointers from each leaf to near by leaves; our method on the other hand per-
forms this implicity without maintaining pointers which keep the data structure
simple. We also provide empirical evidence through simulations to show that
the simple modification results in high probability of success in finding nearest
neighbor search in high dimensions.

We apply the search algorithms on a planted instance of the nearest neighbor
problem on a database of n points chosen randomly in a unit d-dimensional
cube. We then plant a query point close of one of the database points p (chosen
randomly) and then ask the search algorithm for the nearest neighbor of our
planted query point. The query point is chosen randomly on a ball of a certain
radius around p so that it is much closer to p than to any other point in the
database – by a factor of c. We measure the efficacy of an algorithm by looking
at the probability that it returns the nearest neighbor p on query q. It is for
this distribution that we will show a low success probability for the traditional
Kd-tree search algorithm and a high probability of success for our modified
algorithm.

In our experiments we observed that our modified algorithm indeed boosts
the probability of success. For instance in a database of million points in 3
dimensions we plant a query point close to a random database point; the query
point is closer to its nearest neighbor than any other point by a factor of c =
2. For this instance we find that the Kd-tree search algorithm succeeds with
probability 74%; whereas, this can be boosted to about 90% byrunning our
modified algorithm with only 5 iterations. The success probability increases with
more iterations.
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2 Preliminaries

2.1 Problem Statement

Given a set S of n points in d-dimensions, our objective is to construct a data
structure that given a query finds the nearest (or a c-approximate) neighbor. A
c-approximate near neighbor is a point at distance at most c times the distance to
the nearest neighbor. Alternatively it can be viewed as finding the exact nearest
neighbor when the second nearest neighbor is more than c times the distance to
the nearest neighbor.

We also work with the following decision version of the c-approximate nearest
neighbor problem: given a query point and a parameter r indicating the distance
to its nearest neighbor, find any neighbor of the query point that is that distance
at most cr. We will refer to this decision version as the (r, cr)-nearest neighbor
problem and a solution to this as a (r, cr)-nearest neighbor. It is well known that
the reduction to the decision version adds only a logarithmic factor in the time
and space complexity [18,13]. We will be working with the euclidian norm in R

d

space.

2.2 Kd-trees

Although many different flavors of Kd-trees have been devised, their essential
strategy is to hierarchically decompose space into a relatively small number of
cells such that no cell contains too many input objects. This provides a fast way
to access any input object by position. We traverse down the hierarchy until
we find the cell containing the object. Typical algorithms construct Kd-trees by
partitioning point sets recursively along with different dimensions. Each node in
the tree is defined by a plane through one of the dimensions that partitions the
set of points into left/right (or up/down) sets, each with half the points of the
parent node. These children are again partitioned into equal halves, using planes
through a different dimension. Partitioning stops after logn levels, with each
point in its own leaf cell. The partitioning loops through the different dimensions
for the different levels of the tree, using the median point for the partition. Kd-
trees are known to work well in low dimensions but seem to fail as the number
of dimensions increase beyond three.

Notations:

– B(p, r): Let B(p, r) denote the sphere of radius r centered at p a point in
R

d; that is the set of points at distance r from p.
– I(X): For a discrete random variable X , let I(X) denote its information-

entropy. For example if X takes N possible values with probabilities
w1, w2, ..., wN then I(X) = I(w1, w2, .., wN ) =

∑
I(wi) =

∑
−wi log wi.

For a probability value p, we will use the overloaded notation I(p, 1 − p) to
denote −p log p − (1 − p) log(1 − p)

– N(μ, r), η(x): Let N(μ, r) denote the normal distribution with mean μ and
variance r2 with probability density function given by 1

r
√

2π
e−(x−μ)2/(2r2).

Let η(x) denote the function 1√
2π

e−x2/2.
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– Nd(p, r): For the d-dimensional Euclidean space, for a point p =
(p1, p2, ..., pd) ∈ R

d let Nd(p, r) denote the normal distribution in R
d around

the point p where the ith coordinate is randomly chosen from the normal
distribution N(pi, r/

√
d) with mean pi and variance r2/d. It is well known

that this distribution is spherically symmetric around p. A point from this
distribution is expected to be at root-mean squared distance r from p; in
fact, for large d its distance from p is close to r with high probability (see
for example lemma 6 in [18])

– erf(x), Φ(x): The well-known error function erf(x) = 2√
π

∫ x

0
e−x2

dx, is

equal to the probability that a random variable from N(0, 1/
√

2) lies be-
tween −x and x. Let Φ(x) = 1√

2π

∫ ∞
x

e−x2/2 dx = 1−erf(x/
√

2)
2 . For x ≥ 0,

Φ(x) is the probability that a random variable from the distribution N(0, 1)
is greater than x.

– Pinv(k, r): Let Pinv(k, r) denote the distribution of the time it takes to
see k events in a poisson process of rate r. Pinv(1, r) is the exponential
distribution with rate r.

3 An Improved Search Algorithm on Kd-trees

We will study the nearest neighbor search problem on the following planted
instance in a random database. Consider a database of points chosen randomly
and uniformly from the unit cube [0, 1]d. We will then choose a random database
point p and implant query point q that is about c times closer to p than its
distance to any other database point. Success of an algorithm is measured by
the probability of finding the nearest neighbor. Let r denote the distance of a
random point in [0, 1]d to the nearest database point. We will show that if the
query point is chosen to be a random point at distance about r/c around p (
precisely, q is chosen from Nd(p, r/c) ) then the probability that a Kd-tree search
algorithm reports the nearest neighbor p is about e−Ω(d/c).

We then propose a minor modification to the search algorithm so as to boost
this probability to a large value. The modification is simple: Instead of search-
ing for the query point q in the Kd-tree, perturb it randomly by distance r/c
(precisely, the perturbed point is chosen from Nd(q, r/c)) and search for this
perturbed point in the Kd-tree using the regular Kd-tree search algorithm. Re-
peat this for eO(d/c) random perturbations and report the nearest neighbor found
using the Kd tree. We will show that this simple modification results in an a
much higher chance of finding the nearest neighbor p.

4 Traditional Kd-tree Algorithms Fails with High
Probability

In this section we show that the traditional Kd-tree algorithm fails in solving
the planted instance of the nearest neighbor problem with high probability; the
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success probability is at most e−Ω(d/c). The following lemma estimates r, the
distance from a random point in the unit cube to the nearest database point.

Lemma 1. With high probability of 1 − O(1/2d), the distance r of a random
point in the unit cube to the nearest point in the database is Θ(

√
d/n1/d)

Proof. The volume of a sphere of radius r in d dimensions is 2πd/2rd

dΓ (d/2) =
Θ(1) 1

d3/2 (2eπ
d )d/2rd. Since there are n random points in the database, the ex-

pected number of points in a ball of radius r is Θ(1)n 1
d3/2 (2eπ

d )d/2rd. So the
radius for which the expected number of points in this ball is one is given by
r = Θ(

√
d

n1/d ) (We have used the Stirlings approximation for the Γ function which
is valid only for integral arguments. Although, d/2 may not be integral it lies be-
tween two consecutive integers and this proves the Θ bound on r. Note that even
if the point is near the boundary of the cube, at least 1/2d fraction of the sphere
is inside the cube which does not change the value of r by more than a constant
factor). The value of r is sharply concentrated around this value as the volume of
the sphere in high dimensions changes dramatically with a change in the radius;
by a factor of 2d with a factor 2 change in the radius. High concentration bounds
can be used to show that there must be at least one point for larger radii and al-
most no point for smaller radii. For this value of r, the probability that there is a
database point at distance r/2 is at most n1/(2dn) = 1/2d. And the probability
that there is no point within distance 2r is atmost (1 − 2d/n)n = exp(−2d).

Lemma 2. If we pick a random query point q at distance r/c from a random
point in the database then the probability that a Kd-tree search returns the nearest
neighbor is at most e−Ω(d/c).

Proof. Let us focus on a leaf cell containing the point p. We need to compute
the probability that a random query point q chosen from N(p, r/c) lies within
the same cell.

If we project the cell along any one dimension we get an interval. Since the
Kd-tree has depth log n, the number of branches along any one dimension is
log n

d . And since we are picking a random cell, the expected value of the length
l of this interval containing p is E[l] = 1/2

log n
d = 1/n1/d. So with probability at

least 1/2, l < 2/n1/d. Conditioned on the event that l < 2/n1/d, we will argue
that the probability that the query point q lies outside the interval is Ω(1/c).
To see this note that if x denotes the distance of p from one of the end points of
the interval then x is distributed uniformly in the range [0, l] since p is a random
point in its cell. Since along one dimension q and p are separated by a distance
of N(0, r

c
√

d
) = N(0, 1

cn1/d ) (ignoring the Θ in the expression for r for simpler

notation), the probability that q does not line the interval is Φ(xcn1/d). By a
standard change of variable to z = xcn1/d this amounts to the expected value
of Φ(z) where z is uniformly distributed in the range [0, 2c]. Looking at integral
values of z, observe that Φ(z) = e−Ω(z2) drops at least geometrically with each
increment of z. So the expected value of Φ(z) is

∫ 2c

0
1
2ce−Ω(z2) dz = Ω(1/c).
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This implies that along any one dimension the probability that q lies within the
projection along that dimension of the cell containing p is at most 1 − Ω(1/c).
Since values along all dimensions are independent, the probability that q lies
within the cell of p is at most (1 − Ω(1/c))d = e−Ω(d/c).

5 Modified Algorithm has a Higher Probability of
Success

We will show that the modified algorithm has a much higher probability of
success. Although our theoretical guarantee only provides a success probability
of Ω(c/d), we believe this is simply an artifact of our analysis. Our experimental
results show that the success probability is very high.

Theorem 1. With probability at least Ω(c/d), the new search algorithm finds
the nearest neighbor in eO(d/c) iterations for the random database and the planted
query point.

The proof of this theorem follows from the following two lemmas.
Guessing the value of a random variable: We first present a lemma that states the
number of times one needs to guess a random variable with a given distribution
so as to guess its correct value. If a random variable takes one of N discrete
values with equal probability then a simple coupon collection based argument
shows that if we guess N random values at least one of them should hit the
correct value with constant probability. The following lemma taken from [26]
states the required number of samples for arbitrary random variables so as to
‘hit’ a given random value of the variable.

Lemma 3. [26] Given an random instance x of a discrete random variable with
a certain distribution D with entropy I, if O(2I) random samples are chosen
from this distribution at least one of them is equal to x with probability at least
Ω(1/I).

Proof. Assume that the distribution D takes N values with probabilites
w1, w2, ..., wN . x is equal to the ith value with probability wi. If s samples are
randomly chosen from the distribution, the probability that at least one of them
takes the ith value is 1 − (1 − wi)s. After s = 4.(2I + 1) samples the probabil-
ity that x is chosen is

∑
i wi[1 − (1 − wi)s]. If wi ≥ 1/s then the term in the

summation is at least wi(1 − 1/e). Divide the probability values w1, w2, ..., wN

into two parts – those at least 1/s and the others less than 1/s. So if all the
w′

is that are at least 1/s add up to at least 1/I then the above sum is at least
Ω(1/I). Otherwise we have a collection of w′

is each of which is at most 1/s and
they together add up to more than 1 − 1/I.

But then by paying attention to these probabilities we see that the entropy I =∑
i wi log(1/wi) ≥

∑
i wi log s ≥ (1− 1/I) log s ≥ (1− 1/I)(I +2) = I +1− 2/I.

For I ≥ 4, this is strictly greater than I, which is a contradiction. If I < 4 then
the largest wi must be at least 1/16 as otherwise a similar argument shows that
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I =
∑

i wi log(1/wi) > wi log 16 = 4, a contradiction; so in this case even one
sample guesses x with constant probability.

Distribution of Kd-tree partition sizes: Let us now estimate the distribution of
the Kd-tree partition sizes as we walk down the tree. Consider a random point p
in the database and the Kd-tree traversal while searching p. As we walk down the
tree the cell containing p shrinks from the entire unit cube to the single leaf cell
containing p. The leaf cell of p is specified by log n choices of left or right while
traversing the Kd-tree. Let us track the length of the cell along a dimension as
we walk down the tree. The number of decisions along each dimension is log n

d .
Focusing on the first dimension (say x-axis), look at the interval along the x-axis
containing p. The interval gets shorter as we partition along the x-axis. Let li
denote the length of this interval after the ith branch along the x-axis; note that
two successive branches along the x-axis are separated by d − 1 branches along
the other dimensions. The initial cell length l0 = 1. E[li] = 1/2i; let us look at
the distribution of li. The database points projected along the x-axis gives us n
points randomly distributed in [0, 1]. For large n, any two successive values are
separated by an exponential distribution with rate 1/n, and the distance between
k consecutive points is given by Pinv(k, 1/n), the inverse poisson distribution at
rate 1/n for k arrivals. The median point is the first partition point dividing the
interval into two parts containing n/2 points each. p lies in one of these intervals
of length l1 distributed as Pinv(n/2, 1/n).

To find the distribution of l2, note that there are d − 1 branches along other
dimensions between the first and the second partition along the x-axis, and each
branch eliminates 1/2 the points from p’s cell. Since coordinate values along
different dimensions are independent, this corresponds to randomly sampling
1/2d−1 fraction of the points from the interval after the first branch. From the
points that are left, we partition again along the median and take one of the
two parts; each part contains n/2d points. Since the original n points are cho-
sen randomly and we sample at rate 1/2d−1, after the second branch successive
points are separated by an exponential distribution with rate 1/2d−1. So af-
ter the second branch along x-axis the side of the interval l2 is distributed as
Pinv(n/2d, 1/2d−1). Note that this is not entirely accurate since the points are
not sampled independently but instead exactly 1/2d−1 fraction of the points are
chosen in each part; however thinking of n and 2d as large we allow ourselves
this simplification.

Continuing in this fashion, we get that the interval corresponds to li con-
tains n/2di points and the distance between successive points is distributed
as the exponential distribution with rate 2(d−1)i/n. So li is distributed as
Pinv(n/2di, 2(d−1)i/n). Since p is a random point in its cell, the distance xi

between p and the dividing plane at the ith level is a random value between 0
and li. At the leaf level llog n/d is distributed as Pinv(1, 2

(d−1) log n
d /n) which is

same as the exponential distribution with rate 2
(d−1) log n

d /n = 1/n1/d. Extending
this argument to other dimensions tells us that at the leaf level the length of
the cell along any dimension is given by an exponential distribution with rate
O(1/n1/d).
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Now p is a random database point and q is a random point with distribution
Nd(p, r/c). Let L(p) denote the leaf of the Kd-tree (denoted by T ) where p
resides. For a fixed Kd-tree, look at the distribution of L(p) given q. We will
estimate I[L(p)|q, T ] – the information required to guess the cell containing p
given the query point q and the tree structure T (the tree structure T includes
positions of the different partition planes in the tree).

Lemma 4. I[L(p)|q, T ] = O(d/c)

Proof. The cell of p is specified by log n choices of left or right while traversing
the Kd-tree. The number of decisions along each dimension is log n

d . Let bij (i ∈
1·· log n/d, j ∈ 0··d−1) denote this choice in the ith branch along dimension j. Let
Bij denote the set of all the previous branches on the path to the branch point
bij . Then since the leaf cell L(p) is completely specified by the branch choices bij ,
I[L(p)|q, T ] ≤

∑
i,j I[bij |Bij , q, T ]. Let us now bound I[bij |Bij , q, T ]. Focusing on

the first dimension for simplicity, for the ith choice in the first dimension, the
distance xi between p and the partition plane is uniform in the range [0, li]
where li has mean 1/2i (and distribution Pinv(n/2di, 2(d−1)i/n) ). The distance
between q and p along the dimension is given by N(0, r

c
√

d
) = N(0, 1

cn1/d ) (again
ignoring the Θ in the expression for r for simpler notations). So it is easy to verify
that the distribution of the distance yi of q from the partition plane is close to
uniform (up to constant factors) in the range [0, 1/2i] (essentially yi is obtained
by first picking a random value in the interval [0, li] and then perturbing it by a
small value drawn from N(0, 1

cn1/d ) ).
If the distance yi of q from the partition plane in the i-th branch is equal to y,

the probability that p and q are on different sides is Φ(ycn1/d). Since yi is com-
pletely specified by the path Bi0, q and the tree structure T , I[bi0|Bi0, q, T ] ≤
I[bi0|yi = y] = Ey[I(Φ(ycn1/d), 1 − Φ(ycn1/d))]. So we need to bound the ex-
pected value of I(Φ(ycn1/d), 1 − Φ(ycn1/d)). Again by a change of variable to
z = ycn1/d this is equal to Ez[I(Φ(z), 1 − Φ(z))].

We will argue that this is O( 2i

cn1/d ). Looking at integral values of z, observe
that I(Φ(z), 1 − Φ(z)) = e−Ω(z2) drops faster than geometrically with each in-
crement of z. It is o( 2i

cn1/d ) for z > cn1/d

2i . Further since the distribution of y

in the range [0, 1/2i] is uniform (up to constant factor) so is the distribution of
z in the range [0, cn1/d

2i ]. So the probability that z lies in any unit interval in
this range is O( 2i

cn1/d ). So the expected value of I(Φ(z), 1−Φ(z)) is O( 2i

cn1/d ). So
I[bi0|Bij , q, T ] = O( 2i

cn1/d ). Similarly bounding and summing over all dimensions,
I[L(p)|q, T ] ≤

∑
i,j I[bij |Bij , q, T ] ≤ d

∑
i O( 2i

cn1/d ) = O(d/c)

We are now ready to complete the proof of Theorem 1.

Proof. [of Theorem 1]. The proof follows essentially from lemmas 3 and 4.
Lemma 4 states that I[L(p)|q, T ] = O(d/c). But I[L(p)|q, T ] is the expected
value of I[L(p)] for a random fixed choice of q and T . So by Markov’s inequality
for a random fixed choice of q and T , with probability at least 1/2, I[L(p)] ≤
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2I[L(p)|q, T ] = O(d/c). So again with probability at least 1/2 for a random
instance of the problem, I[L(p)] = O(d/c). Now lemma 3 states that 2O(c/d)

samples from the distribution of L(p) given q must hit upon the correct cell
containing p, completing the proof.

6 Experiments

We perform experiments on the planted instance of the problem with both the
standard Kd-tree algorithm and our modified algorithm on a database of n = 1
million points chosen randomly in the unit cube in d dimensions. We then picked
a random point p in the database and measured its distance r from the nearest
other database point. We then planted a query point q with the distribution
Nd(p, r/c) so that it is at distance about r/c from p. We tried four different
values for d : 3, 5, 10 and 20; and three different values for c : 4/3, 2 and 4.
For each combination of values we performed 10, 000 search operations using
both the traditional Kd-tree search algorithm and our modified algorithm. In
the modified algorithm the query point was perturbed before the search and
this was repeated for a few iterations; the number of iterations was varied from
5 to 30.

The success rates of finding the nearest neighbor are summarized in table 1.
The third column shows the success rate of the traditional kd-tree search algor-
tihm and the remaining columns state the success rate for the modified algorithm
for different number of iterations. As can be seen, in 3 dimensions for c = 4, Kd-
trees report the nearest neighbor 84% of the time whereas even with 5 iterations
of the new algorithm this goes up to 96%. In 5 dimensions for c = 4 our algo-
rithm boosts the success rate from 73% to 91% in 5 iterations and to 97.5% in 15

Table 1. Simulation Results: The entries indicate the percentage of times the nearest
neighbor is found. As the number of iterations k is increased the success rate increases.
The third column gives the success rate for the standard Kd-tree search algorithm. The
latter columns report the performance of the modified algorithm for different number
of iterations of searching for perturbed points.

d c Kd-tree 5 iter 15 iter 20 iter 25 iter 30 iter

3 4 84 96.1 98.8 99.3 99.3 99.8
3 2 73.9 89.5 97.4 98.4 99.0 98.7
3 4/3 73 88.5 96 96.6 98.7 98.7
5 4 73.6 91 97.5 98.1 98.5 99.3
5 2 54 78 92.1 94.9 94.4 96.2
5 4/3 50.7 71.3 87 91.2 92.3 94
10 4 60.7 80.5 94.8 96.6 96.7 96.8
10 2 36 56.4 77.6 84.3 86.6 88.4
10 4/3 25 43.7 61 70 73.4 75.6
20 4/3 13 25 28 41 42 46
20 2 22 42 67 68 70 72
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iterations. In 10 dimensions for c = 4, 15 iterations raises the success rate from
60% to about 95%. In 20 dimensions for c = 2, Kd-trees succeed only 22% of the
time, where as the new algorithm succeeds 67% of the time with 15 iterations.
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Abstract. It is known that in practice, request sequences for the list
update problem exhibit a certain degree of locality of reference. Moti-
vated by this observation we apply the locality of reference model for
the paging problem due to Albers et al. [STOC 2002/JCSS 2005] in con-
junction with bijective analysis [SODA 2007] to list update. Using this
framework, we prove that Move-to-Front (MTF) is the unique optimal
algorithm for list update. This addresses the open question of defining an
appropriate model for capturing locality of reference in the context of list
update [Hester and Hirschberg ACM Comp. Surv. 1985]. Our results hold
both for the standard cost function of Sleator and Tarjan [CACM 1985]
and the improved cost function proposed independently by Mart́ınez and
Roura [TCS 2000] and Munro [ESA 2000]. This result resolves an open
problem of Mart́ınez and Roura, namely proposing a measure which can
successfully separate MTF from all other list-update algorithms.

1 Introduction

List update is a fundamental problem in the context of on-line computation.
Consider an unsorted list of l items. The input to the algorithm is a sequence
of n requests that must be served in an on-line manner. Let A be an arbitrary
on-line list update algorithm. To serve a request to an item x, A linearly searches
the list until it finds x. If x is the ith item in the list, A incurs a cost i to access
x. Immediately after this access, A can move x to any position closer to the front
of the list at no extra cost. This is called a free exchange. Also A can exchange
any two consecutive items at a cost of 1. These are called paid exchanges. An
efficient algorithm can thus use free and paid exchanges to minimize the overall
cost of serving a sequence. This is called the standard cost model [5].

The competitive ratio, first introduced formally by Sleator and Tarjan [22],
has served as a practical measure for the study and classification of on-line algo-
rithms in general and list-update algorithms in particular. An algorithm is said
to be α-competitive (assuming a cost-minimization problem) if the cost of serv-
ing any specific request sequence never exceeds α times the optimal cost (up to
some additive constant) of an off-line algorithm which knows the entire request
sequence. List update algorithms were among the first algorithms studied us-
ing competitive analysis. Three well-known deterministic on-line algorithms are

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 399–410, 2008.
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Move-To-Front (MTF), Transpose, and Frequency-Count (FC). MTF moves the
requested item to the front of the list whereas Transpose exchanges the requested
item with the item that immediately precedes it. FC maintains an access count
for each item ensuring that the list always contains items in non-increasing order
of frequency count. Sleator and Tarjan showed that MTF is 2-competitive, while
Transpose and FC do not have constant competitive ratios [22]. Since then, sev-
eral other deterministic and randomized on-line algorithms have been studied
using competitive analysis. (See [16,1,4,14] for some representative results.)

Notwithstanding its wide applicability, competitive analysis has some draw-
backs. For certain problems, it gives unrealistically pessimistic performance
ratios and fails to distinguish between algorithms that have vastly differing
performance in practice. Such anomalies have led to the introduction of many
alternatives to competitive analysis of on-line algorithms (see [13] for a compre-
hensive survey). While list update algorithms with better competitive ratio tend
to have better performance in practice the validity of the cost model has been
debated. More precisely, Mart́ınez and Roura [18] and Munro [19], independently
addressed the drawbacks of the standard cost model. Let (a1, a2, . . . , al) be the
list currently maintained by an algorithm A. Mart́ınez and Roura argued that
in a realistic setting a complete rearrangement of all items in the list which pre-
cede item ai would in practice require time proportional to i, while this has cost
proportional to i2 in the standard cost model. Munro provided the example of
accessing the last item of the list and then reversing the entire list. The real cost
of this operation in an array or a linear link list should be O(l), while it costs
about l2/2 in the standard cost model. As a consequence, their main objection
to the standard model is that it prevents on-line algorithms from using their true
power. They instead proposed a new model in which the cost of accessing the ith

item of the list plus the cost of reorganizing the first i items is linear in i. We will
refer to this model as the modified cost model. Surprisingly, it turns out that the
off-line optimum benefits substantially more from this realistic adjustment than
the on-line algorithms do. Indeed, under this model, every on-line algorithm has
amortized cost of Θ(l) per access for some arbitrary long sequences, while an
optimal off-line algorithm incurs a cost of Θ(log l) on every sequence and hence
all on-line list update algorithm have a constant competitive ratio of Ω(l/ log l).
One may be tempted to argue that this is proof that the new model makes the
off-line optimum too powerful and hence this power should be removed, how-
ever this is not correct as in real life on-line algorithms can rearrange items at
the cost indicated. Observe that the ineffectiveness of this power for improving
the worst case competitive ratio does not preclude the possibility that under
certain realistic input distributions (or other similar assumptions on the input)
this power might be of use. Mart́ınez and Roura observed this and posed the
question: “an important open question is whether there exist alternative ways to
define competitiveness such that MTF and other good online algorithms for the
list update problem would be competitive, even for the [modified] cost model”.

As well, a common objection to competitive analysis is that it relies on an
optimal off-line algorithm, OPT, as a baseline for comparing on-line algorithms.
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While this may be convenient, it is rather indirect: one could argue that in
comparing two online algorithms A and B all the information we should need
is the cost incurred by the algorithms on each request sequence. For example,
for some problems OPT is too powerful, causing all on-line algorithms to seem
equally bad. Certain alternative measures allow direct comparison of on-line
algorithms, for example the Max-Max Ratio [9], Relative Worst Order Ratio
[11], Bijective Analysis and Average Analysis [6]. These measures have been
applied mostly to the paging problem as well as some other on-line problems.
We are not aware of any result in the literature that applies the above measures
to on-line list update algorithms.

Another issue in the analysis of on-line algorithms is that “real-life” sequences
usually exhibit locality of reference. Informally, this property suggests that the
currently requested item is likely to be requested again in the near future. For
the paging problem, several models for capturing locality of reference have been
proposed [23,2,8]. Input sequences of list update algorithms in practice show
locality of reference [15,21,10] and on-line list update algorithms try to take
advantage of this property [15,20]. Hester and Hirschberg [15] posed the question
of providing a satisfactory formal definition of locality of reference for the list
update problem as an open problem. However, to the best of our knowledge,
locality of reference for list update algorithms has not been formally studied. In
addition, it has been commonly assumed, based on intuition and experimental
evidence, that MTF is the best algorithm on sequences with high locality of
reference, e.g., Hester and Hirschberg [15] claim: “move-to-front performs best
when the list has a high degree of locality” (see also [3], page 327).

To this end, we introduce a natural measure of locality of reference. Perhaps
not surprisingly, this measure seems to parallel MTF’s behaviour as the latter has
been tailored to benefit from locality of reference. This should not be construed
as a drawback of the measure, but rather as evidence of the fact that the design
of the MTF algorithm optimally incorporates the presence of locality of reference
into its choices. Our theoretical proof of the optimality of MTF in this context
is then perhaps not surprising, yet this fact had eluded proof until now.

Our Results. We begin by showing that all on-line list update algorithms are
equivalent according to Bijective Analysis under the modified cost model. We
then extend a model for locality of reference, proposed by Albers et al. [2] in the
context of the paging problem to the list update problem. The validity of the
extended model is supported by experimental results obtained on the Calgary
Corpus, which is frequently used as a standard benchmark for evaluating the per-
formance of compression algorithms (and by extension list update algorithms,
e.g. [7]). Thus, we resolve the open problem posed by Hester and Hirschberg
[15]. Our main result proves that under both the standard and the modified cost
functions MTF is never outperformed in our model, while it always outperforms
any other on-line list update algorithm in at least one instance. As mentioned
earlier, Mart́ınez and Roura [18] posed the open problem of finding an alterna-
tive measure that shows the superiority of MTF in the modified cost model and
suggested that this can be done by adding some restrictions over the sequences
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of requests. Our analysis technique allows us to resolve this problem as well. As
noted above the model used for this proof builds upon the work of Albers et
al. and Angelopoulos et al. for paging with locality of reference. As such, the
results in this paper also provide evidence of the applicability of these models
to problems other than paging.

2 Bijective Analysis

In this section, we first provide the formal definitions of Bijective Analysis and
Average Analysis and then we show equivalence of all list update algorithms
under the modified model according to these measures. We choose to employ
these measures since they reflect certain desirable characteristics for comparing
online algorithms: they allow for direct comparison of two algorithms without
appealing to the concept of the “optimal” cost (see [6] for a more detailed dis-
cussion), and they do not evaluate the performance of the algorithm on a single
“worst-case” request, but instead use the cost that the algorithm incurs on each
and all request sequences. These two measures have already been successfully
applied in the context of the paging problem [6].

For the sake of simplicity, in this paper we only consider the static list update
problem. This means that we only have accesses to list items and do not have
any insert or delete operations. In particular, we have a set S = {a1, a2, . . . , al}
of l items initially organized as a list L0 = (a1, a2, . . . , al). The results in this
paper can easily be extended to the dynamic version of the problem. For an
on-line algorithm A and a sequence σ, we denote by A(σ) the cost that A incurs
to serve σ. We denote by In the set of all request sequences of length n, and by
Ik+1(σ) where |σ| = k, the set of sequences in Ik+1 which have σ as their prefix.

Informally, Bijective Analysis aims to pair input sequences for two algorithms
A and B using a bijection in such a way that the cost of A on input σ is
no more than the cost of B on the image of σ, for all request sequences σ of
the same length. In this case, intuitively, A is no worse than B. On the other
hand, Average Analysis compares the average cost of the two algorithms over
all request sequences of the same length.

Definition 1. [6] We say that an on-line algorithm A is no worse than an
on-line algorithm B according to Bijective Analysis if there exists an integer
n0 ≥ 1 so that for each n ≥ n0, there is a bijection b : In ↔ In satisfying
A(σ) ≤ B(b(σ)) for each σ ∈ In. We denote this by A �b B. Otherwise we
denote the situation by A ��b B. Similarly, we say that A and B are the same
according to Bijective Analysis if A �b B and B �b A. This is denoted by
A ≡b B. Lastly we say A is better than B according to Bijective Analysis if
A �b B and B ��b A. We denote this by A ≺b B.

Definition 2. [6] We say that an on-line algorithm A is no worse than an on-
line algorithm B according to Average Analysis if there exists an integer n0 ≥ 1
so that for each n ≥ n0,

∑
I∈In

A(I) ≤
∑

I∈In
B(I). We denote this by A �a B.

Otherwise we denote the situation by A ��a B. A ≡a B, and A ≺a B are defined
as for Bijective Analysis.
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Observation 1. [6] If A ��a B, then A ��b B. In addition, if A �b B, then
A �a B and similar statements hold for A ≡b B and A ≺b B.

Suitability of the Measure. Note that rather than considering a worst case se-
quence, these measures take into account all sequences of the same length. To be
precise, bijective analysis compares the performance of two algorithms over pairs
of different inputs of the same size. A natural question is if this is a reasonable
comparison. To answer this, it is necessary to briefly review standard worst case
analysis. Worst case analysis of an algorithm A considers the running time of
A over all possible inputs of a given size n and selects as representative for this
set the maximum or worst case time observed in that class. Let IA,n denote this
worst case input of size n for A. Now when the worst case performance of A is
compared to that of algorithm B, worst case analysis compares the timing of A
on IA,n with that of B on IB,n. Observe that in general IA,n �= IB,n and hence
bijective analysis is no different than worst case analysis in terms of pairing
different inputs of the same size. The main difference is that bijective analysis
studies the performance of both algorithms across the entire spectrum on inputs
of size n as opposed to the worst case. This is similar to average case analysis
which also measures performance across all inputs of a given size.

The following theorem proves that under the modified cost model all list
update algorithms are equivalent. This result parallels the equivalence of all lazy
paging algorithms under Bijective Analysis as shown in [6].

Theorem 1. Let A and B be two arbitrary on-line list update algorithms. Under
the modified cost model, we have A ≡b B.

Proof. We prove that for every n ≥ 1 there is a bijection bn : In ↔ In so
that A(σ) ≤ B(bn(σ)) for each σ ∈ In. We show this by induction on n, the
length of sequences. Since A and B start with the same initial list, they incur
the same cost on each sequence of length 1. Therefore the statement trivially
holds for n = 1. Assume that it is true for n = k. Thus there is a bijection
bk : Ik ↔ Ik so that A(σ) ≤ B(bk(σ)) for each σ ∈ Ik. Let σ be an arbitrary
sequence of length k and σ′ = bk(σ). We map Ik+1(σ) to Ik+1(σ′) as follows.
Let L(A, σ) = (a1, a2, . . . , al) be the list maintained by A after serving σ and
L(B, σ′) = (b1, b2, . . . , bl) be the list maintained by B after serving σ′. Consider
an arbitrary sequence σ1 ∈ Ik+1(σ) and let its last request be to item ai. We
map σ1 to the sequence σ2 ∈ Ik+1(σ′) that has bi as its last request. Since
A(σ) ≤ B(σ′) and A’s cost on the last request of σ1 is the same as B’s cost
on the last request of σ2, we have A(σ1) ≤ B(σ2). Therefore we get the desired
mapping from Ik+1(σ) to Ik+1(σ′). We obtain a bijection bk+1 : Ik+1 ↔ Ik+1

by considering the above mapping for each sequence σ ∈ Ik. Thus our induction
statement is true and we have A �b B. Using a similar argument, we can show
B �b A. Therefore we have A ≡b B.

We will call a list update algorithm economical if it does not use paid exchanges.
Since an economical list update algorithm does not incur any cost for reorganiz-
ing the list we can prove the following statement using an argument analogous
to the proof of Theorem 1.
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Corollary 1. All economical on-line list update algorithms are equivalent ac-
cording to Bijective Analysis under the standard cost model.

These results show that so long as we consider all possible request sequences,
all on-line list update algorithms are equivalent in a strong sense. However, as
stated earlier, in practice request sequences tend to exhibit locality of reference.
Therefore, the algorithm can focus on input sequences with this property. In the
next section we show that we can use such an assumption to prove the superiority
of MTF.

3 List Update with Locality of Reference

As stated in the Introduction, several models have been proposed for paging
with locality of reference [23,2,8]. In this paper, we consider the model of Albers
et al. [2], in which a request sequence has high locality of reference if the number
of distinct requests in a window of size n is small. In Section 4 we will present
experimental evidence which supports the validity of this model for the list
update problem. Consider a function that represents the maximum number of
distinct items in a window of size n, on a given request sequence. For the paging
problem, extensive experiments with real data show that this function can be
bounded by a concave function for most practical request sequences [2]. Let f be
an increasing concave function. We say that a request sequence is consistent with
f if the number of distinct requests in any window of size n is at most f(n),
for any n ∈ N . In order to model locality, we restrict the request sequences
to those consistent with a concave function f . Let If denote the set of such
sequences. We can easily modify the definitions of Bijective Analysis and Average
Analysis (Definition 1 and Definition 2) by replacing I with If throughout. We
denote the corresponding relations by A �f

b B, A �f
a B, etc. Observe that the

performance of list update algorithms are now evaluated within the subset of
request sequences of a given length that are consistent with f , which we denote
as If

n , where n is the length of the requence sequences.
Note that the inductive argument used to prove that all on-line list update

algorithms are equivalent according to Bijective Analysis (Theorem 1) does not
necessarily carry through under concave analysis because the bijection of the
proof may map a sequence in If to one not in If .

Definition 3. Let A and B be list update algorithms, and f be a concave func-
tion. A is said to (m, f)-dominate B for some integer m, if we have

∑

σ∈If
m

A(σ) ≤
∑

σ∈If
m

B(σ).

A is said to dominate B if there exists an integer m0 ≥ 1 so that for each
m ≥ m0 and every concave function f , A (m, f)-dominates B.

Observation 2. A �f
a B if and only if there exists an integer m0 ≥ 1 so that

A (m, f)-dominates B for each m ≥ m0.
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Lemma 1. For every on-line list update algorithm A, MTF dominates A.

Proof. Let f be an arbitrary concave function and m be a positive integer. For
any 1 ≤ i ≤ m, let Fi,m(A) be the total cost A incurs on the ith request of
all sequences in If

m. We will first show that Fi,m(MTF ) ≤ Fi,m(A) for any
1 ≤ i ≤ m. For i = 1, we have F1,m(MTF ) = F1,m(A), as all algorithms start
with the same list. Now suppose that i > 1. Let σ be an arbitrary sequence of
length i− 1, Tσ denote the set of all sequences in If

m that have σ as their prefix,
and Fi,m(A | σ) be the total cost A incurs on the ith request of all sequences in
Tσ. Denote by L(MTF, σ) = (a1, a2, . . . , al) and L(A, σ) = (b1, b2, . . . , bl) the
lists maintained by MTF and A after serving σ, respectively. Suppose that cj

(resp., dj) sequences in Tσ have aj (resp., bj) as their ith request, for 1 ≤ j ≤ l.
Note that

∑
1≤j≤l cj =

∑
1≤j≤l dj = |Tσ| and (d1, d2, . . . , dl) is a permutation of

(c1, c2, . . . , cl).
We first show that cj+1 ≤ cj for 1 ≤ j < l. Let Cj and Cj+1 denote the

set of sequences in Tσ that have aj and aj+1 as their ith request. We provide
a one-to-one mapping from Cj+1 to Cj which proves that |Cj+1| ≤ |Cj |. We
map every sequence τ in Cj+1 to a sequence τ ′ in Cj by replacing every aj

with aj+1 and every aj+1 by aj , starting from position i. Since aj occurs before
aj+1 in MTF’s list after serving σ, we know that the last request to aj occurs
after the last request to aj+1 in σ. Therefore if τ is consistent with f , so is τ ′.
Thus every sequence in Cj+1 is mapped to a unique sequence in Cj and we have
cj+1 = |Cj+1| ≤ |Cj | = cj .

Therefore (c1, c2, . . . , cl) is a permutation of (d1, d2, . . . , dl) in non-increasing
order, and thus Fi,m(MTF | σ) =

∑
1≤j≤l j × cj ≤

∑
1≤j≤l j ×dj = Fi,m(A | σ) .

Now since

Fi,m(MTF ) =
∑

σ∈Ii−1

Fi,m(MTF | σ) and Fi,m(A) =
∑

σ∈Ii−1

Fi,m(A | σ),

we get Fi,m(MTF ) ≤ Fi,m(A). We have
∑

σ∈If
m

MTF (σ) =
∑

1≤i≤m

Fi,m(MTF ) ≤
∑

1≤i≤m

Fi,m(A) =
∑

σ∈If
m

A(σ).

Thus MTF (m, f)-dominates A for every concave function f , and every integer
m ≥ 1. Hence MTF dominates A.

Corollary 2. For any concave function f and any on-line list update algorithm A,

MTF �f
a A.

Therefore MTF is an optimal algorithm according to Average Analysis, when
we classify the input sequences by locality of reference. A natural question is
whether MTF is a unique optimum or not, i.e., is there an on-line list update
algorithm A that dominates MTF?

Lemma 2. No on-line list update algorithm (other than MTF itself) dominates
MTF.
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Proof. Assume by way of contradiction that an on-line list update algorithm A
dominates MTF and that A is different from MTF. According to the definition,
there exists an integer m0 ≥ 1 so that for each m ≥ m0 and every concave
function f , A (m, f)-dominates MTF, i.e.,

∑

σ∈If
m

A(σ) ≤
∑

σ∈If
m

MTF (σ).

Following the proof of Lemma 1, this holds only if Fi,m(A | σ) = Fi,m(MTF | σ)
for every m ≥ m0, 2 ≤ i ≤ m, and every sequence σ of length i−1. Let σ ∈ If

i−1

be a sequence so that L(A, σ) is different from L(MTF, σ), k be the largest index
so that y = ak �= bk = x (for ak and bk defined as in Lemma 1, and p be the
smallest index so that σ[p..i−1] contains at most k−1 distinct items. Select the
concave function f so that 
f(i−p)� = 
f(i−p+1)� = k−1. Since y ∈ σ[p..i−1]
and x �∈ σ[p..i−1] , we have ck = 0 < dk (the sequence of length m > i obtained
by repeating y in any position starting from ith position is consistent with f).
Therefore

Fi,m(MTF | σ) =
∑

1≤j≤l

j × cj <
∑

1≤j≤l

j × dj = Fi,m(A | σ),

which is a contradiction.

Theorem 2. Let A be an on-line list update algorithm other than MTF. Then
MTF �f

b A and there exists at least one concave function f so that

A ��f
a MTF, which implies A ��f

b MTF.

We can prove separation with respect to Bijective Analysis between MTF and
specific algorithms, e.g., Transpose, for a much larger family of concave functions.

Theorem 3. For all concave functions f such that f(l) < l (l is the size of list),

Transpose ��f
b MTF.

Proof. Let L0 = (a1, a2, . . . , al) be the initial list. Assume by way of contradic-
tion that Transpose �f

b MTF . Therefore there is an integer n0 ≥ 1 so that
for each n ≥ n0, there is a bijection b : If

n ↔ If
n satisfying Transpose(σ) ≤

MTF (b(σ)) for each σ ∈ If
n . Now consider a sequence σ of length m ≥ n0 ob-

tained by considering the prefix of the infinite sequence alal−1alal−1 . . . . Trans-
pose incurs a cost of l on each request and we have Transpose(σ) = m × l.
Note that σ is consistent with f , because it has two distinct items.1 Thus
σ ∈ If

m and from the assumption there should exist some sequence σ′ ∈ If
m

so that m × l = Transpose(σ) ≤ MTF (σ′). Therefore MTF should incur a

1 We can assume that f(2) = 2 because otherwise we are restricted to sequences that
contain only one item.
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cost of l on each request of σ′. Hence σ′ should be a prefix of the sequence
alal−1al−2 . . . a1alal−1al−2 . . . a1 . . . . Now any window of size l in σ′ has l dis-
tinct items. Since we started with f(l) < l, σ′ is not consistent with f and this
contradicts the assumption that σ′ ∈ If

m.

4 Experimental Results and Analysis

In this section we test the validity of the locality of reference assumption as
described in Section 3 against experimental data. For our experiments, we con-
sidered the fourteen files of the Calgary Compression Corpus [24] which are
frequently used as a standard benchmark for file compression. Recall that list
update algorithms can be used in a very direct way in file compression. For each
file, we computed the maximum number of characters in windows of all possible
sizes, up to the size of the whole file. Figures 1 and 2 show the resulting graphs.
Note that since we observed that the maximum number of distinct items does
not change much as we increase the size of window to values more than 3500,
we only show the results for windows of size up to 3500.

As can be seen from these graphs, the curves have an overall concave shape.
We should note that for some of the input files, the function we obtained is
not concave for some intervals. However, this is not a major concern, since we
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can bound said function by any concave function f which is such that f(i) is
an upper bound on the maximum number of distinct items in windows of size
i. For instance, we can take the upper convex hull of the data points. In fact,
Albers et al. [2] observed that similar non-concavity (mostly localized within
small intervals) was present in their experimental results concerning locality of
reference in typical request sequences for the paging problem. Albers et al. put
forth this argument to justify the fact that local small deviations from concavity
do not impose a serious problem.

Albers and Mitzenmacher [3] compared the efficiency of MTF and Timestamp
(TS) algorithms for compressing the files of the Calgary Compression Corpus.
TS is a list update algorithm that is 2-competitive [1]. After accessing an item a,
TS inserts a in front of the first item b that appears before a in the list and was
requested at most once since the last request for a. If there is no such item b, or if
this is the first access to a, TS does not reorganize the list. They compared MTF
and TS in two settings: with or without Burrows-Wheeler transform (BWT).
Informally, BWT transforms a string to one of its permutations that has more
locality of reference, which is hence more readily compressible [12,17]. Their
results show that although TS outperforms MTF on compression without BWT,
MTF usually has better performance when we use BWT. This is consistent with
our results as BWT is a transform designed with the goal of increasing the
locality of reference in the representation of the string.



List Update with Locality of Reference 409

5 Conclusions

In this paper we addressed certain open questions concerning the well-studied list
update problem. We first considered the issue of modeling locality of reference
for typical request sequences for this problem. We provided experimental evi-
dence which suggests that the concave-function model of Albers et al., originally
devised for the context of paging algorithms, can satisfactorily model locality of
reference within the domain of list update. We then combined this model with
two recently proposed measures for comparing online algorithms, namely Bijec-
tive Analysis and Average Analysis. Our choice was based on the fact that these
measures allow direct comparison of two online algorithms, by considering their
relative performance on all requests sequences of the same length, rather than
on some specific pathological sequences. These measures have been previously
applied with success in separating several paging algorithms, a situation which
has long been known but cannot be resolved by resorting solely to competitive
analysis.

Using the above framework, we showed that while all list update algorithms
are equivalent in the modified-cost model, when locality of reference is con-
sidered, MTF emerges as the sole optimum online algorithm for the problem.
This resolves an open problem posed by Mart́ınez and Roura. We believe that
our techniques might well be applicable to other problems in which competitive
analysis has failed to yield satisfactory results such as the online bin packing,
but this remains the subject of future work.

The model proposed is, to our knowledge, the first that both incorporates
locality of reference and achieves full separation of MTF. However locality of
reference is a phenomenon which has only recently begun to be thoroughly un-
derstood. Thus we fully expect that future further refinements of the model by
researchers in the field will reflect even more faithfully locality of reference as it
is observed in practice.
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Abstract. The (undirected) Steiner Network problem is: given a graph
G = (V, E) with edge/node weights and edge-connectivity requirements
{r(u, v) : u, v ∈ U ⊆ V }, find a minimum weight subgraph H of G con-
taining U so that the uv-edge-connectivity in H is at least r(u, v) for all
u, v ∈ U . The seminal paper of Jain [12], and numerous papers preceding
it, considered the Edge-Weighted Steiner Network problem, with weights
on the edges only, and developed novel tools for approximating minimum
weight edge-covers of several types of set functions and families. Howe-
ver, for the Node-Weighted Steiner Network (NWSN) problem, nontrivial
approximation algorithms were known only for 0, 1 requirements.

We make an attempt to change this situation, by giving the first non-
trivial approximation algorithm for NWSN with arbitrary requirements.
Our approximation ratio for NWSN is rmax · O(ln |U |), where rmax =
maxu,v∈U r(u, v). This generalizes the result of Klein and Ravi [14] for
the case rmax = 1. We also give an O(ln |U |)-approximation algorithm
for the node-connectivity variant of NWSN (when the paths are required
to be internally-disjoint) for the case rmax = 2. Our results are based on
a much more general approximation algorithm for the problem of finding
a minimum node-weighted edge-cover of an uncrossable set-family. We
also give the first evidence that a polylogarithmic approximation ratio
for NWSN might not exist even for |U | = 2 and unit weights.

1 Introduction

1.1 Motivation, Problem Definition, and Previous Work

Network design problems require finding a minimum weight (sub-)network that
satisfies prescribed properties, often connectivity requirements. Classic examples
with 0, 1 connectivity requirements are: Shortest Path, Minimum Spanning Tree,
Minimum Steiner Tree/Forest, and others. Examples of problems with high con-
nectivity requirements are: Min-Cost k-Flow, k-Edge/Node-Connected Spanning
Subgraph, Steiner Network, and others.

Two main types of weights are considered in the literature: the edge weights
and the node weights. We consider the latter, which is usually more general
than the former. For most undirected network design problems, a simple re-
duction transforms edge weights to node weights, but the inverse is usually not
true. The study of network design problems with node weights is well motivated

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 411–422, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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and established from both theoretical as well as practical considerations, c.f.,
[14,10,17,2,16]. For example, in telecommunication networks, expensive equip-
ment such as routers/switches/transmitters is located at the nodes of the net-
work, and thus it is natural to model these problems by assigning weights to the
nodes and/or to the edges, rather than to the edges only.

In directed graphs, it is often possible to reduce node weights case to the edge
weights case via an approximation ratio preserving reduction. However, this is
usually not so for undirected graphs, and an attempt to transform an undi-
rected problem into a directed one typically results in a problem which is sig-
nificantly harder to approximate; e.g., in undirected graphs, for Steiner Forest a
2-approximation is known for edge-costs [1], an O(log n)-approximation is known
for node-costs and this is tight [14], while the directed variant does not admit a
polylogarithmic ratio unless NP⊆Quasi(P) [3].

Let λH(u, v) denote the maximum number of edge-disjoint uv-paths in a graph
H . We consider the following fundamental problem on undirected graphs:

Node-Weighted Steiner Network (NWSN)
Instance: A graph G = (V, E), node weights {w(v) : v ∈ V }, and edge-connecti-

vity requirements {r(u, v) : u, v ∈ U ⊆ V }.
Objective: Find a minimum weight subgraph H of G containing U so that

λH(u, v) ≥ r(u, v) ∀u, v ∈ U . (1)

Let rmax = maxu,v∈U r(u, v). The Edge-Weighted Steiner Network problem
was studied extensively, starting from the first 2-approximation algorithm of
Agrawal, Klein, and Ravi [1] for rmax = 1 (see Goemans and Williamson [8] for
more general algorithm and simpler proof) continuing with 2rmax-approximation
of Williamson et. al [20] and 2 ln rmax-approximation of Goemans et. al [7], and
ending with the seminal 2-approximation of Jain [12]. See surveys in [9,13,15]
on approximation algorithms for various connectivity problems.

However, for the node-weighted version NWSN, nontrivial approximation al-
gorithms were known only for rmax = 1. The first approximation algorithm
for NWSN with rmax = 1 due to Klein and Ravi [14] appeared in 1995, at
the same time as the 2-approximation of Klein, Agrawal, and Ravi [1], for
the edge-weighted case with rmax = 1. The Klein-Ravi [14] algorithm uses a
greedy approach. Based on ”spider decomposition” of trees, they proved that
iteratively adding spiders (subtrees with at most one node of degree ≥ 3) that
minimize the ratio of the weight of the spider over the number of ”minimal de-
ficient sets” it connects minus 1, is a 2H(|U |)-approximation algorithm, where
H(n) =

∑n
i=1 1/i = O(ln n) is the nth Harmonic number. The approximation

ratio was improved by Guha and Khuller [10] to (1.35 + ε)H(|U |) using a slight
generalization of spiders. These ratios are nearly tight, as the case rmax = 1
of NWSN generalizes the Set-Cover problem, and thus has an (1 − ε) ln |U |-
approximation threshold [4]. However, unlike the case of edge weights, for node
weights almost no progress has been made since the Klein-Ravi paper [14]: no
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approximation algorithm was known for NWSN with rmax > 1, not even for the
case rmax = 2.

1.2 Our Results

We give the first non-trivial algorithm for NWSN with arbitrary requirements.

Theorem 1. NWSN admits a 3rmax · H(|U |)-approximation algorithm.

The approximation ratio in Theorem 1 is tight (up to a constant factor) if rmax

is ”small” (usually, rmax ≤ 3 in practical networks), but may seem weak if
rmax is large. We give the first evidence that a polylogarithmic approximation
algorithm for NWSN may not exist even for very simple instances. Let the Node-
Weighted k-Flow (NWk-F) problem be the restriction of NWSN to instances with
U = {s, t} and r(s, t) = k. We show a reduction from the following extensively
studied problem to unit weight NWk-F. For an edge set E on V and X ⊆ V let
E(X) denote the set of edges in E with both endpoints in X .

Densest �-Subgraph (D�-S)
Instance: A graph G = (V, E) and an integer �.
Objective: Find X ⊆ V with |X | ≤ � and |E(X)| maximum.

The best known approximation ratio for D�-S due to Feige, Kortsarz, and Peleg
[5] is |V |−1/3+δ, where δ ≈ 1/60. This is so even for the case of bipartite graphs,
which is up to a constant factor is as hard to approximate as the general case.
In spite of numerous attempts to improve it, this ratio holds for more than 10
years. We prove:

Theorem 2. Suppose that NWk-F admits a ρ-approximation algorithm. Then:
– The Hitting-Set problem admits a ρ-approximation algorithm.
– D�-S on bipartite graphs admits a 1/(2ρ2)-approximation algorithm.

Remark 1. It was shown in [11] that directed NWk-F cannot be approximated
within O(2log1−ε n) for any fixed ε > 0, unless NP ⊆ Quasi(P); for edge weights,
this case is in P. On the other hand, the ”augmentation” version of NWk-F
that seeks to find a minimum node-weight augmenting edge set to increase the
st-edge-connectivity by 1 is reducible to the shortest path problem, and thus
is solvable in polynomial time, see Section 4. This implies a k-approximation
algorithm for NWk-F. Also, NWk-F with node-disjoint paths is easily reducible
to the Min-Cost k-Flow problem, and thus is solvable in polynomial time.

We also consider the node-connectivity version of NWSN, when the paths are re-
quired to be internally node-disjoint. The edge-weighted version with internally
disjoint paths is usually referred to as the Survivable Network Design Problem
(SNDP). SNDP does not admit a polylogarithmic approximation algorithm, un-
less NP⊆Quasi(P), even if the input graph G is complete with edge weights in
{0, 1} [18]. However, the {0, 1, 2}-SNDP admits a 2-approximation algorithm [6].
We consider the node weighted version NWSNDP of SNDP, and specifically the
{0, 1, 2}-NWSNDP, and prove:



414 Z. Nutov

Theorem 3. {0, 1, 2}-NWSNDP admits an O(ln n)-approximation algorithm.

Theorems 1 and 3 are just applications of a more general approximation al-
gorithm for finding a minimum ”node-weighted” (edge-)cover of an extensively
studied type of set-families. We need some definitions to present this result.

Definition 1. Let F ⊆ 2V be a set-family of subsets of a ground-set V .
– F is uncrossable if X∩Y, X∪Y ∈ F or X−Y, Y −X ∈ F for any intersecting

X, Y ∈ F .
– An edge set I on V covers F (or I is an F -cover) if for every X ∈ F there

is an edge in I with exactly one end-node in X.

Definition 2. For an edge set I on V let V (I) =
⋃

uv∈I{u, v} denote the set
of end-nodes of the edges in I. Given node weights {w(v) : v ∈ V }, let w(I) =
w(V (I)) be the node-weight of I.

We consider the following general problem:

Node-Weighted Set-Family (Edge-)Cover (NWSFC)
Instance: A set-family F , an edge set E on V , and node weights {w(v) : v ∈ V }.
Objective: Find a minimum node-weight F -cover I ⊆ E.

We give a 3H(|V |)-approximation algorithm for the problem of finding a min-
imum node-weight cover of an uncrossable family F , but its polynomial imple-
mentation requires that certain queries related to F can be answered in poly-
nomial time. Given an edge set I on V , the residual family FI of F (w.r.t. I)
consists of all members of F that are uncovered by the edges of I. It is well
known that if F is uncrossable, so is FI , for any I, c.f., [12].

Definition 3. A set C ∈ F is an F -core, or simply a core if F is understood, if
C does not contain two disjoint members of F . An inclusion minimal (maximal)
F-core is a min-F -core (max-F -core). Let C(F) denote the family of min-F-
cores. For s ∈ V and C ∈ C(F) let F(s, C) be the family of cores containing C
and not containing s.

Clearly, the members of C(F) are pairwise disjoint if F is uncrossable. For any
edge set I on V , make the following two assumptions:

Assumption 1
The family C(FI) of min-FI -cores can be found in polynomial time.
Assumption 2
A minimum node-weight FI(s, C)-cover can be found in polynomial time for any
s ∈ V and C ∈ C(FI).

Theorem 4. NWSFC with uncrossable F admits a 3H(|C(F)|)-approximation
algorithm under Assumptions 1 and 2.

Remark 2. Theorem 4 is unlikely to extend to arbitrary weakly supermodular
set-functions, due to our hardness result given in Theorem 2.

Section 2 presents our main tool – a novel decomposition of covers of uncrossable
families. Theorems 4 and 1 are proved in Sections 3 and 4, respectively. For proofs
of Theorems 2 and 3 see the full paper.
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2 Decomposition of Covers of Uncrossable Families

2.1 Spider-Covers and Decompositions

The main tool used to prove Theorem 4 is a novel decomposition of covers of
uncrossable families into spider-covers, generalizing the Klein-Ravi [14] decom-
position of a forest into spiders. As uncrossable families and spiders arise in
various network design problems, we believe that our decomposition can have
further application. However, even extending properly the notions of ”spider”
and ”spider-decomposition” to set-families is already a nontrivial task. We start
by briefly describing the decomposition of [14] of a tree (or a forest) into spiders.

Definition 4. A spider is a tree having at least two leaves and at most one
node of degree ≥ 3. A spider decomposition D of a tree T is a collection of node
disjoint spiders, each of them is a subtree of T , so that every leaf of T belongs
to exactly one spider of D.

Lemma 1 ([14]). Any tree T admits a spider decomposition.

One possible proof of Lemma 1 is as follows. Let U be the set of leaves of T .
Consider the set-family F = {X ⊆ V : |X ∩ U | = 1}. It is easy to see that
F is uncrossable. It can be shown that any inclusion minimal F -cover F ⊆ T
is a collection D of pairwise node-disjoint spiders; consequently, D is a spider
decomposition of T . Note that a spider with leaf set U ′ and center s covers
all F -cores (in fact, all members of F) that contain a node from U ′ and do
not contain s. Motivated by the latter observation, we suggests the following
analogue of spiders for covers of set families.

Definition 5. Let F be a set-family on V , let s ∈ V , and let C ⊆ C(F). An edge
set S on V with s ∈ V (S) is an F(s, C)-cover with center if it is an F(s, C)-
cover for every C ∈ C, and if C = {C} then s does not belong to any F-core
containing C. An (s, C)-cover S is a spider-cover (or an (s, C)-spider-cover) if
it can be partitioned into F(s, C)-covers {SC : C ∈ C} such that the node sets
{V (SC) − {s} : C ∈ C} are pairwise disjoint.

Equivalently, spider-cover is a union of some (s, C)-covers, C ∈ C ⊆ C(F), so
that only s can be a common endnode of two of them. Spider-covers are much
more complex objects than [14] spiders, e.g., they are not even connected graphs.
Our definition of ”spider-cover decomposition” of covers of set-families is:

Definition 6. A sub-partition S1, . . . , Sq of an F-cover F is a spider-cover de-
composition of F if V (S1), . . . , V (Sq) are pairwise disjoint, and there exists
s1, . . . , sq ∈ V and a partition {C1, . . . , Cq} of C(F) so that each Si is a spider-
cover of F(si, Ci).

The main result of this section is the following:

Theorem 5 (The Spider-Cover Decomposition Theorem)
Any cover F of an uncrossable family F admits a spider-cover decomposition.
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Unlike [14], we cannot use graph properties in the proof of Theorem 5, but can
rely only on properties of uncrossable families. In [19], a variant of Theorem 5
was proved for directed cover of an intersecting family, when X, Y ∈ F , X∩Y 
= ∅
implies X ∩ Y, X ∪ Y ∈ F , and for every X ∈ F there should be an edge in F
entering X . The definition of a spider-covers and decompositions in [19] was
slightly different than the one here, e.g., it required disjointness of the tails. For
this case, in [19] is proved that there exists a spider-cover decomposition that
covers at least 2|C(F)|/3 min-cores (in the setting of [19], this bound is the best
possible). The proof of this result is easier than that of Theorem 5: in the case
of intersecting families, the max-cores are pairwise disjoint, and, because the
edges are directed, every edge with head in some max-core can cover only cores
contained in this core. Hence any such edge is assigned to a unique max-core.
This enables to apply some arguments as in the proof of Lemma 1. However,
for undirected covers of uncrossable families, the situation is more involved; the
max-cores may not be disjoint, many edges may cover the same max-core M ,
and edges contained in M may cover cores contained in other max-cores.

2.2 Cores and Laminar Families

The following property of cores is immediate:

Lemma 2. Let X, Y be cores of an uncrossable family F . Then:
– X ∩ Y, X ∪ Y ∈ F if, and only if, X, Y contain the same min-core.
– X − Y, Y − X ∈ F if, and only if, X, Y contain distinct min-cores.

Definition 7. X, Y ⊆ V cross if each one of the sets X ∩ Y , X − Y , Y − X is
nonempty. A set family L is laminar if its members are pairwise non-crossing,
namely, if for any intersecting X, Y ∈ L either X ⊂ Y or Y ⊂ X holds.

Definition 8. Let F be an F-cover and let e ∈ F . A set We ∈ F is a witness
set for e (w.r.t. F ) if e is the unique edge in F that covers We. A family W ⊆ F
is a witness family for F if every e ∈ F has a unique witness set We ∈ W.

Clearly, any inclusion minimal cover F of a set-family F has a witness family.
The following statement was implicitly proved in several papers, c.f., [1,20,12].

Proposition 1. Let F be an inclusion minimal cover of a uncrossable family
F . Then there exists a laminar witness family L ⊆ F for F .

Let L ⊆ F be a laminar witness family for a minimal F -cover F . The following
two simple reductions enable to simplify the exposition.

Reduction 1: We may assume that every member of F is an F -core. This is since
Definitions 5 and 6 consider covers of F -cores only. Thus we may replace F by
the family of F -cores; the latter is uncrossable if F is, by Lemma 2. Note that in
the Node-Weighted Steiner Tree problem, F = {X ⊆ V : X∩U, (V −X)∩U 
= ∅};
the spider decomposition covers the family {X ⊆ V : |X ∩ U | = 1} of F -cores,
but may not cover the entire family F .
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Reduction 2: We may assume that the minimal members of L are the minimal
F -cores. Otherwise, apply the following transformation. For every C ∈ C(F) add
to V two new nodes vC , uC , replace every X ∈ F containing C by X ∪{vC , uC},
add {vC} to F , and add the edge uCvC to F . The new family is uncrossable,
F covers F if, and only if, F ∪ {uCvC : C ∈ C(F)} covers the new family, and
{vC} is the witness set for uCvC . Proving Theorem 5 for the modified family
implies Theorem 5 for the original family. This transformation is an analogue of
”moving terminals to leaves” used in [14] for the Node-Weighted Steiner Tree.

2.3 Proof of Theorem 5

Definition 9. For every C ∈ C(F) define (see Fig. 1):

• LC is the maximal set in L containing C (LC exists and is a core, by Re-
ductions 1,2).

• eC = sCvC is the unique edge in F covering LC, where vC ∈ LC .
• SC is the set of edges in F with both endpoints in LC plus eC.

M

C

CL

eC

CL

C

C

C

s

C

v

Fig. 1. Illustration to Definitions 9 and 10

Lemma 3

(i) The sets {LC : C ∈ C(F)} are pairwise disjoint.
(ii) For every e = uv ∈ F there is a unique C ∈ C(F) so that {u, v} ∩ LC 
= ∅;

thus SC = {uv ∈ F : {u, v} ∩ LC 
= ∅} and {SC : C ∈ C(F)} partition F .
(iii) SC covers all cores contained in LC for every C ∈ C(F).

Proof. (i) Part (i) follows from the laminarity of L and the maximality of LC .
(ii) Let We be the witness set for e = uv ∈ F . By the laminarity of L and the

maximality of the sets LC , We ⊆ LC for some C ∈ C(F). Consequently, e
has at least one end-node in LC . Furthermore, e has exactly one end-node in
LC if, and only if, e = eC ; in this case, LC is the witness set for e, and thus
e cannot have an end-node in LC′ for C′ ∈ C(F) − {C}, since every edge in
F has a unique witness set.

(iii) Part (iii) follows from part (ii) and the simple observation that if an edge e
covers a set contained in LC , then it has at least one end-node in LC .
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Corollary 1. Any partition C1, . . . , Cq of C(F) induces a partition S1, . . . , Sq of
F , where Si = ∪{SC : C ∈ Ci}.
We obtain a spider-cover decomposition of F as a decomposition induced by
a certain partition of C(F). A natural partition of C(F) (see Fig. 1) is by the
stars of {eC : C ∈ C(F)}. As we show later (see Corollary 2), every star with at
least two edges indeed gives a spider-cover. However, this direct approach fails
because for a star consisting of a single edge eC = sCvC , the edge-set SC is not
a spider-cover, if there is a core MC containing LC + sC , see Fig. 1. We will
handle this difficulty by defining a partition of such ”dangerous” cores, showing
that every part of size at least 2 is a spider-cover, and joining every singleton
part to a ”non-dangerous” star. This motivates the following definition:

Definition 10. A min-core C is active if there exists a core containing LC +sC;
an active core is dangerous if degF (sC) = 1. Let A denote the set of active and
D the set of dangerous min-cores (note that D ⊆ A). For C ∈ A let MC be the
(unique, by Lemma 2) minimal core among the cores containing LC + sC .

Corollary 2

– If C ∈ C(F) − D then SC is an F(s, C)-cover for any s ∈ V − LC.
– If C ∈ D then SC is an F(s, C)-cover for any s ∈ MC − LC.

Proof. We will show that if some X ∈ F(s, C) is not covered by SC , then we must
have sC ∈ X . This immediately gives a contradiction to the case C ∈ C(F)−D.
In the case C ∈ D we obtain a contradiction to the minimality of MC : by
Lemma 2, Y = (LC ∪ X) ∩ MC ∈ F , but LC + sC ⊆ Y and Y ⊆ MC − s.

It remains to show that we must have sC ∈ X . By Lemma 2, LC ∩X ∈ F . By
Lemma 3 (iii), there is e ∈ SC that covers LC ∩X , say e = uv where v ∈ LC ∩X .
We have u /∈ LC , as otherwise e covers X . Hence e covers LC , implying that
e = eC and u = sC . However, u ∈ X , as otherwise e covers X .

Lemma 4. For every C ∈ A the following holds:

(i) MC ∩ LC′ = ∅ for any C′ ∈ C(F) − {C}.
(ii) MC is covered by some edge eC′ , C′ ∈ C(F) − {C}.
(iii) If MC ∩ MC′ 
= ∅ for C′ ∈ A then sC , sC′ ∈ MC ∩ MC′ .

Proof. (i) Assume to the contrary that MC∩LC′ 
= ∅ for some C′ ∈ C(F)−{C}.
By Lemma 2, MC − LC′ ∈ F . By Lemma 3(i), LC ⊆ MC − LC′. If sC ∈
MC −LC′, then LC +sC ⊆ MC −LC′, contradicting the minimality of MC .
Otherwise, sC ∈ MC ∩LC′ ; but then eC covers LC′ , contradicting that LC′

is a witness set for eC′ .
(ii) Part (ii) follows from part (i) and Lemma 3(ii).
(iii) Assume to the contrary that sC ∈ MC − MC′ ; the case sC′ ∈ MC′ − MC

is identical. By Lemma 2, MC − MC′ ∈ F . By part (i), LC ⊂ MC − MC′ .
Hence LC + sC ⊆ MC − MC′ , contradicting the minimality of MC .

Corollary 3. R = {(C, C′) ∈ A×A : MC∩MC′ 
= ∅} is an equivalence relation.

Proof. Clearly, R is symmetric and reflexive; transitivity is by Lemma 4(iii).
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C
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MC
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C

C

(b)(a)
s

s

Fig. 2. (a) C is obtained from a star with center s by joining core C ∈ D with s ∈ MC .
(b) C is an equivalence class of the relation R = {(C, C′) ∈ D × D : MC ∩ MC′ �= ∅}.

We obtain a spider-cover decomposition of F as a decomposition induced by
a partition C1, . . . , Cq of C(F), which we define in two steps, as follows.

The first step defines a subpartiton of F(C) and the corresponding centers
as follows. Partition C(F) − D according to stars (equivalence classes of the
relation {(C, C′) : sC = sC′}) of {eC : C ∈ C(F) − D}. Add to this partition
the sub-partition of D into equivalence classes of size at least 2 of the relation R
in Corollary 3. Let C1, . . . , Cq be a sub-partition of C(F) obtained; si is chosen
arbitrarily from {sC : C ∈ Ci}. Note that if Ci is a part of C(F) − D then si is
unique, while if Ci is a part of D then there are |Ci| distinct choices of si.

In the second step we join every singleton part {C} of D to some part of
C(F)−D, as follows (see Fig. 2(a)). By Lemma 4(ii), there exists C′ ∈ C(F)−{C}
so that eC′ covers MC (namely, so that sC′ ∈ MC). Note that C′ ∈ C(F) − D,
as otherwise C, C′ would belong to the same class of R. Hence there is a part of
C(F) − D which contains a core C′ so that eC′ covers MC ; we join {C} to one
(arbitrarily chosen) such part of C(F) − D.

Let C1, . . . , Cq be the partition of C(F) obtained. We claim that the in-
duced partition S1, . . . , Sq of C1, . . . , Cq, where Si = ∪{SC : C ∈ Ci}, with
the corresponding centers s1, . . . , sq (chosen at the first step), is a spider-cover
decomposition of F . From Lemma 3(ii) and the construction it follows that
V (S1), . . . , V (Sq) are pairwise disjoint. Thus it remains to show that Si is an
(si, Ci)-spider-cover for every i = 1, . . . , q.

Fix some part C = Ci, and let S = Si and s = si. We prove that S is an
(s, C)-spider cover, where the corresponding partition of S is {SC : C ∈ C}. Note
that if C = {C}, then C /∈ D, hence no X ∈ F contains both C and s; otherwise,
if there is such X , then X ∪ LC ∈ F by Lemma 2, contradicting that C /∈ D.
Now recall that the pair C, s was obtained in one of the following two ways:
1. A subset of C(F) − D corresponding to a star with center s chosen at step 1,

to which we added at step 2 some cores C ∈ D with s ∈ MC (see Fig. 2(a)).
2. An equivalence class C of size at least 2 of the relation R on D, with s chosen

arbitrarily from {sC : C ∈ C} (see Fig. 2(b)).
In both cases, the node sets {V (SC) − s : C ∈ C} are pairwise disjoint by

Lemma 3(ii) and the construction, and SC is an F(s, C)-cover for every C ∈ C
by Corollary 2. Consequently, S is an (s, C)-spider-cover, as claimed.
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3 Covering Uncrossable Families (Proof of Theorem 4)

We use a Greedy Algorithm for the following type of problems:

Covering Problem
Instance: A ground-set E and integral function ν, w on 2E, where ν(E) = 0.
Objective: Find I ⊆ E with ν(I) = 0 and with w(I) minimized.

In the Covering Problem, ν, w may be given by an evaluation oracle; ν is the
deficiency function that measures how far is I from being a feasible solution, and
w the weight function. Let ρ > 1 and let opt be the optimal solution value for
the Covering Problem. The ρ-Approximate Greedy Algorithm starts with I = ∅
and as long as ν(I) ≥ 1 adds to I a set S ⊆ E − I so that

σI(S) =
w(S)

ν(I) − ν(I + S)
≤ ρ · opt

ν(I)
. (2)

The following statement is known (c.f., [14] for a slightly weaker statement).

Theorem 6. For any Covering Problem so that ν is decreasing and w is increa-
sing and sub-additive, the ρ-Approximate Greedy Algorithm computes a solution
I so that w(I) ≤ ρH(ν(∅)) · opt.

For I ⊆ E define: ν(I) = |C(FI)|, w(I) = w(V (I)). Clearly, ν is decreasing,
and w is increasing and sub-additive. Theorem 4 will be proved if we prove:

Lemma 5. For ν(I) = |C(FI)| and w(I) = w(V (I)), an edge set S ⊆ E − I
satisfying (2) with ρ = 3 can be found in polynomial time under Assumptions 1,2.

For simplicity of exposition, let us revise our notation and use F instead of FI ,
and let ν = ν(∅). We assume that E is a feasible solution, thus ν(E) = 0. Let
Δ(S) = ν − ν(S). Then we need to show that under Assumptions 1 and 2 one
can find in polynomial time an edge set S ⊆ E so that:

σ∅(S) =
w(S)
Δ(S)

≤ 3 · opt
ν

. (3)

Lemma 6 (The Spider-Cover Lemma). Let F be an uncrossable set-family,
let S be an (s, C)-cover, and let Δ(S) = ν − ν(S). Then Δ(S) ≥ (|C| − 1)/2�
and Δ(S) ≥ 1 if |C| = 1.

Proof. The minimal FS-cores are pairwise disjoint, and each of them contains
some minimal F -core. Let t be the number of FS-cores containing exactly one
minimal F -core. By the definition of an (s, C)-cover, any FS-core C′ that contains
some F -core C, contains s or contains some other minimal F -core distinct from
C. Furthermore, if C = {C} only the latter can hold. Thus t ≤ |C(F)| − (|C| − 1)
if |C| ≥ 2, and t ≤ |C(F)| − 1 if |C| = 1. The statement follows.

Remark 3. The bound on Δ(S) given in Lemma 6 is tight, see the full paper.
This is the reason why our ratio is 3H(n), and not 2H(n), as in [14]. One might
think that a better definition of an (s, C)-spider-cover is: an edge-set that covers
all members of F separating s and some C ∈ C. However, then there are examples
showing that an appropriate decomposition as in Theorem 5 does not exist.
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Corollary 4. There exists an (s, C′)-spider-cover S for which (3) holds.

Proof. Note that if S is an (s, C)-cover, then Δ(S) ≥ |C|/3, by Lemma 6; the
worse case is when |C| = 3, but in this case Δ(S) = 1. Let S1, . . . , Sq be a spider-
cover decomposition of an optimal F -cover F . Now the statement follows by a
simple averaging argument (see the full paper for a complete proof).

Let us show that Corollary 4 implies Lemma 5. The following algorithm finds
S ⊆ E satisfying (3). For every s ∈ V compute S ⊆ E as follows. For every
C ∈ C let W (C) be the minimum weight of an F(s, C)-cover, ignoring the
weight of s; W (C) can be computed in polynomial time by Assumption 2. Sort
the members of C by increasing weight W (C1) ≤ W (C2) ≤ . . . ≤ W (Cq). Let
Wj = w(s) +

∑j
i=1 W (Ci). Now set:

• σ1 = W1 if s is not in the maximal core containing C1 and σ1 = 0 otherwise;
• σj = Wj/(j − 1)/2�, j = 2, . . . , q.
We find the index j for which σj is maximum, which determines the edge set S.
Among the edge sets {S : s ∈ V } computed choose one with σ∅(S) maximum.
The time complexity is the time required to compute the family C(F) (polyno-
mial by Assumption 1), plus n|C(F)| times the time required to find a minimum
weight F(s, C)-cover (polynomial by Assumption 2).

4 Algorithm for NWSN (Proof of Theorem 1)

The algorithm has rmax iterations. Iteration k starts with a partial solution
H satisfying λH(u, v) ≥ min{r(u, v), k − 1} for all u, v ∈ V and returns an
augmenting edge set F ⊆ E − E(H) of node-weight w(F ) ≤ 3H(|U |) · opt so
that λH+F (u, v) ≥ min{r(u, v), k} for all u, v ∈ V . Hence after rmax iterations,
a feasible solution of weight at most 3rmax · H(|U |) · opt is found.

By Menger’s Theorem, computing such F is equivalent to finding an F -cover
of the family F = {X ⊂ V : r(X) ≥ k, degH(X) = k−1}. This F is uncrossable,
c.f., [20]. To apply Theorem 4, we need to show that Assumptions 1,2 hold for F .
For that, we show a polynomial time algorithm for the following ”augmentation
version” of NWk-F:

Node-Weighted k-Flow Augmentation (NWk-FA)
Instance: A graph G = (V, E) with node weights {w(v) : v ∈ V }, s, t ∈ V , an

integer k, and a subgraph G0 = (V, E0) of G so that λG0(s, t) = k − 1.
Objective: Find F ⊆ E − E0 so that λG0+F (s, t) = k and w(V (F )) is minimum.

Proposition 2. NWk-FA can be solved using one shortest path computation.

Proof. See the full version.

Any edge set I added at some previous step of iteration k is included in H . To
show that Assumptions 1,2 hold for F , we prove in the full paper that:

Corollary 5. For F = {X ⊂ V : r(X) ≥ k, degH(X) = k − 1}:
1. The family C(F) can be found using |U |(|U | − 1)/2 max-flow computations.
2. A min-weight F(s, C)-cover can be found with one shortest path computation.
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Abstract. Power optimization is a central issue in wireless network de-
sign. Given a (possibly directed) graph with costs on the edges, the power
of a node is the maximum cost of an edge leaving it, and the power of a
graph is the sum of the powers of its nodes. Motivated by applications
in wireless networks, we consider several fundamental undirected network
design problems under the power minimization criteria. Given a graph
G = (V, E) with edge costs {ce : e ∈ E} and degree requirements {r(v) :
v ∈ V }, the Minimum-Power Edge-Multi-Cover (MPEMC) problem is to
find a minimum-power subgraph of G so that the degree of every node v is
at least r(v). We give an O(log n)-approximation algorithms for MPEMC,
improving the previous ratio O(log4 n) of [11]. This is used to derive an
O(log n+α)-approximation algorithm for the undirected Minimum-Power
k-Connected Subgraph (MPk-CS) problem, where α is the best known ra-
tio for the min-cost variant of the problem (currently, α = O(ln k) for n ≥
2k2 and α = O(ln2 k · min{ n

n−k
,

√
k

log n
}) otherwise). Surprisingly, it shows

that the min-power and the min-cost versions of the k-Connected Subgraph
problem are equivalent with respect to approximation, unless the min-cost
variant admits an o(log n)-approximation, which seems to be out of reach
at the moment. We also improve the best known approximation ratios for
small requirements. Specifically, we give a 3/2-approximation algorithm
for MPEMC with r(v) ∈ {0, 1}, improving over the 2-approximation by
[11], and a 3 2

3 -approximation for the minimum-power 2-Connected and
2-Edge-Connected Subgraph problems, improving the 4-approximation by
[4]. Finally, we give a 4rmax-approximation algorithm for the undirected
Minimum-Power Steiner Network (MPSN) problem: find a minimum-power
subgraph that contains r(u, v) pairwise edge-disjoint paths for every pair
u, v of nodes.

1 Introduction

1.1 Motivation and Problems Considered

Wireless networks are studied extensively due to their wide applications. The
power consumption of a station determines its transmission range, and thus
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also the stations it can send messages to; the power typically increases at least
quadratically in the transmission range. Assigning power levels to the stations
(nodes) determines the resulting communication network. Conversely, given a
communication network, the cost required at v only depends on the furthest node
that is reached directly by v. This is in contrast with wired networks, in which
every pair of stations that need to communicate directly incurs a cost. We study
the design of symmetric wireless networks that meet some prescribed degree or
connectivity properties, and such that the total power is minimized. An impor-
tant network property is fault-tolerance, which is often measured by minimum
degree or node-connectivity of the network. Node-connectivity is much more
central here than edge-connectivity, as it models stations failures. Such power
minimization problems were vastly studied. See for example [1,3,11,18,19,4] for
a small sample of papers in this area. The first problem we consider is finding
a low power network with specified lower bounds on node degrees. This is the
power variant of the fundamental b-Matching/Edge-Multicover problem, c.f., [7].
The second problem is the Min-Power k-Connected Subgraph problem which is
the power variant of the classic Min-Cost k-Connected Subgraph problem. We
devise approximation algorithms for these problems, improving significantly the
previously best known ratios.

Definition 1. Let G = (V, E) be a graph with edge-costs {c(e) : e ∈ E}. For
v ∈ V , the power p(v) = pG(v) of v in G (w.r.t. c) is the maximum cost of an
edge in G leaving v, i.e., p(v) = pE(v) = maxvu∈E c(vu). The power of the graph
is the sum of the powers of its nodes.

Unless stated otherwise, graphs are assumed to be undirected and simple. Let
G = (V, E) be a graph. For X ⊆ V , ΓG(X) = {u ∈ V − X : v ∈ X, vu ∈ E} is
the set of neighbors of X , and dE(X) = |ΓE(X)| is the degree of X in G. Let
G = (V, E ; c) be a network, that is, (V, E) is a graph and c is a cost function on
E . Let n = |V | and m = |E|. Given a network G = (V, E ; c), we seek to find a
low power communication network, that is, a low power subgraph G = (V, E)
of G that satisfies some property. Two such fundamental properties are: degree
constraints and fault-tolerance/connectivity. In fact, these problems are related,
and we use our algorithm for the former as a tool for approximating the latter.

Definition 2. Given a requirement function r on V , we say that a graph G =
(V, E) (or that E) is an r-edge cover if dG(v) ≥ r(v) for every v ∈ V , where
dG(v) = dE(v) is the degree of v in G.

Finding a minimum-cost r-edge cover is a fundamental problem in combinatorial
optimization, as this is essentially the b-Matching problem, c.f., [7]. The following
problem is the power variant.

Minimum-Power Edge-Multi-Cover (MPEMC)
Instance: A network G = (V, E ; c) and degree requirements {r(v) : v ∈ V }.
Objective: Find a min-power subgraph G of G so that G is an r-edge cover.
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We now define our connectivity problems. A graph is k-connected (k-edge-
connected) if it contains k internally-disjoint (k edge-disjoint) uv-paths for all
u, v ∈ V .

Minimum-Power k-Connected Subgraph (MPk-CS)
Instance: A network G = (V, E ; c), and an integer k.
Objective: Find a minimum-power k-connected spanning subgraph G of G.

We also consider min-power variant of the min-cost Steiner Network problem.

Minimum-Power Steiner Network (MPSN)
Instance: A network G = (V, E ; c) and requirement {r(u, v) : u, v ∈ V }.
Objective: Find a minimum-power subgraph G of G so that G contains r(u, v)

pairwise edge-disjoint uv-paths for every u, v ∈ V .

We give improved approximation algorithms for these problems. As a tool for
approximating MPEMC, we consider a special case of the following problem:

Budgeted Multi-coverage with Group Constraints (BMGC)
Instance: A bipartite graph G = (A + B, E), costs {c(a) : a ∈ A}, budget P ,

degree requirements {r(b) : b ∈ B}, and a partition A of A.
Objective: Find S ⊆ A with c(S) ≤ P and val(S) =

∑
b∈B min{|ΓG(b) ∩ S|, r(b)}

maximum, so that |S ∩ Ai| ≤ 1 for every Ai ∈ A.

If A is not a partition, but just a collection of subsets of A (even of size 2),
then BMGC includes the Independent Set problem even if r(b) = 1 for all b ∈ B.
Hence assuming that A partitions A is essential. BMGC generalizes both the
Budgeted Maximum Coverage problem (when A is a partition into singletons)
which admits a (1 − 1/e)-approximation [14], and the Maximum Coverage with
Group Constraints problem in which there is no global budget P and all the
requirement are 1. For this special case, [5] gave a 1/2-approximation. We also
mention that BMGC belongs to the class of problems that seek to maximize
a non-decreasing submodular function under certain constraints. There exists
a 1/2-approximation algorithm for matroid constrains [10], and there exist a
(1 − 1/e) approximation algorithm for knapsack constrains [21]. BMGC has both
matroid and knapsack constrains, and we are not aware of a technique that
handles both.

Studying the approximability of BMGC is beyond the scope of this paper. To
get the O(log n) approximation for MPEMC, we give a (1 − 1/e)-approximation
algorithm for the following special case.

Definition 3. A BMGC instance has the Star-Property if every Ai ∈ A admits
an ordering a1, a2, . . . by non-decreasing costs so that ΓG(aj−1) ⊆ ΓG(aj). Let
BMGC* be the restriction of BMGC to instances with the Star-Property.

1.2 Related Work

Results on MPEMC: The Minimum-Cost Edge-Multicover problem is essentially
the fundamental b-Matching problem, which is solvable in polynomial time, c.f.,
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[7]. The previously best known approximation ratio for the min-power variant
MPEMC was min{rmax + 1, O(log4 n)} due to [11]. The directed MPEMC gen-
eralizes the classic Minimum-Cost Set-Multicover problem; the latter is a special
case when for every v ∈ V all the edges leaving v have the same cost.

Results on connectivity problems: The simplest connectivity problem is when we
require the network to be connected. In this case, the minimum-cost variant is
just the Minimum-Cost Spanning Tree problem, while the minimum-power variant
is APX-hard. A 5/3-approximation algorithm for the Minimum-Power Spanning
Tree problem is given in [1]. Minimum-cost connectivity problems for arbitrary
k were extensively studied, see surveys in [13] and [17]. The best known approx-
imation ratios for the Minimum-Cost k-Connected Subgraph (MCk-CS) problem
are O(ln2 k · min{ n

n−k ,
√

k
ln k}) for both directed and undirected graphs [16], and

O(ln k) for undirected graphs with n ≥ 2k2 [6]. It turns out that (for undirected
graphs) approximating MPk-CS is closely related to approximating MCk-CS and
MPEMC, as shows the following statement.

Theorem 1 ([11])
(i) If there exists an α-approximation algorithm for MCk-CS and a β-approxima-

tion algorithm for MPEMC then there exists a (2α + β)-approximation algo-
rithm for MPk-CS.

(ii) If there exists a ρ-approximation algorithm for MPk-CS then there exists a
(2ρ + 1)-approximation for MCk-CS.

One can combine various values of α, β with Theorem 1 to get approximation
algorithms for MPk-CS. In [11] the bound β = min{k+1, O(log4 n)} was derived.
The best known values for α are: α = �(k + 1)/2� for 2 ≤ k ≤ 7 (see [2] for
k = 2, 3, [8] for k = 4, 5, and [15] for k = 6, 7); α = k for k = O(log n) [15],
α = 6H(k) for n ≥ k(2k − 1) [6], and α = O(ln k · min{

√
k, n

n−k ln k}) for
n < k(2k − 1) [16]. Thus for undirected MPk-CS the following ratios follow: 3k
for any k, k + 2�(k + 1)/2� for 2 ≤ k ≤ 7, and O(log4 n) unless k = n − o(n).
Improvements over the above bounds are known only for k ≤ 2. Calinescu and
Wan [4] gave a 4-approximation algorithm for the case k = 2 of undirected MPk-
CS. They also gave a 2k-approximation algorithm for undirected MPk-ECS for
arbitrary k. For further results on other minimum-power connectivity problems,
among them problems on directed graphs see [3,11,19,18].

1.3 Our Results

The previous best approximation ratio for MPEMC was min{rmax+1, O(log4 n)}
[11]. We prove:

Theorem 2. Undirected MPEMC admits an O(log n)-approximation algorithm.

This result uses the following statement:

Lemma 1. BMGC* admits a (1 − 1/e)-approximation algorithm.
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The previously best known ratio for MPk-CS was O(α + log4 n) [11], where α is
the best ratio for MCk-CS. From Theorems 2 and 1, and from [6], we get:

Theorem 3. MPk-CS admits an O(α + log n)-approximation algorithm, where
α is the best ratio for MCk-CS. In particular, for n ≥ 2k2, MPk-CS admits an
O(log n)-approximation algorithm.

Theorem 3 implies that the min-cost and the min-power variants of the k-
Connected Subgraph problem are equivalent with respect to approximation, un-
less the min-cost variant admits a better than O(log n)-approximation; the latter
seems to be out of reach at the moment, see [16,6]; the best known ratio for
MCk-CS when k = n − o(n) is Õ(

√
n) [16]. This equivalence can turn useful for

establishing a lower bound for MCk-CS. In particular, if we can show an approx-
imation threshold of Ω(log1+ε n) for MPk-CS, then the same threshold applies
for MCk-CS; on the other hand, if MPk-CS admits a logarithmic ratio, then so
does MCk-CS. Note that for n ≥ 2k2, our ratio for MPk-CS is O(log n), and this
matches the best known ratio for MCk-CS with n ≥ 2k2 of [6].

We also consider the case of small requirements which often arises in prac-
tical networks. For 0, 1-MPEMC (namely, MPEMC with 0, 1-requirements) the
previously best known ratio was 2 [11]. We prove:

Theorem 4. 0, 1-MPEMC admits a 3/2-approximation algorithm.

Theorem 5. Undirected MPk-ECS with k arbitrary and undirected MPk-CS
with k ∈ {2, 3} admit a (2k − 1/3)-approximation algorithm.

For k = 2, Theorem 5 improves the best previously known ratio of 4 [4] to 3 2
3 .

For k = 3 the improvement is from 7 to 5 2
3 .

We also consider the MPSN problem. Williamson et. al [22] gave a 2rmax-
approximation algorithm for the min-cost case. The currently best known ra-
tio for the min-cost case is 2 [12]. We show that the algorithm of [22] for the
minimum-cost case, has approximation ratio 4rmax for the minimum-power vari-
ant MPSN.

Theorem 6. Undirected MPSN admits a 4rmax-approximation algorithm.

Theorems 2 and 4 are proved in Sections 2 and 3, respectively. For the proofs of
Lemma 1 and Theorems 5 and 6, see the full paper.

1.4 Techniques

The technique used for approximating MPEMC is new and is not similar to
the weaker approximation given in [11]. For MPk-CS we use the easy reduction
from approximating MPk-CS to approximating MPEMC [11] and rely on our
new MPEMC approximation. Thus, designing new approximation for MPEMC
is the crux of the matter. Approximating MPEMC turned up to be a rather
challenging task (some reasons for that are explained in Section 1.5). Intuitively,
the difficulty is that adding an edge to the solution may cause the increase in
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power for both endpoints of the edge. Thus if we are given a budget and attempt
to satisfy as much demand as possible within the budget, this turns out to be
as hard as the dense k-subgraph problem (see [9]), as explained in Section 1.5.
The algorithm of [11] is unsuited for deriving an O(log n) ratio for MPEMC, as
it pays a log2 n factor in the ratio, from the get-go. Hence, a completely new
strategy is required. The ideas of our algorithm are summarized as follows:

1. Reduction to bipartite graphs: We reduce the problem to a bipartite
graph G′ = (A + B, E ′), with each of A and B being a copy of V . Thus
every node has two occurrence, one in A and one in B. The side of B has
degree requirement while A is the “covering side” and has no demands. This
reduction is simple, but it is crucial for technical reasons.

2. Ignoring dangerous edges: The algorithm works in iterations. At every
iteration some edges are declared “dangerous”, hence forbidden for use in
the current iteration; this is our main new technique. Classifying edges as
dangerous depends not only on their cost, but also on the residual demand;
hence the set of dangerous edges changes from iteration to iteration. We
prove that at any specific iteration, the contribution of dangerous edges to
the cover cannot be too large, as they are too expensive to cover “too much”
of the demand. Intuitively, ignoring dangerous edges is a trick that allows us
to focus on minimizing the power of the nodes in A only; even if every b ∈ B
is touched by its most expensive non-dangerous edge, we are still able to
appropriately bound the increase in the power of the nodes in B. We believe
that this technique will have further applications.

3. Reduction to the BMGC*: At every iteration of the algorithm the goal is
to pay O(opt) in the power increase, and reduce the sum of the (residual)
demands by a constant fraction. Hence, after O(log n) iterations, all the
requirements are satisfied, and the O(log n) ratio follows. In every iteration,
after the dangerous edges are ignored, we are able to cast the problem we
need to solve as an instance of BMGC*.

4. Approximating BMGC*: We design a simple “local-replacement” (1−1/e)-
approximation algorithm for BMGC*. The analysis, which is quite involved,
generalizes the analysis of the algorithm of [14] for the Budgeted Maximum
Coverage problem. The difference is that the [14] algorithm only adds ele-
ments, and hence it is not a local replacement algorithm.

Our approach for 0, 1-MPEMC is inspired by the decomposition method used
by Prömel and Steger [20] for the Minimum-Cost Steiner Tree problem: decompos-
ing solutions into small parts, and then reducing the problem to the minimum-
cost case in 3-uniform hypergraphs, with loss of 5/3 in the approximation ratio.
A similar method was used in [1] for the Minimum-Power Spanning Tree problem.
In our case, to prove Theorem 4, we use a reduction to the minimum-cost case
in graphs, and the loss in the approximation ratio is 3/2. This method works
only for {0, 1} requirements.

For MPk-CS with k = 2, 3 and for MPk-ECS, we show a 2-approximation
algorithm for the ”augmentation problem” of increasing the connectivity by 1.
Combining with the 5/3-approximation algorithm of [1] for the Minimum-Power
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Spanning Tree gives the ratio in Theorem 5. However, the 2-approximation for
the augmentation problem is not straightforward, and uses new techniques. The
augmentation version admits an easy 4-approximation by combining three facts:
(i) any minimal solution to the augmentation problems is a forest, c.f., [22];
(ii) the min-cost augmentation problem admits a 2-approximation [22,8];
(iii) c(F ) ≤ p(F ) ≤ 2c(F ) if F is a forest, see Proposition 1.

This is how we obtain our 4rmax-approximation for MPSN in Theorem 6. How-
ever, getting a ratio of 2 for the augmentation version of MPk-CS with k = 2, 3
and for MPk-ECS, is not straightforward. This is done by considering directed
solutions to a related problem with so called k-inconnected graphs, and showing,
by a careful analysis, that they have low maximum indegree.

1.5 Power Optimization vs. Cost Optimization: A Comparison

Theorem 3 implies that, unless MCk-CS admits a better than O(log n) approx-
imation ratio, the minimum-power version MPk-CS and the minimum-cost ver-
sion MCk-CS of the k-Connected Subgraph problem are equivalent with respect
to approximation: one of the problems admits a polylogarithmic approximation
if, and only if, the other does, and the same holds for superlogarithmic ap-
proximation thresholds. This near approximability equivalence of MPk-CS and
MCk-CS is a rare and surprising example in power versus cost problems. Typi-
cally, problems behave completely differently in the minimum-power versus the
minimum-cost models. Power problems are “threshold” type of problems, in the
sense that, if many edges of the same (maximum) cost touch a node v, or just
one such edge touches v, the power of v is the same.

We now compare in detail some additional aspects of power versus cost prob-
lems. Note that p(G) differs from the ordinary cost c(G) =

∑
e∈E c(e) of G even

for unit costs; for unit costs, if G is undirected, then c(G) = |E| and (if G has no
isolated nodes) p(G) = |V |. For example, if E is a perfect matching on V then
p(G) = 2c(G). If G is a clique then p(G) is roughly c(G)/

√
|E|/2. For directed

graphs, the ratio of the cost over the power can be equal to the maximum out-
degree, e.g., for stars with unit costs. The following statement (c.f., [11]) shows
that these are the extremal cases for general edge costs.

Proposition 1. c(G)/
√

|E|/2 ≤ p(G) ≤ 2c(G) for any undirected graph G =
(V, E), and if G is a forest then c(G) ≤ p(G) ≤ 2c(G). For any directed graph
G holds: c(G)/Δ(G) ≤ p(G) ≤ c(G), where Δ(G) is the maximum outdegree of
a node in G.

Minimum-power problems are usually harder than their minimum-cost versions.
The Minimum-Power Spanning Tree problem is APX-hard. The problem of finding
minimum-cost k pairwise edge-disjoint paths is in P (this is the Minimum-Cost
k-Flow problem, c.f., [7]) while both directed and undirected minimum-power
variants are unlikely to have even a polylogarithmic approximation [11,18]. An-
other example is finding an arborescence rooted at s, that is, a subgraph that
contains an sv-path for every node v. The minimum-cost case is in P (c.f., [7]),
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while the minimum-power variant is at least as hard as the Set-Cover problem.
For more examples see [1,3,18,19].

For min-cost problems, a standard reduction from the undirected variant to
the directed one is replacing every undirected edge e = uv by two opposite
directed edges uv, vu of the same cost as e, finding a solution D to the directed
variant and take the underlying graph G of D. However, this reduction does not
work for min-power problems. The power of G can be much larger than that
of D, e.g., if D is a star. In the power model, directed and undirected variants
behave rather differently, as illustrated by the following example.
Example: Suppose that we are given an instance of MPEMC and a budget P
and our goal is to solve the ”budgeted coverage” version of MPEMC: to cover the
maximum possible demand using power at most P . We will show that this prob-
lem is harder than the Densest k-Subgraph problem, which is defined as follows:
given a graph G = (V, E) and an integer k, find a subgraph of G with k nodes
that has the maximum number of edges. The best known approximation ratio
for Densest k-Subgraph is roughly n−1/3 [9], and in spite of numerous attempts
to improve it, this ratio holds for over 11 years. We prove:

Proposition 2. If there exists a ρ-approximation algorithm for the budgeted
coverage version of MPEMC with unit costs, then there exists a ρ-approximation
algorithm for Densest k-Subgraph.

Proof. Given an instance G = (V, E), k of Densest k-Subgraph, define an instance
(G, r, P ) of budgeted coverage version of MPEMC with unit costs as follows:
r(v) = k − 1 for all v ∈ V and P = k. Then the problem is to find a node subset
U ⊆ V with |U | = k so that the number of edges in the subgraph induced by U
in G is maximum. The later is the Densest k-Subgraph problem.

The most natural heuristic for approximating MPEMC is as follows. Guess opt
(more precisely, using binary search, guess an almost tight lower bound on opt).
Cover maximum amount of the demand within budget opt, and iterate. Propo-
sition 2 shows that this strategy fails.

2 Approximating MPEMC (Proof of Theorem 2)

2.1 Reduction to Bipartite Graphs

We will show an O(log n)-approximation algorithm for (undirected) bipartite
MPEMC where G = (A + B, E) is a bipartite graph and r(a) = 0 for every
a ∈ A. The following statement shows that getting an O(log n)-approximation
algorithm for the bipartite MPEMC is sufficient.

Lemma 2. If there exists a ρ-approximation algorithm for bipartite MPEMC
then there exists a 2ρ-approximation algorithm for general MPEMC.

Proof. Given an instance (G = (V, E), c, r) of MPEMC, construct an instance
(G′ = (V ′ = A + B, E ′), c′, r′) of bipartite MPEMC as follows. Let A = {av :
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v ∈ V } and B = {bv : v ∈ V } (so each of A, B is a copy of V ) and for
every uv ∈ E add two edges: auav and avau each with cost c(uv). Also, set
r′(bv) = r(v) for every bv ∈ B and r′(av) = 0 for every av ∈ A. Given F ′ ⊆ E ′ let
F = {uv ∈ E : aubv ∈ F ′ or avbu ∈ F ′} be the edge set in E that corresponds to
F ′. Now compute an r′-edge cover E′ in G′ using the ρ-approximation algorithm
and output the edge set E ⊆ E that corresponds to E′, namely E = {uv ∈ E :
aubv ∈ E′ or avbu ∈ E′}. It is easy to see that if F ′ is an r′-edge cover then F
is an r-edge cover. Furthermore, if for every edge in F correspond two edges in
F ′ (|F ′| = 2|F |), then F is an r-edge cover if, and only if, F ′ is an r′-edge cover.
The later implies that opt′ ≤ 2opt, where opt and opt′ is the optimal solution
value to G, c, r and G′, c′, r′, respectively. Consequently, E is an r-edge cover,
and pE(V ) ≤ pE′(V ′) ≤ ρopt′ ≤ 2ρopt.

2.2 Am O(log n)-approximation for Bipartite MPEMC

We prove that bipartite MPEMC admits an O(log n)-approximation algorithm.
The residual requirement of v ∈ V w.r.t. an edge set I is defined by rI(v) =
max{r(v) − dI(v), 0}. One of the main challenges is achieving the following re-
duction, which will be proved in the next section using our algorithm for BMGC.

Lemma 3. For bipartite MPEMC there exists a polynomial time algorithm that
given an integer τ and γ > 1 either establishes that τ < opt or returns an edge
set I ⊆ E such that for β = (1 − 1/e)(1 − 1/γ) the following holds:

pI(V ) ≤ (γ + 1)τ (1)

rI(B) ≤ (1 − β)r(B) (2)

Note that if τ < opt the algorithm may return a edge set I that satisfies (1)
and (2); if the algorithm declares ”τ < opt” then this is correct. An O(log n)-
approximation algorithm for the bipartite MPEMC easily follows from Lemma 3:

While r(B) > 0 do
- Find the least integer τ so that the algorithm in Lemma 3

returns an edge set I so that (1) and (2) holds.
- E ← E + I, E ← E − I, r ← rI .

End While

We note that the least integer τ as in the main loop can be found in polynomial
time using binary search. For any constant γ > 1, say γ = 2, the number of
iterations is O(log r(B)), and at every iteration an edge set of power at most
(1+γ)opt is added. Thus the algorithm can be implemented to run in polynomial
time, and has approximation ratio O(log r(B)) = O(log(n2)) = O(log n).

2.3 Proof of Lemma 3

Let τ be an integer and let R = r(B) =
∑

b∈B r(b). An edge ab ∈ E , b ∈ B, is
dangerous if c(ab) ≥ γτ · r(b)/R. Let I be the set of non-dangerous edges in E .
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Lemma 4. Assume that τ ≥ opt. Let F be a set of dangerous edges with
pF (B) ≤ τ . Then rF (B) ≥ R(1 − 1/γ). Thus rI(B) ≤ R/γ.

Proof. Let D = {b ∈ B : dF (b) > 0}. We show that r(D) ≤ R/γ, implying
rF (V ) ≥ R − r(D) ≥ R(1 − 1/γ). Since all the edges in F are dangerous,
pF (b) ≥ γτ · r(b)/R for every b ∈ D. Thus

τ ≥ opt ≥
∑

b∈D

pF (b) ≥
∑

b∈D

(γτ · r(b)/R) =
γτ

R

∑

b∈D

r(b) =
γτ

R
r(D) .

For the second statement, note that there exists E ⊆ E with pE(V ) ≤ τ so that
rE(B) = 0. Thus rI(B) ≤ R/γ holds for the set I of non-dangerous edges in E.
As I ⊆ I, the statement follows.

Lemma 5. pI(B) ≤ γτ .

Proof. Note that pI(b) ≤ γτ · r(b)/R for every b ∈ B. Thus:

pI(B) =
∑

b∈B

pI(b) ≤
∑

b∈B

(γτ · r(b)/R) =
γτ

R

∑

b∈B

r(b) = γτ .

Lemmas 4 and 5 imply that we may ignore the dangerous edges and still be
able to cover a constant fraction of the total demand. Once dangerous edges are
ignored, the algorithm does not need to take the power incurred in B into ac-
count, as the total power of B w.r.t. all the non-dangerous edges is γτ = O(opt).
Therefore, the problem we want to solve is similar to the bipartite MPEMC,
except that we want to minimize the power of A only. Formally:

Instance: A bipartite graph G = (A + B, I), edge-costs {c(e) : e ∈ I}, require-
ments {r(b) : b ∈ B}, and budget τ = P .

Objective: Find I ⊆ I with pI(A) ≤ P and maximum
∑

b∈B min{dI(b), r(b)}.

Lemma 6. The above problem admits a (1 − 1/e)-approximation algorithm.

Proof. We show that the problem above can be reduced, while preserving ap-
proximation ratio, to BMGC*. Given an instance of the above problem, construct
an instance of BMGC* as follows. For every a ∈ A do the following. Let e1, ..., ek

be the edges incident to a sorted by increasing costs. For every ei add a node ai of
cost c(ai) = c(ei) and for every edge ab of cost ≤ c(ei) add an edge aib. The group
corresponding to a ∈ A is Aa = {a1, . . . , ak}, so A = {Aa : a ∈ A}. Clearly, the
groups are disjoint, hence we obtain a BMGC instance. The Star-Property holds
by the construction. Every node in Aa corresponds an edge incident to a and
has the cost of this edge; thus choosing one node from Aa also determines the
power level of a. Thus, keeping costs, to every solutions to the obtained BMGC
instance, corresponds a unique solution to the problem defined above, and vice
versa. The statement now follows from Lemma 1.
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The algorithm for Lemma 3 is as follows:

1. With budget τ , compute I ⊆ I using the (1 − 1/e)-approximation algorithm
from Lemma 6.

2. If rI(B) ≤ (1 − β)R (recall that β = 1/2(1 − 1/γ)) then output I;
Else declare ”τ < opt”.

We show that if τ ≥ opt then the algorithm outputs an edge set I that satisfies
(1) and (2). By Lemma 4, if the algorithm returns an edge set I then (1) holds
for I, and if the algorithm declares ”τ < opt” then this is correct. All the edges
in I are not dangerous, thus pI(B) ≤ γτ by Lemma 5. As we used budget τ ,
pI(A) ≤ τ . Thus pI(V ) = pI(A) + pI(B) ≤ (1 + γ)τ .

3 Approximating 0, 1-MPEMC (Proof of Theorem 4)

Given S ⊆ V we say that an edge set F on V is an S-cover, if every node
in S has an edge in F incident to it. Note that 0, 1-MPEMC is equivalent to
the Minimum-Power S-Cover problem, where S = {v ∈ V : r(v) = 1}. We
reduce Minimum-Power S-cover to Minimum-Cost S-Cover in graphs, where
the problem is solvable in polynomial time, c.f., [7], with loss of 3/2 in the
approximation ratio. That is, given an instance (G, S) of Minimum-Power S-
Cover, we construct in polynomial time an instance (G′, S) of minimum-Cost
S-Cover such that opt(G′) ≤ 3opt(G)/2 and such that for any feasible solution
F ′ to G′ corresponds a feasible solution F to G with p(F ) ≤ c′(F ′).

Clearly, any minimal S-cover is a union of node disjoint stars. Let F be (an
edge set of) a star with center v0. A partition F = {F1, . . . , F�+1} of F into stars
is a t-decomposition of F if |F�+1| ≤ t−1 and any other part has at most t edges;
F�+1 covers all the end-nodes of its edges (in particular, it covers v0) while each
part in F − F�+1 covers the end-nodes of its edges except v0 (so every node is
covered exactly once). The power p(F) =

∑
Fj∈F p(Fj) of F is the sum of the

powers of its parts. For a collection of stars the definition is similar.

Lemma 7. Any star F admits a t-decomposition F with p(F) ≤ (1+ 1/t)p(F ).

Proof. Let v0 be the center of F , let {v1, . . . , vd} be the leaves of F , and let
ei = v0vi and ci = c(ei), i = 1, . . . , d. W.l.o.g., c1 ≥ c2 ≥ · · · ≥ cd ≥ 1.
Define a t-decomposition F of F as follows. Let 
 = �(d − 1)/t�, and set: Fj =
{e(j−1)t+1, . . . , ejt} for j = 1, . . . 
 − 1 and F� = {e(�−1)t+1, . . . , ed}. Note that
p(F ) = c(F ) + c1 and c(j−1)t+1 ≤ c(Fj)/t for j = 2, . . . , 
; the later is since
e(j−1)t+1 ∈ Fj , while every edge in Fj−1 has cost larger than any edge in Fj .
Therefore,

p(F) = c(F ) + c1 +
�∑

j=2

c(j−1)t+1 ≤ c(F ) + c1 +
�∑

j=2

c(Fj−1)/t ≤ (1 + 1/t)p(F ) .

Given an instance (G = (V, E ; c), S) of MPEMC, construct an instance (G′ =
(S, E ′; c′), S) of min-cost edge-cover as follows. G′ is a complete graph on S, and
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c′(uv) = p(Fuv) for every u, v ∈ S, where Fuv is some min-power {u, v}-cover
that consists of one edge or two adjacent edges. Clearly, we can construct (G′, S)
and compute a minimum-cost S-cover in G′ in polynomial time. The following
statement that follows from Lemma 7 with t = 2 finishes the proof of Theorem 4.

Corollary 1. If F ′ is a minimum-cost S-cover in G′ then F = ∪{Fuv : uv ∈ E′}
is an S-cover in G and p(F ) ≤ c′(F ′) ≤ 3opt/2.
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Abstract. In this paper we study a set of problems related to efficient energy
management for monitoring applications in wireless sensor networks. We study
several generalizations of a basic problem called Set k-Cover, which can be de-
scribed as follows: we are given a set of sensors, and a set of regions to be mon-
itored. Each region can be monitored by a subset of the sensors. To increase the
lifetime of the sensor network, we would like to partition the sensors into k sets
(or time-slots) and activate each partition in a different time-slot. The goal is to
find the partitioning that maximizes the coverage of the regions. This problem is
known to be NP -hard. We first develop improved approximation algorithms for
this problem based on its similarities to the max k-cut problem. We then consider
a variation, called Set (k, α)-cover, where each sensor is allowed to be active in α
different time-slots. We develop a randomized routing algorithm for this problem.
We then consider extensions where each sensor can monitor only a bounded num-
ber of regions in any time-slot. We develop the first approximation algorithms for
this problem. An experimental evaluation of the algorithms we propose can be
found in the full version of the paper.

1 Introduction

Efficient energy management in sensor networks is a primary challenge as we expect
wireless devices to communicate and to continue to function effectively for long periods
of time. In this paper we study a basic set of problems dealing with energy efficient
monitoring in sensor networks. One particular question of this type was first formalized
in a paper by Slijepcevic and Potkonjak [11], in which they asked for a collection of
disjoint set covers.

Let H = (S ∪ R, E) denote a bipartite graph in which nodes in set S correspond to
sensors, and nodes in set R correspond to regions. There is an edge between node si and
node rj if sensor si can monitor region rj . By keeping all sensors activated all the time,
clearly all the regions can be monitored continuously (assuming no nodes in R have
zero degree). The problem with this solution is that the sensors may not last very long.
One might now wonder if a better solution can be obtained. There are multiple ways
in which we could formulate this problem. One approach is to partition the nodes in S
into k sets S1, . . . , Sk, such that the sensors in set Si cover all the regions in R. This is
also referred to as the domatic set problem [6] for which a randomized approximation
algorithm with factor O(log n) has been proposed. An alternative formulation (called

� Full version available at http://www.cs.umd.edu/∼samir/grant/latin-full.pdf
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Set k-cover), studied by Abrams et al. [1], instead asks for a partitioning that maximizes
the total regions covered. More formally, let Ri ⊆ R denote the regions covered by the
sensors in Si; in other words, Ri = {r|(s, r) ∈ E ∧ s ∈ Si}. The goal is to maximize
∑k

i=1 |Ri|.
Given such a partitioning, the idea then is to cycle through the k sets Si in a round-

robin fashion. When we activate all sensors in set Si, we cover the regions in Ri. Thus
the objective function tries to maximize the coverage of the regions in the different time
slots. We will consume significantly less energy this way, as each sensor is activated
in only one of the k sets. Moreover there is evidence to suggest that the battery life
of sensors is increased significantly when batteries are used in short bursts, rather than
being used continuously [3].

At the same time we will maximize the coverage over time. Ideally, each region will
belong to Ri for each value of i. Notice that we have relaxed the requirement that each
region is always monitored. If k is not very large it is entirely possible that we can
actually monitor all regions at all times. Of course, the larger the value of k, the longer
we extend the lifetime of the system, while paying a penalty of lowering the coverage
level within each time-slot. It also depends on the redundancy of coverage, in other
words, it also depends on how many sensors are monitoring each region.

In this paper, we identify and address several generalizations of this problem, many
of which, to our best knowledge, have not been addressed before. One generaliza-
tion we define is called the Set (k, α)-Cover problem. We would like to find k sets,
S1, S2, . . . , Sk. As before, Si ⊂ S. We require that each vertex in S belong to at most
α such sets. More formally, for all sj ∈ S we require that |{i|sj ∈ Si}| ≤ α. A solution
for this problem can be mapped to a sensor schedule in which each sensor is active in α
of the k time-slots. We have relaxed the requirement that the Si sets are disjoint which
corresponds to the case when α = 1. Since this is a generalization of the set k-cover
problem, it is also NP -hard.

Since each sensor now belongs to α sets, the battery life is extended by a factor
of k

α . Our main goal really is to maximize the battery life, subject to adequate cover-
age requirements. However, for the development of the algorithms, it is easier to fix
the parameters k and α and to develop algorithms that work with these parameters. In
practice one would consider a spectrum of solutions produced by our algorithms for
different choices of k and α.

We then consider a generalization where sensors have capacity constraints. In many
scenarios, even though a sensor may be able to cover multiple regions, at any given time,
it may only be able to actually monitor one or a small number of them. For example, a
pan-and-tilt camera can monitor only one region (or a few regions) at any time. We call
this a capacity constraint, and denote by c(si) the maximum number of regions sensor
si can cover in one time slot. The goal is to solve the Set k-Cover or Set (k, α)-cover
problems given such capacity constraints.

Finally, given a k or a (k, α) pair, a sensor cover problem asks for the best partition
of the sensors (along with a designation of which regions to monitor for the capacity-
constrained version) that optimizes some coverage property. The optimization goal it-
self could be one of the following three:
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– avg-coverage: The average coverage over the k time slots. Formally this would be
�k

i=1 |Ri|
k .

– min-coverage(time): The minimum value of the fractional coverage in any time slot.
Formally, this would be mink

i=1
|Ri|
|R| .

– min-coverage(region): The minimum over all regions, of the fraction of time a re-
gion is covered. This is important for application where high coverage of regions is
required over time.

Different applications may demand support for different optimization goals. For ex-
ample, for the min-coverage(time) version, we could fix a coverage requirement, by
specifying that |Ri| ≥ γ|R| for some 1 ≥ γ > 0 and ask to minimize α.
Under this classification, Abrams et al. [1] study the {Set k-cover, NC, avg-coverage}
version of the problem (where NC denotes that there are no capacity constraints).

We now consider a slightly different view of the Set k-Cover problem. Given the
bipartite graph H describing the sensor-region relationship, we construct the following
hypergraph G = (V, E). Each node in V corresponds to a sensor. For each region r, we
create a hyperedge e that contains the set of sensors that cover the region. We assume
that each region is covered by at most d sensors, i.e., the hyper edge has size d. The
goal now is to color the nodes of the graph with k colors (this is simply a way to view
the partitioning into k sets). The objective is to maximize the total benefit of all hyper
edges. The benefit of a hyper edge is the number of different colors that the nodes in the
hyper edge are colored with. If all nodes in this hyper edge have the same color, then
the benefit is 1 since they are all in the same set. If the nodes have k different colors,
then this region is always monitored and its benefit is k.

The practical problem is of interest for small d, so it is worth studying this case in
more detail, since we do not expect too many sensors to cover the same region, oth-
erwise this suggests that the density of sensors is too high. For d = 2 this problem is
clearly related to the well studied max k-cut problem for which a SemiDefinite Pro-
gramming (SDP) based algorithm does very well [7,8]. The max k-cut problem asks
for a partitioning of the vertices of a graph into k groups so as to maximize the num-
ber of edges across the cut (edges connecting vertices in two different groups). While
both problems ask for a partitioning of the vertices, the precise objective functions are
different.

Outline of Contributions
Our first algorithm (see Section 3) shows how to “reduce” the set k-cover problem to the
max k-cut problem and then apply known approximation methods for the latter. In fact,
this approach gives rise to an extremely fast and practical method to solve the problem.
We also prove some improved approximation factors for small d using this approach
(see Section 3). For d ≤ 3, this gives significantly improved worst case approximation
factors compared to the randomized approach in [1]. However, the key point is that this
approach gives almost optimal solutions in practice, even for larger values of d. We also
present a worst case analysis of this method for large d.

In addition, we are also able to develop a direct SDP based algorithm for this problem
(the same approach was used to develop algorithms for max k-cut). This gives rise to
an algorithm that runs in polynomial time for constant d. The solutions produced are
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almost as good as the solutions produced by the max k-cut approach but the algorithm
is slower compared to the direct reduction to max k-cut. However we believe that this
approach will eventually give a better worst case approximation bound for the case
when the hyper-edges are large.

In Section 5 we develop an LP based randomized rounding algorithm for approxi-
mating the lifetime of the network for the {set (k, α)-cover, NC, min-coverage (time)}
version of the problem (an extension to the min-coverage (region) case is straightfor-
ward). We fix a k, α pair. Assuming that a feasible integral solution exists, we are guar-
anteed to find a feasible fractional solution. Once we obtain the fractional solution, we
round it. We use a scaling parameter s to do the rounding. This may increase the num-
ber of sets a node belongs to, with the expected number being sα. We can prove that
the probability that each region is covered is very high and at least 1 − 1

es .
For the case where each sensor can only cover one region (unit capacity) when it

is active, we develop a polynomial time algorithm that computes an optimal solution
for the capacitated set (k, α)-cover problem (see Section 6). For the case of arbitrary
capacities we develop a polynomial time (1− 1

e ) approximation since we can show that
the problem is NP -hard even when the capacities are three.

2 Prior Work

Designing sleep schedules to maximize the network lifetime while guaranteeing cover-
age has been one of the most active research areas in wireless sensor networks. Cardei
and Wu [5] survey the work in this area, and identify two types of coverage problems,
area coverage (where the goal is to cover maximally cover the area the sensor network
is deployed in), and target coverage (where the goal is to cover a set of targets).

The problem we address in this paper can be seen as a target coverage problem,
and we briefly review the prior work on this problem. Slijepcevic and Potkonjak [11]
pose the problem with full coverage requirement; given a sensor network, the goal is
to identify mutually exclusive sets of sensor nodes such that the members of each set
cover the monitored regions (targets) completely. They provide several heuristics for
this problem. Abrams, Goel and Plotkin [1] develop approximation algorithms for the
Set k-Cover problem, where k is provided, and the goal is to find a partitioning that max-
imizes the coverage. They present a simple randomized algorithm, where each sensor is
assigned to one of the k sets, and they show that the resulting solution approximates the
optimal solution within a factor of 1 − 1

e . In fact their bound is 0.75 when k = 2, d = 2
and approaches (1 − 1

e ) for large d and k. They also show that it is NP -hard to get
a polynomial time approximation algorithm with a factor better than 15

16 + ε for any
ε > 0. This is shown by a direct reduction from the E4-SET SPLITTING problem for
which a 7

8 + ε hardness has been shown by Hastad [9]. However, the gap between 1− 1
e

and 15
16 is significant and our goal is to try and consider other approaches that can be

used to narrow this gap further. They also present a distributed greedy algorithm that
is a 1

2 approximation for the problem. Unlike the algorithms we develop in this paper,
their randomized algorithms are oblivious to the actual graph structure. Cardei et al. [4]
consider a version of the problem that is similar to the Set (k, α)-cover problem, where
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they allow sensors to belong to multiple sets, and allow the sets to be active for differ-
ent durations. They present several heuristics for solving the problem. Another related
paper is [10] in which the unit capacity case is considered.

3 Max k-cut Approach

We now discuss the Set k-Cover problem. We are given a hyper graph G = (V, E),
where each node in V corresponds to a sensor. For each region r we create a hyper
edge e that contains the set of sensors that cover the region. The goal now is to color
the nodes of the graph with k colors. The objective is to maximize the total benefit of
all hyper edges. The benefit of a hyper edge is the number of different colors that the
nodes in the hyper edge are colored with.

Our algorithm works as follows. We replace each hyper edge e = {a1, . . . , ap} by
edges (ai, aj) for i 	= j, essentially replacing each hyper edge by a clique. We then
apply the SDP based Max k-Cut approximation algorithm [7] that tries to maximize the
number of edges across the cut after partitioning the vertices into k sets. We use the
partitioning produced by this algorithm, even though our original objective function is
different. Let αk be the approximation ratio of the SDP based algorithm [7] for Max
k-Cut. Frieze and Jerrum showed that αk satisfies the following.

(i) αk > 1 − 1
k

(ii) αk − (1 − 1
k ) ∼ 2 lnk

k2

(iii) α2 ≥ 0.878, α3 ≥ 0.8, α4 ≥ 0.85, α10 ≥ 0.926, α100 ≥ 0.99.

In the next two subsections we present a worst case analysis of this method. We first
give a simple analysis for the case d = 2 and this will convey some intuition about why
this scheme works well. The analysis for general d is more complex, and we present it
subsequently.

3.1 Analysis for d = 2

In the Max k-Cut problem the goal is to partition the vertices into k sets to maximize the
number of edges whose end points are in different sets. By using an αk approximation
for Max k-Cut, we are able to obtain an approximation guarantee of 1

2 (1 + αk).
We know that we will get at least αkE∗ edges across the cut once we run the Max

k-Cut algorithm, where E∗ is the number of edges across the cut in an optimal solution
for Max k-Cut (which is derived from an optimal solution for set k-cover, each region
that is monitored in both time slots is essentially an edge across the cut). The optimal
solution has total benefit (E − E∗) + 2E∗ = E + E∗. We get a benefit of at least
2αkE∗ + (E − αkE∗) = E + αkE∗. Taking the ratio, and using the fact that E∗ ≤
E gives the desired bound. This is significantly better than the oblivious approach of
randomly coloring the nodes, regardless of the structure of the graph. If we plug in
α2 = 0.878 [8] then we obtain a bound of 0.939. If we plug in α3 = 0.8 [7], we get
a bound of 0.9. (In contrast the randomized method of [1] gives a bound of (1 − 1

2k ),
which is 0.75 and 0.83 for k = 2, 3. Note that αk also improves as k increases [7].
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3.2 Analysis for General d

Recall that we constructed a new multi-graph G′ = (V ′, E′) based on the hyper graph
G = (V, E). V ′ = V but instead of each hyper edge e ∈ E, we add edges between all
pair of vertices belonging to hyper edge e. We then use the max k-cut algorithm due to
Frieze and Jerrum [7] on the graph G′. The next theorem presents the approximation
ratio obtained by the max k-cut approach.

The proof is more complicated for when all the hyper-edges have arbitrary sizes. We
illustrate the proof for the simpler case when all hyper-edges have the same size d. We
show the proof for the case k ≥ d since the proof is simpler. Some modifications are
required for arbitrary k.

Theorem 1. The benefit obtained from the method based on Max k-cut is at least 1
d +

αk

2 (1 − 1
d ) fraction of the maximum benefit for the set k-cover problem.

Before starting the analysis, we need to define some notation.

Definitions
Ei: set of hyper edges that have i different colors in the optimal solution.
E′

i is the set of hyper edges that have i different colors in the solution based on Max
k-cut.
E represents the set of hyper edges in G.
C∗ is the Max k-cut in G′, with E∗ the edges across the cut.
Co is the cut in G′ obtained by the optimal solution for set k-cover, with Bo the corre-
sponding benefit function.
C′ is the cut obtained by the approximation algorithm for finding a max k-cut in G′ and
|C′| the benefit for set k-cover, and E′ the corresponding edges across the cut in G′.

We first prove that the optimal benefit for Set k-Cover can be upper bounded. In fact,
we show that the total benefit in the optimal solution is at most |E| + 2|E∗|

d (Lemma
1). We also show that the benefit obtained from the Max k-cut approach is at least
|E| + αk|E∗|

d (Lemma 2). By using these two observations, we can guarantee that the
approximation ratio is least 1

d + αk

2 (1 − 1
d ).

Lemma 1. The total benefit (Bo) in the optimal solution for the set k-cover problem is
at most |E| + 2 |E∗|

d .

Proof. The benefit obtained from the optimal solution is simply
∑d

i=1 i|Ei|. Since
|E| =

∑d
i=1 |Ei| this can be rewritten as Bo =

∑d
i=1 |Ei|(i − 1) + |E|. The solu-

tion for set k-cover partitions the vertices into k sets. Consider a hyper edge e ∈ E that
has i different colors on the end points in an optimal solution. The minimum number of
edges that it can contribute to the cut obtained by the solution is

(
d
2

)
−

(
d−i+1

2

)
. This is

when we put all d − (i − 1) nodes into one partition, and each of the remaining (i − 1)
nodes into a separate partition. Hence we have: |Co| ≥

∑d
i=1(

(
d
2

)
−

(
d−i+1

2

)
)|Ei|.

Comparing the corresponding coefficients, it can be seen that the largest ratio is 2
d . So

Bo =
∑d

i=1 |Ei|(i − 1) + |E| ≤ 2|Co|
d + |E| ≤ 2|E∗|

d + |E|.

Let us briefly consider a diversion for the case d = 3. Lemma 1 shows that Bo ≤
|E| + 2

3 |E∗|. Before we prove Lemma 2 in general, we prove a lower bound on the
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quality of the obtained solution. There are two main reasons for this. The first is that
in fact we get a slightly better bound when d = 3 as follows (in contrast the bound
obtained by [1] is 0.70). The second reason is that it provides some intuition for the
case when d is arbitrary, but this proof is easier to understand.

Theorem 2. For the case when d = 3, we obtain an approximation factor of 1
3 + 1

2αk.

Proof. Essentially each hyper edge of size three is reduced to a triangle. Note that when
all three nodes belong to different time slots, the benefit function is 3, and we have 3
edges crossing the cut. When the nodes of this hyper edge belong to two time slots,
we also have two edges crossing the cut. This is better than the bound obtained by
randomized rounding given in [1] which is 0.703.

Let C′ be the cut produced by the max k-cut algorithm, and |E′| the number of edges
across the cut. The benefit from the max k-cut approach is

∑3
i=1 |E′

i|(i − 1) + |E|.
The number of edges across the cut in G′ is |E′|. Clearly |E′| = 2|E′

2| + 3|E′
3| =

2(|E′
2| + 3

2 |E′
3|). Hence |E′|

2 = |E′
2| + 3

2 |E′
3|. So we can conclude that |C′| = |E| +

|E′
2|+2|E′

3| ≥ |E|+ |E′|
2 ≥ |E|+ αk|E∗|

2 . We also know that |E| ≥ |E∗|
3 . Putting these

equations together gives us a lower bound on |C′|
Bo

. Using the bound from Lemma 1, the
benefit from the solution based on the Max k-cut approach is at least (1

3 + 1
2αk) of the

maximum benefit in the optimal solution.

When d = 3 our bound depends on αk and is at least 0.828 for large k. When k = 3,
αk is 0.8 and we get a bound slightly better than 0.733.

Lemma 2. The benefit obtained from the Max k-cut approach is at least |E| + αk|E∗|
d .

Proof. The benefit from the Max k-cut approach can be formulated as |C′| =
∑d

i=1 |E′
i|(i − 1) + |E|. Also |E′| ≤

∑d
j=2

∑� d
j−1 �

i=� d
j �

(
(
d
2

)
− d(j − 1) +

(
j
2

)
i)|E′

i|. This

is obtained basically by spreading out all d nodes into i sets as evenly as possible, with
each group having either �d

i � nodes or d
i � nodes. The ratio of the corresponding coeffi-

cients of |E′
i|’s is at least 1

d . So we can conclude that |C′| ≥ |E|+ |E′|
d ≥ |E|+ αk|E∗|

d .

Proof (Proof Of Theorem 1). Using the above two lemmas and considering the fact that
|E| ≥ |E∗|

(d
2)

it can be shown that the benefit from the solution based on the Max k-cut

approach is at least 1
d + αk

2 (1 − 1
d) fraction of the maximum benefit in the optimal

solution.

4 SDP-Based Formulation

Our approach will be to formulate this as a Semi definite programming (SDP) prob-
lem. Consider the following SDP for constant d (and arbitrary k). This formulation is
inspired by the Max k-Cut work by Frieze and Jerrum [7] (and the description in this
section is taken from their paper). However in our direct SDP formulation (Subsec-
tion 4), as we will see shortly, the constraints are significantly more complex.
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Let yj be one of k vectors a1, . . . , ak defined as follows. Consider an equilateral

simplex Σk in Rk−1 with vertices b1, . . . bk. Let c =
�k

i=1 bi

k be the centroid of Σk and
let ai = bi − c. Assume that Σk is scaled so that |ai| = 1 for all i.

Frieze and Jerrum show that ai · aj = −1
k−1 , when i 	= j. If i = j, clearly ai · aj = 1.

(We would like yj = ap if and only if vj ∈ Sp.)
In this framework, let Yij represent the dot product of the two vectors yi and yj . The

dot product of the two vectors is 1 if the vertices i and j belong to the same group. The
dot product is −1

k−1 if they belong to different groups.
The Max k-Cut problem can be formulated as follows:

max
k − 1

k

∑

i<j

wi,j(1 − yi · yj) such that yj ∈ {a1, . . . , ak}

Note that, 1 − yi · yj = 0 if yi = yj and = k
k−1 otherwise.

In this formulation, the graph has weights on the edges specified by wi,j . Since the
graph we compute G′ is a multi-graph, we define the weight of an edge to be the number
of copies of the edge in the multi-graph.

To obtain the SDP relaxation, now replace yi by vi where vi is any n-dimensional
unit vector. We add the constraint vi ·vj ≥ − 1

k−1 . Thus we obtain an SDP (semidefinite
program) of the following form:

max
k − 1

k

∑

i<j

wi,j(1 − vi · vj) such that vj ∈ Sn, vi · vj ≥ − 1
k − 1

∀ i 	= j

The (fractional) solution obtained from solving this SDP is now rounded by a simple
randomized rounding algorithm to obtain a solution for the Max k Cut problem. Rather
than using exactly the same rounding as given by Frieze and Jerrum [7] we developed
another procedure that had excellent performance.

After finding the solution to the convex program, we perform the following proce-
dure to find the partitioning into k sets. First we compute the V = v1, . . . vn ∈ Sn

from the decomposition of matrix Y . We choose k vectors at random from V , call them
z1, . . . , zk. Each of the vectors in Z represents one of the k sets. Vector vi (which rep-
resents sensor i) will be assigned to the set j if and only if zj is the closest vector to vi.
In other words vi is assigned to j iff |vi − zj | ≤ |vi − zi′ |, ∀i′ ∈ {1 . . . k}.

In this section we take a different route and explore a direct SDP formulation for
the set k-cover problem without first reducing to max k-cut. Consider a hyper edge
e = {ve

i1 , v
e
i2 , . . . , v

e
ide

}. For each hyper-edge e, we define a new variable αe. We can
formulate the problem as follows.

max
∑

e∈E

[(
k − 1

k
((de − 1) − αe)) + 1]

such that for each hyper edge e we have the following set of constraints.
Consider all possible Hamilton paths Pe among the set of vertices in the hyper

edge e. We will generate a constraint for each possible path. This formulation has an
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exponential number of constraints, but this is not a serious problem. In practice, each
region is only covered by a small number of sensors (for constant d, it is polynomial in
any case).

For each hyper edge e, we define a new variable αe and the following set of con-
straints (one constraint for each path Pe).

αe ≥
∑

(ip,iq)∈Pe

Yipiq such that yj ∈ {a1, . . . , ak}

If a hyper edge e has size de and intersects pe groups, then we show that the con-
tribution to the objective function is exactly pe. This can be seen as follows: Consider
the path P ′ ∈ Pe with the following structure – the path visits all the nodes in a group
before visiting the nodes in another group. Note that this path has exactly pe − 1 edges
(each dot product contributes − 1

k−1 for these edges) that go across two groups, and
de − pe local edges (each such dot product clearly contributes 1). For this path the rhs
of the constraint is exactly − pe−1

k−1 + (de − pe) (and this is the maximum value of the
rhs). Note that for every other path, if there fewer local edges, the sum is only smaller.
Putting this value for αe (the smallest valid choice) gives the correct objective function
value of pe. (k−1

k ((de − 1) + pe−1
k−1 − de + pe)) + 1 = pe.

We use the same rounding approach as described in the previous subsection. We
do not report on the computational results as the solutions obtained in practice were
slightly worse than the ones obtained by reducing to max k-cut, and the algorithm was
much slower.

5 Set (k, α)-Cover Problem

We start with the following Integer Program (IP) formulation (for fixed k, α). We define
a 0/1 variable xij , for i = 1 . . . k, j = 1 . . . n. When xij = 1 it means that sensor j is
active in time-slot i. Constraints are as follows:

∀j ∈ S
∑k

i=1 xij ≤ α

∀r ∈ R ∀i = 1 . . . k
∑

(r,p)∈E xip ≥ 1
The first constraint simply states that each sensor may belong to at most α time-slots.

The second constraint states that each region j is covered in each time slot.
Clearly there is no benefit to increasing a variable beyond 1. This gives us a linear

program (LP) which can be solved efficiently.
We now use randomized rounding to obtain an integral solution in which with high

probability each region is covered in all the time slots. This is a bicriteria approximation
algorithm in a sense that the approximation factor increases when we look for solutions
with higher probability for coverage. To do the randomized rounding, we first scale all
the xij variable by a scale factor s and then we round up xij to 1 with probability equal
to the scaled xij , call the new variable x′

ij = min(1, s · xij). Each sensor will be active
in sα time-slots (in expectation); and each region will be covered in each time-slot with
probability at least (1− 1

es ). For each sensor j ∈ S, the expected value of E(
∑k

i=1 x′
ij) =

∑k
i=1 sxij = s

∑k
i=1 xij ≤ sα. So the expected cost of the new integral solution is at

most s · OPT . Now we show that each region will be covered in all the time slots with
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high probability. Probability that a given region r in a given time slot i is not covered
is equal to the probability that none of the xip variables ∀(r, p) ∈ E is rounded up to
one. In other words, Pr[r is not covered at time i] =

∏
(r,p)∈E(1 − sxip) ≤ 1

es . So each

region in each time slot will be covered with probability at least 1 − 1
es .

One might wonder if there is a rounding that satisfies all the constraints with constant
s, thus giving a constant approximation. However, it can be shown there is an non-
constant integrality gap for this problem. Consider a matrix M of size

(
k

k/2

)
× k. The

rows contain all the binary strings of length k that have exactly k
2 1’s. Consider each

column as a sensor and each row as a region. So if Mij = 1 , sensor j will cover region i
and otherwise not. Suppose we have k time slots. One (fractional) solution is to activate
each sensor fractionally for 2

k in each time slot so that each location is covered since we
have k

2 sensors covering each region. This gives us α = 2 for the fractional solution.
At each time step, at least (k

2 + 1) sensors have to be active (otherwise a region is
uncovered). Thus the total number of active sensors (summing over all times) is Ω(k2).
Hence at least one sensor is active in Ω(k) time slots, and has α = Ω(k). This shows an
integrality gap of Ω(k), and we can make k as large as Ω( log n

log log n ), while still having a
polynomial number of regions.

Extensions for the min-coverage(region) are straightforward.

6 Sensors with Capacity Constraints

In many applications, sensors have constraints as to how many locations they can mon-
itor even when the sensor is active. For example, a camera sensor si may have the
capability to monitor a set of regions N(si), but in a time slot when si is active it can
only monitor at most c(si) regions. For a fixed camera sensor, in fact c(si) may just
be 1. For a moving sensor, it is possible that the sensor can cover multiple regions. In
this case, we also have to come up with an assignment of each sensor to at most c(si)
regions in a time-slot when the sensor is active.

6.1 NP-Completeness

We examine several cases and either provide polynomial time algorithms, or approxi-
mation algorithms when the problem can be shown to be NP -complete.

We first show that even when the capacities are as low as 3, even the basic problem
is NP -complete for k = 2 and each region being covered by exactly two sensors.

First recall that Max-Cut1 is NP -complete for graphs with degree at most 3 [12].
The question is - is there a way to partition the nodes of a graph G = (V, E) into two
groups so that at least Δ edges cross the cut?

We give a sketch of the reduction. Let S = {si|vi ∈ V }. Each edge (vi, vj) ∈ E
corresponds to a region in R that has neighbors si and sj . Since each node has degree
at most 3, in any case a sensor covers at most 3 regions so with a capacity of 3 each
sensor can cover all regions adjacent to it. Set k = 2. There is a partition in which the
total coverage is at least |E| + Δ if and only if there is a solution to Max Cut with at
least Δ edges across the cut.

1 This is the Max k-cut problem when k = 2.



446 A. Deshpande et al.

6.2 General Capacity

In this case, we consider the set (k, α)-cover problem. Each sensor can be activated in at
most α sets and the goal is to maximize the average coverage. Unlike the previous case,
each sensor si can cover c(si) regions in each time slot in which it is active. We develop
a randomized (1 − 1

e )-approximation algorithm for this problem. As in the previous
section we first construct a bipartite graph. Let Hc = (Sc, Rc, E

′
c). For each sensor

si we create α vertices s1
i , . . . , s

α
i ∈ Sc. We put an edge from each of the α copies

of a sensor to a region node if that the sensor can cover that region. Next, we select a
bounded degree subgraph of Hc with the maximum number of edges. The bound on the
degree of each si ∈ Sc is c(si) and the bound on the degree of each r ∈ Rc is k. As
in the previous case, we can find the subgraph with the maximum number of edges in
polynomial time using network flow.Call the subgraph H∗

c . It is easy to prove that the
number of edges in H∗

c is an upper bound on OPT . To actually find the schedule we
use the following randomized algorithm:
For each sensor, randomly, choose α of the k available time slots (without replacement).

Theorem 3. The expected value of the coverage given by the randomized algorithm is
at least 1 − 1

e of the number of edges in H∗
c .

Proof. The argument used here is similar to the one given in [1] with some adaptations
to work for the new method. We first compute the probability that a region r is not
covered in a given time slot t. We use Nr to denote the set of neighbors of r in H∗

c .
Also Nrs refers to the copies of sensor s that belongs to Nr.

We first show that the probability that r is not covered in a specified time slot t is
(1 − 1

k )Nr . For each sensor s, the probability that none of the copies of s belonging to

Nrs, have been covered it, is at most (1− |Nrs|
k ). For k ≥ 1, (1− |Nrs|

k ) ≤ (1− 1
k )|Nrs|.

The probability that a specified region r is not covered at a given time slot t is the
probability that it is not covered by any of its neighbors. Since for sensors i, j, the two
events that Nri is not covering r and Nrj is not covering r are independent events,
the probability that r is not covered in t is the product of all these probabilities for all
Nrs sets. So the probability that r is not covered is bounded by (1 − 1

k )
�

s∈Sc
|Nrs| =

(1 − 1
k )|Nr|. Since we know that Nr is the union of all Nrs sets for s ∈ S. In other

words, Nr = ∪s∈SNrs.
The probability that r is covered is at least in each time slot 1 − (1 − 1

k )Nr . Let lr
be the number of sensors covering region r, in our solution. We can see that E(lr) ≥
k − k((1 − 1

k )|Nr|. The optimal solution can be bounded by the number of edges in

the H∗
c which is

∑
r |Nr|. As shown in [1], for each region r, E(lr)

|Nr| ≥ (1 − 1
e ) which

completes the proof.

Since H∗
c ≥ OPT , we have a (1 − 1

e ) approximation.

6.3 Unit Capacity

We consider the set (k, α)-cover problem with the objective to maximize average cov-
erage. We show that this problem can be solved optimally in polynomial time. Our goal
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is to maximize the number of regions that can be covered. Recall that we need to define
k subsets Si such that each sensor belongs to at most α subsets.

We first construct the following bipartite multi-graph. Let H = (S, R, E′). We create
a vertex in S for each sensor and a vertex for each region in R. We put α parallel
edges between each sensor and region pair if that the sensor can cover the region. We
now select a maximum bounded degree subgraph2 of H with the maximum number of
edges. The degree bound on sensor nodes in S is exactly α and the degree bound on
region nodes in R is k. This problem can be solved in polynomial time for bipartite
graphs using network flows.Once we find a maximum subgraph (it is not necessarily
unique) H∗, we then find an edge coloring [2] of H∗ using at most k colors where k is
the maximum degree (since α ≤ k). An edge coloring of a graph is an assignment of
colors to the edges such that no pair of edges that are incident on a common vertex have
the same color. Each color class forms a matching in the bipartite graph and corresponds
to a time slot. The sensor nodes will be members of the α color classes corresponding
to the colors of the edges incident on the sensor nodes.

Theorem 4. The running time of the algorithm is constrained by the time taken to
compute the bounded degree subgraph with the maximum number of edges. This takes
O(n3) time in the worst case where n is the number of vertices in the graph.
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Abstract. The polynomial-time solvable k-hurdle problem is a nat-
ural generalization of the classical s-t minimum cut problem where we
must select a minimum-cost subset S of the edges of a graph such that
|p ∩ S| ≥ k for every s-t path p. In this paper, we describe a set of ap-
proximation algorithms for “k-hurdle” variants of the NP-hard multiway
cut and multicut problems. For the k-hurdle multiway cut problem with
r terminals, we give two results, the first being a pseudo-approximation
algorithm that outputs a (k − 1)-hurdle solution whose cost is at most
that of an optimal solution for k hurdles. Secondly, we provide two dif-
ferent 2(1− 1

r
)-approximation algorithms. The first is based on rounding

the solution of a linear program that embeds our graph into a simplex,
and although this same linear program yields stronger approximation
guarantees for the traditional multiway cut problem, we show that its
integrality gap increases to 2(1 − 1

r
) in the k-hurdle case. Our second

approximation result is based on half-integrality, for which we provide a
simple randomized half-integrality proof that works for both edge and
vertex k-hurdle multiway cuts that generalizes the half-integrality results
of Garg et al. for the vertex multiway cut problem. For the k-hurdle mul-
ticut problem in an n-vertex graph, we provide an algorithm that, for
any constant ε > 0, outputs a �(1 − ε)k�-hurdle solution of cost at most
O(log n) times that of an optimal k-hurdle solution, and we obtain a
2-approximation algorithm for trees.

1 Introduction

Ever since the early work of Ford and Fulkerson [9], the minimum s-t cut prob-
lem and its dual, the maximum s-t flow problem, have together served as a
cornerstone for the foundation of the field of combinatorial optimization. Nu-
merous theoretical and practical applications are based on the duality between
minimum s-t cuts and maximum s-t flows.

In this paper, we study a natural generalization of the minimum s-t cut prob-
lem known as the k-hurdle problem, whose objective is to choose a minimum-
cost subset of the edges of a graph that cuts every s-t path at least k times.
Letting G = (V, E) be a graph with n = |V | vertices and m = |E| edges with
costs c : E → R+, we can write the k-hurdle problem as the following integer
program,

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 449–460, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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OPT = Minimize
∑

e∈E

x(e)c(e)

Subject to
∑

e∈p
x(e) ≥ k ∀p ∈ Pst

x(e) ∈ {0, 1} ∀e ∈ E,

where Pst denotes the set of all s-t paths, each of which we assume has length
at least k edges or else there is no feasible solution. Since the two-terminal k-
hurdle problem has been well-studied in the literature and known to be solvable
in polynomial time, we focus in this paper on “k-hurdle” generalizations of the
NP-hard multiway cut and multicut problems.

The k-hurdle multiway cut problem takes as input a set of r terminals t1 . . . tr
and asks us to compute a minimum-cost subset of edges that cuts every terminal-
to-terminal path at least k times. We provide three approximation results for this
problem. The first is a pseudo-approximation algorithm that outputs a multiway
cut with at least k − 1 hurdles whose cost is no larger than the optimal cost of
a k-hurdle multiway cut, and other two are true approximation algorithms with
guarantee 2(1 − 1

r ). One of these is based on rounding a “simplex embedding”
linear program (LP) that, for the classical multiway cut problem (k = 1) leads to
much stronger approximation guarantees (the current champion being a 1.3438-
approximation algorithm of [17]); however, we show that the integrality gap of
this LP surprisingly increases to 2(1− 1

r ) in the k-hurdle case, thereby matching
our approximation bound. Our second approximation result is based on half-
integrality, where we simplify and extend the work of Garg et al. [13] to the
k-hurdle case.

The k-hurdle multicut problem takes as input r terminal pairs (si, ti) . . . (sr, tr)
and asks us to select a minimum-cost subset of edges that cuts each si-ti path
at least ki times, where the hurdle count ki can now vary by commodity. The
k-hurdle multicut problem seems somewhat more difficult to approximate well if
we wish to find a solution containing all of the required hurdles. For any constant
ε > 0, we show how to compute a solution that provides a 1 − ε fraction of the
required hurdles (rounded up) for each commodity, whose cost is at most O(log n)
times that of an optimal k-hurdle solution. If ki = O(1) for every commodity i,
we therefore obtain an O(log n)-approximation. For the special case of k-hurdle
multicut in a tree, we obtain a 2-approximation algorithm.

1.1 Literature Review

Many authors [4,21,22,25,26] have studied the k-hurdle problem (also known
as the minimum k-cut problem in the literature), and several polynomial-time
solution algorithms for it are known. Its linear programming relaxation can be
solved in polynomial time using the ellipsoid method (using a shortest path
algorithm as a feasibility oracle), and it can also be restated using a polynomial
number of constraints. Burch et al. [4] show that as a consequence of total
unimodularity, one can always find an optimal integer-valued solution.

The k-hurdle problem and its relatives arise often in practice in the domain
of network interdiction, also called network inhibition (see, e.g., [3,7,23,24,27]),
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where for example we might want to build multiple redundant layers of check-
points for inspecting goods being shipped through a network, or we might want
to disable multiple layers of edges in a network to inhibit the movement of a
malicious adversary. The k-hurdle problem and its LP relaxation can also be
viewed as special cases of “shortest path” network interdiction problems, where
we can pay c(e) per unit length to increase the length of edge e, with a goal of
increasing the shortest s-t path length to at least k; see also [16].

The dual of the k-hurdle problem is known in the literature as the k-maximum
flow problem [26], and since it can be expressed as a minimum cost circulation
problem with unit costs, we can solve it (and hence also the k-hurdle problem)
in Õ(mn) time [14], where Õ hides logarithmic factors. Linear programs of this
flavor are often found in network upgrading and improvement applications, where
we want to maximize the amount of additional flow one can send from s to t
(typically subject to a budget constraint), where the capacity of certain edges
can be upgraded at a price; see [10,18,20] for further details.

The classical (k = 1) multiway cut problem is APX-hard for r ≥ 3 terminals
[8], but can be approximated fairly well. There are several ways to obtain a
2(1−1/r)-approximation bound, the first being a simple “isolating cut” heuristic
due to Dahlhaus et al. [8]. A performance bound of 2 is also achievable via LP
rounding, since the natural LP relaxation of the multiway cut problem is known
to be 1/2-integral. Recently, Călinescu et al. [5] developed an elegant (1.5 − 1

r )-
approximation algorithm that solves an LP to embed a graph into an r-simplex,
then cuts the simplex using side-parallel cuts (hyperplanes parallel to the faces
of the simplex) to induce a multiway cut in the graph. This same approach was
improved by Karger et al. [17] to obtain a guarantee of 1.3438, and Karger et
al. as well as Cheung et al. [6] independently obtained a guarantee of 12/11 for
the special case of r = 3.

The classical multicut problem (ki = 1 for every commodity i = 1 . . . r), is
APX-hard for r ≥ 3 and can be approximated to within an O(log r) factor using
the prominent “region-growing” approach of Garg et al. [11]. In a tree, one can
obtain a 2-approximation algorithm using the primal-dual algorithm of Garg
et al. [12], or a more recent approach independently discovered by Golovin et
al. [15] as well as Levin and Segev [19].

2 k-Hurdle Multiway Cut

Let t1 . . . tr denote a set of terminals, and let P denote the set of all terminal-
to-terminal paths. We can write the NP-hard k-hurdle multiway cut problem as
the following integer program,

OPT = Minimize
∑

e∈E

x(e)c(e)

(IP2) Subject to x(p) ≥ k ∀p ∈ P
x(e) ∈ {0, 1} ∀e ∈ E,

whose corresponding LP relaxation we denote by LP2.
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2.1 Sacrificing One Hurdle

We begin our study of the k-hurdle multiway cut problem by showing the fol-
lowing pseudo-approximation result.

Theorem 1. In polynomial time, one can obtain a (k − 1)-hurdle solution of
cost at most OPT , where OPT denotes the cost of an optimal solution with k
hurdles.

Let x be an optimal solution to LP2 of cost zLP2, and let dx(u, v) denote
the shortest path distance from u to v using edge lengths x. Choose α uni-
formly at random from [0, 1] and consider making concentric cuts around each
terminal as follows. We define Ei,ρ as the set of edges uv ∈ E such that
ρ ∈ [dx(ti, u), dx(ti, v)] and let Ei denote the union of Ei,ρ over all ρ ∈ {α, 1 +
α, 2 + α, . . .} ∩ [0, �k/2�]. The “cutset” Ei contains the edges chosen by ti for
inclusion in our cut. Visually, we think of Ei as defined by a set of concentric
rings emanating out from ti at distances α, 1 + α, and so on. Although these
rings do not overlap, if k is even, an edge e straddling the frontier at mutual
distance k/2 from two terminals ti and tj could be included in both Ei and Ej ;
otherwise, e will belong to at most one cutset Ei. We now show that S = ∪r

i=1Ei

is a (k − 1)-hurdle multiway cut whose cost is at most zLP2 ≤ OPT .

Lemma 1. E[c(S)] ≤ zLP2.

Proof. Note that Pr[e ∈ S] ≤ xe, since due to the triangle inequality, the range
of values of α that result in e ∈ S has size at most xe. This is true even in
the special case where e belongs to two different cutsets Ei and Ej . Therefore,
E[c(S)] =

∑
e c(e)Pr[e ∈ S] ≤

∑
e c(e)x(e) = zLP2.

Lemma 2. The set S is a (k − 1)-hurdle multiway cut.

Proof. Consider any path p ∈ P connecting some terminal ti to some other
terminal tj . Let pi = p ∩ Ei and pj = p ∩ Ej . Suppose first that k is odd, in
which case |pi| ≥ (k − 1)/2, |pj | ≥ (k − 1)/2, and pi ∩ pj = ∅, from which it
follows that |p ∩ S| ≥ k − 1. On the other hand, if k is even, then |pi| ≥ k/2 and
|pj | ≥ k/2 but one edge e in p might appear in pi ∩ pj , so again |p ∩ S| ≥ k − 1.

A slight variation on the argument above allows us to prove that LP2 is 1/2-
integral, thereby giving an immediate 2-approximation algorithm for the k-
hurdle multiway cut problem, and also (by appropriately generalizing the meth-
ods in [13]) a (2 − 1

r )-approximation.

Theorem 2. LP2 is 1/2-integral.

Proof. Let x be an optimal fractional solution to LP2. Select α ∈ [0, 1/2] uni-
formly at random. For each terminal i, construct k sets of edges Ei,ρ as above
for ρ ∈ {α, 1 − α, 1 + α, 2 − α, 2 + α, 3 − α, . . .} ∩ [0, k/2]. Set x∗(e) to half
the total number of sets Ei,ρ in which edge e appears. We claim that the
1/2-integral solution x∗ is optimal for LP2. To show that x∗ is feasible for
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Fig. 1. Illustrations of (a) the cutting scheme used to obtain a 2(1−1/r)-approximation
(with k = 4), and (b) the cutting scheme used by our pseudo-approximation algorithm

LP2, note that x∗(e) ≤ 1 for every edge e (even in the special case where e
straddles the frontier at distance k/2 between two terminals), and also that
x∗(p) ≥ k for any p ∈ P connecting terminal ti to tj , since each of the 2k
total sets Ei,ρ and Ej,ρ contributes 1/2. By linearity of expectation, we have
E[x∗(e)] ≤ x(e) for each edge e, so letting C denote the cost of the solution
x∗, we have E[C] = E[

∑
e c(e)x∗(e)] ≤

∑
e c(e)x(e) = zLP2. However, since

C ≥ zLP2 always holds, we conclude that C = zLP2 irrespective of α.

We remark that if we replace edges with vertices, this same proof also establishes
1/2-integrality for the analogous LP relaxation of the vertex k-hurdle multiway
cut problem. Garg et al. [13] have previously proved 1/2-integrality for the vertex
version of the standard multiway cut problem, so our argument above gives
not only gives a simpler alternative proof of this result, but it also provides a
generalization to multiple layers of hurdles.

2.2 A 2(1 − 1/r)-Approximation Algorithm Via Simplex
Embeddings

The currently strongest approximation algorithms for the classical multiway cut
problem are based on a stronger linear programming relaxation that serves to
embed a graph G into the r-simplex, after which a randomized cutting scheme
slices up the simplex using side-parallel cuts (hyperplane cuts parallel to the faces
of the simplex), thereby inducing a multiway cut in G. In this section, we show
how to generalize this approach to obtain a 2(1− 1/r)-approximation algorithm
for the k-hurdle multiway cut problem. In addition, we show the (perhaps even
more interesting) result that the integrality gap of the embedding increases to
2(1−1/r) in the k-hurdle case, thereby matching our approximation bound. One
therefore cannot hope to achieve a stronger result by generalizing the stronger
multiway cut approximation algorithms of [5,6,17] to the k-hurdle case, since all
of these use the same linear program.
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Let ui denote the ith unit vector in Rr scaled up by k (with coordinate
xi = k, and all others zero), and let Δr = conv(u1 . . . ur) = {x ∈ Rr : (x ≥
0) ∧ (

∑r
i=1 xi = 1)} denote the r-simplex. We wish to compute an embedding

y : V → Δr of minimum volume V ol(y) = 1
2

∑
uv∈E c(uv)||y(u) − y(v)||1 such

that y(ti) = ui for each terminal i ∈ {1, . . . , r}, and such that 1
2 ||y(u)−y(v)||1 ≤

1 for all edges uv ∈ E. Note that the distance between two embedded vertices
y(u) and y(v) is measured as 1

2 ||y(u) − y(v)||1, since the L1 norm turns out
to be the “natural” norm to use for this embedding, and scaling by 1/2 makes
the corners of the simplex all lie at distance k from each-other. This geometric
relaxation is stronger than LP2, since by setting x(uv) = 1

2 ||y(u) − y(v)||1, we
can transform y into a feasible solution x for LP2 of cost V ol(y). As shown in
[5,6,17], an optimal embedding y can be computed by solving a simple linear
program. Moreover, by appropriately subdividing edges in the embedding, one
can assume each edge uv is i-j aligned, for some pair of terminals ti and tj ; that
is, y(u) and y(v) differ only in their ith and jth coordinates.

A valid k-hurdle cut of the simplex is a collection of surfaces in Rr such that
(i) any continuous (possibly curved) path p through Δr from any ui to any other
uj must cross at least k surfaces, and (ii) the crossing points must each be at
least 1 unit apart, measuring the distance between any two points x and x′ by
1
2 ||x − x′||1. Any such cut induces a feasible k-hurdle cut in G (by cutting every
edge e crossing a surface), since any terminal-to-terminal path in G must include
at least k edges in the cut. Condition (ii) above is particularly noteworthy, as
it is not necessary for the standard multiway cut problem — without it, we
could have a geometric cut comprised of k surfaces, but this might not cut as
many as k edges along a path in G since a single embedded edge might cross
two or more surfaces. It is this condition that will prevent us from obtaining an
approximation bound stronger than 2(1−1/r). Let C(i, ρ) denote the hyperplane
{x ∈ Rr : xi = ρ}. We call C(i, ρ) a side-parallel cut, since it runs parallel to
the face of Δr opposite ui. We henceforth focus only on side-parallel cuts.

A cutting scheme, is a probability distribution over k-hurdle cuts of the sim-
plex. Consider the following such distribution D: pick α ∈ [0, 1] uniformly at
random and select one terminal tj uniformly at random to remove from consid-
eration. For each of the r − 1 remaining terminals ti, we include the family of k
concentric side-parallel cuts C(i, α), C(i, 1 + α), . . . , C(i, k − 1 + α). Figure 1(a)
illustrates a the set of side-parallel cuts comprising one such cut from D. In the
literature, a cutting scheme comprised of side-parallel cuts is sometimes known
as a SPARC.

Theorem 3. The cutting scheme D gives us a 2(1 − 1/r)-approximation algo-
rithm for the k-hurdle multiway cut problem.

Proof. The expected cost of a k-hurdle multiway cut produced by D is
∑

uv∈E

c(uv)Pr[uv cut] =
(

1 − 1
r

) ∑

uv∈E

c(uv)||y(u)−y(v)||1 = 2
(

1 − 1
r

)

V ol(y),

where the first equality uses Lemma 3. Since V ol(y) ≤ OPT , the approximation
bound follows.
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Fig. 2. Graphs illustrating the integrality gap of 2(1 − 1/r) in Theorem 4: (a) G3,3,
along with its simplex embedding, and (b) G4,4

Lemma 3. For any edge uv, Pr[uv cut by D] = (1 − 1/r)||y(u) − y(v)||1.

Proof. Let x = y(u) and x′ = y(v). Assume without loss of generality that
uv is i-j aligned. Only cuts C(i, ·) or C(j, ·) can potentially cut uv (the others
are parallel to uv). The family of cuts C(i, ·) will cut uv with total probability
(1 − 1/r)|x′

i − xi| (this includes the probability that terminal i is used in D).
Similarly, the probability uv is cut by the family C(j, ·) is (1 − 1/r)|xj − x′

j |.
Applying a union bound, Pr[uv cut by D] = (1 − 1/r)(|x′

i − xi| + |x′
j − xj |) =

(1 − 1/r)||x − x′||1. Note that xk = x′
k for all k = i, j.

We note that our pseudo-approximation result from the preceding section is
also obtainable via a simple randomized cutting scheme, illustrated in Figure
1(b): pick α ∈ [0, 1] uniformly at random, and include cuts C(i, α), C(i, 1 +
α), . . . , C(i, �k/2� − 1 + α) for each terminal ti. A similar argument to that
of Lemma 3 shows that the expected cost of this cutting scheme is at most
V ol(y) ≤ OPT ; however, it does not guarantee k hurdles along any ti-tj path.
In the case that k is even, any such path p does indeed cross k cuts, but an
edge in the middle of the path might cross two cuts, as shown in the figure. If
k is odd, every path p only crosses k − 1 cuts; this is analogous to the proof of
Lemma 2.

Theorem 4. For k ≥ 2 and r ≥ 3, the integrality gap of our simplex embedding
is precisely 2(1 − 1/r).

Proof. Our approximation algorithm above provides an upper bound of 2(1 −
1/r), so we focus on the matching lower bound. For any k ≥ 2 and any r ≥ 3,
we construct a graph Gkr having integrality gap 2(1−1/r) as follows. Start with
an r-clique whose vertices are the r terminals t1 . . . tr. Then subdivide each edge
into k + 1 individual edges. Let Si denote the set of vertices adjacent to ti. For
each i = 1 . . . r, we form a clique of infinite-cost edges on the vertices in Si. Set
the cost of each remaining edge to zero, except the r(r−1) edges incident to the
terminals, which have unit cost. Figure 2 shows an example of G3,3 and G4,4.
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We achieve an optimal integral k-hurdle multiway cut in Gkr by setting with
xe = 1 for all zero-cost and unit-cost edges e except the unit-cost edges adjacent
to a single terminal, chosen arbitrarily. If there were two terminals ti and tj
incident to edges not selected in our solution, then a path from ti to tj containing
fewer than k selected edges would exist. Therefore, OPT = (r − 1)2. When we
embed Gkr in a simplex, the cliques S1 . . . Sr collapse into single points, the
embedded length of each unit-cost edge becomes 1/2 (again measured according
to half the L1 norm), and the zero-cost edges end up with unit length. Since
the total volume of this embedding is r(r − 1)/2, we obtain an integrality gap of
2(1 − 1/r).

3 k-Hurdle Multicut

As we have mentioned previously, the k-hurdle multicut problem seems some-
what more difficult to approximate than the classical multicut problem, partic-
ularly if we seek a solution that obtains all the required hurdles. In this section,
we describe a pseudo-approximation algorithm based on the prominent “region-
growing” algorithm of Garg et al. [11] that, for any constant ε > 0, outputs a
solution providing a 1 − ε fraction (rounded up) of the required hurdles for each
commodity, whose cost is at most O(log n) times that of an optimal k-hurdle so-
lution. After this, we describe a 2-approximation algorithm for the special case
of trees. We begin with the integer programming formulation of the k-hurdle
multicut problem,

OPT = Minimize
∑

e∈E

x(e)c(e)

(IP3) Subject to x(p) ≥ ki ∀i ∈ {1, . . . , r}, p ∈ Pi

x(e) ∈ {0, 1} ∀e ∈ E,

whose LP relaxation we denote by LP3. Our pseudo-approximation algorithm
is as follows:

1. Solve LP3 to obtain an optimal fractional solution x (this can be done in
polynomial time with the ellipsoid algorithm).

2. Set δ = ε2 and let x = x/δ.
3. Generate a new instance I ′ by adding a source-sink pair (u, v) for each

u, v ∈ V such that |dx(si, u) − dx(si, v)| ≥ 1 for some existing terminal
pair (si, ti).

4. Use the region-growing algorithm of Garg, Vazirani, and Yannakakis [11] to
round x to an integer solution x′ for instance I ′. Return x′.

Note that x would be an optimal fractional solution for LP3 for the instance
I ′ if only xe ≤ 1 for all e ∈ E. However, the GVY region-growing algorithm is
not adversely affected by the fact that xe > 1 for some edges e — it still returns
an integer solution of cost at most O(log R) times the objective value of our
LP, where R is the number of commodities in the instance. In our case, since
R ≤ n2 for the instance I ′, we obtain a solution of cose at most O(log n) times
zLP3/δ = zLP3/ε2).
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Theorem 5. The algorithm above returns an integer solution x′ for which
x′(p) ≥ �(1 − ε)ki� for every i ∈ {1, . . . , r} and p ∈ Pi.

Proof. We use the following fact about the GVY region-growing algorithm: for
each commodity (si, ti), it makes a cut at some radial distance ρi ≤ 1 from
either si or ti. Consider now any commodity i ∈ {1, . . . , r} and any path p ∈ Pi.
As we walk along p from si to ti, we acquire at least one hurdle for every
1+1/δ units of distance traveled. More precisely, we show how to obtain at least
�(x(p) − 1)/(1 + 1/δ)� hurdles, which is at least (1 − ε)ki since x(p) ≥ ki/δ and
δ = ε2.

Define q = �x(p)/(1 + 1/δ)�. Let v0 = si and vq = ti, and define vi for
i ∈ {1, . . . , q − 1} as the farthest vertex along p from si such si and v are no
more than q(1 + 1/δ) units of distance apart on p. Let pi, i = 1 . . . q denote the
subpath of p from vi−1 up to vi. We claim that x′(pi) ≥ 1 for each i ∈ {1 . . . q−1},
and that x′(pq) ≥ 1 if x(pq) ≥ 1. Consider any i ∈ {1, . . . , q−1}. Since x(e) ≤ 1/δ
for all e ∈ E, we must have x(pi) ≥ 1; otherwise, the first edge in pi+1 would
rightly belong to the end of pi, since the length of pi in this case would still be at
most 1 + 1/δ. Finally, if x(pi) ≥ 1, then pi must be cut by the GVY algorithm,
since a radial cut at distance ≤ 1 will be made from at least one endpoint of pi.

By setting ε appropriately, we obtain a true O(log n)-approximation algorithm
for the special case where ki = O(1) for all commodities i. Since in practice
we often wish to set up only two or three redundant layers of “checkpoints” for
inspecting traffic through a network, we expect this special case to occur quite
frequently.

3.1 A 2-Approximation for Trees

We now focus on the special case of a tree. We note with some interest that the
well-known primal-dual algorithm of Garg et al. [12] does not seem to generalize
in a straightforward fashion to the k-hurdle case, especially for the “non-uniform”
case where ki can vary by commodity. For the uniform case where all ki are equal,
the primal-dual approach does lead to a 3-approximation bound. However, by
generalizing a more recent approach of Golovin et al. [15] and Levin and Segev
[19], we show how to obtain 2-approximation algorithm.

Consider the integer programming formulation of the k-hurdle multicut prob-
lem in a tree,

OPT = Minimize
∑

e∈E

x(e)c(e)

(IP4) Subject to x(Pi) ≥ ki ∀i, 1 ≤ i ≤ r
x(e) ∈ {0, 1} ∀e ∈ E,

whose LP relaxation we denote by LP4. Our approach is based on the following
key property, mentioned in [15,19].

Lemma 4. If each commodity (si, ti) is unidirectional (si and ti having an
ancestor-descendant relationship), then LP4 is totally unimodular.
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We can therefore compute an integer optimal solution to LP4 in polynomial time
if all commodities are unidirectional. In fact, we can compute such a solution in
strongly polynomial time, since the dual of LP4 can be stated as a minimum-
cost flow problem (we will include more detail on this issue in the full version of
this paper). In the unit cost case, we can even use a simple combinatorial greedy
algorithm in lieu of solving LP4 [2]: root the tree and perform a postorder scan
over its edges, setting x(e) = 1 if |Pi ∩ Pe| − x(Pi ∩ Pe) = ki − x(Pi) for any
commodity i (here, Pe denotes the path from e up to the root).

Let x be an optimal solution to LP4 of cost zLP4. Although x may in general
be non-integral, we can use x to construct a new instance of LP4, NLP , whose
commodities are all unidirectional, and whose optimal (integral) solution gives
us a 2-approximate solution to IP . For each commodity i that is not unidirec-
tional, let ui be the lowest common ancestor of si and ti, and replace i with two
commodities i′ and i′′, having source-sink pairs (si′ , ti′) = (si, ui) and (si′′ , ti′′) =
(ui, ti) and hurdle demands ki′ = round(x(Pi′ )) and ki′′ = round(x(Pi′′ )) The
function round(x) evaluates to �x� if the fractional part of x is at least 0.5, and
�x� otherwise. This approach can be viewed as a strict generalization of [15,19]
for the simpler unit hurdle case of ki = 1, where i′ and i′′ are each included in
NLP only if x(Pi′ ) ≥ 0.5 or x(Pi′′ ) ≥ 0.5, respectively.

Consider now an optimal integer-valued solution x∗ to NLP . We know that x∗

is feasible for IP since x∗(Pi) = x∗(Pi′ )+x∗(Pi′′ ) ≥ ki′ + ki′′ = round(x(Pi′ ))+
round(x(Pi′′ )) ≥ �x(Pi)� ≥ ki for each original commodity i. We now only need
to show that the cost of x∗ is at most 2OPT . In [15,19], this is easily achieved
since LP4 in the unit hurdle case does require constraints of the form x(e) ≤ 1,
so 2x is a feasible solution for NLP , and therefore zNLP ≤ 2zLP4 ≤ 2OPT . In
our case, however, 2x may not be feasible for NLP , since doubling any x(e) > 0.5
will violate the constraint that x(e) ≤ 1. However, by first truncating 2x, we can
show an analogous result.

Lemma 5. The solution x = min(2x,1) is feasible for NLP .

Proof. Consider a particular unidirectional commodity j in NLP (so j = i′

or j = i′′ for some commodity i in the original instance). We will show that
x(Pj) ≥ kj . Note that kj was obtained by rounding x(Pj) up or down. If kj was
obtained by rounding x(Pj) down, then clearly x(Pj) ≥ x(Pj) ≥ kj . Henceforth,
let us therefore assume kj was obtained by rounding x(Pj) up, which implies
that �x(Pj)� − x(Pj) ≤ 0.5. Let Lj denote the set of “large” edges e ∈ Pj with
x(e) ≥ 0.5 and let Sj denote the “small” edges e ∈ Pj with x(e) < 0.5. We can
express x(Pj) = |Lj| + 2x(Sj). If x(Sj) = 0, then x(Pj) = |Lj | ≥ �x(Lj)� =
�x(Pj)� = kj . Therefore, we assume x(Sj) > 0 and consider two cases:

1. �x(Sj)�−x(Sj) ≤ 0.5. Here, since x(Sj) ≥ �x(Sj)�−0.5 and x(Sj) ≥ 0.5, we
have 2x(Sj) ≥ �x(Sj)�. Therefore, x(Pj) = |Lj| + 2x(Sj) ≥ |Lj | + �x(Sj)� =
�|Lj| + x(Sj)� ≥ �x(Lj) + x(Sj)� = �x(Pj)� = kj .

2. �x(Sj)� − x(Sj) > 0.5. By expanding out our assumption that �x(Pj)� −
x(Pj) ≤ 0.5, we obtain 0.5 ≥ �x(Sj) + x(Lj)� − (x(Sj) + x(Lj)), which
implies that x(Lj) > �x(Sj) + x(Lj)� − �x(Sj)�. Since |Lj | ≥ x(Lj) >
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�x(Sj) + x(Lj)� − �x(Sj)� and |Lj | is an integer, we have |Lj | ≥ �x(Sj) +
x(Lj)� − �x(Sj)�. Therefore, x(Pj) = |Lj| + 2x(Sj) ≥ |Lj | + �x(Sj)� ≥
�x(Sj) + x(Lj)� = �x(Pj)� = kj .

Since x is feasible for NLP and its cost is at most 2zLP4, we have zNLP ≤
2zLP4 ≤ 2OPT , so our integer optimal solution x∗ to NLP is a 2-approximation.

We close with one final note. 2-approximation algorithms for multicut on a
tree are often phrased as 2-approximation algorithms for the set cover problem
for the special case that we have a “tree representable” set system. Our result
above admits a similar interpretation:

Theorem 6. There exists a 2-approximation algorithm for the general covering
integer program min{cT x : Ax ≥ b} in the special case where A encodes a “tree
representable” set system.

4 Concluding Remarks and Open Problems

The primary open question remaining is whether one can develop stronger
approximation bounds for the k-hurdle multicut problem. Can one obtain a
true approximation algorithm for non-constant ki? Can one approximate an r-
commodity instance and obtain an approximation bound in terms of r rather
than n? Another interesting question one can address is whether a good approxi-
mation result can also be obtained for the k-hurdle version of the multi-multiway
cut problem [1].
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Abstract. We study a crossing minimization problem of drawing a bi-
partite graph with a radial layout of two orbits. Radial layouts have
strong application in social network visualization, displaying centrality
of actors. The problem is called the one-sided crossing minimization if the
positions of vertices in one of the two orbits are fixed, and is known to be
NP-hard. We present the first approximation algorithm, proving that the
one-sided crossing minimization in a radial layout is 15-approximable.

1 Introduction

Given a bipartite graph G = (V, W, E) with two parallel straight lines L1 and L2,
a 2-layered drawing consists of placing all vertices in the first vertex set V on L1

and placing all vertices in the second vertex set W on L2. In a 2-layered drawing,
each edge is represented as a straight-line segment joining the end-vertices, as
shown in Fig. 1(a). For a given ordering of vertices in W on L2, the one-sided
crossing minimization problem asks to find an ordering of vertices in V on L1 so
that the number of edge crossings between two layers is minimized, whereas the
two-sided version asks to find orderings of W on L2 and V on L1 to minimize
the number of edge crossings.

In a radial drawing of a bipartite graph, we consider orbits instead of hori-
zontal lines. Given two orbits O1 and O2 with the common center in the plane,
we draw a bipartite graph G = (V, W, E) so that the vertices in V (resp., W )
are placed on O1 (resp., O2) and each edge is drawn as a simple curve in the
area between O1 and O2 (see Fig. 1(b)).

In horizontal 2-layered drawings, the embedding is fully determined by the
vertex orderings of V and W . For radial drawings, however, it is also necessary
to know where the orderings start (without loss of generality, counter clockwise)
and end on each orbit. For this, we introduce a ray that indicates this borderline
between the first and last vertices in the orderings. The ray is a straight-line
segment that intersects each orbit exactly once, as shown in Fig. 1(b). An edge
e ∈ E is called a cut edge in a drawing if it intersects the ray of the drawing.
� This is an extended abstract. This research was partially supported by the Scientific

Grant-in-Aid from Ministry of Education, Culture, Sports, Science and Technology
of Japan.
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Fig. 1. (a) A horizontal drawing D = (π, σ); (b) A radial drawing D = (π, σ, ψ) with
two orbits O1 and O2, where ψ(e1) = 0, ψ(e2) = 1, ψ(e3) = −1, and ψ(e4) = −2

Both 2-layered horizontal and radial drawings are used in VLSI layout design,
and the fundamental building block for drawing graphs in a hierarchical fashion
[1,4,8]. In particular, radial layout is one of popular drawing convention in social
network visualization for displaying centralities. Centrality measures are one of
the fundamental concepts in social network analysis to identify important actors
in the social network [9]. In a radial drawing of a social network, the most
prominent actor is placed in the center, and then other actors are embedded on
the concentric circles, based on their centrality values.

Recently, human experiments suggested that edge crossing is one of the most
important aesthetics criteria for understanding of a graph drawing. Further, in
some applications such as VLSI layout design, layouts with less edge crossings
can lead to a product with less cost and higher reliability. As a result, there is a
rich literature on minimizing edge crossings of layouts in Graph Drawing.

Note that the crossing minimization problem in horizontal 2-layered drawings
are well studied. Both two-sided and one-sided crossing minimization problems
in horizontal layouts are NP-hard [2]. For the one-sided crossing minimization
problem, a number of heuristics, approximation algorithms and exact algorithms
have been proposed [2,3,5,8]. A well known lower bound LB(G, σ) on the min-
imum number of crossings is obtained by summing up min{χuv, χvu} over all
vertex pairs u, v ∈ V , where χuv denotes the number of crossings generated by
edges incident to u and v when u precedes v in the ordering. A median heuristic
produces a 3-approximate solution based on the lower bound LB(G, σ). Cur-
rently, the best known algorithm for the problem delivers a drawing with at
most 1.4664LB(G, σ) crossings [5]. For the two-sided crossing minimization, it
is shown that the problem is O(log n)-approximable, when the maximum degree
over the minimum degree is bounded by a constant [7].

However, the crossing minimization problem in radial layouts has not been
well studied. In this paper, we study the problem of finding a radial drawing D
of a bipartite graph G = (V, W, E) that minimizes the number of edge crossings
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in D, when a vertex ordering σ of W is fixed. We call this problem the one-sided
crossing minimization problem in a radial layout. Recently, this problem was
shown to be NP-hard, and a number of heuristics are presented [1]. However,
it was left open to obtain a constant-factor approximation algorithm for radial
layouts [1]. There is no approximation algorithm with a theoretical performance
guarantee for the crossing minimization in radial layouts.

Note that the problem of crossing minimization in radial layout is more chal-
lenging, as it involves both vertex ordering and edge routing problems. That is,
even if the orderings of vertices in both orbits are fixed, we still need to decide
how to route (i.e. clockwise or counter clockwise) each edge around the inner
orbit in order to minimize the number of edge crossings in a radial layout. It
would be the fundamental observation to know whether the freedom in drawing
edges around the inner orbit makes the one-sided crossing minimization hard
to be approximated or not. The one-sided crossing minimization problem in
horizontal layout admits the lower bound LB(G, σ). However, no such effective
lower bound is known to the one-sided crossing minimization problem in radial
layouts.

The main contribution of this paper is to provide the first constant-factor ap-
proximation algorithm to the one-sided crossing minimization in a radial layout.
More specifically, we prove the following.

Theorem 1. The one-sided crossing minimization in a radial layout is 15-
approximable. ��

Our main idea is to reduce a given instance of the one-sided crossing mini-
mization in a radial layout to that of the one-sided crossing minimization in a
horizontal layout. We present a new technique to convert a problem instance in
a radial layout into that in a horizontal layout by introducing a bounded num-
ber of new edge crossings. This enables us to use the well-known lower bound
on the one-sided crossing minimization in horizontal layouts and to derive a
15-approximation algorithm to the one-sided crossing minimization in a radial
layout.

In Section 2, we formally define a horizontal layout and a radial layout of a
bipartite graph, and review basic properties. Section 3 investigates a property
of radial drawings in which at least one edge receives no edge crossings, and
proves that among such drawings, there is a 3-approximate solution to the one-
sided crossing minimization problem in a radial layout. Section 4 proves that
the problem of finding an optimal radial drawing with a crossing-free edge is 5-
approximable, by reducing the problem to the one-sided crossing minimization
problem in a horizontal layout. The results in Sections 3 and 4 imply Theorem 1.
Section 5 makes some concluding remarks.

2 Preliminaries

Let G = (V, W, E) be a simple bipartite graph with vertex sets V and W and an
edge set E. For a vertex v ∈ V in G, let E(v; G) denote the set of edges incident
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to v, Γ (v; G) denote the set of neighbors of v (i.e., vertices adjacent to v) in G,
and d(v; G) denote the degree of a vertex v, i.e., d(v; G) = |E(v; G)| = |Γ (v; G)|.
A subgraph G′ = (V ′, E′) of G = (V, E) is induced by V ′ if E′ is given by
E′ = {e ∈ E | the both end vertices of e belong to V ′}, and G′ may be denoted
by G[V ′]. Throughout the paper, we assume that d(u; G) ≥ 1 for all u ∈ V ∪W .

2.1 Horizontal Layouts

Let π and σ denote permutations of {1, 2, . . . , |V |} and {1, 2, . . . , |W |}, respec-
tively. A pair of π and σ defines a horizontal drawing of G in the plane in such
a way that, for two parallel horizontal lines L1 and L2, the vertices in V (resp.,
in W ) are arranged on L1 (resp., L2) according to π (resp., σ) and each edge is
displayed by a straight line segment joining the end-vertices. For any choice of
coordinates of points for vertices in V ∪ W in a horizontal drawing of G defined
by (π, σ), two edges (v, w), (v′, w′) ∈ E intersect properly (or create a crossing)
if and only if (π(v) − π(v′))(σ(w) − σ(w′)) is negative.

Given a bipartite graph G = (V, W, E) and a permutation σ on W , the one-
sided crossing minimization problem asks to find a permutation π on V that
minimizes the number of crossings in a horizontal drawing (π, σ) of G.

For an ordered pair of two vertices u, v ∈ V , let χ(u, v; G) denote the number
of crossings generated by an edge incident to u and an edge incident to v when
π(u) < π(v) holds in a horizontal drawing D = (π, σ). The total number χ(D; G)
of edge crossings of D = (π, σ) in G is given by

χ(D; G) :=
∑

u,v∈V :π(u)<π(v)

χ(u, v; G).

From this formula, we observe the next lower bound on the minimum χ(D; G).

Lemma 1. Given a bipartite graph G = (V, W, E) and a permutation σ
on W , let LB(G, σ) =

∑
u,v∈V min{χ(u, v; G), χ(v, u; G)}, and χ∗

h(G, σ) =
min{χ(D; G) | D = (π, σ), a permutation π on V }. Then it holds LB(G, σ) ≤
χ∗

h(G, σ) ��

It is known that χ∗
h(G, σ) ≤ 1.4664LB(G, σ) always holds, and there is an in-

stance (G, σ) with χ∗
h(G, σ) = 1.1818LB(G, σ) [5].

Eades and Wormald [2] gave an algorithm, called the median heuristic, which
produces a horizontal drawing D = (π, σ) with χ(D; G) ≤ 3LB(G, σ), i.e., a
3-approximate solution. Here we review the median heuristic with a slight mod-
ification. Let σ be a fixed permutation on W . We define the median med(v)
of a vertex in v ∈ V , where dv = d(v; G) and Γ (v; G) = {w1, w2, . . . , wdv}
(σ(w1) < σ(w2) < · · · < σ(wdv )), by

med(v) :=

{
σ(w dv+1

2
) if dv is odd,

1
2 (σ(w dv

2
) + σ(w dv

2 +1)) if dv is positive and even,
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where med(v) for a vertex v with dv = 0 can take any value in {1, 2, . . . , |V |}.
Note that if dv ≥ 2 is even, then med(v) �∈ {σ(w) | w ∈ Γ (v; G)} (med(v) was
defined as σ(w dv

2
) if dv is even in [2]).

A permutation π has the median property with respect to σ if π is a total
order obtained from med, i.e., π(u) < π(v) implies med(u) ≤ med(v) for every
two vertices u, v ∈ V . It is known that if π has the median property with respect
to σ, then χ(D; G) ≤ 3LB(G, σ) holds for D = (π, σ) [2].

2.2 Radial Layouts

Let O1 and O2 be two orbits with the common center in the plane, where O1 is
the inner orbit and O2 is the outer orbit. The positions of vertices in V (resp.,
W ) is defined as a bijective function π : V → {0, 1, . . . , |V | − 1}, (resp., σ : V →
{0, 1, . . . , |W | − 1}) where positions 0, 1, . . . , |V | − 1 (resp., 0, 1, . . . , |W | − 1)
appear in this order when we traverse O1 (resp., O2). Each edge is drawn as a
simple curve in the area between O1 and O2.

In horizontal drawings with two layers, a crossing between two edges only
depends on the orderings of the end vertices. In radial drawings, however, it is
also necessary to consider the direction in which the edges are wound around the
inner orbit. Moreover, edges can also be wound around the inner orbit multiple
times. We call this the offset, represented by a function ψr : E → Z, where Z

is the set of integers. Thus, |ψ(e)| counts the crossings of an edge e ∈ E with
the ray. An edge e is a cut edge if and only if |ψ(e)| > 0. If ψ(e) < 0 (resp.,
ψ(e) > 0), then e is a clockwise (resp., counter-clockwise) cut edge. Thus, the
sign of ψ(e) reflects the mathematical direction of rotation. Observe that in the
above definition a cut edge cannot cross the ray clockwise and counter-clockwise
simultaneously. See Fig 1(b). For simplicity, ψ(e) for an edge e = (u, v) may be
denoted by ψ(u, v).

We define a radial drawing D to consist of the vertex ordering of (π, σ) and
the edge offset ψ, i.e., D = (π, σ, ψ). Given a radial drawing and an edge e∗, let
denote ψ(e; e∗), e ∈ E − {e∗} the offset of e when e∗ is regarded as the ray. For
example, ψ(e2; e3) = 1 and ψ(e1; e3) = ψ(e4; e3) = 0 hold in Fig 1(b).

We are now ready to describe crossings between edges in a radial drawing
D. Note that there may be more than one crossing between two edges. Let
χ(e1, e2; D) denote the number of crossings between two edges e1, e2 ∈ E. Let
sgn : R → {−1, 0, 1} denote the signum function.

Lemma 2. [1] Let D = (π, σ, ψ) be a radial drawing of a bipartite graph G =
(V, W, E). Then the number of crossings between two edges e1 = (u1, v1), e2 =
(u2, v2) ∈ E is

χ(e1, e2; D) = max
{

0, |ψ(e2) − ψ(e1) +
b − a

2
| +

|a| + |b|
2

− 1
}

,

where a = sgn(π(u2) − π(u1)) and b = sgn(σ(v2) − σ(v1)). ��
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We define
χ(e; D) =

∑

e′∈E−{e}
χ(e, e′; D) for e ∈ E,

χ(D; G) =
∑

e,e′∈E:e�=e′

χ(e, e′; D),

where χ(D; G) = 1
2

∑
e∈E χ(e; D) holds. We may write χ(D; G) as χ(D) if the

underlying graph G is clear from the context.
In this paper, we consider a radial drawing with the minimum number of edge

crossings, and hence we assume that a given radial drawing satisfies the following
conditions:

(C1) Every two edges e and e′ cross each other at most once.
(C2) No two edges e and e′ incident to the same vertex cross each other.

This is because otherwise we can reduce χ(e, e′; D) in (C1) by two (resp., (C2)
by one) without increasing the number of crossings between any other two edges.

In this paper, we consider the problem of finding a radial drawing D =
(π, σ, ψ) of a bipartite graph G = (V, W, E) that minimizes χ(D) when a vertex
ordering σ of W is fixed. We call this problem the one-sided crossing minimiza-
tion in a radial layout. Let χ∗

r(G, σ) denote the optimal value, i.e., the minimum
number of crossings over all radial drawings of G with a specified position σ
of W .

3 Radial Drawings with Crossing-Free Edges

An edge e is called crossing-free in a radial drawing D if χ(e; D) = 0.

Theorem 2. For any radial drawing D = (π, σ, ψ) of G = (V, W, E), there is
an offset ψ′ of E such that the radial drawing D′ = (π, σ, ψ′) of G has at least
one crossing-free edge and satisfies

χ(D′) ≤ 3χ(D).

Proof. Let k = min{χ(e; D) | e ∈ E}, and ê ∈ argmin{χ(e; D) | e ∈ E}. Hence

2χ(D) =
∑

e∈E

χ(e; D) ≥ k|E|.

Let Ê be the set of edges that cross ê, where we can assume that each edge e ∈ Ê
crosses ê exactly once by (C1). See Fig. 2(a). We now modify the offset ψ(e) of
each edge e ∈ Ê so that the resulting radial drawing D′ = (π, σ, ψ′) satisfy the
lemma. We redraw each edge e ∈ Ê by changing its offset ψ(e) into a new offset
ψ′(e) so that it no longer crosses ê. See Fig. 2(b). For this, let ψ′(e) = 0 for
e ∈ Ê with ψ(e) ∈ {−1, 1}, and ψ′(e) = −ψ(e; ê) for e ∈ Ê with ψ(e) = 0. Let
ψ′(e) = ψ(e) for all e ∈ E − Ê.
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Fig. 2. (a) Edge ê in a radial drawing D; (b) Edges in �E redrawn

Let ψ′ be the resulting offsets of E, and let D′ = (π, σ, ψ′). We easily see that
χ(e, ê; D′) = 0 for all e ∈ E − {ê} and that χ(e, e′; D) = χ(e, e′; D) for all edges
e, e′ ∈ Ê. Since |ψ′(e) − ψ(e)| = 1 for all e ∈ Ê, Lemma 2 tells that redrawing
edge e ∈ Ê can increase the number of crossings between edges e and e′ ∈ E − Ê
at most by |E| − |Ê|. Therefore, we have χ(D′) ≤ χ(D) + k|E| ≤ 3χ(D). ��

By Theorem 2, a given graph G contains an edge ê = (v̂, ŵ) ∈ E (v̂ ∈ V , ŵ ∈ W )
such that χ(D) ≤ 3χ∗

r(G, σ) holds for some radial drawing D = (π, σ, ψ) of G
in which ê is crossing-free. Our aim is now to consider the problem of finding a
radial drawing D with crossing-free edge ê that minimizes the number of edge
crossings for a fixed position σ of W and a specified edge ê. Let Dê be the set
of all radial drawings with the position σ in which ê is crossing-free. Then we
prove the next result.

Theorem 3. For a position σ of W in a bipartite graph G = (V, W, E) and an
edge ê ∈ E, a radial drawing D0 ∈ Dê such that

χ(D0) ≤ 5 min{χ(D) | D ∈ Dê}

can be obtained in polynomial time. ��

By Theorems 2, if we apply Theorem 3 for all edges ê in E, and choose the
best drawing D0 among the resulting drawings, then χ(D0) ≤ 5 min{χ(D) | ê ∈
E, D ∈ Dê} ≤ 15χ∗

r(G, σ) holds. Thus this implies Theorem 1.
In the next section, we discuss how to find a position π and an offset ψ such

that D0 = (π, σ, ψ) satisfies Theorem 3.
In the rest of this section, we derive some conditions on offsets ψ : E →

{−1, 0, 1} such that D = (π, σ, ψ) ∈ Dê that minimizes χ(D) for given positions
π and σ. Consider offset ψ(v, w) of an edge e = (v, w) ∈ E −{ê} with v ∈ V and
w ∈ W . If e is not adjacent to ê, then the offset of e is uniquely determined by
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Fig. 3. (a) A partition of E(v̂; G), where g > q; (b) A partition of E(ŵ; G), where
p > h

the positions of v and w in π and σ, because it does not cross edge ê in D. More
precisely, it is given by

ψ(v, w) =

⎧
⎨

⎩

0 if (π(v) − π(v̂))(σ(w) − σ(ŵ)) > 0,
1 if π(v) < π(v̂) and σ(w) > σ(ŵ),
−1 if π(v) > π(v̂) and σ(w) < σ(ŵ).

(1)

However, if e is adjacent to ê, then it still has two possible ways of drawing
without crossing ê, hence the offset of e cannot be determined only by (π, σ) (see
Fig. 3(a) and (b)). We can assume that no two edges in E(v̂; G) (resp., E(ŵ; G))
cross each other by (C2). There are d(v̂; G) such drawings for E(v̂; G) (resp.,
d(ŵ; G) such drawings for E(ŵ; G)). Thus, E(v̂; G)− {ê} is partitioned into two
subsets Eright

v̂ and Eleft
v̂ , called the right-set and left-set (each of which may be

empty), where edges in Eright
v̂ (resp., Eleft

v̂ ) are drawn so that they enter v̂ on
the right of ê (resp., the left of ê). We define the right-set Eright

ŵ and the left-
set Eleft

ŵ analogously. For g ∈ {1, 2, . . . , d(v̂; G)} and h ∈ {1, 2, . . . , d(v̂; G)}, we
denote by ψπ,σ,ê,g,h the offset of E such that ê is crossing-free, |Eright

v̂ | = g − 1,
and |Eright

ŵ | = h − 1. More precisely, ψπ,σ,ê,g,h is given as follows. For Γ (v̂; G) =
{w1, w2, . . . , wd(v̂;G)} (σ(w1) < σ(w2) < · · · < σ(wd(v̂;G)) and wq = ŵ), if g ≥ q
then

ψπ,σ,ê,g,h(v̂, wi) =
{

0 for 1 ≤ i ≤ d(v̂; G) + q − g,
1 for d(v̂; G) + q − g < i ≤ d(v̂; G)

(see Fig. 3(a)), and if g < q, then

ψπ,σ,ê,g,h(v̂, wi) =
{

−1 for 1 ≤ i ≤ q − g,
0 for q − g < i ≤ d(v̂; G).
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The offset ψπ,σ,ê,g,h(e) of edge e incident to ŵ also can be given analogously (see
Fig. 3(b)). For each edge e ∈ E not adjacent to ê, its offset ψπ,σ,ê,g,h(e) is defined
by (1). From the above argument, to prove Theorem 3, it suffices to consider only
radial drawings in the form of Dg,h = (π, σ, ψπ,σ,ê,g,h), (g ∈ {1, 2, . . . , d(v̂; G)},
h ∈ {1, 2, . . . , d(ŵ; G)}).

Lemma 3. For positions π of V and σ of W in a bipartite graph G = (V, W, E)
and an edge ê = (v̂, ŵ) ∈ E with v̂ ∈ V and ŵ ∈ W , let ψπ,σ,ê,g,h be the offset
with respect to π, σ, ê, g ∈ {1, 2, . . . , d(v̂; G)} and h ∈ {1, 2, . . . , d(ŵ; G)}, and
let Dg,h = (π, σ, ψπ,σ,ê,g,h). Then for any drawing D∗ = (π, σ, ψ∗) ∈ Dê of G, it
holds

min{χ(Dg,h) | 1 ≤ g ≤ d(v̂; G), 1 ≤ h ≤ d(ŵ; G)} ≤ χ(D∗).

��
To prove Theorem 3, we also assume that d(v; G) ≥ 2 for all v ∈ Γ (ŵ; G) −
{v̂}. We easily see that π attains the minimum χ(D) when all vertices v ∈
Γ (ŵ; G) with d(v; G) = 1 appears consecutively including v̂, in particular, they
are contained in Eright

ŵ or Eleft
ŵ completely. Thus, we only need to consider

these two cases, and removing those vertices from such a drawing makes a fixed
amount of change in the crossing number χ(D). Hence, in the next section, we
assume that no vertex with degree 1 (except for v̂) is adjacent to ŵ for simplicity.

4 Reduction from Radial Drawings to Horizontal
Drawings

Let D = (π, σ, ψ) be a radial drawing of a bipartite graph G = (V, W, E), and
ê = (v̂, ŵ) ∈ E be an edge with v̂ ∈ V and ŵ ∈ W . Consider a horizontal drawing
De = (π′, σ′) of the induced graph G[V ∪W −{v̂, ŵ}] as follows. Let π′ (resp., σ′)
denote the permutation of {1, 2, . . . , |V | − 1} (resp., {1, 2, . . . , |W | − 1}) induced
from π by V − {v̂} (resp., σ by W − {ŵ}), i.e.,

π′(v) = π(v) − π(v̂) (mod |V | − 1) for v ∈ V − {v̂},

σ′(w) = σ(w) − σ(ŵ) (mod |W | − 1) for w ∈ W − {ŵ}.

Then we say that π has the median property with respect to (σ, ê) if the permu-
tation π′ has the median property with respect to σ′ in G[V ∪W −{v̂, ŵ}]. Note
that such π can be computed from (σ, ê) in polynomial time without knowing
the information on ψ.

As observed in the previous section, we assume that no vertex v with d(v; G) =
1 (except for v̂) is adjacent to ŵ.

Lemma 4. For a position σ of W in a bipartite graph G = (V, W, E) and an
edge ê = (v̂, ŵ) ∈ E with v̂ ∈ V and ŵ ∈ W , let Dg,h = (π, σ, ψπ,σ,ê,g,h) and
D∗

g,h = (π∗, σ, ψπ∗,σ,ê,g,h) be two radial drawings of G with crossing-free edge ê,
where 1 ≤ g ≤ d(v̂; G) and 1 ≤ h ≤ d(ŵ; G). If π has the median property with
respect to (σ, ê), then, for each g ∈ {1, . . . , d(v̂; G)}, it holds

min{χ(Dg,t) | 1 ≤ t ≤ d(ŵ; G)} ≤ 5χ(D∗
g,h). ��
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Fig. 4. Horizontal drawing DA = (πA, σA) of GA

Let D∗ ∈ Dê be a radial drawing with the minimum crossing number. By
Lemma 3, we can assume that D∗ ∈ Dê is given as D∗

g,h = (π∗, σ, ψπ∗,σ,ê,g,h) for
some g ∈ {1, . . . , d(v̂; G)} and h ∈ {1, . . . , d(ŵ; G)}. By applying Lemma 4 for all
g ∈ {1, . . . , d(v̂; G)}, it holds min{χ(Dg,t) | 1 ≤ g ≤ d(v̂; G), 1 ≤ t ≤ d(ŵ; G)} ≤
5χ(D∗

g,h) = 5χ(D∗), and the drawing D0 = Dg′,t′ attaining the minimum implies
Theorem 3.

Now the remaining task is to prove Lemma 4. For this, we use the median
property of π for a certain instance of the one-sided crossing minimization prob-
lem in a horizontal layout.

Based on G and D∗
g,h, we first define a graph GA and a horizontal drawing

DA as follows. Remove edge ê = (v̂, ŵ) from G. Then split vertex v̂ into two
new vertices v′0 and v′|V | changing the end vertex v̂ of each edge (v̂, wi) in the
right-set (resp., the left-set) of E(v̂; G) − {ê} to v′0 (resp., v′|V |). Analogously,
split vertex ŵ into w′

0 and w′
|W | changing end vertex ŵ of each edge (vi, ŵ) in

the right-set (resp., the left-set) of E(ŵ; G)−{ê} to w′
0 (resp., w′

|W |). We denote
the resulting bipartite graph by

GA = ((V − {v̂}) ∪ {v′0, v
′
|V |}, (W − {ŵ}) ∪ {w′

0, w
′
|W |}, E − {ê}).

See Fig. 4. Let πA and σA be the permutations of {0, 1, . . . , |V |} and
{0, 1, . . . , |W |}, respectively, such that πA(v′0) = 0, πA(v′|V |) = |V |, πA(v) =
π∗(v) − π∗(v̂) (mod |V |) for v ∈ V − {v̂}, σA(w′

0) = 0, σA(w′
|V |) = |V |, and

σA(w) = σ(w) − σ(ŵ) (mod |W |) for w ∈ W − {ŵ}. Then the number of edge
crossings in a horizontal drawing DA = (πA, σA) of GA is equal to that of D∗

g,h,
i.e.,

χ(DA; GA) = χ(D∗
g,h; G).

We next consider the graph

GB = (VB = V − {v̂}, WB = (W − {ŵ}) ∪ {w′
0, w

′
|W |}, EB = E − E(v̂; G)),

i.e., GB is obtained from GA by removing vertices v′0 and v′|V | together with
the incident edges (see Fig. 5(a)). Let πB be the permutation of {1, . . . , |V | − 1}
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such that πB(v) = πA(v) = π∗(v) for v ∈ V − {v̂}. Then a horizontal drawing
DB = (πB , σA) of GB satisfies

χ(DB; GB) + χ0 = χ(DA; GA),

where χ0 =
∑

{χ(e, e′; DB) | e ∈ E(v′0; GB) ∪ E(v′|V |; GB), e′ ∈ E − E(v′0; GB) ∪
E(v′|V |; GB)}. Note that χ0 with a fixed g is constant for any choice of π∗ in
D∗

g,h = (π∗, σ, ψπ∗,σ,ê,g,h).
Consider the induced graph

G[V ∪ W − {v̂, ŵ}] = (V − {v̂}, W − {ŵ}, E − E(v̂; G)).

Recall that σ′ is a permutation of {1, 2, . . . , |W |−1} such that σ′(w) = σ(w) for
w ∈ W −{ŵ}, and π′ is a permutation of {1, . . . , |V |−1}, which has the median
property with respect to σ′ in graph G[V ∪W − {v̂, ŵ}] by the assumption on π
in Lemma 4.

We eliminate all edge crossings between edges incident to w′
0 and w′

|W | in a
drawing DC of GB by modifying graph GB as follows. Find two crossing edges
(w′

0, v
′
j) and (w′

|W |, v
′
i), remove such edges, and add two new edges (w′

0, v
′
i) and

(w′
|W |, v

′
j) (see Fig. 5(a) and (b)). Repeat this edge-exchange operation as long

as it is applicable. Let GC = (V −{v̂}, W −{ŵ}, EC) denote the resulting graph
(note that GC may not be unique).

Consider horizontal drawing DC = (π′, σA) of GC . Observe that the drawing
DC in GC corresponds to a radial drawing with crossing-free edge ê; i.e., for
some t′ ∈ {1, 2, . . . , d(ŵ; G)}, Dg,t′ = (π, σ, ψπ,σ,ê,g,t′) satisfies

χ(Dg,t′) = χ(DC ; GC) + χ0.

To prove Lemma 4, it suffices to show that there is a way of constructing GC

from DB such that
χ(DC ; GC) ≤ 5χ(DB; GB), (2)

from which we have

min{χ(Dg,t) | 1 ≤ t ≤ d(ŵ; G)} ≤ χ(Dg,t′) ≤ χ(DC ; GC) + χ0

≤ 5χ(DB; GB) + χ0

≤ 5χ(DA; GA) = 5χ(D∗
g,h; G).

Lemma 5. A bipartite graph GC which satisfies (2) can be constructed from a
horizontal drawing DB = (πB , σA) by applying edge-exchange operations to GB.

Proof. Omitted due to space limitation. ��

Lemma 5 implies Lemma 4, from which Theorem 3 follows, as we already ob-
served.
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Fig. 5. (a) Horizontal drawing DC = (π′, σA) in graph GB ; (b) Horizontal drawing
DC = (π′, σA) of graph GC

5 Conclusion

In this paper, we have proved that the one-sided crossing minimization problem
in radial 2-layered drawings is 15-approximable by converting an instance of
the problem into an instance of the one-sided crossing minimization problem in
horizontal 2-layered drawings where at least one edge is required to be crossing-
free. This is the first constant-factor approximation algorithm.

To best of our knowledge, the problem of finding an optimal offset for given
positions of vertices in the inner and outer orbits remains open. However, it is
not difficult to see that a 3-approximate solution for the problem can be obtained
by using Theorem 2 and Lemma 3.
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Abstract. In 1970, J. Folkman proved that for a given integer r and a
graph G of order n there exists a graph H with the same clique num-
ber as G such that every r coloring of vertices of H yields at least one
monochromatic copy of G. His proof gives no good bound on the order
of graph H , i.e. the order of H is bounded by an iterated power func-
tion. A related problem was studied by �Luczak, Ruciński and Urbański,
who gave some explicite bound on the order of H when G is a clique.
In this note we give an alternative proof of Folkman’s theorem with the
relatively small order of H bounded from above by O(n3 log3 n). This
improves �Luczak, Ruciński and Urbański’s result.

Keywords: Ramsey theory, vertex Folkman numbers.

1 Introduction

For a given graph H = (V, E), let c : V (H) → {1, . . . , r} be an r-coloring of
vertices of H . We write H → (G)v

r (or H−−→
ind

(G)v
r) if for every r-coloring c

of vertices of H , there exists a copy of G (or an induced copy), say G′, such
that V (G′) ⊆ c−1(i), for some color i ∈ {1, . . . , k}. Moreover, let cl(G) be the
clique number of G, i.e. the order of a maximal clique in G. In [4], J. Folkman
proved that for every graph G there exists a graph H such that H → (G)v

r and
cl(H) = cl(G). Clearly cl(H) ≥ cl(G) for any graph with H → (G)v

r and thus
Folkman’s theorem is in this sense the best possible. For G = Kk, i.e. for a clique
of size k, a related question was studied e.g. in [6,8]. For positive integers r, k
and l with k < l the vertex Folkman number is

F (r, k, l) = min
{
|V (H)|

∣
∣ H → (Kk)v

r and cl(H) = l − 1
}
.

Clearly Folkman’s theorem yields that F (r, k, l) is well-defined for any k < l.
Determining the precise value of F (r, k, l) is not an easy problem in general.
Only few of these numbers are known and mostly they were found with the
aid of computers (see e.g. [2]). Some special cases were considered in [6,8].
Obviously, the most restrictive and challenging case is to determine the exact
value of F (r, k, k+1) (or more realistic to estimate it). The upper bound on this
number, based on Folkman’s proof [4], is an iterated power function. �Luczak,
Ruciński and Urbański [8] improved this bound and showed that for instance

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 473–478, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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for 2 colors F (2, k, k + 1) = O(k!). In this note we will prove a relatively small
upper bound on F (r, k, l) (see comments after Theorem 1). In fact, we will prove
a more general statement. In 1991, Brown and the second author [1] showed that
for every natural number r there are constants c1 and c2 such that

c1n
2 ≤ max

{
min

{
|V (H)|

∣
∣ H−−→

ind
(G)v

r

}}
≤ c2n

2 log2 n, (1)

where the maximum is taken over all graphs G of order n. In this note we will
not only enforce H → (G)v

r , but also require cl(H) = cl(G). Following the idea
from [1], we will show that adding this new constraint will increase the upper
bound in (1) only by a factor of n log n.

Theorem 1. For a given natural number r there exists a constant c = c(r) such
that for every graph G of order n the following inequality holds

min
{
|V (H)|

∣
∣ H−−→

ind
(G)v

r and cl(H) = cl(G)
}

≤ cn3 log3 n.

For G = Kk Theorem 1 immediately yields F (r, k, l) ≤ ck3 log3 k. In fact, mod-
ifying the proof of Theorem 1, one can show a stronger result, which we state
below without proof.

Theorem 2. For a given natural number r and an arbitrarily small ε > 0 there
exists a constant c = c(r, ε) such that for any natural numbers k and l with k < l
the vertex Folkman number satisfies

F (r, k, l) ≤ ck2+ε.

We were not able to find any nontrivial lower bound on F (r, k, l). It would be
interesting to decide if for every r the ratio F (r,k,k+1)

k tends to infinity as k tends
to infinity. This work is currently in progress.

2 Generalized Quadrangles

In this section we describe some basic properties of generalized quadrangles,
which we use to prove Theorem 1.

A generalized quadrangle (see e.g. [5]) is an incidence structure of a set P of
points and a set L of lines such that:

(i) any two points are on at most one line,
(ii) if p is a point not on a line �, then there is a unique point p′ ∈ � collinear

with p, and hence, no three lines form a triangle,
(iii) every line contains q + 1 points, and every point lies on q + 1 lines.

It is known that for every prime power q such incidence structure Q exists
with |P| = |L| = q3 + q2 + q +1 (see e.g. [7,9]). Let QI = (P , L, E) be a bipartite
graph, which corresponds to the above incidence structure Q, with the set of
vertices P ∪ L and the set of edges E = {(p, �) ∈ P × L | p lies on line �}. Note
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that QI is a (q + 1)-regular graph. For a given graph G and disjoint subsets B
and C of vertices of G we denote by e(B, C) the number of edges that connect a
vertex of B with a vertex of C. The following statement is an easy consequence
of the fact that the graph QI is (q + 1)-regular.

Fact 3. Let QI = (P , L, E) be the bipartite graph defined above with |P| =
|L| = N . Suppose that Y ⊆ P with |Y | = αN , for some 0 < α < 1. Then,

e(Y, L) = αN
4
3 (1 + o(1)).

3 Proof of Theorem 1

As we mentioned in the introduction, the proof of Theorem 1 goes along the
lines of the proof of Theorem 2.2 from [1].

Fix a natural number r, r ≥ 2 (for r = 1 Theorem 1 holds trivially). Let α be
a real number satisfying 0 < α ≤ 1

2 . Let G = (V, E) be a graph of order n with
V = {v1, . . . , vn}. We always assume that n is sufficiently large. We will show
that there exists a graph H of order cn3 log3 n, c = c(r), such that cl(H) = cl(G)
and any subgraph of H induced by a set of cardinality �α|V (H)|	 contains
an induced copy of G. For α = 1

r this will obviously imply the statement of
Theorem 1.

By Bertrand’s postulate we know that for any number z ≥ 1 there exists a
prime number between z and 2z. In particular for a given n there is a prime q
such that

4
α

n log n ≤ q + 1 ≤ 8
α

n log n.

For such q let t = q + 1 and let x be such that

t = xn + m, (2)

where 0 ≤ m < n. Consequently,

3
α

log n ≤ x ≤ 8
α

log n. (3)

Let Q be a generalized quadrangle from the previous section with |P| = |L| = N ,
where N = q3 + q2 + q + 1. We construct a “random graph” H with the vertex
set P as follows. In view of (2) one can partition each line into sets of size x
and x + 1, respectively. For each line � we choose one such ordered partition
�1, . . . , �n randomly and uniformly from the sets of all

γ =
t!

(
x!

)n−m(
(x + 1)!

)m (4)

partitions. For each u ∈ �i and w ∈ �j we join {u, w} by an edge if and only if
{vi, vj} ∈ E(G). Note that H is well-defined because of condition (i). Moreover,
condition (ii) yields that cl(H) = cl(G). In fact, more is true: every triangle
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of H is contained entirely within some �. Observe that there are γN graphs H
constructed this way. We will show that the graph randomly chosen from the
space of all such graphs has the following property. Every set Y ⊆ V (H), |Y | =
� 1

r N	 induces a subgraph H [Y ], which contains G as an induced subgraph.
For Y ⊆ V (H) with cardinality |Y | = � 1

r N	 = �αN	 let AY be the event
that G is an induced subgraph of H [Y ]. For each � ∈ L let A� be the event that
some �i in the partition of � is disjoint from Y . Note that if AY fails, then all
events A�, � ∈ L, must occur. Consequently,

ĀY ⊆
⋂

�∈L
A�.

Furthermore, since all events A� are independent we obtain

Pr(ĀY ) ≤
∏

�∈L
Pr(A�). (5)

For each � ∈ L we will bound from above the probability Pr(A�). Recall that
|�| = t and γ is the number of all ordered partitions of � into n sets (n − m
of size x and m of size x + 1). Let |Y ∩ �| = y�. For a fixed i, the number of
partitions of � for which �i, |�i| = x, is disjoint from Y is at most

(
t − y�

x

)
(t − x)!

(
x!

)n−m−1((x + 1)!
)m =

(
t−y�

x

)

(
t
x

) γ. (6)

Similarly, the number of partitions of � for which �i, |�i| = x + 1, is disjoint
from Y is at most

(
t − y�

x + 1

)
(t − x − 1)!

(
x!

)n−m(
(x + 1)!

)m−1 =

(
t−y�

x+1

)

(
t

x+1

) γ. (7)

Hence, (4), (6) and (7) yield

Pr(A�) ≤ (n − m)

(
t−y�

x

)

(
t
x

) + m

(
t−y�

x+1

)

(
t

x+1

) ≤ (n − m)e
−xy�

t + me
−(x+1)y�

t ≤ ne
−xy�

t .

The last inequality holds, since for for any natural numbers a, b, c with a−b ≥ c,
the following is true

(
a−b

c

)

(
a
c

) =
(a − b − c + 1) · · · (a − b)

(a − c + 1) · · ·a ≤
(a − b

a

)c

≤ e−
bc
a .

Consequently, by (5) we get

Pr(ĀY ) ≤ nN exp
(

− x

t

∑

�∈L
y�

)
.
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Moreover, Fact 3 infers that
∑

�∈L y� = e(Y, L) ≥ α
2 N

4
3 , and hence

Pr(ĀY ) ≤ nN exp
(

− α

2
x

t
N

4
3

)
.

Thus,

Pr
(⋃

Y

ĀY

)
≤

(
N

�αN	

)

nN exp
(

− α

2
x

t
N

4
3

)

≤
( e

α

)αN

nN exp
(

− α

2
x

t
N

4
3

)

= exp
(

N
(
α − α log α + log n − α

2
x

t
3
√

N
))

≤ exp
(

N
(
α − α log α + log n − α

2
3
α

log n
3
√

N

t

))

, (8)

where the last inequality follows from (3).
Since

3√N
t ∼ 1 we obtain that (8) tends to 0 as n goes to infinity. This yields

that
Pr

( ⋂

Y

AY

)
> 0,

i.e. there is a graph H of order N = q3 + q2 + q + 1 = O(n3 log3 n) for which
every subgraph of order �αN	 contains G as an induced subgraph. In particular,
for α = 1

r we have H−−→
ind

(G)v
r and cl(H) = cl(G). This completes the proof of

Theorem 1.

4 Concluding Remarks

With some additional work (see e.g. [3]) one can reduce the factor n3 log3 n from
Theorem 1 to n3 log n.
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Abstract. Motivated by the problem of reconstructing evolutionary his-
tory, Nishimura, Radge and Thilikos introduced the notion of k-leaf pow-
ers as the class of graphs G = (V, E) which have a k-leaf root, i.e., a tree
T with leaf set V where xy ∈ E if and only if the T -distance between
x and y is at most k. It is known that leaf powers are strongly chordal
(i.e., sun-free chordal) graphs. Despite extensive research, the problem
of recognizing leaf powers, i.e., to decide for a given graph G whether
it is a k-leaf power for some k, remains open. Much less is known on
the complexity of finding the leaf rank of G, i.e., to determine the mini-
mum number k such that G is a k-leaf power. A result by Bibelnieks and
Dearing implies that not every strongly chordal graph is a leaf power.
Recently, Kennedy, Lin and Yan have shown that dart- and gem-free
chordal graphs are 4-leaf powers. We generalize their result and show
that ptolemaic (i.e., gem-free chordal) graphs are leaf powers. Moreover,
ptolemaic graphs have unbounded leaf rank. Furthermore, we show that
interval graphs are leaf powers which implies that leaf powers have un-
bounded clique-width. Finally, we characterize unit interval graphs as
those leaf powers having a caterpillar leaf root.

Keywords and Classification: Leaf powers; leaf roots; strongly cho-
rdal graphs; ptolemaic graphs; graph powers; graph class inclusions;
(unit) interval graphs; clique-width.

1 Introduction

Motivated by the problem of reconstructing evolutionary history, and by the
notion of k-th phylogenetic power and k-root phylogeny of a graph G introduced
by Lin, Kearney and Jiang [23] (see also [10]), Nishimura, Ragde and Thilikos
[26] introduced the following notion:

A tree T = (VT , ET ) is a k-leaf root of a finite undirected graph G = (V, E) if
the set of leaves of T is V and for any two vertices x, y ∈ V , xy ∈ E if and only
if the distance of x and y in T is at most k. Graph G is a k-leaf power if it has
a k-leaf root. In general, G is a leaf power if it is a k-leaf power for some k, and
a k-leaf root T of G is also called leaf root.

The vertex set VT of T consists of leaves and internal nodes. Note that internal
nodes may have degree two; in phylogenetic roots, internal nodes have degree
larger than two but edges are weighted. The two models are equivalent because

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 479–491, 2008.
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a path of degree two nodes can be contracted to one edge with the length of the
corresponding path as its weight. For a leaf power G, its leaf rank lr(G) is the
smallest k such that G has a k-leaf root. For a class G of leaf powers, let lr(G)
be the maximum lr(G) over all G ∈ G, and infinite if it is unbounded.

Obviously, a graph G is a 2-leaf power if and only if it is the disjoint union
of cliques, i.e., G is P3-free (where P3 denotes the path with three vertices and
two edges). The 3-leaf powers are exactly the bull-, dart-, and gem-free chordal
graphs [14] (see Figure 1 for bull, dart and gem); equivalently, 3-leaf powers are
exactly the result of substituting cliques into the nodes of a tree. For this and
other characterizations of 3-leaf powers see [3,27]. A characterization of 4-leaf
powers in terms of forbidden subgraphs is much more complicated [27,6]. For
5-leaf powers, a polynomial time recognition was given in [9] but no structural
characterization of 5-leaf powers is known. Recently, [4] characterized distance-
hereditary 5-leaf powers (without true twins) in terms of forbidden induced sub-
graphs. The complexity of characterizing and recognizing leaf powers in general
is a major open problem.

However, leaf powers are strongly chordal (i.e., sun-free chordal) but not vice
versa. Moreover, in [21], Kennedy, Lin and Yan showed that strictly chordal (i.e.,
dart- and gem-free chordal) graphs are 4-leaf powers (but not vice versa). This
leaves a huge gap for a precise localization and characterization of the class of
leaf powers. The aim of this paper is to narrow this gap by showing the following
results (which also improve and extend various results in [18,21]):

(i) Every ptolemaic (i.e., gem-free chordal) graph is a leaf power (but not vice
versa as the gem shows).

(ii) In contrast to strictly chordal graphs (which are 4-leaf powers), the leaf rank
of ptolemaic graphs is unbounded.

(iii) Every interval graph is a leaf power; thus, as for strongly chordal graphs (but
unlike ptolemaic graphs), the clique-width of leaf powers is unbounded.

(iv) Unit interval graphs are exactly the leaf powers which have a caterpillar as
leaf root.

Due to space limitations, most of the proofs are omitted.

2 Notations and Basic Facts

Throughout this paper, let G = (V, E) be a finite undirected graph without
self-loops and multiple edges with vertex set V and edge set E, and let |V | = n,
|E| = m. For a vertex v ∈ V , let N(v) = {u | uv ∈ E} denote the (open)
neighborhood of v in G, and let N [v] = {v}∪N(v) denote the closed neighborhood
of v in G. A clique is a vertex set of mutually adjacent vertices. An independent
vertex set is a set of mutually nonadjacent vertices. A vertex is simplicial in G
if its neighborhood N(v) is a clique.

For a subset U ⊆ V , let G[U ] = (U, EU ) denote the induced subgraph of G
where EU consists of all edges in E with both end vertices in U .
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If xy ∈ E then we also say that x sees y and vice versa. Two vertices x, y ∈ V
are true twins (false twins, respectively) if N(x) = N(y) and xy ∈ E (xy �∈ E,
respectively).

Let F denote a set of graphs. A graph G is F-free if none of its induced
subgraphs is in F . A sequence P = (v1, . . . , vk) of pairwise distinct vertices is an
induced path if its edge set is {v1v2, . . . , vk−1vk}; such paths with k vertices will
be denoted by Pk. If additionally, vkv1 is an edge then P is an induced cycle; such
cycles will be denoted by Ck. The length |Pk| of Pk (|Ck| of Ck, respectively) is
k − 1 (k, respectively). Subsequently, we only consider induced paths. Let the
distance dG(x, y) (or d(x, y) for short if G is understood) be the length of a
shortest path in G between x and y.

For k ≥ 1, let Gk = (V, Ek) with xy ∈ Ek if and only if dG(x, y) ≤ k denote
the k-th power of G. If the edges get weights then dG(x, y) is the minimum
weight sum on any path between x and y.

Figure 1 contains some graphs which are important for this paper. For k ≥ 3,
a k-sun is a graph of 2k vertices u1, . . . , uk and w1, . . . , wk such that u1, . . . , uk

is a clique, w1, . . . , wk is an independent stable set and for all i ∈ {1, . . . , k},
N(wi) = {ui, ui+1} (index arithmetic modulo k). A sun is a k-sun for some
k ≥ 3.

Fig. 1. Bull, diamond, dart, gem and 3-sun

Figure 1 shows the 3-sun. A graph is

– chordal if it contains no induced cycle of length more than three,
– strongly chordal if it is chordal and sun-free [16] (see also [5] for various

characterizations of (strongly) chordal graphs),
– ptolemaic if it is chordal and gem-free [19,20],
– strictly chordal if it is chordal, dart- and gem-free [21],
– a block graph if it is chordal and diamond-free (equivalently, a graph is a

block graph if and only if its blocks are cliques),
– a tree if it is cycle-free and connected.

It is easy to see that each of the above graph classes is properly contained in the
preceding one. Note that there is a close relationship between these graph classes
and certain acyclicity conditions of hypergraphs (which were called Berge-, γ-, β-
and α-acyclicity) motivated by desirable properties of relational database schemes
which are described by Fagin [15].

A graph G is distance hereditary if for every induced connected subgraph H
of G, the distance function in H is the same as in G. For various characteri-
zations of distance-hereditary graphs see [19,1]. It is well known that a chordal
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graph is distance hereditary if and only if it is gem-free chordal (i.e., ptolemaic)
([19,20,1,5]). Ptolemaic graphs G were characterized by Bandelt and Mulder [1]
in terms of three operations adding a new vertex y to G with respect to an
existing vertex x:

– pendant vertex (pv): add y adjacent only to x.
– true twin (tt): add y as a true twin to x.
– restricted false twin (rft): add y as a false twin to x if x is simplicial.

Theorem 1 ([1]). A graph is ptolemaic if and only if it can be obtained from
a single vertex by recursively applying the operations pv, tt, and rft.

In this paper we will also use the following new characterization of ptolemaic
graphs found by Kloks [22]:

Lemma 1 ([22]). A graph is ptolemaic if and only if all its connected induced
subgraphs are a clique or contain a pair of true twins or contain a cut vertex.

Interval graphs, i.e., the intersection graphs of intervals on the real line, are an-
other important subclass of strongly chordal graphs (see e.g. [5]). If the intervals
have unit length then their intersection graphs are called unit interval graphs.

Subsequently, we also need the following notions: A graph is a split graph if
its vertex set has a partition into a clique and an independent set. A caterpillar
T is a tree consisting of a path (the backbone of T ) and some leafs attached to
the backbone.

We frequently use the weighted version of a k-leaf root which is defined as
follows. A weighted k-leaf root of a finite undirected graph G = (V, E) is a tree
T = (VT , ET ) where V is the set of leaves and edges have weights ω(e), e ∈ ET

such that for any two vertices x, y ∈ V , xy ∈ E if and only if the sum of the
edge weights on the path between x and y is at most k.

We say that a leaf root T is basic if at most one leaf is attached to each node
of T , and leaf power G is basic if it has a basic leaf root. Obviously, any set of
leaves with the same parent is a clique module whenever k ≥ 2, and thus, every
k-leaf power G results from a basic k-leaf power G′ by substituting cliques into
the vertices of G′.

Let G = (V, E) be a leaf power and T = (VT , ET ) a leaf root of G. For all
distinct vertices u, v ∈ VT we denote by T [u, v] the path between u and v in
T . For any U ⊆ V we also denote by T [U ] the subtree of T spanned by U , i.e.,
the union of the paths T [u, v] for all pairs u, v ∈ U . Proposition 1 collects some
useful facts on leaf powers (see e.g. [3,6]):

Proposition 1

(i) Every induced subgraph of a k-leaf power, k ≥ 2, is a k-leaf power.
(ii) A graph is a k-leaf power if and only if each of its connected components is

a k-leaf power.
(iii) Graph G is a basic (k+2)-leaf power if and only if G is an induced subgraph

of the k-th power T k of a tree T .
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(iv) For every k ≥ 1, graph G is a k-leaf power if and only if G results from a
basic k-leaf power G′ by substituting cliques into the vertices of G′.

Subsequently, we need the following notion from [7]: A graph G = (V, E) is a
(k, l)-leaf power if there is a tree T with leaf set V such that for all xy ∈ E,
dT (x, y) ≤ k, and for all xy �∈ E, dT (x, y) ≥ l.

Theorem 2 ([7]). For graph G, the following conditions are equivalent:

(i) G is strictly chordal;
(ii) G is a (4, 6)-leaf power;
(iii) G results from a block graph by substituting cliques into its vertices.

It is known that the class of strongly chordal graphs is closed under powers:

Theorem 3 ([12,24,28]). If G is strongly chordal then for every k ≥ 1, Gk is
strongly chordal. �	

Moreover, strongly chordal graphs are closed under substitution of cliques. Since
trees are strongly chordal, by Proposition 1 (iii), basic leaf powers are induced
subgraphs of powers of trees and induced subgraphs of strongly chordal graphs
are strongly chordal, Theorem 3 and Proposition 1 imply:

Proposition 2. Leaf powers are strongly chordal.

Thus, it is natural to ask whether this is a strict inclusion. The following theorem
is based on results in [8] and [2].

Theorem 4. There are strongly chordal graphs which are no k-leaf power for
any k ≥ 2.

Fig. 2. A strongly chordal graph which is no k-leaf power for any k
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3 Ptolemaic Graphs Are Leaf Powers

In this section we use Lemma 1 to introduce the following simple recursive
construction of a basic (2k, 2k + 2)-leaf root T = (VT , ET ) for a given ptolemaic
graph G = (V, E) and a number k ≥ |V |:

Construction 1. For given G = (V, E) and k ≥ |V |, this construction builds
as an intermediate step a weighted (2k, 2k + 2)-leaf root T for G. If G contains
only a single vertex v, then G is itself the weighted (2k, 2k + 2)-leaf root T . If G
is a clique we construct a weighted (2k, 2k + 2)-leaf root T which contains one
internal node r parent to all leaves V of G and for all v ∈ V the edge rv has the
weight ω(rv) = k. If G is not a clique but contains a

pair x, y of true twins, we recursively apply Construction 1 on the graph G′ =
G[V \{y}] and the same number k to build a weighted (2k, 2k+2)-leaf root T ′

for G′. Let px be the parent node of x in T ′. We obtain a weighted (2k, 2k+2)-
leaf root T for G by attaching y as a new leaf to px and setting ω(pxy) =
ω(pxx).

cut vertex x, we recursively apply Construction 1 on each of the components
G′

1 = (V ′
1 , E′

1), . . . , G
′
� = (V ′

� , E′
�) of G incident to x and the same number

k to build weighted (2k, 2k + 2)-leaf roots T ′
1, . . . , T

′
� for G′

1, . . . , G
′
�. Define

c1 and c2 to be the two largest cardinalities of the sets V ′
1 to V ′

� . For all i ∈
{1, . . . , �} we identify the parent node pi of x in the tree T ′

i , replace the node x
by a new internal node px and set ω(pipx) = ω(pix)−(k−(c1+c2)+3). Then
we merge the trees T ′

1, . . . , T
′
� to a single tree T ′ by identifying their px nodes.

We obtain from T ′ a weighted (2k, 2k + 2)-leaf root T for G by appending
the leaf x to its parent node px and setting ω(pxx) = k − (c1 + c2) + 3.

Finally, to construct a basic (2k, 2k + 2)-leaf root we replace in T all edges e by
a path of length ω(e).

Theorem 5. Every ptolemaic graph G = (V, E) is a basic (2|V |, 2|V | + 2)-leaf
power, and a corresponding basic (2|V |, 2|V | + 2)-leaf root T = (VT , ET ) can be
obtained by Construction 1 with given k = |V |.

Proof. For Construction 1 with given ptolemaic graph G = (V, E) and k ≥ |V | we
show by induction on n that (a) T is a weighted (2k, 2k+2)-leaf root for G and (b)
that for any leaf v ∈ V with parent node pv in T it is true k−|V |+2 ≤ ω(pvv) ≤ k.
This is trivially true for the base cases of G being a single vertex or a clique.
Otherwise, if G contains a

pair x, y of true twins, then by induction hypothesis T ′ is a weighted (2k,
2k+2)-leaf root for G′ = G[V \{y}] which fulfills the above weight criterion.
Now consider the tree T . Since ω(pxx) = ω(pxy) ≤ k, it follows that x and
y see each other and have equal T -distances to all other leaves. Therefore, T
is a weighted (2k, 2k + 2)-leaf root for G which fulfills the weight criterion
(even for y).
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cut vertex x, then by induction hypothesis T ′
1, . . . , T

′
� are weighted (2k, 2k+2)-

leaf roots for the components G′
1 = (V ′

1 , E′
1), . . . , G

′
� = (V ′

� , E′
�) of G incident

to x such that for all i ∈ {1, . . . , �} it is true k − |V ′
i | + 2 ≤ ω(pvv) ≤ k

for all leaves v in T ′
i and pv the parent node of v. Now consider the tree T .

Trivially, for all i ∈ {1, . . . , �} the T ′
i -distance between nodes u, v ∈ V ′

i \ {x}
equals the T -distance between u and v. Moreover the T -distance between x
and v ∈ V ′

i \ {x} is

dT (v, x) = dT (v, pi) + ω(pipx) + ω(pxx)
= dT (v, pi) + ω(pix) − (k − (c1 + c2) + 3) + (k − (c1 + c2) + 3)
= dT (v, pi) + ω(pix) = dT ′

i
(v, pi) + ω(pix) = dT ′

i
(v, x)

and hence, equals the T ′
i -distance between x and v.

For T being a weighted (2k, 2k + 2)-leaf root for G it remains to show that
for all 1 ≤ i < j ≤ �, all u ∈ V ′

i \ {x} and all v ∈ V ′
j \ {x} the T -distance

between u and v is at least 2k + 2. Since (c1 + c2) ≥ (V ′
i + V ′

j ) it follows:

dT (u, v) = dT (u, pi) + ω(pipx) + ω(pxpj) + dT (pj , v)
≥ ω(puu) + ω(pix) + ω(pjx) + ω(pvv) − 2(k − (c1 + c2) + 3)
≥ 2(k − |V ′

i | + 2) + 2(k − |V ′
j | + 2) − 2(k − (c1 + c2) + 3)

= 2k − 2(|V ′
i | + |V ′

j |) + 2(c1 + c2) + 2 ≥ 2k + 2

Moreover, T fulfills the weight criterion for pendant edges since ω(qxx) =
k − (c1 + c2) + 3 ≥ k − |V | + 2 which follows from (c1 + c2 − 1) ≤ |V |.

Finally, T is basic after weighted edges have been replaced by paths. Since
k ≥ |V | it follows for all leaves v with parent node pv that ω(pvv) ≥ k−|V |+2 ≥
2. Hence, each leaf has a unique parent node. �	

Theorem 5 has the following two implications:

Corollary 1. Let G = (V, E) be a ptolemaic graph.

(i) The leaf rank of G is at most 2|V |.
(ii) G is a k-leaf power for all k ≥ 2|V |.

4 Ptolemaic Graphs Have Unbounded Leaf Rank

In this section we show that the class of ptolemaic graphs has unbounded leaf
rank. Hence, in contrast to strictly chordal graphs there is no natural number
k such that for all ptolemaic graphs G, lr(G) ≤ k holds. In particular, we will
define a sequence Gi, i = 1, 2, . . . of ptolemaic graphs with linear lower bound.
We consider the following graphs:

Definition 1. Let G0 = ({x0}, ∅) be the graph with only one vertex x0. For all
k ∈ �, Gk results from Gk−1 by
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(i) adding a true twin yk of xk−1 and
(ii) adding a false twin xk of yk.

Let Xk = {x0, . . . , xk} and Yk = {y1, . . . , yk}. Obviously, for all k, Xk and Yk

give a partition of the vertex set of Gk.

Lemma 2. Every graph Gk, k ∈ �, is a ptolemaic split graph with partition into
clique Xk and independent set Yk.

Since all Gk, k ∈ �, are ptolemaic, they are also leaf powers. In the following we
provide a recursive construction giving a (k + 2)-leaf root for each graph Gk:

Construction 2. For G1 to G4 we have depicted the 3- to 6-leaf roots in Figure
3. Now for k > 4 we assume that T ′ is a (k + 1)-leaf root for Gk−1 with the
following properties. Let T ′[Xk−1] denote the subtree of T ′ spanned by Xk−1.

(∗) If k = 2i + 1 then the diameter of T ′[Xk−1] is 2i + 2 and T [x2i, x2i−1] is a
diametral path; let z denote a central node of T ′[Xk−1]. Then dT ′(z, xj) ≤
i+1 for all j ∈ {1, . . . , 2i}, and dT ′(z, xj) = i+1 for j = 2i and j = 2i−1.

(∗∗) If k = 2i then the diameter of T ′[Xk−1] is 2i+1 and T [x2i−2, x2i−1] is a di-
ametral path; let z1z2 denote a central edge of T ′[Xk−1] such that z1 is closer
to x2i−2 and z2 is closer to x2i−1. Then dT ′(z1, x2i−2) = dT ′(z2, x2i−1) = i.

Then a (k + 2)-leaf root T for Gk is constructed from T ′ as follows:
First we subdivide all pendant edges in T ′ with leaves yj ∈ Yk−1, j ∈ {1, . . . ,

k − 1} by a new internal node. Then we add the nodes xk and yk as leaves of
new paths in the following way: If k is

odd, i.e., k = 2i + 1, then T ′[Xk−1] has a central node z. We attach new paths
Pxk

(Pyk
, respectively) of length i + 2 with new internal nodes and xk (yk,

respectively) as leaf to z.
even, i.e., k = 2i, then T ′[Xk−1] has a central edge z1z2. We attach a new path

Pxk
(Pyk

, respectively) of length i + 1 with new internal nodes and xk (yk,
respectively) as leaf to z1 (z2, respectively).

Lemma 3. For all k ∈ �, Construction 2 gives a (k + 2)-leaf root T of Gk.

Lemma 4 says that the upper bound in Lemma 3 cannot be improved.

Lemma 4. Let k ∈ �. If T is a leaf root of Gk, then there exist two adjacent
vertices xs, xt ∈ Xk such that dT (xs, xt) ≥ k + 2.

The following is a straightforward implication of Lemma 4:

Corollary 2. The leaf rank of ptolemaic graphs is unbounded.
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Fig. 3. The first row shows the graphs G1, G2, G3 and G4. The second row depicts the
3-, 4-, 5- and 6-leaf roots obtained by Construction 2.

5 Interval Graphs Are Leaf Powers

Interval graphs are an important subclass of strongly chordal graphs and inter-
estingly they are leaf powers.

Theorem 6. Interval graphs are leaf powers (but not vice versa).

Proof. Let G = (V, E) be an interval graph with interval model (Iv)v∈V , and
let mv denote the midpoint of interval Iv. Without loss of generality, we can
assume that

(i) for all 1 ≤ i < j ≤ n it is true mvi < mvj ,
(ii) all midpoints have rational values and
(iii) the lengths of all intervals are at most one and have rational values.

Obviously, uv ∈ E, if and only if the two points mu and mv on the real line
have distance at most |Iu|+|Iv|

2 . From the interval model we construct a weighted
caterpillar T ′ = (VT ′ , ET ′) with leaf set V such that uv ∈ E if and only if the
distance of the two leaves u and v is at most one. The backbone of T ′ is the
path (p1, p2, . . . , pn) and we attach to each node pi, i ∈ {1, . . . , n} the leaf vi.
Now we define the edge weights ω : ET ′ → �

+: For all i ∈ {1, . . . , n − 1} let
ω(pipi+1) = mvi+1 − mvi and for all i ∈ {1, . . . , n} let ω(pivi) = 1−|Ivi

|
2 .

Let vi, vj ∈ V with i < j and assume that vivj ∈ E, i.e., mvj − mvi ≤
|Ivi

|+|Ivj
|

2 . The distance between the leaves vi and vj in T ′ is

ω(pivi) + mvj − mvi + ω(pjvj) = 1 + mvj − mvi −
|Ivi | + |Ivj |

2
≤ 1.
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Conversely, if the T ′-distance between vi and vj is at most one then

1 − |Ivi |
2

+ mvj − mvi +
1 − |Ivj |

2
− 1 = mvj − mvi −

|Ivi | + |Ivj |
2

≤ 0

and hence, mvj − mvi ≤ |Ivi
|+|Ivj

|
2 . Thus, for all u, v ∈ V the two intervals Iu

and Iv intersect if and only if the T ′-distance between leaves u and v is at most
one.

Let N be the least common multiple of the values given by the denominators
of the edge weights ω(e), e ∈ ET ′ and let k = N + 2. We obtain a k-leaf root
T = (VT , ET ) of G from T ′ if we replace for all i ∈ {1, . . . , n−1} the edge pipi+1

by a path of length N · ω(e) and replace for all i ∈ {1, . . . , n} the edge pivi by a
path of length N · ω(e) + 1 with leaf vi. It is easy to see that uv ∈ E if and only
if dT (u, v) ≤ k. Trees are leaf powers but in general no interval graphs. �	

Recently, the clique-width of graphs, as an important width measure on graphs,
has attracted considerable attention. It generalizes treewidth and leads to effi-
cient algorithms [11]. In [17], it was shown that the clique-width of ptolemaic
graphs is at most three and hence, it is natural question to ask whether leaf
powers have bounded clique-width. Golumbic and Rotics [17] showed that unit
interval graphs have unbounded clique-width and thus, as a byproduct, Theorem
6 also shows the following:

Corollary 3. Leaf powers have unbounded clique-width.

From a result of Todinca [30], which implies that k-leaf powers have bounded
clique-width for every fixed k, it follows that unit interval graphs have unbounded
leaf rank. See also [18] for upper bounds on clique-width of k-leaf powers.

An interesting subclass of leaf powers are the graphs which have caterpillar
leaf roots. It turns out that this is exactly the class of unit interval graphs.

Theorem 7. For a connected graph G, the following conditions are equivalent:

(i) G has a leaf root which is a caterpillar.
(ii) G results from an induced subgraph of the power of some path by substituting

cliques.
(iii) G is a unit interval graph.

Proof. Let G = (V, E) be a connected graph.
(i) =⇒ (ii): Let caterpillar T be a k-leaf root of G for some k ≥ 3 (without

loss of generality, we can assume that T is a basic leaf root) and let B be the
backbone path of T . For every v ∈ V let bv denote the backbone parent of v.
Now, uv ∈ E if and only if dT (u, v) ≤ k if and only if dB(bu, bv) ≤ k − 2. This
shows that G is an induced subgraph of Bk−2. If more than one vertex of G is
attached to a backbone node of T then corresponding clique substitutions give
the desired graph.

(ii) =⇒ (iii): Again, without loss of generality, assume that G itself is an
induced subgraph of the k-th power of some path Pl. In [25], Theorem 3.8 says
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that a graph is a proper interval graph if and only if it is a unit interval graph,
and Theorem 3.10 says that G is a proper interval graph if and only if the vertex-
maxclique incidence matrix M(G) has the consecutive ones property for both
rows and columns (which is mentioned in [13] and goes back to [29]). Obviously,
powers of paths have the last property, and the property is hereditary for induced
subgraphs.

(iii) =⇒ (i): Let G = (V, E) be a unit interval graph with interval model
(Iv)v∈V , and let mv denote the midpoint of interval Iv. Without loss of generality,
we can assume that the midpoints have rational values. Let N be the least
common multiple of the denominators of mv, v ∈ V . By definition, uv ∈ E if
and only if d(mu, mv) ≤ 1. Thus, by multiplying the midpoints by N , we obtain a
path containing n midpoints m′

v such that uv ∈ E if and only if d(m′
u, m′

v) ≤ N .
This is the backbone B of a caterpillar T where we attach a leaf v to midpoint
m′

v such that uv ∈ E if and only if dT (u, v) ≤ N + 2. �	

6 Discussion and Outlook

In this paper, we investigated the relationship of the class of leaf powers to
ptolemaic, (unit) interval and strongly chordal graphs. Meanwhile, Peter Wagner
has shown that rooted directed path graphs, which contain ptolemaic graphs as
well as interval graphs, are a proper subclass of leaf powers, too. It remains for
future work to pinpoint leaf powers between these classes. In particular we hope
that our results will lead to characterizations and efficient recognition algorithms
for leaf powers.

Far less is known on how to find the leaf rank of a graph. In this paper we
gave narrow upper and lower bounds on how the leaf rank of ptolemaic graphs
grows linearly with the number of vertices. Moreover we showed that ptolemaic
and interval graphs have unbounded leaf rank.
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Abstract. We give a quadratic O(|X|2) space representation based on a
canonical tree for any subset family F ⊆ 2X closed under the union and
the difference of its overlapping members. The cardinality of F is poten-
tially in O(2|X|), and the total cardinality of its members even higher. As
far as we know this is the first representation result for such families. As
an application of this framework we obtain a unique digraph decompo-
sition that not only captures, but also is strictly more powerful than the
well-studied modular decomposition. A polynomial time decomposition
algorithm for this case is described.

1 Introduction

Many combinatorial decompositions lead to interesting subset families, such as
crossing families for minimum cuts in network flows theory (see e.g. [21]), and
partitive families for modular decomposition in graph theory [4,10,19]. Cross-free
families as defined in [21] using the famous Edmonds-Giles’s theorem [9] admit a
tree structure and arise in many combinatorial decompositions such as the split
decomposition [6,7,8,18] and also in phylogeny [22].

For a given set family F ⊆ 2X , it is worth studying its distance from a tree
structure, namely to examine if it can be represented via a tree. Such a represen-
tation must allow the enumeration of all members of the family in O(|F|) time.
Let us define the complexity of a family as the size of its minimal tree. At first
level one can find simple hierarchies (c.f. laminar in [21]) and cross-free families.
Then, (weakly) partitive families which admit a unique tree decomposition with
3 types of nodes (prime, complete and linear) also have complexity O(|X |). For
crossing families only a representation tree in O(|X |2) space is known [13].

This paper deals with union-difference families – families closed under the union
and the difference of its overlapping elements – which is a natural generalisation
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of partitive families. We show the existence of a canonical tree representation in
O(|X |2) space. Furthermore, from this we obtain a new polynomial and unique
decomposition of directed graphs, generalising modular decomposition. A polyno-
mial time decomposition algorithm for this case is then depicted in the last section.

2 Representation Theorem

Let X be a finite set. Two sets A and B overlap, denoted by A©©B, if none
among A∩B, A\B, and B \A is empty. They cross, if we have both A©©B and
A©©B, where A = X \ A. A family F ⊆ 2X is a union-difference family if: F
contains the trivial members X and {x} (for all x ∈ X), and F is closed under the
union and the difference of its overlapping members. If a union-difference family
is also closed under the symmetric difference of its overlapping members, then it
is closed under the intersection of its overlapping members too. Union-difference-
intersection families are well-studied under the name of partitive families [4], and
are fundamental for modular graph decomposition [10,19].

Henceforth F is a union-difference family. Notice that if |X | ≤ 2 then F = 2X

and representing F is trivial. We assume throughout the paper that |X | ≥ 3.
A ∈ F is a strong member of F if A does not overlap any B ∈ F . Likewise,
A ∈ F is a semi-strong member of F if it does not cross any B ∈ F . Let S ⊆ F
be the family of semi-strong members of F . For sake of simplicity, X is excluded
from S although it is clearly semi-strong. By definition, no two members of S
cross, and S is called cross-free.

1
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1

2

3

{a, b}, {a, b, c},

{2, 3, a, b, c}, {3, a, b, c},
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ii. iii.
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b c
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X = {a, b, c, 1, 2, 3}

F = {
{a}, {b}, {c}, {1}, {2}, {3},

{a, b, c, 1, 2, 3},

}

{1, 2, 3, a, b},

Fig. 1. i. A union-difference family, circles represent their complement. ii. The semi-
strong subfamily excluding X. iii. Decomposition tree.
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Let us now recall a cross-free family representation [9] which is widely used
in combinatorial optimisation research areas (refer to e.g. [21]). Let x ∈ X , we
consider S′ = {A | A ∈ S ∧x /∈ A}∪{A | A ∈ S ∧x ∈ A}. No two members of S′

overlap, and their inclusionwise ordering results in a tree rooted at X \ {x}. We
then add x to the children of the root and unroot the tree. The set of leaves is
now in bijection with X : by abusiveness we confound the two sets. In this tree,
deleting any edge gives rise to two connected components. If each component is
regarded as the set of its leaves, then at least one of them is a member of S.
Then, edge orientation can denote which ones belong to S (see Fig. 1). On the
other hand, each member of S corresponds to one edge of the tree.

Definition 1 (Decomposition tree). We define the decomposition tree of a
union-difference family F ⊆ 2X as the Edmonds-Giles’s tree representation [9]
of its semi-strong members, X is excluded. Such a tree has no degree 2 node.

We shall label this tree to obtain an enumerating object of all members of F . In
the tree, the deletion of an internal node n gives rise to k = d(n) connected com-
ponents, which can also be seen as a k−partition of X . Let {X1, . . . , Xk} denote
this partition. For instance, the node labelled “L” in Fig. 1 yields {{1}, {2}, {3},
{a, b, c}}. For later use, notice that we always have k ≥ 3. (This can also be seen
as a quick proof that the unlabelled decomposition tree is of linear O(|X |) size.)
Let us consider Y = {X1, . . . , Xk} as a set, and define the quotient of F with
respect to node n as the family Q(n) ⊆ 2Y such that
{

{Xi} belongs to Q(n) for all 1 ≤ i ≤ k,
Q = {Xi | i ∈ I} with |Q| 	= 1 belongs to Q(n) ⇔ ∪i∈I Xi belongs to F .

The membership of Xi in F (resp. exclusion of Xi from F) is already stored
by the edge orientation of the decomposition tree. Roughly, each member Q of
the quotient Q(n) corresponds to one and only one member of F , except for the
singletons {Xi}. Moreover, it is not obvious but folklore that the converse holds:

Proposition 1. For all member A ∈ F of a subset family F ⊆ 2X , there exists
a node n in the semi-strong tree of F such that A corresponds to a member of
the quotient Q(n) of F with respect to n. This node is unique.

Consequently, if there is a way to describe Q(n) for every node n of the de-
composition tree, then one can rebuild the initial family F in an exact manner.
As a step towards this aim, we say that a member A of F is quasi-trivial if
|A| = |X | − 1, and notice a second non obvious but folklore fact:

Proposition 2. Trivial and quasi-trivial members are semi-strong by vacuity.
On the other hand, any semi-strong member of a quotient Q(n) ⊆ 2Y is either
trivial or quasi-trivial.

Remark 1. Both Propositions 1 and 2 hold for arbitrary subset families.

Definition 2 (Quotient property). We say that a subset family satisfies the
quotient property if all its semi-strong members are either trivial or quasi-trivial.
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Obviously the quotient of a union-difference family is also a union-difference
family. We thus focus on families satisfying both union-difference and quotient
properties, which form a super-class of the quotient nodes of a union-difference
decomposition tree. We shall prove that there are at most 5 types of them.
Moreover, each type will be proved to be of “small enough” size, that is

Main Representation Theorem. There is a node-labelling of the decompo-
sition tree of a union-difference family F ⊆ 2X such that every member of F
can be retrieved from the tree and its labels. Moreover, the size of the tree and
its labels is in O(|X |2) space.

Proof. We shall consider two main categories. Simply-linked quotients (see fur-
ther in Definition 3) will be characterised by Theorem 1 into 4 types. Section 2.2
addresses the remaining ones. Theorem 2 proves the quadratic global size. ��

Before continuing, let us highlight a useful tool from previous works on partitive
families. A subset family F ⊆ 2X can also be seen as an undirected hypergraph
with vertex set X . Let us define the 2−graph of F as its restriction to size 2
hyperedges: GF = (X, E) with E = {A ∈ F and |A| = 2}. Though the following
property was discovered for partitive families, its proof only requires the union
and difference closures. (The proof given in [10] is recalled in the full version [1].)

Lemma 1. (c.f. [4,10] with partitive families) Let F be a union-difference fam-
ily. If its 2−graph GF is connected then GF is either a clique, a path, or a cycle.

2.1 Simply-Linked Quotients

We first focus on a case of “easy” decomposition, fully exploiting Lemma 1.
While a quasi-trivial member is clearly semi-strong, it is not necessarily strong.
Moreover, we say that

Definition 3 (Simply-linked Property). A subset family is simply-linked if
none of its quasi-trivial members is strong.

For simply-linked quotients, the following nice theorem holds. A family is prime
if it has only trivial and quasi-trivial members.

Theorem 1. If a union-difference family F satisfies both quotient and simply-
linked properties, then one and only one of the following holds:

– GF is a clique (we say that F is complete),
– GF is a path (we say that F is linear),
– GF is a cycle of length at least 4 (we say that F is circular),
– F is prime.

Proof. First we have to prove the two lemmas 2 and 3 (below). Then, notice by
Lemma 1 that if GF is connected, it is either a clique, a path, or a cycle. ��

By union closure, GF is a clique if and only if F = 2X , and we say that F is
complete. Likewise, GF is a path (resp. cycle) if and only if there is a linear
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(resp. circular) ordering of X such that F is exactly the family of all intervals
(resp. circular intervals) of this ordering. F is then linear (resp. circular).

Corollary (Representing simply-linked quotients). Let X1, . . . , Xk denote
the resulting connected components of a decomposition tree when deleting a quo-
tient node. Representing a complete quotient node is easily done with O(1) label,
stating the quotient is the family of every union of some Xi’s. For a linear or cir-
cular node, we also need to code an ordering on the incident edges. Then, an O(1)
label can state the quotient is the family of every union of some consecutive Xi’s
(Fig. 1 gives an illustration on the node labelled “L”). Except for the special case
of X , members of a prime quotient node are already stored in the edge orientation
of the decomposition tree (they are semi-strong, and belong to S). Accordingly, we
only need an O(1) label for all prime nodes, stating there are no members bound
to the node other than those given by the edge orientation.

Let us head back to the proof of Theorem 1. A chain of length k of F is
a sequence (A1, . . . , Ak) of members of F such that Ai

©©Ai+1 for all i, and
Ai ∩ Aj = ∅ for all |i − j| > 1. The chain is covering if A1 ∪ · · · ∪ Ak = X , and
irreducible if |Ai| = 2 for all 1 ≤ i ≤ k. An irreducible and covering chain of F
can also be seen as a Hamiltonian path in the 2−graph GF , which would imply
its connectivity, and enable the use of Lemma 1.

Lemma 2. If a union-difference family F satisfies both quotient and simply-
linked properties, then either F is prime, or F has a length 3 covering chain.

Proof. Suppose that F is not prime, and let A ∈ F be neither trivial nor quasi-
trivial. We take A maximal by inclusion. The quotient property provides us with
B ∈ F such that A and B cross. The closure under union implies A ∪ B ∈ F .
Moreover, A is maximal. Hence A ∪ B is either trivial or quasi-trivial. However,
A ∪ B cannot be trivial since A and B cross. Then, the simply-linked property
implies that A ∪ B is not strong. Hence it overlaps some member C ∈ F . Here,
all cases lead to either D = C ∪B \A or E = C ∪A\B is a member of F . Then,
either (A, B, D) or (B, A, E) is a covering chain of length 3. �

Lemma 3. If a union-difference family F satisfies both quotient and simply-
linked properties, and has a covering chain of length at least 3, then F has an
irreducible covering chain (then GF is connected).

By lack of space, the proof of Lemma 3 is omitted. Please refer to the full
version [1] for any detail.

2.2 Other Quotients

We now address a family F ⊆ 2X that is not simply-linked. By definition it has
a quasi-trivial member that is strong. We note Y = X \ {x} that member. Since
Y is strong, except for X and {x}, F has no other member containing x. Let us
consider the sub-family G = F \{X, {x}}, which holds G ⊆ 2Y . Obviously, if F is
a union-difference family, so is G. Fainthearted, we represent F with the member
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{x} and the union-difference decomposition tree of G. We process the same way
with all quotient nodes that are not simply-linked. Therefore, such a tree may
have recursive levels. Fortunately enough, its total size still is polynomial:

Theorem 2. The global size of the labelled decomposition tree of a given union-
difference family F ⊆ 2X is in O(|X |2).

Proof. By induction on n = |X |. Let f(n) be the maximum size of all decom-
position trees of n leaves. Obviously, f(1) and f(2) are non null constants. Let
f(k) ≤ α×k2 hold for all k < n. We suppose without loss of generality that α is
greater than any other constant in this proof. Let us consider a decomposition
tree of n leaves and let N be the set of its internal nodes. For each i ∈ N , let ni

be its degree. The label of i is either of constant size (c.f. prime and complete
nodes), of linear size on ni (c.f. linear and circular nodes), or of size bounded by
f(ni − 1) + β (c.f. nodes that are not simply-linked). In all cases, it is bounded
by α × (ni − 1)2 + α since ni ≥ 3 and α ≥ β. The total size of leaves, edges, and
orientations is linear on n, hence bounded by α × n. We deduce that

f(n) ≤ α ×
(

∑

i∈N

((ni − 1)2 + 1) + n

)

≤ α ×
(

∑

i∈N

(ni − 1)2 + n′ + n

)

,

where n′ = |N |. Notice that
∑

i∈N ni = n + 2 × (n′ − 1) (the n pendant edges
are counted once while other edges are counted twice). In other words, S =∑

i∈N (ni − 1) = n + n′ − 2. Then, the greatest value that
∑

i∈N (ni − 1)2 can
reach happens when one among the ni gets the greatest value possible. Since
ni − 1 ≥ 2, we have

∑
i∈N (ni − 1)2 ≤ (n′ − 1) × 22 + (S − (n′ − 1) × 2)2. Then,

f(n) ≤ α × (n2 + n′2 + 5n′ + n(1 − 2n′) − 4). Besides, that there are no degree
2 nodes in the tree provides us with n ≥ n′ + 2. Finally, combining the previous
facts and 1 − 2n′ ≤ 0 allows to conclude. ��

Conjecture: There is for every union-difference family a representation of smal-
ler space than quadratic on the size of the ground set. The reason for the con-
jecture comes from the brute-force aspects of this section.

3 Application to Graphs: Sesquimodular Decomposition

In graph theory modular decomposition is now a well-studied notion [4,10,15,19],
as well as some of its generalisations [6,7,8,17,18,20]. As having been rediscov-
ered in other fields, the notion also appears under various names, including in-
tervals, externally related sets, autonomous sets, partitive sets, and clans. Direct
applications of modular decomposition include tractable constraint satisfaction
problems [5], computational biology [14], graph clustering for network analysis,
and graph drawing. This rich research field lays heavily on the nice combinato-
rial properties of modules. Among most important ones, that modules form a
partitive family allows representing them compactly with a tree [4,10,19].

Besides, in the area of social networks, several vertex partitioning have been
introduced in order to catch the idea of putting in the same part all vertices
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Fig. 3. Sesquimodular decomposition. The family of non-trivial sesquimodules of the
digraph is {{1, 2}, {1, 2, 3, 4, 5, 6}, {2, 3, 4, 5, 6}, {2, 3, 4, 5, 6, 7, 8, 9}, {3, 4, 5, 6, 7, 8, 9},
{3, 4}, {3, 4, 5}, {3, 4, 5, 6}, {4, 5}, {4, 5, 6}, {5, 6}}.

acknowledging similar behaviour, in other words finding regularities [23]. Mod-
ular decomposition provides such a partitioning, yet seemingly too restrictive
for real life applications. The concept of a role [11] on the other hand seems
promising, however its computation is unfortunately NP−hard [12]. As a nat-
ural consequence, there is need for the search of relaxed, but tractable, variations
of the modular decomposition scheme. We here investigate the case of directed
graphs, and propose a weakened definition of module in order to further decom-
pose. Fortunately enough, we still obtain a well-structured variation, thanks to
union-difference families.

Digraphs here refer to loopless simple directed graphs where 2−cycles are
allowed. Let G = (V, A) be a digraph, M ⊆ V is a sesquimodule if:

– ∀x, y ∈ M , N−(x) \ M = N−(y) \ M , and
– ∀x, y ∈ M , either N+(x) \ M = N+(y) \ M or N+(x) \ M = N+(y) \ M .

In an undirected graph, there is only one requirement to be a module, which is
∀x, y ∈ M , N(x)\M = N(y)\M . The classical generalisation to directed graphs
requires two full conditions, one on in-neighbours and one on out-neighbours:
∀x, y ∈ M , N−(x) \ M = N−(y) \ M and N+(x) \ M = N+(y) \ M . In the new
definition, there is a full condition on in-neighbours, and a relaxed one on out-
neighbours: the exterior still has to be partitioned into out-/non-out-neighbour
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vertices, however, their order is irrelevant. This is the reason for the terminology.
Fig. 2(a) exemplifies an instance where the sesquimodules form the family given
in Fig. 1, while Fig. 2(b) shows that the generalisation of modules to sesquimod-
ules is proper. A more complex example of sesquimodular decomposition tree is
given in Fig. 3. We have the following theorem.

Theorem 3 (Uniqueness Decomposition Theorem). There is a unique un-
rooted tree associated to a digraph G = (V, A) such that: the leaves of the tree
are in one-to-one correspondence with the vertices of G; the edges of the tree are
oriented; the internal nodes of the tree are marked with at most 4 types of labels;
and all sesquimodules of G can be generated from this tree without the knowledge
of the graph. The size of this tree and its labels is in O(|V |2).

This theorem lays on the simple fact that

Proposition 3. The sesquimodules of a digraph form a union-difference family.
Furthermore there are no circular nodes in its decomposition tree.

Proof. Let G = (V, A) be a digraph. Clearly, the trivial vertex subsets are
sesquimodules of G. Let X and Y be two overlapping sesquimodules of G. It
follows straight from definition that X ∪ Y is a sesquimodule. We only need to
prove that Z = X \ Y is also a sesquimodule.

First suppose that there exist an exterior vertex s /∈ Z and two vertices
x, y ∈ Z s.t. (s, x) ∈ A and (s, y) /∈ A. We shall denote arc (x, y) ∈ A by xy, and
non-arc (x, y) /∈ A by xy. Since X is a sesquimodule s belongs to X∩Y . Moreover,
that X and Y overlap implies there is a vertex t belonging to Y \X . Notice that
s, t ∈ Y and x, y /∈ Y . Additionally, we have sx and sy. Since Y is a sesquimodule,
we have either tx∧ ty or tx∧ ty. But then X no more is a sesquimodule as t /∈ X
and x, y ∈ X . Hence, for all x, y ∈ Z, N−(x) \ Z = N−(y) \ Z.

Now let x, y ∈ Z and s, t /∈ Z. For convenience, we refer to the fact that
either xs ∧ xt or xs ∧ xt by “x is not a splitter of {s, t}”, denoted by x|st.
We need to prove that x|st ⇔ y|st. If none of s and t belong to X , that X is
a sesquimodule allows to conclude. If both s and t belong to Y , that Y is a
sesquimodule allows to conclude. By symmetry, the only remaining case is when
s ∈ X ∩Y and t /∈ X ∪Y . In this case, let u ∈ Y \X . Since X is a sesquimodule,
we already have x|tu ⇔ y|tu, but we would like the same property with vertex
u replaced by vertex s. For this, notice that x /∈ Y , but s, u ∈ Y , and Y is a
sesquimodule. Therefore, x|su. Likewise, y|su. Then, combining the two latter
facts and x|tu ⇔ y|tu leads to the desired property.

Finally, a circular sesquimodule quotient node would be a complete one. �

Remark 2. A 2−structure is roughly an edge-coloured complete digraph (see
e.g. [10]). Graph modules can be generalised to clans of a 2−structure: a vertex
subset M of a 2−structure is a clan if for all x, y ∈ M , for all s /∈ M , the arcs
(s, x) and (s, y) are of same colour, and the arcs (x, s) and (y, s) are also of
same colour (though the two colours may differ). Likewise, graph sesquimod-
ules can also be generalised to sesquimodules of a 2−structure as follows. M
is a sesquimodule of a 2−structure if it holds two following conditions. For all
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x, y ∈ M , for all s /∈ M , the arcs (s, x) and (s, y) are of the same colour. For
all x, y ∈ M , for all s, t /∈ M , (x, s) and (x, t) are of the same colour if and
only if (y, s) and (y, t) are of the same colour. Then, one can check that the
family of sesquimodules of any 2−structure is a union-difference family. Hence,
for 2−structures we have a similar decomposition theorem as what has been said
for digraphs. However, the algorithm described in the next section wont apply.

Remark 3. We newly pointed out that the family of sesquimodules of a digraph
is also closed under the intersection of its crossing members. Based on this, we
improved the representation of the sesquimodules of a digraph G = (V, A) from
O(|V |2) (as in this paper) down to an O(|V |) space decomposition tree. We also
showed that the latter tree can be computed in polynomial time. All these new
results can be found in [2]. This does not apply to the family of sesquimodules
of a 2−structure since such a family could fail the closure under intersection of
its crossing members.

4 Polynomial Time Algorithm for Sesquimodular
Decomposition

This section describes a brute-force algorithm to compute in polynomial time the
sesquimodular decomposition tree of a given digraph G = (V, A). We divide the
computation into two main steps, generalising the two-step scheme introduced
by [3] for modular graph decomposition.

Definition 4 (Factoring Permutation). [3] A factoring permutation of a
decomposition tree is the visit order of the leaves of the underlying decomposition
tree by some depth-first graph search.

For sesquimodular decomposition tree, which is unrooted, we define the factoring
permutation as a circular permutation. This notion dues its name to the fact that
every node of the tree is a (circular) interval of the (circular) permutation. In the
following, results of Section 4.1 can not be used unless we meet a certain notion
of splitter. However, all the remaining is a scheme that can be used to compute
the semi-strong tree of any arbitrary subset family. Indeed, the union-difference
property will only be used for eventually typing the nodes.

4.1 Computing a Factoring Permutation

Like modular decomposition, we use a partition refinement technique (c.f. [16])
based on the notion of a splitter. There are two kinds of sesquimodule splitters:

– If there are s /∈ M and x, y ∈ M with (s, x) ∈ A (denoted by sx) and
(s, y) /∈ A (denoted by sy) then M is not a sesquimodule. We say that
vertex s splits x and y.

– If there are x, y ∈ M such that there are s, t /∈ M with x|st and y|st then
M is not a sesquimodule, where x|st denotes (xs ∧ xt) ∨ (xs ∧ xt) and x|st
denotes its negation. We say that vertex pair (x, y) is a self-splitter.
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Let us consider first category splitters. We begin with picking a vertex x ∈ V
and considering the ordered partition P = {N+(x), {x}, N+(x)}, which will be
seen as an ordered circular partition. We then perform a round, which consists
of performing the refinement operation (see right below) for all vertex y 	= x
until this modifies the partition P . The round ends and we restart a new one
whenever P is modified. If, through some whole round, the partition P remains
unchanged for all y 	= x, then the process stops.

The refinement operation w.r.t. a vertex y 	= x consists of splitting each part
P of the partition P into two parts: P+ = P ∩N+(y) and P+ = P \N+(y). The
reorganisation of the split parts is as follows. Though obviously the part Q = {x}
of the partition P is not split, we have to consider whether x ∈ N+(y). Let P
and R be the neighbour parts of Q in P : P = (. . . , P, Q, R, . . . ). If x ∈ N+(y),
replace P with (P+, P+) and replace R with (R+, R+), else, replace P with
(P+, P+) and R with (R+, R+). If there are some empty set, we act as if they
were present, but skip storing them to the partition list. Thus, the elements that
y “sees” the same way as how y “sees” x are locally stick together. We do the
same processing for the parts before P and those after R in P (elements of same
vision by y are locally stick together). That there is in the initial partition an
odd number of parts – actually 3 – guarantees no conflict when closing the circle.

At this point, we obtain a partition P such that for all vertex v, and for all
part P of the partition P , v is not a first category splitter of P . Since each
refinement can be done in O(|N+(y)|) time (see [16]), a round takes O(n2) time,
where n = |V |. Since each round decreases the partition P to a thinner partition,
there are at most n rounds. The total time is in O(n3).

We now consider second category splitters, with the computed partition P .
While there is in P some part P containing a self-splitter (x, y) ⊆ P , replace P
with (Px, Py), which is defined as follows. First, push x in Px and y in Py. Let
s, t /∈ P such that x|st and y|st. Then, for every other vertex z of P , either z|st
or z|st, and we push z in Px or Py accordingly. Testing for self-splitters can be
done by just testing all vertex quadruplets. This would globally cost O(n5) time.

At the end, we obtain a circularly ordered partition P = (P1, . . . , Pk) of
unordered parts Pi’s. Then, ordering arbitrary the Pi’s results in a circular per-
mutation of V , which is a factoring permutation.

4.2 Computing the Decomposition Tree

We here constantly need to test if a subset is member of the initial family. Let
τ denotes the time for such a test. For digraphs, given a vertex subset, we can
test in τ = O(n4) time if the subset is member of the sesquimodule family
by checking every vertex quadruplets. Then, the shape of the decomposition
tree can easily be constructed in a brute-force manner as follows. Compute a
factoring permutation. For each interval of the factoring permutation, test if it
is a member of the initial family. For each pair of the latter members, if they
cross, then remove both. Represent the remaining members in a cross-free tree-
representation as explained at the beginning of Section 2. Since there are at most
n2 intervals in a circular permutation, these operations take O(n5 + n2τ) time.
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The only remaining thing is to type the nodes. The main difficulty is how
to test for nodes that are not simply-linked. Actually, we avoid this test by
elimination of cases. For each internal node i of the decomposition tree:

Compute the 2−graphof the quotientw.r.t. node i (quadratic number of tests for
membership). If this is a clique, a path, or a cycle, conclude accordingly, and stop.
Compute all quasi-trivial members of the quotient. If there are more than one or
none of such, report a prime node, and stop. Else either the node is prime or it is
not simply-linkedwith that unique quasi-trivialmemberwhich is strong. Let {c}be
the complement of the unique quasi-trivial member. Assume node i is not simply-
linked and recursively compute the decomposition tree of the quotient excluding
{c} (refer to Section 2.2 for details). If the latter tree is anything except a single
prime node then node i effectively was not simply-linked, we conclude and stop.
The latter tree is a single prime node. If there is some quasi-trivial member therein
thennode i effectivelywasnot simply-linked,we concludeand stop.Otherwisenode
i was simply-linked. We report a prime node.

Without recursive calls the process is in O(n3τ) = O(n7) time. Then, an
inductive argument similar to the proof of Theorem 2 gives an O(n8) time bound.

Theorem 4. The sesquimodular decomposition tree of a given digraph G =
(V, A) can be computed in O(|V |8) time.

5 Conclusion and Perspectives

We have shown that union-difference families can be represented via a unique
tree, and applied this result to a new directed graph decomposition. Of course the
polynomial decomposition algorithm proposed here for this variation of modular
decomposition has to be improved for a practical use. Another interesting inves-
tigation could be on the properties of the family of complements of members of
a union-difference family. Such a family owns a quadratic representation straight
from the result of union-difference families. However, their intrinsic properties
are unclear, as the closure under difference does not behave symmetrically via
complementary. Besides, representing families satisfying a number of closure op-
erations remains an interesting question, and we are convinced that some other
combinatorial decompositions can be expressed in this framework, as in [2].

Acknowledgements. The first author is grateful to S. Thomassé for helpful
discussions and pointers.
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Abstract. In this paper, we define error locating arrays (ELAs), which
can be used to locate faulty interactions between parameters or com-
ponents in a software system. We give constructions of ELAs based on
covering arrays. Under certain assumptions on the structure of the faulty
interactions, we design and analyse efficient algorithms that locate errors.
Under the assumption of known “safe values”, our algorithm performs a
number of tests that is polynomial in log k and d, where k is the number
of parameters in the system and d is an upper bound on the number
of faulty pairwise interactions. For the binary alphabet case, we pro-
vide an algorithm that does not require safe values and runs in expected
polynomial time in log k whenever d ∈ O(log log k).

1 Introduction

Consider a complex system whose behavior depends on the values of k parame-
ters or factors. To temporarily simplify matters, suppose each of the k factors
may take any of two values. In order to exhaustively test the system, 2k tests
are required, rendering it infeasible in a practical setting, even when k is only
moderately large.

An alternative to exhaustive testing is provided by covering arrays. A binary
covering array (CA) is a 0-1 matrix with n rows and k columns. Each of its
columns represents a parameter and each of its rows gives a test to be performed.
The number of rows, n, is called the size of the array. The array is said to be
of strength t if for any t-subset of the k factors, the corresponding columns
exhaustively cover all possible 2t combinations. In other words, if we define a
t-way interaction to be the assignment of specific values to each factor from set
of t factors, a covering array tests each t-way interaction in some of its rows.
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System:
factors: printer file format colours file size (MBs)

values: 0 =P1 0 = JPEG 0 =black & white 0 = (≤ 50)
1 =P2 1 = PDF 1 = colour 1 = (> 50 and < 500)

2 = PS 2 = (≥ 500)

factors: (1) printer (2) file format (3) colours (4) file size outcome

test 1 0 0 0 0 pass
test 2 0 0 1 1 fail
test 3 1 0 1 2 fail
test 4 1 1 1 0 pass
test 5 1 1 0 1 pass
test 6 0 1 0 2 fail
test 7 0 2 0 0 fail
test 8 0 2 1 1 pass
test 9 1 2 1 2 fail

Fig. 1. An MCA covering all pairwise interactions in a printing system

Since in many practical settings it is enough to test 2-, 3- or 4-way interactions,
we can tackle these problems with a moderately sized CA. The minimal size of a
binary covering array of strength t for k factors is denoted by CAN(t, k, 2). An
important result with practical implications establishes that this number grows
logarithmically in k (see [2] for binary arrays).

There is a vast literature on covering arrays, their properties and efficient
constructions (see Colbourn’s survey [7]). They have a wide range of applications,
in particular software and hardware testing [9,12,13,15,19], genomics [18] and
material sciences [6]. Besides the simplified version of CAs presented above,
there are immediate generalizations when each factor can take any of g different
values, or when each factor i has gi possible values, the so-called mixed covering
arrays (MCAs) [17]. Another generalization of CAs and MCAs targets situations
where some combinations need not [16] or must not be tested [10].

CAs are useful in software interaction testing, where individual software com-
ponents have been thoroughly tested but interaction among the components can
cause faults [22]. Empirical results show that testing all pairwise interactions
in a software system finds most of its faults [9,12,13]; some authors also link
pairwise coverage to good “code coverage” [5,11]. While there are situations in
which considering t-way interactions for t > 2 give additional benefits [12], in
this extended abstract we concentrate on pairwise interactions, i.e., t = 2.

Figure 1 shows a toy example of a system with k = 4 factors. Two of the factors
can have two possible values, while the other two can take any of three different
values. Testing exhaustively such a system would require 36 = 2×2×3×3 tests,
but an MCA of size 9 allows us to test all pairwise interactions. We also record
in the rightmost column the (alleged) outcome of each test.
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In this study, our goal is to define new combinatorial designs that help us
not only to test the system (i.e., to determine whether there are interactions
that cause failures) but also to identify and to determine which are the faulty
interactions causing the failing tests. For instance, in the test suite given in
Figure 1, does test 2 fail because we printed a JPEG file (0) in colour (1), or
because we printed a JPEG file (0) of medium size (1)? Or is this failure caused
by a faulty 3-way interaction?

In a recent paper, Colbourn and McClary introduce (d, t)-locating arrays and
(d, t)-detecting arrays. They are special types of CAs that allow for the location
of faulty t-way interactions, provided that a bound d on the number of faulty
interactions is given. These arrays are built to locate any set of up to d errors,
which unfortunately makes their existence very limited to small d with respect
to the number of values gi for each factor [8]. For instance, if all factors are
binary, there exist no detecting arrays if there is more than one pairwise faulty
interaction.

In this paper, we introduce error locating arrays (ELAs), a generalization of
(d, t)-detecting arrays in which we guarantee the location and detection of errors
whenever the structure, rather than the number, of the faulty interactions sat-
isfies some assumptions. In particular, since in this extended abstract we only
consider pairwise interactions, the faulty interactions can be conveniently mod-
eled as the edges of a graph. We study the existence and efficient construction of
ELAs when the structure of the errors belongs to particular families of graphs.
Furthermore, we consider here two types of testing: non-adaptive testing, when
we have to construct the full test suite in advance, without prior knowledge
of the outcome of any test; and adaptive testing, when the choice of each new
row/test can be based on the outcome of all previous tests. While in [8] the
parameter d is required to be constant in order to achieve a number of tests that
is polynomial in log k, our results allow d to grow as O(log log k) and, in the case
of one algorithm, as O(log k) to achieve polynomial growth in log k.

We summarize our contributions and the organization of the paper in what
follows. In Section 2, we give some definitions and background. In Section 3, we
study conditions for the existence of ELAs and for their logarithmic growth in k.
We introduce the notion of locatable graphs, the most general family of graphs for
which ELAs can exist. We also consider a special family of graphs, which we call
graphs with safe values, and which turns out to be always locatable. Briefly, these
graphs are such that every factor has a value for which the corresponding vertex
is not part of any edge/error. In the testing application, this models a situation
in which each parameter has a value not present in any faulty interaction. We
observe that for a random error graph with d ∈ o(k) the probability that the
graph has safe values goes to 1 as k → ∞ [14]. Therefore, the assumption that a
graph has safe values is not too restrictive in an asymptotic sense. In Section 4,
we give an adaptive algorithm that locates faults when safe values are known; for
this particular algorithm the graph may have loops, which corresponds to errors
given by single factor values. The algorithm perform tests adaptively, which
corresponds to building an ELA for the error graph, and performs O(d(log k)2 +
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d2 log k) tests. While this algorithm is very efficient when we know safe values,
this may be too strong an assumption in many testing situations. Ultimately,
we would like to eliminate such a strong assumption, which in this paper is
accomplished for the binary case in Section 5. We characterize the family of
locatable graphs when gi = g = 2 for all i. Using this characterization, we
give an algorithm that adaptively builds tests that locate all errors, for any
locatable “binary” graph. This algorithm performs an expected number of tests
in O(d log k+(log k)2c′

), when d ≤ c′ log log k, for some constant c′. In Section 6,
we discuss some open problems.

2 Definitions and Preliminaries

Let us define the testing problem more formally. Consider a system with k factors
(parameters or components) 1, . . . , k. Each factor i can take one of gi possible
values, which we consider w.l.o.g. to be in the set {0, . . . , gi − 1}, denoted by
[0, gi − 1]. A test is an assignment of values to factors, i.e., a k-tuple in [0, g1 −
1] × · · · × [0, gk − 1]. The execution of a test can have two outcomes: pass or
fail; we call it a passing or a failing test, respectively. An interaction is a set
of values assigned to distinct factors: I = {(f1, a1), . . . , (ft, at)}, fi �= fj for
i �= j, and ai ∈ [0, gfi − 1], 1 ≤ i ≤ t. An interaction I is a t-way interaction
if |I| = t. We say that a test (or a k-tuple) T = (T1, . . . , Tk) covers interaction
I = {(f1, a1), . . . , (ft, at)}, if Tfi = ai for 1 ≤ i ≤ t. Thus, a test covers exactly
(
k
t

)
t-way interactions, 1 ≤ t ≤ k. We assume that failures are caused by faulty

interactions, that is, the execution of a test fails if and only if it covers one or more
faulty interactions. Covering arrays are combinatorial designs that correspond
to test suits that cover all t-way interactions of factor values, and consequently
all s-way interactions with 1 ≤ s ≤ t.

Definition 1. A mixed covering array, A, denoted by MCA(n; t, (g1, . . . , gk)),
is an n × k array, such that each column i (corresponding to a factor) has val-
ues from the alphabet [0, gi − 1], and every possible t-way interaction is cov-
ered by some row, or in other words, for every t-set of factors {f1, . . . , ft} and
every t-tuple of values (a1, . . . , at) ∈ [0, gf1 − 1] × · · · × [0, gft − 1], there ex-
ists at least one row r (corresponding to a test) such that A[r, fj ] = aj for all
j ∈ [1, t]. Given t and g1, . . . , gk, the mixed covering array number, denoted by
MCAN(t, (g1, . . . , gk)), is the smallest n for which an MCA(n; t, (g1, . . . , gk))
exists. When gi = g for all 1 ≤ i ≤ k, we call the objects simply covering arrays
and simplify the notation to CA(n; t, k, g), and CAN(t, k, g).

The test suits in Figures 1 and 2 give examples of MCA(9; 2, (2, 3, 2, 3)). Since
g2g4 = 9 is a lower bound for n, this gives MCAN(2, (2, 3, 2, 3)) = 9.

Consider a graph whose edges represent the faulty pairwise interactions in a
system. Let G = G(g1,...,gk) denote a k-partite simple graph with k parts of sizes
g1, . . . , gk, respectively. The vertices of G are indexed by i, ai where i ∈ [1, k]
and ai ∈ [0, gi − 1]. If g1 = · · · = gk = g, then we simplify the notation to
G = Gk,g. Denote by G \ (e = {v, w}) the graph with vertex set V (G) and edge
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Faulty interactions: Error graph G:

printer P1 with file format PDF: {(1, 0), (2, 1)},
printer P2 with file size ≥ 500: {(1, 1), (4, 2)},
file format JPEG with colour: {(2, 2), (3, 0)},
file format PS with black&white: {(2, 0), (3, 1)}.

(1) (2) (3) (4)

0

1

2

value:

factor:

v4,1

factors: (1) printer (2) file format (3) colours (4) file size outcome

test 1 0 1 1 0 fail
test 2 1 0 1 0 fail
test 3 1 2 0 0 fail
test 4 1 1 0 2 fail
test 5 0 0 0 2 pass
test 6 0 2 1 2 pass
test 7 1 1 1 1 pass
test 8 0 0 0 1 pass
test 9 1 2 1 1 pass

Fig. 2. Error graph G and a test suit corresponding to an ELA(9; G)

set E(G) \ {e}. A k-tuple T = (T1, . . . , Tk) ∈ [0, g1 − 1] × · · · × [0, gk − 1] is
said to avoid G = G(g1,...,gk) if for all i, j ∈ [1, k], we have {vi,Ti , vj,Tj } �∈ E(G).
We say that an interaction {(i, a), (j, b)} is locatable if there exists a k-tuple T
with Ti = a and Tj = b that avoids G \ ({vi,a, vj,b}), if {vi,a, vj,b} ∈ E(G), or
avoids G, otherwise. We say that T locates interaction {(i, a), (j, b)} with respect
to G, and that {(i, a), (j, b)} is located by T . A graph is locatable if all pairwise
interactions are locatable.

Definition 2. An error-locating array for G = G(g1,...,gk) is an n × k array, A,
with each column i having symbols from the alphabet [0, gi − 1], and denoted by
ELA(n; G), such that each pairwise interaction {(i, a), (j, b)}, 1 ≤ i < j ≤ k,
0 ≤ a < gi, 0 ≤ b < gj, is located by some row of A. If G is a family of graphs
with each G ∈ G of the form G = G(g1,...,gk), an error-locating array for G,
denoted by ELA(n; G), is simply an ELA(n; G) for all G ∈ G.

It is easy to see that there exists an error-locating array for G if and only if G is
locatable. Also, every ELA(n; G) is a covering array with t = 2. In Figure 2, we
show a graph G and an ELA(9; G); note that each faulty interaction (marked in
bold in the array) appears in a distinct test. The covering array shown in Figure 1
is not an ELA(9, G), since interaction {(3, 1), (4, 2)} is not located by any of its
rows. The definition of ELAs can be easily adapted to locate t-way interactions
or even s-way interactions for all s ≤ t, given t, by using hypergraphs in place
of graphs [14].
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3 Existence of ELAs and Logarithmic Growth

Given G, the existence of an ELA(n; G) for some n is equivalent to G being
locatable. We can show that the decision problem of whether G is locatable for
general g is NP-complete, while for g = 2 it is in P [14]. A necessary condition
for G to be locatable is that G does not have two vertices in different factors
such that the union of their neighbourhoods contains all the vertices of another
factor. We look at a sufficient condition.

Definition 3. (Graphs with safe values) A k-partitite graph G = Gg1,...,gk
with

parts V1, . . . Vk of cardinalities g1, . . . , gk, respectively, is said to have safe values
if for every i ∈ [1, k] there exists a vertex vi,si ∈ Vi such that vi,si is not incident
to any edge. The values s1, s2, . . . , sk are said to be safe values of G.

Proposition 4. If G is a k-partite graph with safe values, then G is locatable.

Proof. Take any interaction I = {(i, ai), (j, aj)} and a k-tuple T = (T1, . . . , Tk)
with Ti = ai and Tj = aj, and T� = s�, for � ∈ [1, k] \ {i, j}. We note that T
locates I. ��

Consider a family of k-partite graphs with g vertices per part and d edges.
Assume that we choose the d edges at random among the g2

(
k
2

)
possible edges.

It is possible to show that for constant g and d ∈ o(k), the probability that a
graph has safe values goes to 1 as k, d → ∞ [14].

Next, we give constructions of ELAs based on covering arrays of strength
higher than 2. Theorem 5 generalizes a result by Colbourn and McCleary (The-
orem 4.5 in [8]) about (d, 2)-detecting arrays, by removing the requirement that
d < gi, while adding the weaker requirement that the error graph has safe values.
Theorem 6 removes the hypothesis that the graphs have safe values. The proofs
are omitted due to lack of space [14].

Theorem 5. Fix d and k with d + 2 ≤ k and g1, . . . , gk. Let SG = SGd
(g1,...,gk)

be the class of graphs of the form G(g1,...,gk) with at most d edges and that have
safe values. Then, every MCA(n, d + 2, (g1, . . . , gk)) is an ELA(n; SG).

Theorem 6. Fix k and d, with 2(d+1) ≤ k and g1, . . . , gk. Let LG = LGd
(g1,...,gk)

be the class of locatable graphs of the form G(g1,...,gk) with at most d edges.
Then, any MCA(n; 2(d+1), (g1, . . . , gk)), A, is an ELA(n; LG). Moreover, if G
is not locatable then the outcomes of the tests in A are enough to detect this.

The next theorem implies that the size n of an ELA grows logarithmically in k
for fixed d and g. Moreover, even if d grows as O(log log k), n remains polynomial
in log k.

Theorem 7. (Size of ELAs for bounded gi) Fix g. Let G(k, d) = Gd
k,g be a class

of graphs of the form G(g1,...,gk), with at most d edges, with gi ≤ g, for all
i ∈ [1, k], and satisfying extra conditions specified below. Then,
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1. if all graphs in G(k, d) are locatable and 2(d + 1) ≤ k, then there exists an
ELA(n; G(k, d)) for n ∈ O(dg2d log k); and

2. if all graphs in G(k, d) have safe values and d + 2 ≤ k, then there exists an
ELA(n; G(k, d)) for n ∈ O(dgd log k).

Proof. It follows from the application of Theorems 5 and 6, using the construc-
tion in [4], which gives an MCA(n; s, k, g) with n ∈ O(sgs log k), for fixed g. ��

Proposition 4 and Theorems 5-7 can be generalized for t ≥ 2, which will be
included in the complete article version of this extended abstract [14].

4 Algorithm for Locating Graphs with Safe Values

In this section, we give an efficient algorithm for locating errors for graphs that
have safe values: Algorithm ErrorLocateWithSafeValues. Unlike previous
definitions in this paper, the graphs are allowed to have loops, i.e., faulty 1-
way interactions, as long as no faulty 1-way interaction is contained in a faulty
2-way interaction. In this case, Theorem 7 would provide a solution for non-
adaptive testing (which can be shown to work for graphs with loops) that
uses O(dgd log k) tests and requires the knowledge of d. In contrast, Algorithm
ErrorLocateWithSafeValues uses an adaptive testing approach that does
not require the knowledge of d, does require the knowledge of the safe values si,
1 ≤ i ≤ k, and uses a polynomial number of tests in d and log k, more specifically
O(d(log k)2 + d2 log k) tests.

Let G = G(g1,...,gk) be a graph with edge set that corresponds to faulty 1-way
and 2-way interactions, such that no faulty 1-way interaction is contained in
a 2-way interaction. Let s = (s1, . . . , sk) be a k-tuple of safe values for G, and
T = (T1, . . . , Tk) be a k-tuple corresponding to a failing test for G. Let A ⊆ [1, k]
be the inspection set of T , that is, a set of factors f such that vf,Tf

may be an
endpoint of an edge. In general, |A| ≤ k. The algorithms presented here detect
whether T is a passing or failing test by calling procedure Test(T ).

First, we give the main steps of Algorithm ErrorLocateWithSafeValues

(k,(s1, . . . , sk), (g1, . . . , gk)), which locates failing interactions given safe values.
It starts by building A, an MCA(n; 2, (g1, . . . , gk)), using the greedy density
method by Bryce and Colbourn [3], which guarantees n ∈ O(log k) when the gi’s
are bounded by a constant. Since A is a mixed covering array of strength 2, it is
guaranteed that each 1-way and 2-way interaction is covered by some of its rows.
For each test T given by a row of A, run procedure Test(T ). Finally, for each
failing test T found in the previous step, run procedure LocateErrorsInTest

((s1, . . . , sk), T, A = [1, k]) to identify the failing interactions covered by T . Now,
what is left to describe is procedure LocateErrorsInTest as well as its aux-
iliary procedures given in Algorithm 1 (page 512).

In Algorithm 1, procedure LocateErrorsInTest(s, T , A) is recursive and
works as follows. At each call, we assume T is a failing test with A its inspection
set. If |A| = 1, then the unique factor of A corresponds to an error of order 1,
which is a loop in the error graph. If |A| ≥ 2, we solve the problem recursively by
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partitioning A into approximately equal sized sets A′ and A′′. Edges can involve
factors within A′, within A′′ or with one end in A′ and the other one in A′′. The
first type of edge we say to be within partition (A′, A′′) and the second type we
say to be across partition (A′, A′′). We use recursion to locate the edges within
the partition. Now, with knowledge of the edge sets, E′ and E′′, within the
partition, we use procedure AcrossLocate(s, T, A′, A′′, E′, E′′) to determine
the edges across the partition. Procedure AcrossLocate(s, T, A′, A′′, E′, E′′)
partitions A′ and A′′ into parts that do not include within edges. To do this,
we first remove the loops from A′ and A′′ creating B′ and B′′, respectively.
Then, we partition B′ into (A′

1, . . . , A
′′
c′) and B′′ into (A′′

1 , . . . , A′′
c′′), such that

there are no edges within A′
i for 1 ≤ i ≤ c′ or within A′′

j for 1 ≤ j ≤ c′′; in
other words, we c′-colour (c′′-colour) the graph corresponding to A′

i (A′′
j , re-

spectively). This can be done using a greedy colouring algorithm. Now, the only
unknown edges have one endpoint from each of A′

i and A′′
j , for some i, j, with

1 ≤ i ≤ c′, 1 ≤ j ≤ c′′. For each such candidate pair of sets, we apply pro-
cedure AcrossLocateAux to discover the edges between them. The objective
of AcrossLocateAux(s, T, A, B) is to find edges that have exactly one end
in inspection set A and one end in inspection set B. It is assumed that T is a
failing test and (A, B) does not contain within edges nor loops. If both A and
B consist of single factors a and b, respectively, we conclude that the only edge
across (A, B) is {va,Ta , vb,Tb

}. Otherwise, at least one of A and B has more than
one factor. Assume w.l.o.g. that A does. So, we partition A into parts C′ and
C′′, and we reduce the problem to recursively finding edges across (B, C′) and
across (B, C′′); in the next recursive call we partition B, if it has more than one
factor. In this way, A and B are alternatingly partitioned from one iteration to
the next, as long as their size is non-trivial. This alternation is controlled by the
selection of C and D in AcrossLocateAux.

The cost of Algorithm 1 is measured by the number of times a test is performed
via a call to Test(). This analysis follows from the next two lemmas.

Lemma 8. Let (A, B) be a partition without edges within it, and let da

be the total number of edges (with respect to values in test T ) across par-
tition (A, B). Then, the number of times Test() is called by procedure
AcrossLocateAux(s, T, A, B) is at most 4da log2 k.

Proof. Let C(e) be the number of times AcrossLocateAux calls Test() with
a test that covers edge e. Consider two consecutive levels of recursion in a call
AcrossLocateAux(A, B), which involves six recursive calls and produces four
possible recursion tree nodes at the second level. Any of these four nodes have
an input size essentially half of |A ∪ B|; so the recursion tree height is at most
2(�log2 k − 1). Additionally, of the six recursion calls mentioned above, only
two can have input sets such that e has an endpoint in each set. So, C(e) ≤
2(�log2 k−1). Let D be the total number of calls to Test(). Now, each Test()

either covers some edge (fails), or it passes and the other call to Test() in the
same recursion-tree node covers some edge (fails). Therefore, D ≤ 2

∑da

i=1 C(ei) ≤
2

∑da

i=1 2(�log2 k − 1) ≤ 4da log2 k. ��
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Algorithm 1. Returns the errors “exposed” by test T , given safe tuple s and
inspection set A

procedure LocateErrorsInTest(s, T , A) � Main Procedure of Algorithm 1
if |A| = 1, say A = {a}, then return {{(a, Ta), (a, Ta)}}
else

partition A into (A′, A′′) of approximately equal sizes
� find edges within A′:
Define: T ′ by: T ′

f = Tf , if f ∈ A′, and T ′
f = sf , otherwise.

if Test(T ′) = fail then
E′ ← LocateErrorsInTest(s, T ′, A′)

� find edges within A′′:
Define: T ′′ by: T ′′

f = Tf , if f ∈ A′′, and T ′′
f = sf , otherwise.

if Test(T ′′) = fail then
E′′ ← LocateErrorsInTest(s, T ′′, A′′)

� find edges across (A′, A′′):
E′′′ ← AcrossLocate(s, T, A′, A′′, E′, E′′)
return E′ ∪ E′′ ∪ E′′′

procedure AcrossLocate(s, T , A′, A′′, E′, E′′)
B′ = A′ \ {x ∈ A′ : {x, x} ∈ E′}
partition B′ into c′ colour classes (A′

1, . . . , A
′
c′)

B′′ = A′′ \ {x ∈ A′′ : {x, x} ∈ E′′}
partition B′′ into c′′ colour classes (A′′

1 , . . . , A′′
c′′)

E′′′ ← ∅
for i ← 1 to c′ do

for j ← 1 to c′′ do
Define T ′ by: T ′

f = Tf , if f ∈ A′
i ∪ A′′

j , and T ′
f = sf , otherwise.

if Test(T ′) = fail then
E′′′ ← E′′′ ∪ AcrossLocateAux(s, T ′, A′

i, A
′′
j )

return E′′′

procedure AcrossLocateAux(s, T , A, B)
if |A| = |B| = 1, say A = {a} and B = {b}, then

return {{(a, Ta), (b, Tb)}}
else

if |A| > 1 then C ← A; D ← B � always partition first set, if possible
else C ← B; D ← A

Partition C into (C′, C′′) of approximately equal sizes
� Note that the recursive calls below invert the order of the sets.
E′ ← E′′ ← ∅
Define T ′ by: T ′

f = sf , if f ∈ C′′, and T ′
f = Tf , otherwise.

if Test(T ′) = fail then E′ ← AcrossLocateAux(s, T ′, D, C′)

Define T ′′ by: T ′′
f = sf , if f ∈ C′, and T ′′

f Tf , otherwise.
if Test(T ′′) = fail then E′′ ← AcrossLocateAux(s, T ′′, D, C′′)

return E′ ∪ E′′
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Lemma 9. Let (A′, A′′) be a partition with d′ edges within part A′, d′′ edges
within part A′′, and da edges across partition (A′, A′′). Then, the number
of times Test() is called by procedure AcrossLocate(s, T, A′, A′′, E′, E′′) is
O(da log k + d′d′′).

Proof. Procedure AcrossLocate performs c′c′′ calls to Test() in its main
loop. Since the number of colours needed to greedy colour a graph with e edges
is at most e+1, we have c′c′′ ≤ (d′ +1)(d′′ +1). Let di,j

a be the number of edges
across partition (A′

i, A
′′
j ). Since

∑c′

i=1

∑c′′

j=1 di,j
a = da and, by Lemma 8, each

call to AcrossLocateAux costs at most 4di,j
a log k calls to Test(), we have in

total at most 4da log k such calls. ��

Theorem 10. Let d̂ be the total number of failing 1-way or 2-way interactions
of values covered by test T . The number of times Test() is called by Algortihm 1
is O(d̂ log k + (d̂)2).

Proof. Associate with each possible subtree τ of the recursion tree of
LocateErrorInTest, the total number of failing interactions that are de-
tected on this subtree, and denote it by d(τ). Given a subtree τ , denote by τ1

and τ2, its left and right subtrees, respectively. We consider a full binary tree of
the maximum height �log k − 1, instead of a possibly smaller tree, by assigning
d(τ) = 0 for a subtree τ that is not generated by the recursion. Note that for
the recursion tree root r, d(r) = d̂, and that, considering the recursive calls at
subtree τ , we have d(τ1) > 0 if and only if (Test(T ′)=fail), and d(τ2) > 0 if
and only if (Test(T ′′)=fail). Moreover, letting da(τ) denote the number of edges
across the partition found by the call to AcrossLocate performed at the root
of subtree τ , we get d(τ) = d(τ1) + d(τ2) + da(τ).

So the number of tests C(�, τ) performed by Algorithm 1 at subtree τ with
|A| = � is given by: C (1, τ) = 0; C (�, τ) = 0, if d(τ) = 0; and

C(�, τ) ≤ C(��/2, τ1)+C(��/2�,τ2)+C(da(τ) log �+d(τ1)d(τ2))+2, if d(τ)> 0 and �>1;

where C is a constant given by Lemma 9. Let Δj be the set of subtrees rooted
at level j of the recursion tree, and denote dj

a =
∑

τ∈Δj
da(τ). Let N denote

the number of internal nodes in the recursion tree. Iterating the equations that
define C, and defining φ such that φ(τ) = 0, if d(τ) = 0, 1, and φ(τ) = φ(τ1) +
φ(τ2) + d(τ1)d(τ2), if d(τ) ≥ 2, we get for the root node r:

C(k, r) ≤ C

⎛

⎝
�log k�−1∑

j=0

dj
a log

k

2j

⎞

⎠ + Cφ(r) + 2N. (1)

We observe that
∑�log k�−1

j=0 dj
a = d̂, since each edge is identified as an across

edge in a distinct recursion tree node. This gives that the expression between
parenthesis in (1) is at most d̂ log k. Now, using d(τ1)+d(τ2) ≤ d(τ), it is easy to
show by induction that φ(τ) ≤ d(τ)2/2, which gives φ(r) ≤ (d̂)2/2. In addition,
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type b

type a

G’:

G:

type 2 type 3

(b)(a)

type 1

Fig. 3. Forbidden structures and connected components in locatable graphs with g = 2

at each level of the tree there cannot be more than d̂ nodes, and the tree has
at most �log k + 1 levels, so we get N ≤ d̂�log k. Substituting these bounds in
(1), gives:

C(k, r) ≤ Cd̂ log k+C(d̂)2/2+2d̂�log k ∈ O(d̂ log k+(d̂)2). �

Finally, we analyse Algorithm ErrorLocateWithSafeValues(k, (s1, . . . ,
sk), (g1, . . . , gk)), our main algorithm described at the begining of this section.

Theorem 11. Let d be the total number of failing 1-way and 2-way interactions,
k be the number of factors, and g be a constant such that g ≥ maxk

i=1{gi}. Then,
the number of calls to Test() by Algorithm ErrorLocateWithSafeValues

is in O(d(log k)2 + d2 log k).

Proof. Initially, we do n calls to Test() where n ∈ O(log k) is the number of rows
in the mixed covering array A. Then, for each row of A that gives a failing test
(at most O(log k) of them), we call procedure LocateErrorsInTest. Since, by
Theorem 10, each such call performs at most O(d̂ log k + (d̂)2) calls to Test(),
and d̂ ≤ d, the result follows. ��

5 Algorithm for Locating Graphs with g=2

The following theorem characterizes locatable graphs for the binary case (see
proof in [14]).

Theorem 12. Let G = Gk,2. Then, G is not locatable if and only if it contains
as a subgraph one of the two forbidden structures given by the solid lines in
Figure 3a. The dashed lines in Figure 3a indicate interactions that cannot be
located.

From the previous theorem we can deduce the structure of the connected
components of a locatable graph G. Define an auxiliary graph G′ such that
V (G′) = V (G) and E(G′) = E(G) ∪ {{vi,0, vi,1} : 1 ≤ i ≤ k}. Since G does
not contain any of the forbidden graphs with 2 edges, then G′ is formed by
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procedure SearchEndPoint(T , D)
if |D| = 1, say D = {f}, then return {f}
else

V ′ ← V ′′ ← ∅
Partition D into (D′, D′′) of approximately equal sizes
� Flip bit in D′′ to relative safe value:
Define T ′ by: T ′

f = ¬(Tf ), if f ∈ D′′, and T ′
f = Tf , otherwise

if Test(T ′) = fail then V ′ ← SearchEndPoint(T ′, D′)

� Flip bit in D′ to relative safe value:
Define T ′′ by: T ′′

f = ¬(Tf ), if f ∈ D′, and T ′
f = Tf , otherwise

if Test(T ′′) = fail then V ′′ ← SearchEndPoint(T ′′, D′′)

return V ′ ∪ V ′′

Fig. 4. Auxiliary procedure used in Algorithm DiscoverEdges

connected components that can be of one of the following types, as illustrated
in Figure 3b: 1) a single edge {{vi,a, vi,a}} (type 1); 2) a cycle of the form
(vi,a, vj,b, vj,b, vi,a, vi,a), with i �= j (type 2); 3) a connected component with
each vertex of degree ≥ 1 belonging to a different factor of G′ with the other
vertex for each factor being a degree-one vertex hanging out of it (type 3). Using
the knowledge of this structure, we now give an efficient algorithm for locatable
graphs for g = 2. Algorithm DiscoverEdges is based on partitioning the set of
factors into subsets according to properties of their edges in relation to the ver-
tices associated with a passing test. Then, an investigation of which pair of factor
subsets can have edges between them guides our discovery of each type of edge
in the various steps of the algorithm. We assume w.l.o.g. that the test with all
factors set to value 0 is a passing test, and then define the following sets that par-
tition the set of factors: the set A of factors where 1 is an endpoint of a 1–0 edge,
A = {f ∈ [1, k] : there exists j ∈ [1, k] such that {vf,1, vj,0} ∈ E(G)}; the set B
of factors where 1 that is an endpoint of a 1–1 edge and are not in A, B = {f ∈
[1, k]\A : there exists f ′ ∈ [1, k]\A such that {vf,1, vf ′,1} ∈ E(G)}; and all the
remaining factors C = [1, k]\(A∪B). The set A is further partitioned into the sets
AP = {f ∈ A : there exists f ′ ∈ A such that {vf,1, vf ′,0} ∈ E(G)} and AS =
A\AP . The set AP is called the set of endpoints of “parallel edges”, whereas AS is
called the set of “single factors” factors in A. Finally, the set C is partitioned into
three sets C0 = {f ∈ C : there exists f ′ ∈ AS such that {vf,0, vf ′,1} ∈ E(G)},
C1 = {f ∈ C : there exists f ′ ∈ AS such that {vf,1, vf ′,1} ∈ E(G)} and
CI = C \ (C0 ∪ C1).

Note that C1 and C0 must be disjoint, for otherwise, a forbidden configuration
of type a or b (Figure 3a) would be present. By the above definition, the only
types of possible edges are: 1−0 inside AP , 1−1 inside AS , 1−1 inside B, 1−1
between AS and B, 1 − 0 between AS and C0, and 1 − 1 between AS and C1.

Our main algorithm uses the auxiliary procedure SearchEndPoint(T, D),
which is detailed in Figure 4. Here ¬a denotes the complement of the binary
value a. This method starts with a failing test T , and values in D̂ = [1, k]\D are
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fixed. We also know that ¬Tf has no edges to D̂, for all f ∈ D. This procedure
finds each f ∈ D such that vf,Tf

is the endpoint of an edge to vf̂ ,Tf̂
for some

f̂ ∈ D̂. The main algorithm is given next.

Algorithm DiscoverEdges:
Step 0. Discover a passing test:
Build A, a CA(n; 2, k, 2) with n ∈ O(log k) rows, and run Test(T ) on each row
T of A. If A gives no failing test, return E(G) = ∅. Otherwise, if A contains
a passing test, call it P . Otherwise, run Test(P ) on random tests P until a
passing test P is found. Relabel the values of A in such a way that the passing
test P becomes [0, 0, . . . , 0].
Step 1. Discover the set A:
This is done via binary searching for the 1-ends of 1−0 edges, using as a starting
point each failing test T given by a row of the covering array A, and then calling
SearchEndPoint(T, F1(T )), where F1(T ) is the set of factors with value 1
in T .
Step 2. Discover EP (parallel edges), and so AP and AS :
We build EP by testing possible end points in A, two by two. For each i, j ∈ A,
consider the test T with values set to 0 except Ti = Tj = 1. It is easy to see that
Test(T ) = pass if and only if {vi,1, vj,0}, {vi,0, vj,1} ∈ EP , so if Test(T ) = pass,
then add i and j to AP .
Step 3. Discover B:
Let T be a test that fixes factors in A to zero, and initially have factors in
[1, k] \ A set to 1. This reduces the problem to edges internal to levels in B for
which 0s are safe values. Thus, we discover the edges internal to B (and thus B
itself) by running LocateErrorsInTest(s = (0, 0, . . . , 0), T, [1 : k] \ A).
Step 4. Determine the set E of edges with exactly one endpoint in AS (the
other endpoint corresponds to a factor that is in B or either in C1 or C0):

E ← ∅; C ← [1, k] \ (A ∪ B)
for all f ∈ AS do

Fix Tf = 1 and Ti = 0 for all i ∈ (A \ {f}) ∪ B
repeat

Randomly pick the values of Tj for j ∈ C
until Test(T ) = pass
for all b ∈ B do

T ′ ← T ; T ′
b ← 1

if Test(T ′) = fail then E ← E ∪ {{vf,1, vb,1}}
� Binary search for mates of f in C using values in T as safe values for C
Set T ′′ with T ′′

i = Ti for i ∈ A ∪ B, and T ′′
i = ¬Ti for i ∈ C

L ← SearchEndPoint(T ′′, C)
E ← E ∪ {{vf,1, vc,T ′′

c
} : c ∈ L}

Step 5. Find the set E′ of all edges with both ends in AS :
For each i, j ∈ AS , define test T with all factors set to 0, except Ti = Tj = 1
and Tc = 1 for all c ∈ C0. If Test(T ) = fail, then add {vi,1, vj,1} to E′.
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Theorem 13. If G = G(2k) is locatable then algorithm DiscoverEdges is
correct. In addition, letting C(d, k) be the expected number of tests performed by
algorithm DiscoverEdges and δmax denote the maximum degree of a vertex
in G, we have C(d, k) ∈ O(d2 + d log k + d2δmax + 22d). Moreover, we get that
C(d, k) is polynomial on both d and log k, under extra assumptions:
1. If a passing test is found in the covering array A in Step 0, and δmax ≤

c log log k, for some c, then C(d, k) ∈ O(d2 + d log k + d(log k)c).
2. If d ≤ c′ log log k, for some c′, then C(d, k) ∈ O(d log k + (log k)2c′

).

Proof. The correctness of the algorithm is based on the definitions of sets AP ,
AS , B, C0, C1, and CI and the possible edges that can be found between
factors in these sets (see page 515); the proof of correctness is omitted here
(see [14]). Now we justify the running time of the algorithm. The running time
of SearchEndPoint is in O(d log |D|), since at each level of its recursion tree
the sum of the tests performed does not exceed d, and that the number of tree
levels does not exceed �log |D|. Now, we analyse steps 0-5.
Step 0: First, we call Test() once per row of covering array A, i.e., O(log k)
times. Let x be the number of factors involved in some edge, that is, the number
of factors that index vertices that are endpoints of some edge. Then, since the
graph is locatable, at least one of the 2x ≤ 22d combinations of possible values for
these factors determines a passing test, yielding the probability that a passing
test is selected to be at least 1/22d; therefore the expected number of random
trials until a passing test is found is in O(22d). Thus, the expected number of
calls to Test() for this step is O(log k + 22d).
Step 1: There are O(log k) tests given by the covering array A which might
fail, and for each of them, SearchEndPoint is run with |D| ≤ k, each con-
tributing to O(d log k) tests. Thus, the number of calls to Test() in this step is
O(d(log k)2).
Step 2: The number of tests for this step is |A|2 ≤ d2.
Step 3: This step is an application of LocateErrorsInTest while restricting
the problem to levels in set B, for which 0’s are safe values. By Theorem 10,
the number of tests performed is O(d2

B + dB log |B|), where dB is the number of
edges with both ends in B. Since dB ≤ d and |B| ≤ k, we get O(d2 + d log k).
Step 4: Let f ∈ AS as selected in the main loop. Once we fix the test to value 0
for all factors in A∪B, except for f that has value 1, by definition of C, the only
edges that can occur in any completion of this test involves factor f set to 1 and
at most one of the values (either 0 or 1) for each factor c in C. This means that the
probability of not hitting an edge for each attempt at completing C is 1/2δ(vf,1),
which gives an expected number of 2δ(vf,1) tests until a passing test is found.
Moreover, the number of edges that can be found within SearchEndPoint is
δ(vf,1), and so yields O(δ(vf,1) log k). As we sum over all iterations, we get a
total of O((

∑
f∈AS 2δ(vf,1)) + log k

∑
f∈AS δ(vf,1)) ⊆ O(d2δmax + d log k).

Step 5: The number of tests for this step is |AS |2 ≤ d2.
Therefore, if the covering array A in step 0 yields a passing test, we get

C(k, d) ∈ O(d2 + d log k + d2δmax), while if we need to find a passing test, then
C(k, d) ∈ O(d2 +d log k+d2δmax +22d). The theorem follows easily from this. ��
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6 Conclusion and Further Work

In this paper, we generalize recent work on locating faulty interactions in system
testing. We provide new results for non-adaptive testing (Section 3) and the first
algorithms for adaptive testing (Sections 4 and 5). The definitions and results in
Sections 2 and 3 can be generalized for locating t-way interactions with t ≥ 2,
as well as for locating s-way interactions with 1 ≤ s ≤ t, for some t ≥ 2 (see
full version of this paper [14]). Important open problems include generalizing
the algorithm in Section 4 for t > 2, and generalizing the algorithm in Section 5
for g > 2.
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Abstract. We show that one can compute the injective chromatic num-
ber of a chordal graph G at least as efficiently as one can compute the
chromatic number of (G−B)2, where B are the bridges of G. In particu-
lar, it follows that for strongly chordal graphs and so-called power chordal
graphs the injective chromatic number can be determined in polynomial
time. Moreover, for chordal graphs in general, we show that the decision
problem with a fixed number of colours is solvable in polynomial time. On
the other hand, we show that computing the injective chromatic number
of a chordal graph is NP -hard; and unless NP = ZPP , it is hard to
approximate within a factor of n1/3−ε, for any ε > 0. For split graphs,
this is best possible, since we show that the injective chromatic number
of a split graph is 3

√
n-approximable. (In the process, we correct a result

of Agnarsson et al. on inapproximability of the chromatic number of the
square of a split graph.)

1 Introduction

In this paper, a graph is always assumed to be undirected, loopless and simple.
An injective colouring of a graph G is a colouring c of the vertices of G that
assigns different colours to any pair of vertices that have a common neighbour.
(That is, for any vertex v, if we restrict c to the (open) neighbourhood of v, this
mapping will be injective; whence the name.) Note that injective colouring is
not necessarily a proper colouring, i.e., it is possible for two adjacent vertices to
receive the same colour. The injective chromatic number of G, denoted χi(G),
is the smallest integer k such that G can be injectively coloured with k colours.

Injective colourings are closely related to (but not identical with) the notions
of locally injective colourings [9] and L(h, k)-labellings [2,3,11]. In particular,
L(0, 1)-labellings unlike injective colourings assign distinct colours only to non-
adjacent vertices with a common neighbour.

Injective colourings were introduced by Hahn, Kratochv́ıl, Širáň and Sotteau
in [12]. They attribute the origin of the concept to complexity theory on Ran-
dom Access Machines. They prove several interesting bounds on χi(G), and also
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show that, for k ≥ 3, it is NP -complete to decide whether the injective chro-
matic number of a graph is at most k. Here we look at the complexity of this
problem when the input graphs G are restricted to be chordal. A graph is chordal
if it does not contain any induced cycle of length four or more [10]. Several diffi-
cult combinatorial problems that are NP -complete in general (including graph
colouring [10], and many variants [5,7,13]) admit a polynomial time solution in
chordal graphs.

In Section 4, we show that determining χi(G) is still difficult when restricted
to chordal graphs. In fact, it is not only NP -hard, but unless NP = ZPP , the
injective chromatic number of a chordal graph cannot be efficiently approximated
within a factor of n1/3−ε, for any ε > 0. (Here ZPP is the class of languages
decidable by a randomized algorithm that makes no errors and whose expected
running time is polynomial.) For split graphs, this is best possible since we show
an 3

√
n-approximation algorithm for the injective chromatic number of a split

graph.
On the positive side, we show in Section 5 that for any fixed number k, one

can in linear time determine whether a chordal graph can be injectively coloured
using no more than k colours. Moreover, we describe large subclasses of chordal
graphs that allow computing the injective chromatic number efficiently. We show
that for a chordal graph G, one can efficiently compute the injective chromatic
number of G from the chromatic number of the square of G − B(G), that is,
the graph G with its bridges B(G) removed. It follows that for strongly chordal
graphs and power chordal graphs (the graphs whose powers are all chordal) the
problem is polynomial time solvable.

2 Preliminaries

We follow the terminology of [4,20]. For a subset S of the vertices (edges) of G,
we denote G[S] the subgraph of G induced on the vertices (edges) of S, and G−S
the subgraph of G that is obtained by removing from G the vertices (edges) of
S. In the case that S consists only of a single element x, we write G − x instead
of G − {x}.

For a connected graph G, a vertex u is a cutpoint of G if the graph G − u is
disconnected. An edge e = uv is a bridge of G if the graph G−e is disconnected.
A subset S of vertices of G is a separator of G if G−S is disconnected. As usual,
a clique of G is a complete subgraph of G, and an independent set of G is a
subgraph of G having no edges. For any graph G, we denote by χ(G) and α(G),
the chromatic number of G, and the size of a maximum independent set in G,
respectively. We denote by Gk the k-th power of G, i.e., the graph obtained from
G by making adjacent any two vertices in distance at most k in G. We denote by
n, respectively m, the number of vertices, respectively edges of G. For a vertex u
in G, we denote by N(u) the set of vertices of G adjacent to u (the neighbourhood
of u); and for a subset S of vertices of G, we denote by N(S) the set of vertices
of G − S adjacent to at least one vertex of S. We let deg(u) = |N(u)| be the
degree of u, and let Δ(G) be the maximum degree among the vertices of G.
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A split graph is a graph which can be partitioned into a clique and an inde-
pendent set with no other restriction on the edges between the two. Any split
graph is also chordal. A tree-decomposition (T, X) of a connected graph G is a
pair (T, X) where T is a tree and X is a mapping from V (T ) to the subsets
of V (G), such that (i) for any edge ab ∈ E(G), there exists u ∈ V (T ) with
a, b ∈ X(u), and (ii) for any vertex a ∈ V (G), the vertices u ∈ V (T ) with
a ∈ X(u) induce a connected subgraph in T . A clique-tree of a chordal graph G
is a tree-decomposition (T, X) of G where {X(u) | u ∈ V (T )} is precisely the
set of all maximal cliques of G.

3 Basic Properties

We have the following simple observation.

Observation 1. For any graph G, χi(G) ≥ Δ(G) and χ(G2) ≥ Δ(G) + 1.

For trees this is also an upper bound.

Proposition 2. For any tree T , χi(T ) = Δ(T ) and χ(T 2) = Δ(T ) + 1.

Proof. Let u be a leaf in T and v the parent of u. Then clearly, χ(T 2) =
max

{
deg(v)+1, χ

(
(T −u)2

)}
and χi(T ) = max{deg(v), χi(T −u))}. The claim

follows by induction on |V (T )|. �

Now we look at the general case. Let G(2) be the common neighbour graph
of a graph G, that is, the graph on the vertices of G in which two vertices are
adjacent if they have a common neighbour in G. It is easy to see that the injective
chromatic number of G is exactly the chromatic number of G(2). In general, as
we shall see later, properties of the graph G(2) can be very different from those
of G. For instance, even if G is efficiently colourable, e.g. if G is perfect, it may
be difficult to colour G(2). Note that any edge of G(2) must be also an edge of
G2 (but not conversely). This yields the following inequality.

Proposition 3. For any graph G, we have χi(G) ≤ χ(G2).

In fact, this inequality can be strengthened. Let F(G) be the set of edges of G
that do not lie in any triangle. Note that an edge of G is also an edge of G(2) if
and only if it belongs to a triangle of G. This proves the following proposition.

Proposition 4. For any graph G, we have χi(G) = χ(G2 − F(G)).

Now we turn to chordal graphs. The following is easy to check.

Observation 5. Any edge in a bridgeless chordal graph lies in a triangle.

Let B(G) be the set of bridges of G. Since a bridge of a graph can never be in a
triangle, we have the following fact.

Proposition 6. For any chordal G, we have χi(G) = χ(G2 − B(G)).
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Now since B(G − B(G)) = ∅, we have the following corollary.

Corollary 7. For any chordal G, χi(G − B(G)) = χ
(
(G − B(G))2

)
.

It turns out that there is a close connection between χi(G − B(G)) and both
χi(G) and χ(G2).

Proposition 8. For any G, χ(G2) = max
{
Δ(G) + 1, χ

(
(G − B(G))2

)}

Proof. Let k = max
{
Δ(G)+1, χ

(
(G−B(G))2

)}
. It follows from Observation 1

and Corollary 7 that χ(G2) ≥ k. Now fix a set of k colours (k ≥ χ
(
(G−B(G))2

)
),

and consider a colouring of (G − B(G))2 using these k colours. We now add the
bridges of G one by one, modifying the colouring accordingly. Let uv be a bridge
of G and let X and Y be the connected components which become connected
by the addition of uv. Suppose that u ∈ X and v ∈ Y . We can permute the
colours of X and Y independently so that u and v obtain the same colour i.
Since we have k ≥ Δ(G) + 1 colours, there must be a colour j �= i not used in
the neighbourhood of v in Y . By the same argument for u, we may assume that
j is not used in the neighbourhood of u in X . Finally, we exchange in X the
colours i and j. It is easy to see that after adding all bridges of G one by one,
we obtain a proper colouring of G2. �

A similar argument proves the next proposition.

Proposition 9. For any split graph G, χi(G) = max{Δ(G), χi(G − B(G))}

Finally, combining Corollary 7, and Propositions 8 and 3, we obtain the following
tight lower bound on the injective chromatic number of a chordal graph.

Proposition 10. For any chordal graph G, we have

χ(G2) − 1 ≤ max{Δ(G), χi(G − B(G))} ≤ χi(G) ≤ χ(G2)

4 Hardness and Approximation Results

In this section, we focus on hardness results for the injective chromatic number
problem. We begin by observing that it is NP -hard to compute the injective
chromatic number of a split graph. This also follows from a similar proof in [12];
we include our construction here, since we shall extend it to prove an accompa-
nying inapproximability result in Theorem 13.

Theorem 11. It is NP -complete for a given split (and hence chordal) graph G
and an integer k, to decide whether the injective chromatic number of G is at
most k.

Proof. First, we observe that the problem is clearly in NP . We show it is also
NP -hard. Consider an instance of the graph colouring problem, namely a graph
G and an integer l. We may assume that G is connected and contains no bridges.
Let HG be the graph constructed from G by first subdividing each edge of G and
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then connecting all the new vertices. That is, V (HG) = V (G)∪{xuv | uv ∈ E(G)}
and E(HG) = {uxuv, vxuv | uv ∈ E(G)} ∪ {xstxuv | uv, st ∈ E(G)}. The graph
HG can clearly be constructed in polynomial time. It is not difficult to see that
HG is a split graph, hence it is also chordal. Moreover, one can check that the
subgraph of H2

G induced on the vertices of G is precisely the graph G. Since
G is bridgeless, HG is also bridgeless, hence using Proposition 6 we have the
following.

χi(HG) = χ(H2
G) = χ(G) + m

Therefore χi(HG) is at most k = l + m if and only if χ(G) is at most l. That
concludes the proof. �

By Proposition 10, for any chordal graph G, the injective chromatic number of G
is either χ(G2) or χ(G2) − 1. Interestingly, merely distinguishing between these
two cases is already NP -complete.

Theorem 12. It is NP -complete to decide, for a given split (and hence chordal)
graph G, whether χi(G) = χ(G2) − 1. �

Now we extend the proof of Theorem 11 to show that under a certain complexity
assumption, it is not tractable to approximate the injective chromatic number
of a split (chordal) graph within a factor of n1/3−ε for all ε > 0.

Theorem 13. Unless NP = ZPP , for any ε > 0, it is not possible to efficiently
approximate χ(G2) and χi(G) within a factor of n1/3−ε, for any split (and hence
chordal) graph G.

Proof. In [8], it was shown that for any fixed ε > 0, unless NP = ZPP ,
the problem of deciding whether χ(G) ≤ nε or α(G) < nε for a given graph
G is not solvable in polynomial time. Consider an instance of this problem,
namely a graph G. Again, as in the proof of Theorem 11, we may assume that
G is connected and bridgeless. Let Hk,G be the split graph constructed from k
copies of HG (the graph used in the proof Theorem 11) by identifying, for each
uv ∈ E(G), all copies of xuv. That is, if v1, v2, . . . , vn are the vertices of G, we
have in Hk,G vertices V (Hk,G) =

⋃k
i=1{vi

1, v
i
2, . . . , v

i
n} ∪ {xuv | uv ∈ E(G)}, and

edges E(Hk,G) =
⋃k

i=1{uixuv, vixuv | uv ∈ E(G)} ∪ {xuvxst | uv, st ∈ E(G)}.
Now since G is bridgeless, Hk,G is also bridgeless. Consider an independent

set I of H2
k,G. It is not difficult to check that either I trivially contains only a

single vertex xuv, or for each pair of vertices ui, vj ∈ I, the vertices u and v
are not adjacent in G. Hence it follows that from any colouring of H2

k,G one can
construct a fractional k-fold colouring of G (i.e., a collection of independent sets
covering each vertex of G at least k times) by projecting each non-trivial colour
class of H2

k,G to G, i.e., mapping each ui to u. Using this observation we obtain
the following inequalities.

k · n
α(G)

+ m ≤ k · χf (G) + m ≤ χ(H2
k,G) = χi(Hk,G) ≤ k · χ(G) + m
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Therefore if χ(G) ≤ nε then χ(H2
k,G) ≤ k · nε + m, and if α(G) < nε then

χ(H2
k,G) > k · n1−ε + m. Now we fix k = m, and denote by N the number of

vertices in Hm,G. For n ≥ 21/ε we obtain the following.

m · n1−ε + m

m · nε + m
≥ 1

2
n1−2ε ≥ n1−3ε ≥ (m · n + m)

1
3 (1−3ε) = N

1
3−ε

Hence if we can efficiently (N
1
3−ε)-approximate the colouring of H2

m,G then
we can decide whether χ(G) ≤ nε or α(G) < nε. That concludes the proof. �

Note that a seemingly stronger result appeared in [1]. Namely, the authors
claim that the chromatic number of the square of a split graph is not (n1/2−ε)-
approximable for all ε > 0. However this result is not correct. In fact, we show
below that there exists a polynomial time algorithm 3

√
n-approximating the chro-

matic number of the square of a split graph G, and also 3
√

n-approximating the
injective chromatic number of G. Note that this is also a strengthening of best
known

√
n-approximation algorithm for the chromatic number of the square in

general graphs (cf. [1]). We need the following lemma.

Lemma 14. For chordal graphs, the injective chromatic number is α-approxi-
mable if and only if the chromatic number of the square is α-approximable. �

Theorem 15. There exists a polynomial time algorithm that given a split graph
G approximates χ(G2) and χi(G) within a factor of 3

√
n.

Proof. Let G be a connected split graph with a clique X and an independent
set Y . Denote by H the subgraph of G2 induced on Y . Let p = |X |, N = |V (H)|,
and M = |E(H)|. Clearly, χ(G2) = p + χ(H). Consider an optimal colouring
of H with colour classes V1, V2, . . . , Vχ(H). Let Eij be the edges of H between
Vi and Vj . Clearly, for each edge uv ∈ Eij there must exist a vertex xuv in X
adjacent to both u and v. Moreover, for any two edges uv, st ∈ Eij we have
xuv �= xst, since otherwise we obtain a triangle in H [Vi ∪ Vj ] which is bipartite.
Hence p ≥ |Eij | and considering all pairs of colours in H we conclude that
p ≥ M/

(
χ(H)

2

)
≥ 2M/χ2(H).

A simple edge count shows that any graph with t edges can be coloured with
no more than 1/2+

√
2t + 1/4 colours. Such a colouring can be found by a simple

greedy algorithm [4]. We can apply this algorithm to H , and use additional p
colours to colour the vertices of X . This way we obtain a colouring c of G2 using
at most p+1+

√
2M colours. Using the lower bound from the previous paragraph

one can prove the following inequalities (assuming M ≥ 6 or p ≥ 17).

p + 1 +
√

2M

χ(G2)
≤ p + 1 +

√
2M

p +
√

2M
p

≤ (2M)1/6 ≤ N1/3 ≤ n1/3

Hence, the colouring c is an 3
√

n-approximation of χ(G2), and by Lemma 14
we can obtain a 3

√
n-approximation of χi(G). �
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5 Exact Algorithmic Results

Now we focus on algorithms for injective colouring of chordal graphs. Although,
computing the injective chromatic number of a chordal graph is hard, the asso-
ciated decision problem with a fixed number of colours has a polynomial time
solution, i.e., the problem is fixed parameter tractable. We need the following
lemma.

Lemma 16. For any chordal G, the treewidth of G2 is at most 1
4Δ(G)2 +

Δ(G). �

Theorem 17. Given a chordal graph G and a fixed integer k, one can decide
in time O

(
n · k · k(k/2+1)2

)
whether χi(G) ≤ k and also whether χ(G2) ≤ k.

Proof. It is easy to see that if χi(G) ≤ k or if χ(G2) ≤ k, then Δ(G) must be
at most k. Thus if Δ(G) > k, we can reject G immediately. Using Lemma 16, we
can construct in time O(nk2) a tree decomposition (T, X) of G2 whose width is
at most k2/4+k. Now, using standard dynamic programming techniques on the
tree T (cf. [4,7]), we can decide in time O(n · k · k(k/2+1)2) whether χ(G2) ≤ k
and whether χi(G) ≤ k. �

Now we show that for certain subclasses of chordal graphs, the injective chro-
matic number can be computed in polynomial time (in contrast to Theorem 11).
First, we summarise the results; the details are presented in subsequent sections.

We call a graph G a power chordal graph if all powers of G are chordal. Recall
that in Propositions 8 and 9, we showed how, from the chromatic number of
the square of the graph G − B(G), one can compute χ(G2) for any graph G,
respectively χi(G) for a split graph G. The following theorem describes a similar
property for the injective chromatic number in chordal graphs. The proof will
follow from Corollary 25 and Theorem 28 which we prove in sections 5.2 and 5.4
respectively.

Theorem 18. There exists an O(n + m) time algorithm that computes χi(G)
given a chordal graph G and χi(G − B(G)). Using this algorithm one can also
construct an optimal injective colouring of G from an optimal injective colouring
of G − B(G) in time O(n + m).

A class C of graphs is called induced-hereditary, if C is closed under taking induced
subgraphs. For an induced-hereditary subclasses of chordal graphs we have the
following property.

Proposition 19. Let C be an induced-hereditary subclass of chordal graphs.
Then the following statements are equivalent.

(i) One can efficiently compute χ(G2) for any G ∈ C.
(ii) One can efficiently compute χi(G − B(G)) for any G ∈ C.
(iii) One can efficiently compute χi(G) for any G ∈ C.
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This follows from Theorem 18, Proposition 8, and the fact that each connected
component of G − B(G) must be in C. In some cases, e.g., in the class of power
chordal graph, this is true even if C is not induced-hereditary. The following corol-
lary will follow from Theorem 18 and Corollary 27 which we prove in section 5.3.

Corollary 20. The injective chromatic number of a power chordal graph can be
computed in polynomial time.

Thus the injective chromatic number of a strongly chordal graph can also be
computed in polynomial time.

Finally, observe that due to Theorem 12 one cannot expect the property from
Proposition 19 to hold for any subclass of chordal graphs.

5.1 Injective Structure

In order to prove Theorem 18, we investigate the structural properties of graphs
G that allow efficient computation of χi(G). In this section, G refers to an
arbitrary connected graph (not necessarily chordal).

A clique separator of G is a separator of G which induces a clique in G. A
tree decomposition (T, X) of G is a decomposition by clique separators, if for any
uv ∈ E(T ), the set X(u) ∩ X(v) induces a clique in G. This type of decompo-
sition of graphs was introduced and studied by Tarjan [19]. The decomposition
turns out to be particularly useful for the graph colouring problem; namely, one
can efficiently construct an optimal colouring of G from optimal colourings of
G[X(u)] for all u ∈ V (T ). We define and study a similar concept for the injective
colouring problem. Recall that G(2) denotes the common neighbour graph of G
defined in section 3.

We say that a subset S of vertices of G is injectively closed, if for any two
vertices x, y ∈ S having a common neighbour in G, there exists a common
neighbour of x and y that belongs to S. A subset S of vertices of G is called an
injective clique, if S induces a clique in G(2). Note that an injective clique is not
necessarily injectively closed in G. A subset of vertices S of G is called an injective
separator of G, if S is injectively closed in G, S is a separator of G(2), and G(2)

is connected. Note that G(2) can be disconnected even if G is connected, e.g., if
G is bipartite. An injective decomposition of G is a tree decomposition (T, X) of
G such that for any uv ∈ E(T ), the set X(u) ∩ X(v) is an injective separator
of G. An injective separator S is an injective clique separator, if S is also an
injective clique. An injective clique decomposition is an injective decomposition
(T, X) such that for any uv ∈ E(T ), the set X(u) ∩ X(v) is an injective clique.
Note that any injective clique decomposition of G is a decomposition of G(2) and
G2 by clique separators.

We have the following properties.

Lemma 21. Let (T, X) be an injective decomposition of a graph G. Then for
each u ∈ V (T ), the set X(u) is injectively closed. �

Theorem 22. Let (T, X) be an injective clique decomposition of a graph G.
Then
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χi(G) = χ(G(2)) = max
u∈V (T )

χ
(
G(2)

[
X(u)

])
= max

u∈V (T )
χi

(
G

[
X(u)

])
.

Proof. The first equality is by definition. We obtain the second equality from
the fact that (T, X) is a decomposition of G(2) by clique separators. The last
equality follows easily, since by Lemma 21, we have G(2)[X(u)] = G[X(u)](2),
and by definition χ

(
G[X(u)](2)

)
= χi

(
G[X(u)]

)
. �

5.2 Computing χi(G) in Chordal Graphs

In this section, we focus on injective clique decompositions of chordal graphs.
The following is easy to check.

Observation 23. Let H be a bridgeless graph having a dominating vertex. Then
H is an injective clique. �

We say that a graph G is decomposable, if G contains an an injective clique
separator S; we say that S decomposes G. A graph G is indecomposable, if it is
not decomposable. A graph G is called perfectly tree-dominated, if G contains an
induced tree T , such that any vertex and any connected component of G−V (T )
has exactly one neighbour in T . For such T , we say that T perfectly dominates
G, or that G is perfectly dominated by T .

The following statement relates indecomposable chordal graphs and perfectly
tree-dominated graphs.

Proposition 24. Any perfectly tree-dominated graph is indecomposable. Any
indecomposable chordal graph is either perfectly tree-dominated or bridgeless. �

The property above has an important corollary.

Corollary 25. For any chordal graph G, there exists an injective clique decom-
position (T, X) of G, such that for any u ∈ V (T ), the set X(u) induces either a
bridgeless graph or a perfectly tree-dominated graph. This decomposition can be
constructed in time O(n + m).

Proof. First, we find the bridges B(G) of G. Then, we construct a tree decom-
position (T, X) of G such that for u ∈ V (T ), the set X(u) is either a connected
component of G − B(G), or a connected component T of G[B(G)] augmented
with the neighbours of T in G. It follows from the proof of Proposition 24 that
(T, X) is a injective clique decomposition. �

5.3 Bridgeless Chordal Graphs

In this section, we describe some classes of chordal graphs G that allow efficiently
computing χ(G2).

We focus on chordal graphs whose square is also a chordal graph. Clearly, for
any such graph G, one can efficiently colour the square of G. Chordal graphs
whose powers are also chordal were already studied in the past. In particular,



On Injective Colourings of Chordal Graphs 529

it was shown by Duchet [16] that for any k, if Gk is chordal, then also Gk+2 is
chordal. Therefore, if a chordal graph G has a chordal square, then any power
of G must be chordal, that is, G is power chordal. Interestingly, many known
subclasses of chordal graphs, e.g. trees, interval graphs, and strongly chordal
graphs, were shown to be power chordal [1]. Moreover, Laskar and Shier [16]
found the following subgraph characterisation of power chordal graphs. A k-sun
is a graph formed by a cycle v0, v1, . . . , vk−1 with edges vivi+1 (and possibly other
edges), and an independent set w0, w1, . . . wk−1, where wi is adjacent only to vi

and vi+1 (all indices are taken modulo k). A k-sun of a graph G is suspended in
G, if there exists a vertex z in G adjacent to wi and wj where j �= i and j �= i±1
modulo k.

Theorem 26. [16] A graph G is power chordal if and only if any k-sun of G,
k ≥ 4, is suspended.

Based on this characterisation, it is easy to check the following.

Corollary 27. If G is power chordal, the graph G−B(G) is also power chordal. �
Note that by Theorem 26, strongly chordal graphs are trivially power chordal,
since no strongly chordal graph can contain an induced k-sun, k ≥ 3 [6]. Also
notice, that the class of power chordal graphs is not induced-hereditary (closed
under taking induced subgraphs), since a graph that contains a k-sun can be
power chordal, but the k-sun itself (taken as an induced subgraph) is not.

5.4 Perfectly Tree-Dominated Graphs

In this section, we show how to efficiently compute the injective chromatic num-
ber of a perfectly tree-dominated graph.

Let G be a perfectly tree-dominated graph. If G is a tree, then by Proposition
2, we have χi(G) = Δ(G), and a greedy injective colouring of G will be optimal.
Otherwise, let T be a minimal tree perfectly dominating G. We define a tree
decomposition (TG, X) of G as follows. We set TG = T , and for u ∈ V (T ), we
set X(u) = N(u) ∪ {u}. Clearly, X(u) ∩ X(v) = {u, v} is injectively closed,
and the set X(u) ∩ X(v) is a separator of G(2). Hence (T, X) is an injective
decomposition of G. Note that for any u ∈ V (T ), the graph G[X(u)] admits
only deg(u) different injective colourings, up to renaming colours. It follows,
that using dynamic programming on the rooted tree T , one can determine χi(G)
and an optimal injective colouring of G, by computing, for each u ∈ V (T ) and
each colouring of G[X(u)], the minimum number of colours needed to injectively
colour the subgraph of G induced on the union of X(u) and the sets X(v) for all
descendants v of u. Using an additional simple argument it can be shown that
the algorithm we just described can be performed in time O(n + m). Hence we
have the following theorem.

Theorem 28. The injective chromatic number χi(G) and an optimal injec-
tive colouring of a perfectly tree-dominated graph G can be computed in time
O(n + m).
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The above algorithm turns out to be an instance of a more general approach to
graph colouring problems [18].

Note added in proof

We have just learned of a related result of Král’[15] showing that χ(G2) =
O(Δ(G)3/2) for any chordal G. This is easily seen to allow strengthening Theo-
rem 15 from split to chordal graphs.
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Abstract. It is known that graphs on n vertices with minimum degree
at least 3 have spanning trees with at least n/4+2 leaves and that this can
be improved to (n + 4)/3 for cubic graphs without the diamond K4 − e
as a subgraph. We generalize the second result by proving that every
graph with minimum degree at least 3, without diamonds and certain
subgraphs called blossoms, has a spanning tree with at least (n + 4)/3
leaves. We show that it is necessary to exclude blossoms in order to
obtain a bound of the form n/3 + c.

We use the new bound to obtain a simple FPT algorithm, which de-
cides in O(m)+O∗(6.75k) time whether a graph of size m has a spanning
tree with at least k leaves. This improves the best known time complexity
for Max-Leaves Spanning Tree.

1 Introduction

This paper is concerned with finding spanning trees with maximum number of
leaves. This is a well-studied problem with many applications. Different types
of algorithms have been proposed for this NP-hard problem. Constant factor
approximation algorithms appear e.g. in [4,9]. In addition constructive methods
exist that guarantee a certain fraction of the vertices to become leaves, when the
graph satisfies certain properties [2,7,8]. Hence these results give lower bounds,
which are extremal in the sense that examples are given which show that they
are tight for their graph classes. Thirdly, FPT algorithms for the related deci-
sion problem have also received much attention, see [1,2,3,5]. These results are
closely related; lower bounds have been used to find good approximations [4]
and fast FPT algorithms [2,3]. Our contribution is a new extremal lower bound
that generalizes and strengthens previous results, and a fast and simple FPT
algorithm based on this bound.

We first introduce the extremal setting and explain our result. We then explain
how this helps to obtain an improved FPT algorithm. Throughout this paper G
is assumed to be a simple and connected graph on n ≥ 2 vertices. Other graphs
may be multi-graphs, disconnected, or a K1. The minimum vertex degree of G
is denoted by δ(G).
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Linial and Sturtevant first observed that every graph G with δ(G) ≥ 3 has a
spanning tree with at least n/4 + 2 leaves and that this bound is best possible
(unpublished). Kleitman and West give a proof in [8] and also give stronger
bounds for graphs of higher minimum degree.

The examples showing that the bound n/4 + 2 is best possible for graphs of
minimum degree 3 are all obtained from a cycle by replacing every vertex by
a cubic diamond. A diamond is the graph K4 minus one edge, and a diamond
subgraph of a graph G is a cubic diamond if its four vertices all have degree 3
in G, see Figure 1 (a).

(b)(a) (c)

Fig. 1. A cubic diamond (a), a 2-necklace (b), and a 2-blossom (c)

Since these examples are very restricted it is natural to ask if better bounds
can be obtained for graphs without cubic diamonds. This question was answered
by Griggs, Kleitman and Shastri [7] for cubic graphs. They show that a cubic
graph G without diamonds always admits a spanning tree with at least n/3 +
4/3 leaves and that this is best possible. For minimum degree 3 the following
bound is proved in [2]. A graph G with δ(G) ≥ 3, without cubic diamonds,
contains a spanning tree with at least 2n/7+12/7 leaves. Replacing every vertex
of a cycle by the graph from Figure 1 (b) shows that the factor 2/7 cannot
be improved. The following conjecture from [2] therefore seems natural: it was
conjectured that every graph G with δ(G) ≥ 3 and without 2-necklaces contains a
spanning tree with at least n/3+4/3 leaves. Informally speaking, a 2-necklace is a
concatenation of k ≥ 1 diamonds with only two outgoing edges, see Figure 1 (b).
In Definition 1 in the next section a precise definition is given. This statement, if
true, would improve the bound 2n/7+ 12/7 with only a minor extra restriction,
and generalize the n/3 + 4/3 bound for cubic graphs from [7].

In Section 2 we disprove this conjecture by constructing graphs with δ(G) = 3
without 2-necklaces, which do not admit spanning trees with more than 4n/13+
24/13 leaves. On the positive side, we prove that the statement is true after only
excluding one more very specific structure, called a 2-blossom, see Figure 1 (c).
A precise definition is given in Definition 2. We generalize the statement further
by removing any restriction on the minimum degree. This yields Theorem 1,
our main theorem, which is proved in Section 3. Let V≥3(G) denote the set of
vertices in G with degree at least 3 and n≥3(G) its cardinality. Let �(T ) be the
number of leaves of a graph T .

Theorem 1. Let G be a simple, connected, non-trivial graph which contains
neither 2-necklaces nor 2-blossoms. Then, G has a spanning tree T with �(T ) ≥
n≥3(G)/3 + α, where α = 2 if δ(G) ≤ 2, and α = 4/3 otherwise.
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The proof is constructive and can be turned into a polynomial time algorithm
for the construction of a spanning tree. The main technical contribution of this
paper is that we prove this generalization of the statement in [7], and improve-
ment of the statement in [2], without a proof as lengthy as the proofs in these two
papers. This is made possible by extending the techniques and proofs from [7].
In Section 3 we argue that the long case study in [7] actually proves a strong
new lemma, which we use as an important step in the proof of Theorem 1. We
share the opinion expressed in [7] that a significantly shorter proof of the bound
for cubic graphs might not exist. Therefore using that result in order to prove
the more general statement seems appropriate.

In Section 4 we explain the consequences of Theorem 1 for FPT algorithms
(short for fixed parameter tractable) for the following decision problem.

Max-Leaves Spanning Tree (MaxLeaf):
INSTANCE: A graph G and integer k.
QUESTION: Does G have a spanning tree T with �(T ) ≥ k?

When choosing k as a parameter, an algorithm for MaxLeaf is called an
FPT algorithm if its complexity is bounded by f(k)g(n), where g(n) is a polyno-
mial. See [6] for an introduction to FPT algorithms. f(k) is called the parameter
function of the algorithm. Usually, g(n) will turn out to be a low degree polyno-
mial, thus to assess the speed of the algorithm it is mainly important to consider
the growth rate of f(k). Bodlaender [1] constructed the first FPT algorithm for
MaxLeaf with a parameter function of roughly (17k4)!. Since then, consid-
erable effort has been put in finding faster FPT algorithms for this problem.
The fastest algorithms can be found in [3,5,2], which also give an overview of
older results. These papers also establish a strong connection between extremal
graph-theoretic results and fast FPT algorithms. The n/4 + 2 bound mentioned
above is an essential ingredient in [3]. With the same techniques, the 2n/7+12/7
bound is used in [2] to obtain the so far fastest algorithm with a parameter func-
tion in O∗(

(
3.5k

k

)
) ⊂ O∗(8.12k). Here the O∗ notation ignores polynomial factors.

Similarly Theorem 1 yields a new FPT algorithm for MaxLeaf.

Theorem 2. There exists an FPT algorithm for MaxLeaf with time complex-
ity O(m) + O∗(6.75k), where m denotes the size of the input graph and k the
desired number of leaves.

This algorithm is the new fastest FPT algorithm for MaxLeaf, both optimizing
the dependency on the input size and the parameter function. It simplifies the
ideas introduced by Bonsma, Brueggemann and Woeginger [3] and therefore is
also significantly simpler than the other recent fast FPT algorithms. Hardly any
preprocessing of the input graph is needed, since Theorem 1 is already formulated
for a very broad graph class.

We end in Section 5 with a discussion of further improvements and applica-
tions of our results. Due to space constraints we cannot include complete proofs
of Theorems 1 and 2 in this extended abstract. Instead we refer the reader to
the full version of this paper for more details.
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2 Obstructions for Spanning Trees with Many Leaves

As mentioned in the introduction, 2-necklaces have been identified as an ob-
struction for the existence of spanning trees with n/3 + c leaves in graphs with
minimum degree 3, see [7,8,2]. In this section we show that they are not the only
such obstruction. We start by precisely defining 2-necklaces and 2-blossoms.

The degree of a vertex v in a graph G is denoted by dG(v) and by d(v) if
ambiguities can be excluded. A vertex v of a subgraph H of G with dH(v) <
dG(v) is called a terminal of H .

Definition 1 (2-Necklace). The graph K4 minus one edge is called a diamond
and denoted by N1. The degree 3 vertices are the inner vertices of the diamond.

For k ≥ 2 the diamond necklace Nk is obtained from the graph Nk−1 and a
vertex disjoint N1 by identifying a degree 2 vertex of N1 with a degree 2 vertex
of Nk−1. The two unique degree 2 vertices of Nk are denoted by c1 and c2.

An Nk subgraph of G is a 2-necklace if it only has c1 and c2 as terminals,
which both have degree 3 in G. See Figures 1 (a) and (b). If G contains an N1

this way, this N1 subgraph is also called a cubic diamond of G.

Definition 2 (2-Blossom). The graph B on seven vertices shown in Figure 2 (a)
is the blossom graph. A blossom subgraph B of G is a 2-blossom if c1 and c2 are its
only terminals, and they both have degree 3 in G, see Figure 1 (c).

c1 c2 (c)(b)(a) G7

Fig. 2. A blossom, five flowers in a tree, and G7

The two outgoing edges of 2-necklaces and 2-blossoms may in fact be the same
edge, in that case G is just a 2-necklace or 2-blossom plus an edge.

The building block for the graph family that shows that the bound n/3 + c
cannot be achieved when only necklaces are excluded, is a graph on ten vertices
called a flower. The graphs obtained from ternary trees by replacing inner ver-
tices with triangles, and leaves with flowers, have no spanning tree with more
than 4n/13+24/13 leaves. Figure 2 (b) shows such a graph and it can be checked
that these graphs have no more than four leaves per flower.

An important graph for our proofs, called G7, is shown in Figure 2 (c). This
is a non-cubic graph without 2-necklaces or 2-blossoms that does not admit a
spanning tree with at least n≥3(G)/3+2 leaves; only four leaves can be obtained.
In fact, a more detailed proof of Theorem 1 shows that G7 is the only such graph.
The cubic examples from [7] show that the bound in Theorem 1 is best possible
(ignoring small differences in the constant, see Section 5). These examples can
also be modified to obtain extremal examples that have vertices of degree 1, 2
and 4, thus Theorem 1 is best possible in a strong sense.
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3 Proof of the Main Theorem

This section is devoted to the proof of Theorem 1. The proof approach is based
on [7]. We first sketch an overview of the proof of [7], then mention how we
extend this method, and later give precise definitions. The two main techniques
of the proof are tree extensions and reduction rules. For certain graphs G, the
following approach can be used to find a tree with the desired number of leaves:
start with a small tree subgraph T of G, which has the proper ratio between the
number of leaves, and the number of vertices of V≥3(G) that it contains. Loosely
speaking, it needs at least one leaf for every three vertices from V≥3(G). This is
expressed more precisely by the value PG(T ) defined below, which should remain
above a certain value (usually 0). Then the initial tree T is extended iteratively,
without decreasing PG(T ). Proving that this is always possible is done with a
case study, which considers the ‘outside’ of T , i.e. the subgraph of G that is not
yet covered by T . When T becomes spanning, the bound follows easily from the
initial lower bound on PG.

However there are certain substructures that are problematic for this ap-
proach. These structures are handled instead by reduction rules, before building
the spanning tree. Every reduction rule works on a certain graph structure, and
removes it. These reduction rules are applied to the graph G as long as possi-
ble, in arbitrary order. The resulting graph G′ is called irreducible, and may be
disconnected. These rules are chosen such that if a tree with the desired number
of leaves is given for every component of G′, it can be used to construct a tree
with the right number of leaves for G. It follows that the extension procedure
only has to be applied for irreducible graphs.

For our proof, it does not suffice to only consider tree extensions: it may be
necessary to start new tree components, so we will actually extend a forest F .
This is no problem when we demand an extra number of leaves for every new
tree component in F . We continue with these extensions until F is a spanning
forest. We add edges to obtain a spanning tree T , for which the bound will follow
from PG(F ) ≥ 0.

We now state the necessary notions and lemmas more precisely, and use these
to prove Theorem 1 formally. The proofs of the lemmas and details of the re-
duction rules are postponed to later sections, or omitted. A vertex with degree
at most 2 will be called a goober. One important convention is that when we
consider a subgraph H of G, goobers in H are always defined with respect to
G, not with respect to H . In our figures, e.g. Figure 3 white vertices indicate
goobers. A high-degree vertex is a vertex of degree at least 4.

In Section 3 the reduction rules are introduced, and it will be shown that all
of them maintain the proper leaf ratio of a spanning tree, when reversed. This
is expressed by the following lemma. Note that F is a maximal forest for G′ if
and only if it consists of a spanning tree for every component of G. A trivial
component is an isolated vertex.

Lemma 1 (Reconstruction Lemma). Let G′ be the result of applying a re-
duction rule to a connected graph G, and let k be the number of non-trivial com-
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ponents of G′, and β ≥ 0. If G′ has a maximal forest with at least n≥3(G′)/3 +
2k − β leaves, then G has a spanning tree with at least n≥3(G)/3 + 2 − β leaves.

This lemma will be used with either β = 0 or β = 2/3. For showing that the graph
G′ in this lemma indeed has a spanning tree with at least n≥3(G′)/3 + 2k − β
leaves, it is important that the reduction rules maintain the conditions stated
in Theorem 1. This is shown by the next lemma, more details about the lemma
are given in Section 3. The multi-graph with two vertices and two parallel edges
is denoted by K2 + e.

Lemma 2. Let G′ be obtained from a simple, connected graph G without 2-
necklaces or 2-blossoms by the application of a reduction rule. Then (i) G′ is
connected, or every component of G′ contains a goober, and (ii) every component
of G′ is either simple or it is a K2 + e, and (iii) G′ contains neither 2-necklaces
nor 2-blossoms, and (iv) if G contains a goober, then G′ contains a goober.

We now state the definitions and lemmas used in proving extendibility of a forest
subgraph. When F and G are graphs, F ⊆ G and F ⊂ G denote the subgraph
resp. proper subgraph relation. Let F ⊆ G. By nG(F ) we denote the number of
non-goober vertices of G that are in V (F ). By �d(F ) we denote the number of
dead leaves of F , that is leaves of F , which have no neighbor in V (G) \ V (F ).
Let cc(F ) denote the number of connected components of F .

Definition 3 (Leaf-Potential). The leaf-potential of a subgraph F ⊆ G is
PG(F )= 2.5�(F ) + 0.5�d(F ) − nG(F ) − 6cc(F ).

We now show that if G has a spanning subgraph F with PG(F ) ≥ 0, then a tree
satisfying the desired bound exists. We may assume that F is a forest. Since all
leaves of F are dead, we have 0 ≤ PG(F ) = 3�(F ) − n≥3(G) − 6cc(F ), and thus
�(F ) ≥ n≥3(G)/3 + 2cc(F ). We can now add cc(F ) − 1 edges to F to obtain a
spanning tree T , losing at most 2(cc(F ) − 1) leaves, so �(T ) ≥ n≥3(G)/3 + 2.

Definition 4 (Extendible). Let F be a subgraph of a graph G. Then F is
called extendible if there exists an F ′ with F ⊂ F ′ ⊆ G and PG(F ′) ≥ PG(F ),
and F ′ is called an extension.

Above we already informally mentioned the subgraph of G ‘outside’ a subgraph
F ⊂ G. This graph may formally be defined as an edge induced graph as follows.
Definition 5 (Graph Outside F ). Let F be a non-spanning subgraph of G.
The subgraph of G outside of F is FC= G[{uv ∈ E(G) : u �∈ V (F )}].

Note that no edges between two vertices that are both in V (F ) are included
in FC . We can now formulate the two lemmas that together show that every
forest subgraph in an irreducible graph without 2-necklaces and 2-blossoms is
extendible. More details are given in Section 3.

Lemma 3 (Start Lemma). Let G �= G7 be an irreducible graph, and let F be
a (possibly empty) subgraph of G such that FC contains at least one high-degree
vertex and contains neither 2-necklaces nor 2-blossoms. Then F is extendible.
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Lemma 4 (Extension Lemma). Let G be an irreducible graph, and let F be
a non-empty subgraph of G such that FC has maximum degree 3 and contains
no 2-necklaces. Then F is extendible.

The following theorem appears in [7] as Theorem 3 (reformulated slightly for
our purposes).

Theorem 3. Every simple, connected, irreducible graph G of maximum degree
exactly 3 has a spanning tree with at least n≥3(G)/3 + α leaves, where α = 4/3
if G is cubic and α = 2 otherwise.

We now have collected all the necessary tools to prove Theorem 1.

Proof of Theorem 1. We prove, by induction over the number of edges, that every
simple, connected, non-trivial graph G without 2-necklaces or 2-blossoms, has
a spanning tree T with �(T ) ≥ n≥3(G)/3 + α, where α = 4/3 if δ(G) ≥ 3, and
α = 2 if δ(G) ≤ 2.

First suppose G is irreducible. If G has maximum degree exactly 3, Theorem 1
follows immediately from Theorem 3. If G has maximum degree at most 2, G
has a spanning tree with at least two leaves (since we assumed that G is not a
K1), which suffices.

If G = G7, then a spanning tree with 4 = n≥3(G)/3 + 5/3 leaves can be
obtained. So we may now assume that G contains at least one high degree
vertex, and is not equal to G7.

We start with an empty subgraph F of G which has PG(F ) = 0. The Start
Lemma (Lemma 3) shows that, as long as there is at least one high degree vertex
not in F , we can extend F while maintaining PG(F ) ≥ 0. When all high degree
vertices are included in F , the Extension Lemma (Lemma 4) can be applied
iteratively, until a spanning subgraph F ′ is obtained with PG(F ′) ≥ 0. By our
observation following Definition 3, it then follows that G has a spanning tree
with at least n≥3(G)/3 + 2 leaves.

It remains to consider the case that G is reducible (the induction step). We
can apply a reduction rule, such that the resulting graph G′ again contains no
2-necklaces or 2-blossoms, and such that every component is either simple or a
K2+e (Lemma 2). First suppose G′ is connected. By Lemma 2, if δ(G) ≤ 2, then
δ(G′) ≤ 2, and by induction G′ has a spanning tree with at least n≥3(G′)/3 +
2 leaves. Lemma 1 then shows that G admits a spanning tree with at least
n≥3(G)/3+2 leaves. Similarly, if δ(G) ≥ 3 then it follows that G has a spanning
tree with at least n≥3(G)/3+4/3 leaves. Now suppose the reduction rule yields a
disconnected graph G′. Then every resulting component has a goober (Lemma 2).
So by induction, every non-trivial component C of G′ has a spanning tree with
at least n≥3(C)/3 + 2 leaves. Thus Lemma 1 implies that G has a spanning tree
with at least n≥3(G)/3 + 2 leaves. �

Reducible Structures. We now present the reduction rules. We introduce five
reduction rules that will be called the high-degree reduction rules. Each consists
of an operation on a certain subgraph, and conditions for when it may be applied.
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Figure 3 shows the graph operations for the five rules. For each rule, on the
left the subgraph is shown that is reduced by the rule, and on the right the
resulting subgraph, which has the same terminal set. The encircled vertices are
the terminals, which may have further incidences, unlike the other vertices. In
some cases outgoing half edges are added to indicate conditions on minimum
vertex degrees. None of the vertices in the figures may coincide, but there are
no restrictions on outgoing edges sharing end vertices. Goobers are shown as
white vertices, but in the case of (R3), vertex v or w may also become a goober,
depending on the original degree. The numbers above the arrows indicate the
decrease in n≥3.

0(R5) u v vu

w

uv

w

u

tt
5(R4)

v vu u
2(R2)

vu

w

u

w

vv

(R3) 2-3

u v u v(R1) 3

Fig. 3. The high-degree reduction rules

The following restrictions are imposed on applying these operations to a
graph G. First, no reduction rule may be applied if (i) it introduces multi-
edges that are incident with a non-goober, or if (ii) it introduces a 2-necklace or
2-blossom. In addition, the following rule-specific restrictions are imposed: for
(R1), dG(v) ≥ 4 is required. For (R2), dG(u) ≥ 4 and dG(v) ≥ 4 are required.
Rule (R3) may not disconnect a component, and may introduce at most one new
goober. Rule (R4) may only be applied if it does disconnect a component. For
(R5), dG(u) ≥ 4 and dG(v) ≥ 4 are required, and uv may not be a bridge. A
bridge is an edge which upon deletion increases the number of components.

Considering these conditions on the applicability of the rules, it is obvious that
Lemma 2 holds for the high-degree reduction rules. For the proof of Lemma 1,
consider Figure 4. This figure shows the tree reconstructions for the high-degree
reduction rules. If the application of a reduction rule on G gives a graph G′, then
without loss of generality, a spanning tree T ′ of G′ has one of the forms shown
on the left. On the right it is shown how to adapt T ′ to obtain a spanning tree of
G. Dashed edges are present in the resulting tree if and only if they are part of
T ′. For the rules (R1), (R2) and (R3), one more leaf is gained, which is enough
since n≥3(G) − n≥3(G′) ≤ 3 for these rules and G′ is connected, i.e. k = 1. For
rule (R4), no leaves are gained, but (R4) disconnects the graph and k = 2. Thus
the increase of n≥3 by 5 is compensated since each of the two components brings
with it an additive term of 2. For (R5), nothing has to be proved, so Lemma 1
holds for the high-degree reduction rules.

Besides the rules (R1)-(R5) we use the seven reduction rules that are defined
in [7], and we call them the low-degree reduction rules. These rules are shown in
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Fig. 4. Spanning tree constructions when reversing the new reduction rules
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Fig. 5. The seven low-degree reduction rules

Figure 5. Conditions on their applicability are given in [7] which ensure that both
Lemmas 1 and 2 hold for them. A graph to which none of the twelve reductions
can be applied is called irreducible.

Extension Lemmas. We now sketch the proofs of Lemmas 3 and 4, which handle
the construction of an extension F ′ of a subgraph F ⊆ G. Lemma 3 is proved
by considering all possible neighborhoods of a high-degree vertex v of G that is
not yet included in F . For every possibility, we can either give an extension of
the forest that does not decrease PG, or we can identify a reducible structure
around v, which is a contradiction with the irreducibility of G. For details of
this case study we refer to the full version of this paper. We first consider the
cases where v is at distance at most two of a vertex that is already in F . These
cases are easily handled by extending existing trees. However when v is at a
larger distance from F , we instead build a new tree around v, and add it to the
forest F . Note that for instance adding a star consisting of non-goobers around
a vertex of degree 5 increases PG by 2.5 ·5−6−6 = 0.5, which thus gives a valid
extension. Higher degrees and goobers increase PG even further. For degree 4
vertices v, more cases need to be considered, but a valid extension can always
be found unless v is part of two edge-disjoint triangles and all its neighbors have
degree 3. However, most of these cases are reducible, provided v is not the center
of a 2-blossom. In the remaining cases an extension can be found.

We now argue that the long case study in [7] in fact proves the Extension
Lemma (Lemma 4). First of all we remark that in [7], goobers are defined dif-
ferently, namely as vertices of degree at most two resulting from reduction rules.
Considering the reduction rules, it can be seen that this extra condition adds no



540 P. Bonsma and F. Zickfeld

information (for instance about the possible neighborhoods of goobers). Indeed,
no such information is used in the proofs in [7], and thus goobers may simply
be defined as we do. The case study in Section 4 of [7] proves the following
statement, expressed using our notations.

Lemma 5. Let G be a graph with maximum degree exactly 3, without diamonds,
that is irreducible with respect to the low-degree reduction rules. Let F be a non-
empty tree subgraph of G. Then there exists a tree F ′ with F ⊂ F ′ ⊆ G and

2.5(�(F ′) − �(F )) + 0.5(�d(F ′) − �d(F )) − (nG(F ′) − nG(F )) ≥ 0.

The most important observation is that nowhere in the case study that proves
Lemma 5, any information about the current tree F is used; only information
about what we defined as FC is used. In particular, the fact that F is connected
is never used in the proof, and neither are upper bounds on degrees of vertices
already included in F . So it suffices to state the maximum degree 3 condition
for FC , and the condition that F is a tree may be removed. Furthermore, an
irreducible graph with maximum degree 3 that contains no 2-necklaces does
not contain any diamonds as subgraphs. So we may replace the ‘no diamond’
condition by the ‘no 2-necklace’ condition. Our definition of irreducible implies
irreducibility with respect to the low-degree reduction rules, so this change is
also not a problem. Finally, the graph F ′ that is constructed by Lemma 5 has
the same number of components as F , so the expression in Lemma 5 simply
means that PG(F ′) ≥ PG(F ). Altogether this yields Lemma 4.

4 A Fast FPT Algorithm for MaxLeaf

In this sectionwepresent a fast and relatively simpleFPTalgorithm forMaxLeaf,
which uses Theorem 1 as an essential ingredient. The other two ingredients are a
short preprocessing step, consisting of two reduction rules, and an enumerative pro-
cedure, which is similar to the one introduced in [3], and also applied in [2].

We start by presenting the two reduction rules that constitute the preprocess-
ing phase. Recall that in 2-necklaces and 2-blossoms both terminals have degree
3 in G. The rules we introduce now also reduce diamonds and blossoms whose
two terminals have arbitrary degree. However the two terminals of the subgraph
must still be the two vertices that have degree 2 in the diamond necklace or blos-
som itself. Such a subgraph of G will be called a 2-terminal diamond respectively
a 2-terminal blossom. Rule (F1) in Figure 6, which resembles rule (R2), reduces
2-terminal diamonds. Since a 2-necklace Nk consists of k 2-terminal diamonds,
those are reduced as well by rule (F1). Rule (F2) in Figure 6 reduces 2-terminal
blossoms.

Lemma 6. Let G′ be the result of applying reduction (F1) or (F2) to G. Then
(G′, k − 1) is a YES-instance for MaxLeaf if and only if (G, k) is a YES-
instance for MaxLeaf.

Throughout this section we will denote the set of leaves of a graph G by L(G).
We now explain how to obtain a graph S(G) from a graph G by suppressing
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v v(F2) uvuuv(F1) u
k ↓ 1 k ↓ 1

Fig. 6. Two reduction rules for an instance (G, k) of MaxLeaf

vertices. Suppressing a vertex u of degree 2 means deleting u and adding an edge
between the two end vertices of the incident edges. We allow this operation to
introduce parallel edges and loops, so the degrees of non-suppressed vertices are
maintained. If n≥3(G) = 0, that is G is a path or cycle, then S(G) is the empty
graph. If n≥3(G) > 0 then S(G) is obtained from G by suppressing all degree 2
vertices. So V (S) = L(G)∪V≥3(G), and G is a subdivision of S(G). Hence loops
and non-loop edges of S(G) correspond to cycles and paths of G respectively.
Let uv be a non-loop edge of S(G) where the corresponding path Puv in G has
i internal vertices. We define a cost function c on the non-loop edges of S(G)
which assigns cost c(uv)= min{i, 2} to uv. Thus c(uv) is the maximum possible
number of leaves that a spanning tree of G can have among the internal vertices
of Puv. Now we are ready to present the FPT algorithm in Algorithm 1.

Algorithm 1. An FPT algorithm for MaxLeaf

INPUT: a MaxLeaf instance (G, k).

1) while G has a 2-terminal diamond or 2-terminal blossom subgraph do
G :=the result of applying (F1) or (F2) to G
k := k − 1

2) if n≥3(G) ≥ 3k or |L(G)| ≥ k or k ≤ 2 then return(YES)
3) construct S(G) and c
4) for all L ⊆ V≥3(G) with |L| ≤ k do

if G has a spanning tree T with L ⊆ L(T ) and |L| + |L(T )\V≥3(G)| ≥ k then
return(YES)

5) return(NO)

The decision in Step 4 can be made in polynomial time in the size of S(G). The
essential step is to solve a minimum weight spanning tree problem on S(G)− L,
using edge costs c. We omit the proof of the following lemma’s, noting that the
algorithm is similar to the ones in [3] and [2].

Lemma 7. Let (G, k) be a MaxLeaf instance for which S(G) and c are non-
empty and known. For any L ⊆ V≥3(G), deciding whether G has a spanning tree
T with L ⊆ L(T ) and |L| + |L(T )\V≥3(G)| ≥ k can be done in time polynomial
in the size of S(G).

Lemma 8. Algorithm 1 returns YES if and only if its input (G, k) is a YES-
instance.
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Proof sketch for Theorem 2. It only remains to prove the complexity bound.
The first three steps can be done in linear time by building the proper data
structures. For this it is essential that the degree of non-terminal vertices of 2-
terminal diamonds and blossoms is bounded by a constant. We omit the details.
Since the reductions in Step 1 do not increase the number of vertices or the value
of k, we may assume that n and k are the number of vertices and parameter of
the reduced instance, as it is after Step 1.

Step 4 of the algorithm is only executed when n≥3(G) < 3k and |L(G)| < k.
Furthermore V (S(G)) = L(G)∪V≥3(G), so every iteration of the for-loop of Step
4 takes time polynomial in k (Lemma 7). This for-loop is executed once for every
subset L ⊆ V≥3(G) with |L| ≤ k. Using |V≥3(G)| ≤ 3k, the number of such sets
can be verified to be O(k

(
3k
k

)
). Using Stirling’s approximation x! ≈ xxe−x

√
2πx,

we obtain that the loop is executed O∗(6.75k) times. �

5 Conclusions

We conclude with some remarks about possible improvements and further ap-
plications. Theorem 1 can be strengthened at the cost of lengthier proofs. A
full version of this paper shows that n≥3(G)/3 + c leaves can be obtained where
c = 4/3 when G = Q3, the 3-dimensional cube, c = 5/3 when G = G7 or
G �= Q3 is cubic, and c = 2 otherwise. In addition it can be shown that any
graph G has a spanning tree with at least (n≥3(G) − x − y)/3 + c leaves, where
x is the number of 2-necklaces in G and y is the number of 2-blossoms in G.
This is a strong statement since firstly it holds for all graphs (barring the trivial
conditions that G should be simple, connected and non-trivial), and secondly it
not only generalizes the bound from [7], but also the n/4 + 2 bound for graphs
with minimum degree three, and the 2n/7+12/7 bound from [2] (see Section 1),
when substituting the appropriate upper bounds for x and y. The usefulness of
bounds of this form was recently demonstrated in [4], where a similar bound was
used to obtain an improved approximation algorithm.

Theorem 1 can be used to show that the ‘flower tree’ example from Section 2
is extremal: when only 2-necklaces are forbidden, it is always possible to obtain
at least 4n≥3(G)/13 + 24/13 leaves in non-cubic graphs.
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Abstract. A 2-subcolouring of a graph is a partition of the vertices
into two subsets, each inducing a P3-free graph, i.e., a disjoint union
of cliques. We give the first polynomial time algorithm to test whether
a chordal graph has a 2-subcolouring. This solves (for two colours) an
open problem of Broersma, Fomin, Nešetřil, and Woeginger, who gave an
O(n5) time algorithm for interval graphs. Our algorithm for the larger
class of chordal graphs has complexity only O(n3).

1 Introduction

A k-subcolouring of a graph G is a partition of the vertices of G into k subsets
V (G) = V1 ∪ V2 ∪ . . . ∪ Vk, such that each Vi induces a disjoint union of cliques
(complete graphs) in G, i.e., each Vi induces a P3-free graph. A graph G is called
k-subcolourable if there exists a k-subcolouring of G. The smallest integer k such
that G is k-subcolourable is called the subchromatic number of G, and is denoted
by χs(G).

The k-subcolourings and the subchromatic number were first introduced by Al-
bertson, Jamison, Hedetniemi and Locke in [1]. Initially, the main focus was on
bounds for χs(G). More recently, the complexity of recognizing k-subcolourable
graphs has become a focus of attention. It follows from the result in [2] that for
k ≥ 2 this problem is NP -complete for general graphs. In [3] (and also in [4]) the
authors show that it remains NP -complete for k ≥ 2 even if the graph is triangle-
free and of maximum degree four. On the other hand, there are several natural
classes of graphs for which the problem has a polynomial time solution for any
fixed k, e.g., graphs of bounded treewidth [3]. In another paper [5], the authors
show that the problem is NP -complete for k ≥ 2 when restricted to the class of
comparability graphs, whereas for interval graphs there is an O(n2k+1) time algo-
rithm. In fact, it is easy to check that their algorithm also works for the case of
list k-subcolouring, where each vertex of the input graph G has a list of admissible
colours and the task is to determine whether or not there exists a k-subcolouring
of G that obeys these lists. In this paper, we also deal with list k-subcolourings.

In [5], the authors formulated the following open problem. Determine the
complexity of the k-subcolouring problem for the class of chordal graphs. This
seems interesting, since the class of chordal graphs is strictly between the class of
perfect graphs (for which the problem is NP -complete) and the class of interval
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graphs (for which the problem is polynomial time solvable), and colouring prob-
lems for chordal graphs often lead to interesting insights [6,7,8]. In this paper,
we develop a novel technique that allows us to extract the essential properties
of a 2-subcolouring, to solve this problem for k = 2.

In the following, we give a polynomial time algorithm for testing list 2-
subcolourability of chordal graphs. In fact, our algorithm is O(n3); that also
improves the complexity of the algorithm from [5] for the smaller class of inter-
val graphs.

Instead of considering a k-subcolouring of G as a partition V (G) = V1 ∪ V2 ∪
. . . ∪ Vk, one can view it as a mapping c : V (G) → {1, 2, . . . , k}, where for every
i ∈ {1, 2, . . . , k}, the vertices of Vi are mapped to i. Therefore we shall employ
the terminology of colourings and refer to c as a colouring of G, and refer to
the elements of {1, 2, . . . , k} as colours. (Note that c is not necessarily a proper
colouring.) For a 2-subcolouring V (G) = Vr ∪ Vb, the associated colouring c is a
mapping c : V (G) → {r, b}, and we refer to the elements of Vr and Vb as red and
blue vertices respectively.

A graph is chordal if it does not contain an induced cycle of length more than
three [8,9]. A clique-tree T of a chordal graph G is a tree with the following
properties [8,9].

(i) Each vertex u in T corresponds to a maximal clique Cu of G
(ii) For every edge ab ∈ E(G), there exists a vertex u ∈ V (T ) such that

a, b ∈ Cu

(iii) For every vertex a ∈ V (G), the set of vertices u of V (T ) such that a ∈ Cu

induces a connected subgraph of T .

As usual, we denote by n and m the number of vertices and edges of an
input graph G respectively. It is known [9] that recognizing a chordal graph, and
constructing a clique-tree of a (connected) chordal graph, can both be performed
in time O(n + m).

The paper is structured as follows. Before describing our algorithm we inves-
tigate, in sections 2 and 3, the general properties of subcolourings of chordal
graphs. In particular, in section 2, we introduce the key structure, called the
subcolouring digraph, that encodes important properties of a given subcolouring
of a chordal graph G (based on a fixed clique-tree of G). In section 3, we describe
the necessary conditions for a 2-subcolouring c implied by the structure of its
subcolouring digraph. Finally, in section 4, we describe our algorithm, which
uses dynamic programming on the subcolouring digraph, and we discuss the
complexity and efficient implementation of our algorithm.

2 The Subcolouring Digraph

Observe first that G is k-subcolourable if and only if each component of G
is k-subcolourable. Throughout the paper, unless otherwise indicated, we shall
always deal with a connected chordal graph G, a fixed clique-tree T of G, and
with c, a colouring of the vertices of G (not necessarily a subcolouring or a proper
colouring).
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Therefore, let G be a connected chordal graph, and let T be a fixed clique-tree
of G. Let Cu for u ∈ V (T ) denote the maximal clique of G associated with u,
and let C(X) denote the union of cliques associated with the vertices of a set
X ⊆ V (T ), i.e., C(X) =

⋃
u∈X Cu. In this section, we shall not consider T to be

rooted. We shall use parentheses (, ) to denote the edges of T , to distinguish them
from the edges of G. The removal of an edge (u, v) splits T into two subtrees; we
shall denote by Tu,v the subtree containing the vertex v, and by Tv,u the subtree
containing the vertex u. We denote Gu,v = C(Tu,v) and Gv,u = C(Tv,u).

Observe that in any k-subcolouring c of G, a vertex a in a clique C of G can
have neighbours of the same colour as a in at most one connected component of
G \C. Based on this, we construct a multidigraph Dc(G) with coloured edges to
capture the properties of the colouring c. We shall refer to Dc(G) as a subcolour-
ing digraph for c. To avoid ambiguity, the edges of Dc(G) shall be referred to
as arcs and denoted using angle brackets 〈, 〉 to distinguish them from the edges
of T and the edges of G. In particular, 〈u, v〉i shall denote an arc from u to v
coloured i, and we shall write 〈u, v〉 for an arc from u to v (of some colour). The
digraph Dc(G) is constructed as follows (cf. Figure 1). The vertices of Dc(G)
are the vertices of T , and for vertices u, v that are adjacent in T , there is an
arc 〈u, v〉i in Dc(G), if there exist vertices a ∈ Cu and b ∈ Gu,v \ Cu such that
ab ∈ E(G) and both a and b have the same colour i in c. Note that we have arcs
in Dc(G) only between vertices that are adjacent in T .

Formally, we define Dc(G) as follows.

(i) V (Dc(G)) = V (T )

(ii) E(Dc(G)) =

⎧
⎨

⎩
〈u, v〉i

∣
∣
∣
∣
∣

∃ a ∈ Cu

∃ b ∈ Gu,v \ Cu

(u, v) ∈ E(T )
ab ∈ E(G)
c(a) = c(b) = i

⎫
⎬

⎭

Fig. 1. Illustrating the case when there is an arc 〈u, v〉 in Dc(G)

We have the following observations about Dc(G).

Proposition 1. Let u, v, w be vertices of Dc(G) and let i be a colour from
{1, 2, . . . , k}. If c is a k-subcolouring then Dc(G)
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(i) cannot contain both the arc 〈u, v〉i and the arc 〈v, u〉i,
(ii) cannot contain both the arc 〈u, v〉i and the arc 〈u, w〉i,
(iii) cannot contain all of the arcs 〈u, v〉1 , 〈u, v〉2 , . . . , 〈u, v〉k.

Proof. Suppose that (i) is false. Let a, b and a′, b′ be the vertices of G that
caused the arcs 〈u, v〉i and 〈v, u〉i respectively to appear in Dc(G). It is not
difficult to see that a, a′ ∈ Cu ∩Cv and bb′ �∈ E(G). Hence the graph induced on
a, b, a′, b′ must contain an induced P3 coloured i, a contradiction. One can easily
repeat this same argument for pairs a, b and a′, b′ that falsify (ii).

Finally, let a1, b1, a2, b2, . . . , ak, bk be the pairs of vertices that falsify (iii).
Since Cu and Cv are two different maximal cliques of G, there exists a vertex
d ∈ Cu \ Cv. Again, it is not difficult to see that ai ∈ Cu ∩ Cv for all i, and d
is not a neighbour of any bi. Now clearly, any colour j assigned to d creates an
induced P3 coloured j on vertices d, aj , bj, yielding a contradiction. �

3 2-Subcolourings

From now on we focus on the case k = 2, i.e., 2-subcolourings. In what follows,
we shall assume that G is a connected 2-subcolourable chordal graph, T a fixed
clique-tree of G, and c is a 2-subcolouring of G. As remarked earlier, for a 2-
subcolouring c of G, we shall refer to the vertices of G as red and blue vertices
and use letters r and b respectively to denote the two colours.

We shall call an edge (u, v) in T a strong edge of T if Dc(G) contains both
〈u, v〉r and 〈v, u〉b, or both 〈u, v〉b and 〈v, u〉r. We shall call an edge (u, v) in T a
weak edge of T if there is at most one arc between u and v in Dc(G). It follows
from Proposition 1 that every edge in T must be either strong or weak.

Let u, v be adjacent vertices in T . Let Iu,v = Cu ∩Cv, and let Nu,v be the set
of all vertices of Gu,v \ Cu which are neighbours of Cu ∩ Cv. Furthermore, let
Lu,v = Gv,u \ Cv and Ru,v = Gu,v \ (Iu,v ∪ Nu,v). (Note that Cv ⊆ Iu,v ∪ Nu,v.)
We have the following observation.

Proposition 2. Let u, v be adjacent vertices in T .

(i) If 〈u, v〉r ∈ E(Dc(G)), or 〈u, v〉b ∈ E(Dc(G)), then the vertices of Cu \ Cv

are all blue, or all red, respectively.
(ii) If 〈u, v〉 �∈ E(Dc(G)) then the vertices of Iu,v and Nu,v are all red and all

blue respectively, or all blue and all red respectively.
(iii) G has no induced P3 having both a vertex of Lu,v and a vertex of Ru,v.

Proof. For (i) suppose that 〈u, v〉r ∈ E(Dc(G)) (the other case is clearly sym-
metric), and let a, b be the red vertices that caused this arc. It is easy to see,
that a ∈ Cu ∩Cv and b is not adjacent to any vertex in Cu \Cv. Hence, no vertex
d of Cu \ Cv can be red, since otherwise d, a, b is an induced red P3.

For (ii) let a ∈ Iu,v and b ∈ Nu,v be adjacent. Then a and b must have dif-
ferent colours, since otherwise we would have an arc 〈u, v〉 ∈ E(Dc(G)). Since
Cu and Cv are different maximal cliques, there exists d ∈ Cv \Cu. Now the claim
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follows, because d is adjacent to all vertices of Iu,v, and hence any a′ ∈ Iu,v must
have different colour from d.

Finally, for (iii) let b, a, d be an induced P3 in G with edges ba and ad, that
contains both a vertex of Lu,v and a vertex of Ru,v. Now since Lu,v and Ru,v are
completely non-adjacent, it follows that a �∈ Lu,v ∪ Ru,v. Hence we can assume
that b ∈ Lu,v and d ∈ Ru,v. Now if a ∈ Iu,v then we must have d ∈ Nu,v but
Nu,v ∩ Ru,v = ∅. Hence a ∈ Nu,v and b ∈ Iu,v but Lu,v ∩ Iu,v = ∅. Therefore no
such vertices b, a, d exist in G. �
Note that it follows from the above observation that for an edge (u, v) in T ,
the 2-subcolourings induced by the fixed c on Lu,v and Ru,v, are independent
of each other in the sense that they only depend on the colours assigned to
Iu,v ∪ Nu,v. Furthermore, if (u, v) is a weak edge such that 〈u, v〉 �∈ E(Dc(G)),
then the 2-subcolouring of Iu,v ∪ Nu,v is unique (up to exchanging the colours
red and blue). That allows one to consider independently the subgraphs of T
that no longer contain any weak edges.

For strong edges in T we have the following observations.

Observation 3. Every vertex of T has at most two incident strong edges, i.e.,
the connected components formed by the strong edges of T are paths.

Proof. It is not difficult to see that if a vertex u in T has three adjacent
strong edges, then for at least two of them, say (u, v) and (u, w), we have arcs
〈u, v〉 and 〈u, w〉 of the same colour in Dc(G). By Proposition 1(ii) this is not
possible. �

Proposition 4. Let u be a vertex in T with distinct neighbours v, w, z.

(i) If (v, u) is a strong edge and 〈w, u〉 �∈ E(Dc(G)), then (z, u) is not a strong
edge.

(ii) If (v, u) is a strong edge, 〈w, u〉 �∈ E(Dc(G)), and 〈z, u〉 �∈ E(Dc(G)), then
Iu,w = Iu,z.

(iii) If 〈v, u〉 �∈ E(Dc(G)), 〈w, u〉 �∈ E(Dc(G)), and 〈z, u〉 �∈ E(Dc(G)), then
Iu,v = Iu,w or Iu,w = Iu,z or Iu,z = Iu,v.

Proof. For (i) suppose that the edges (v, u) and (z, u) are strong and that
〈w, u〉 �∈ E(Dc(G)). Since G is connected, there exists a ∈ Iu,w. Without loss of
generality we may assume that 〈u, z〉r ∈ E(Dc(G)). Hence by Proposition 2(i)
we obtain that Cz \ Cv is all red, Cv \ Cz is all blue and Cu ⊆ Cv ∪ Cz . Also
since Cu, Cz and Cv are different maximal cliques we have d ∈ Cz \ Cu and
b ∈ Cv \ Cu. Now clearly, a ∈ Cv ∪ Cz hence if a is red then a ∈ Cz and hence
〈w, u〉r ∈ E(Dc(G)), and if a is blue then a ∈ Cv and hence 〈w, u〉b ∈ E(Dc(G)),
a contradiction.

For (ii) suppose that (v, u) is strong, 〈w, u〉 �∈ E(Dc(G)), and 〈z, u〉 �∈ E(Dc(G))
but Iu,w �= Iu,z . Without loss of generality we may assume that Iu,w �⊆ Iu,z and
that 〈u, v〉r , 〈v, u〉b ∈ E(Dc(G)). Hence there must exist a vertex a ∈ Iu,w \ Iu,z ,
a vertex b ∈ Iu,z (since G is connected), and a vertex d ∈ Cv \ Cu (since the
cliques are maximal). Clearly, c(a) �= c(b) otherwise we have 〈z, u〉 ∈ E(Dc(G)).
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Now since 〈v, u〉b ∈ E(Dc(G)) it follows that the vertex d is red. Similarly, since
〈u, v〉r ∈ E(Dc(G)) we have that Cu \ Cv is all blue, hence if a is red, then a ∈ Iu,v

and hence 〈w, u〉r ∈ E(Dc(G)), and if b is red then b ∈ Iu,v and hence 〈z, u〉r ∈
E(Dc(G)), a contradiction.

Finally, for (iii) suppose that none of 〈v, u〉,〈w, u〉, and 〈z, u〉 is in E(Dc(G)),
but the three sets Iu,v, Iu,w and Iu,z are pairwise different. Without loss of
generality we may assume that Iu,v �⊆ Iu,w �⊆ Iu,z and either Iu,v �⊆ Iu,z or
Iu,v �⊇ Iu,z . If Iu,v �⊆ Iu,z, suppose first that J �= ∅ where J = Iu,v \ (Iu,w ∪ Iu,z).
It follows that we must have a vertex a ∈ J , a vertex b ∈ Iu,w \ Iu,z and a vertex
c ∈ Iu,z . Now at least two of the vertices a, b, c must have the same colour and
that gives us one of the edges 〈v, u〉, 〈w, u〉, 〈z, u〉 in E(Dc(G)), a contradiction.
If J = ∅, we similarly obtain a contradiction for vertices a ∈ (Iu,w ∩ Iu,v) \ Iu,z ,
b ∈ (Iu,z ∩Iu,v)\ Iu,w and c ∈ Cu \Cv. Now if Iu,v �⊇ Iu,z, it follows that we have
a vertex a ∈ Iu,v \ Iu,w, a vertex b ∈ Iu,w \ Iu,z and c ∈ Iu,z \ Iu,v, and again a
contradiction follows. �

Let Pu,v denote the (unique) path from u to v in T . We shall call the path
Pu,v strong if it is formed only by strong edges of T . Note that we also allow
paths of zero length (i.e., paths Pu,v with u = v); all such paths are trivially
strong. A strong path is maximal if it is not properly contained in another
strong path. A vertex z in T adjacent to a vertex u is a special neighbour of u if
〈z, u〉 �∈ E(Dc(G)). The following claim is a direct consequence of Proposition 4.

Lemma 5. For any strong path Pu,v in T (possibly with u = v) there exist sets
Au,v and A′

u,v (both possibly empty) such that for any special neighbour s of
some t ∈ Pu,v we have Is,t = Au,v or Is,t = A′

u,v.

Proof. If u �= v then by Proposition 4(i) only u and v can have special neigh-
bours. Hence, if u has a special neighbour z, we let Au,v = Iz,u and Au,v = ∅
otherwise. If v has a special neighbour w, we let A′

u,v = Iw,v and A′
u,v = ∅

otherwise. Now the claim follows from Proposition 4(ii).
If u = v and u has two special neighbours z and w with Iz,u �= Iw,u, we define

Au,v = Iz,u, A′
u,v = Iw,u. Otherwise, we let Au,v = Iz,u and A′

u,v = ∅ if u has
a special neighbour z but does not satisfy the previous condition. Finally, we
let Au,v = A′

u,v = ∅ if u has no special neighbours. Now the claim follows from
Proposition 4(iii). �

Let Bu,v and B′
u,v denote the sets of neighbours of Au,v and A′

u,v in C(Pu,v)
respectively. We now give a complete characterisation of the structure of the
colouring c on the vertices of C(Pu,v).

Theorem 6. For any strong path Pu,v in T (possibly with u = v) we have

(i) C(Pu,v) = Cu ∪ Cv,
(ii) the vertices of Cu \ Cv and Cv \ Cu are all red and all blue respectively, or

all blue and all red respectively,
(iii) for every weak edge (s, t) incident to Pu,v the vertices of Is,t are all red or

all blue,
(iv) the vertices of Au,v ∪ B′

u,v and A′
u,v ∪ Bu,v are all red and all blue respec-

tively, or all blue and all red respectively, and
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(v) if in addition Pu,v is maximal, then any colouring c′ of C(Pu,v) satisfy-
ing (ii) − (iv) is a 2-subcolouring of C(Pu,v) and can be extended to a
2-subcolouring of G.

Proof. We prove (i) and (ii) by induction on the length of the path Pu,v. If u = v
then there is nothing to prove. Hence, let w be the neighbour of v on Pu,v and
assume that C(Pu,w) = Cu ∪ Cw and that the vertices of Cu \ Cw and Cw \ Cu

are all red and all blue respectively. Since (w, v) is a strong edge, by Proposition
2(i) we have that Cv \ Cw is all blue and Cw \ Cv is all red. From this we deduce
Cw \ (Cu ∪ Cv) = ∅ which implies Cw ⊆ Cu ∪ Cv and the claim follows.

Now claims (iii) and (iv) follow directly from Proposition 2(ii) and Lemma
5 since for any special neighbour s of t ∈ Pu,v we have Is,t = Au,v and Ns,t ∩
C(Pu,v) = Bu,v or Is,t = A′

u,v and Ns,t ∩ C(Pu,v) = B′
u,v.

Finally, let c′ be any colouring of C(Pu,v) satisfying (ii) − (iv). Let c′′ be a
colouring of G constructed from the colouring c as follows. First we exchange
the colours red and blue on the vertices of Gt,s for each neighbour s �∈ Pu,v of
t ∈ Pu,v so that the colours of Is,t match the colouring c′. (Note that since Pu,v

is maximal, the edge (s, t) is weak.) Then we replace the colours of C(Pu,v) by
c′. Clearly, c′′ extends c′. We show that c′′ is a 2-subcolouring of G. Suppose
otherwise and let b, a, d be an induced P3 in G with edges ba and ad such that
c′′(b) = c′′(a) = c′′(d). If b, a, d ∈ C(Pu,v) then by (i) and (ii) it follows that the
vertices b, a, d are all in Cu or all in Cv, but that is not possible since bd �∈ E(G).
On the other hand, if a �∈ C(Pu,v) then it follows from the construction of c′′

that c(b) = c(a) = c(d) which is not possible since c is a 2-subcolouring. Hence
for some neighbour s �∈ Pu,v of t ∈ Pu,v we have that a ∈ It,s and b ∈ Nt,s and
d ∈ Ns,t ∩ C(Pu,v). Now if 〈t, s〉 �∈ E(Dc(G)) then by Proposition 2(ii) we have
that c(a) �= c(b) hence c′′(a) �= c′′(b) because a, b ∈ Gt,s. On the other hand,
if 〈t, s〉 ∈ E(Dc(G)), then s must be a special neighbour of t but then by (iv)
we have that a ∈ Au,v and d ∈ Bu,v or a ∈ A′

u,v and d ∈ B′
u,v, and hence

c′′(a) �= c′′(d), a contradiction. �

4 The Algorithm

Now we are ready to describe the algorithm for deciding (list) 2-subcolourability
for chordal graphs. We assume that we are given a chordal graph G and a fixed
clique-tree T of G, and we want to decide whether or not G is 2-subcolourable.
Later, we describe how to obtain a list version of the algorithm.

This time, we consider T rooted at an arbitrary fixed vertex r. Therefore, we
write p[v] to denote the parent of a vertex v in T . For a vertex v in T , we denote
by Tv the subtree of T rooted at v.

We shall say that Tv is (−) colourable if there exists a 2-subcolouring cv of
C(Tv) such that the vertices of Ip[v],v are all red or all blue. Similarly, Tv is (+)
colourable if there exists a 2-subcolouring cv of C(Tv) such that the vertices of
Ip[v],v and Np[v],v are all red and all blue respectively, or all blue and all red
respectively. In the special case of the root r, when p[v] does not exist, we shall
say that Tr is (−) colourable if there exists a 2-subcolouring cr of C(Tr) = G.
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Note that by Lemma 5, for every strong path, we only need to consider up
to two special neighbours z and w. If the path has only one such neighbour (or
none), we use nil as the value of z or w. Therefore, we always view a path Pu,v

having two special neighbours z and w of u and v respectively, but allow one (or
both) of z and w to be nil. We shall say that the path Pu,v is (z, w)-colourable
if there exists a 2-subcolouring cu,v of C(Pu,v) such that for every incident edge
(s, t) of Pu,v in T , the vertices of Is,t are all red or all blue, and such that if z is
not nil (w is not nil) then the vertices of Nz,u (Nw,v respectively) in C(Pu,v) are
all red or all blue.

The algorithm works as follows. It processes the vertices of T in a bottom-up
order and identifies which edges of T could be weak, for some 2-subcolouring
of G. This is done by testing and recording for every vertex v in T , whether
or not the subtree Tv is (+) colourable, and whether or not the subtree Tv is
(−) colourable. (Note that Tv must be either (+) colourable or (−) colourable
if (v, p[v]) is a weak edge in T for some 2-subcolouring of G.)

For a vertex x of T , the test for colourability of Tx is done as follows. First, if
we are testing (−) colourability, we precolour the vertices of Ip[x],x red or blue,
otherwise we precolour the vertices of Ip[x],x and Np[x],x red and blue respectively,
or blue and red respectively. Then we choose a strong path Pu,v in Tx that passes
through x and we choose special neighbours z and w of u and v respectively.
(See the above remark about special neighbours.) Then we test for colourability
of Pu,v with respect to the chosen special neighbours by applying Theorem 6.
Finally, we recursively test, for every special neighbour y of Pu,v, whether or not
the corresponding tree Ty is (−) colourable or (+) colourable, and for all other
neighbours of Pu,v, whether or not their corresponding trees are (+) colourable.
We declare Tx (−) colourable (or (+) colourable, depending on the particular
case) if and only if the above tests succeed for some choice of u, v and some choice
of special neighbours of u and v. Note that since we process the vertices in a
bottom-up order, each recursive call amounts to a constant time table look-up.

If the algorithm succeeds to declare Tr (−) colourable then the graph G is 2-
subcolourable, otherwise G is not 2-subcolourable. The correctness can be shown
to follow from Proposition 2 and Theorem 6. A more precise description of an
efficient implementation of the algorithm can be found on pages 552-553. Below,
we discuss some details of this implementation.

Note that in the procedure for testing colourability of a strong path Pu,v (see
Algorithm 2 on page 553), instead of independently precolouring the sets Is,t

either red or blue, for each incident edge of Pu,v (as follows from Theorem 6),
we construct a collection of sets L containing the unions of the sets Is,t that
intersect. Note that if sets Is,t and Is′,t′ intersect, their union must also be all
red or all blue. After constructing L we can independently decide the colours of
the sets in L, since they no longer intersect. To find L we use an efficient variant
of the Union-Find algorithm which has time and space complexity O(n).

It is not difficult to see that this algorithm can be easily extended to solve
the list 2-subcolouring problem. Recall that this is the problem where each ver-
tex has a list of admissible colours and the task is to decide whether G has a
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2-subcolouring that obeys these lists. Whenever in the algorithm a vertex is be-
ing precoloured by some colour, this colour is checked against the list of that
vertex and if it is not in the list, we exit the current procedure with a negative
answer. (Note that this only happens in the procedure for testing strong paths,
see Algorithm 2 on page 553.)

The following theorem summarizes the complexity of the above algorithm and
is followed by its formal description.

Theorem 7. There exists an O(n3) time algorithm deciding, for a given chordal
graph G, whether G admits a (list) 2-subcolouring; the algorithm also constructs
a 2-subcolouring of G if one exists.

Proof. As noted before, one can determine the maximal cliques of G and
construct a clique-tree T of G in time O(n + m). It follows from the remark
above that for any pair of vertices u, v and choice of special neighbours z, w of
u, v respectively, one can determine (z, w)-colourability of the path Pu,v in time
O(n2). In the first part of the algorithm, this test is performed for every pair
of vertices (including the choice of their special neighbours). This step can be
implemented more efficiently by reusing the results for the subpaths, i.e., starting
from some vertex v and computing all paths from v, altogether in time O(n2).
Therefore the total running time for the first part of the algorithm is O(n3). In
the second part, note that during the course of the algorithm (in the procedures
for testing the colourability of a subtree Tx, see Algorithms 3,4 on page 553), we
consider every path (including the choice of special neighbours) in T only once.
Each path is processed in time O(n), so in total we have O(n3) time. Finally, a
2-subcolouring can be easily found by keeping track of which paths were used to
colour the subtrees of T and backtracking from the root r. �

Input: A chordal graph G and a clique tree T of G rooted at r
Output: Decide whether G is 2-subcolourable

for every two vertices u, v in T do1

for every neighbour z and w (including nil) of u and v respectively do2

test and record whether Pu,v is (z,w)-colourable3

initialize S ← ∅ (S is the set of processed vertices)4

while S �= V (T ) do5

pick a vertex v �∈ S whose all children are in S6

test and record whether Tv is (−) colourable7

test and record whether Tv is (+) colourable (if v �= r)8

S ← S ∪ {v}9

if Tr is (−) colourable then10

return “G is 2-subcolourable”
else return “G is not 2-subcolourable”11

Algorithm 1. The test for 2-subcolourability of G
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Input: Vertices u, v of T , vertices z, w neighbours of u, v respectively or nil
Output: Decide whether Pu,v is (z,w)-colourable

compute C(Pu,v)1

if C(Pu,v) �= Cu ∪ Cv then return “Pu,v is not (z, w)-colourable”2

precolour the vertices of Cu \ Cv and Cv \ Cu by red and blue respectively3

(or blue and red respectively)
if z �= nil then precolour the vertices of Nz,u red (or blue)4

if w �= nil then precolour the vertices of Nw,v blue (or red)5

initialize the set L ← ∅6

for each edge (s, t) incident to Pu,v do7

compute the set Ls consisting of those sets from L which intersect Is,t8

L ← L \ Ls ∪
�

Is,t ∪
��

L∈Ls
L
��

9

if some L ∈ L contains both a precoloured red and a precoloured blue vertex10

then return “Pu,v is not (z, w)-colourable”
else return “Pu,v is (z, w)-colourable”11

Algorithm 2. The test whether Pu,v is (z, w)-colourable

Input: A vertex x in T
Output: Decide whether Tx is (−) colourable

for each u, v ∈ Tx such that x ∈ Pu,v do1

for every child z and w (including nil) of u and v respectively do2

if Pu,v is (z, w)-colourable3

and for each child s �= w, z of Pu,v the tree Ts is (+) colourable
and either z = nil (resp. w = nil) or Tz (resp. Tw) is (+) or (−)
colourable then return “ Tx is (−) colourable”

return “ Tx is not (−) colourable”4

Algorithm 3. The test whether Tx is (−) colourable

Input: A vertex x in T
Output: Decide whether Tx is (+) colourable

for each u ∈ Tx do1

for every child z (including nil) of u do2

if Pu,x is (z, p[x])-colourable3

and for each child s �= z of Pu,x the tree Ts is (+) colourable
and either z = nil or Tz is (+) or (−) colourable
then return “ Tx is (+) colourable”

return “ Tx is not (+) colourable”4

Algorithm 4. The test whether Tx is (+) colourable
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Note added in proof

The algorithm presented in this paper answers an open question from [5] for the
case k = 2, while it also extends a result from [5] and improves the complexity for
the larger class of chordal graphs. Recently, we were able to show that for all other
values of k ≥ 3, the problem of k-subcolouring of chordal graphs is NP -complete,
thus completely answering the open question of Broersma et al. [5].
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Abstract. In this paper we investigate the (collective) tree spanners
problem in homogeneously orderable graphs. This class of graphs was in-
troduced by A. Brandstädt et al. to generalize the dually chordal graphs
and the distance-hereditary graphs and to show that the Steiner tree
problem can still be solved in polynomial time on this more general class
of graphs. In this paper, we demonstrate that every n-vertex homoge-
neously orderable graph G admits

– a spanning tree T such that, for any two vertices x, y of G, dT (x, y) ≤
dG(x, y) + 3 (i.e., an additive tree 3-spanner) and

– a system T (G) of at most O(log n) spanning trees such that, for
any two vertices x, y of G, a spanning tree T ∈ T (G) exists with
dT (x, y) ≤ dG(x, y) + 2 (i.e, a system of at most O(log n) collective
additive tree 2-spanners).

These results generalize known results on tree spanners of dually chordal
graphs and of distance-hereditary graphs. The results above are also
complemented with some lower bounds which say that on some n-vertex
homogeneously orderable graphs any system of collective additive tree
1-spanners must have at least Ω(n) spanning trees and there is no system
of collective additive tree 2-spanners with constant number of trees.

1 Introduction

A spanning tree T of a graph G is called a tree spanner of G if T provides a
“good” approximation of the distances in G. More formally, for r ≥ 0, T is called
an additive tree r-spanner of G if for any pair of vertices u and v their distance
in T is at most r plus their distance in G (see [17,19]). A similar definition can
be given for multiplicative tree t-spanners (see [6]); however in this paper we are
only concerned with additive spanners. Tree spanners have many applications in
various areas. They occur in biology and they can be used in message routing and
as models for broadcast operations in communication networks. Tree spanners
are useful also from the algorithmic point of view - many algorithmic problems
are easily solvable on trees. If one needs to solve an NP -hard optimization
problem concerning distances in a graph G and G admits a good tree spanner

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 555–567, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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T , then an efficient solution to that problem on T would provide an approximate
solution to the original problem on G.

The problem to decide for a graph G whether G has a multiplicative tree
t–spanner (the multiplicative tree t–spanner problem) is NP–complete for any
fixed t ≥ 4 [6], and it remains NP -complete even on some rather restricted graph
families. Fortunately, there is also a number of special classes of graphs where
additive or multiplicative variants of the tree spanner problem are polynomial
time solvable. Here we will mention only the results on two families of graphs
which are relevant to our paper. Every dually chordal graph admits an additive
tree 3-spanner [2] and every distance-hereditary graph admits an additive tree
2-spanner [19], and such tree spanners can be constructed in linear time.

In [12] we generalized the notion of tree spanners by defining a new notion of
collective tree spanners. We say that a graph G admits a system of μ collective
additive tree r-spanners if there is a system T (G) of at most μ spanning trees of
G such that for any two vertices u, v of G a spanning tree T ∈ T (G) exists such
that the distance in T between u and v is at most r plus their distance in G. We
say that system T (G) collectively r-spans the graph G and r is the (collective)
additive stretch factor. Clearly, if G admits a system of μ collective additive
tree r-spanners, then G admits an additive r-spanner with at most μ × (n − 1)
edges, and if μ = 1 then G admits an additive tree r-spanner. Note that, an
induced cycle of length k provides an example of a graph which does not have
any additive tree (k − 3)-spanner, but admits a system of two collective additive
tree 0-spanners. Furthermore, for any r ≥ 1 there is a chordal graph which
does not have any additive tree r-spanner [19]; on the other hand, any n-vertex
chordal graph admits a system of O(log n) collective additive tree 2-spanners [12].
These two examples demonstrate the power of this new concept of collective tree
spanners. One of the motivations to introduce this new concept stems from the
problem of designing compact and efficient routing schemes in graphs. In [14,20],
a shortest path routing labeling scheme for trees is described that assigns each
vertex of an n-vertex tree a O(log2 n/ log log n)-bit label. Given the label of a
source vertex and the label of a destination, it is possible to compute in constant
time, based solely on these two labels, the neighbor of the source that heads in
the direction of the destination. Clearly, if an n-vertex graph G admits a system
of μ collective additive tree r-spanners, then G admits a routing labeling scheme
of deviation (i.e., additive stretch) r with addresses and routing tables of size
O(μ log2 n/ log log n) bits per vertex. Once computed by the sender in μ time,
headers of messages never change, and the routing decision is made in constant
time per vertex (for details see [11,12]). Other motivations stem from the generic
problems of efficient representation of the distances in ”complicated” graphs
by the tree distances and of algorithmic use of these representations [1,7,13].
Approximating graph distance dG by a simpler distance (in particular, by tree–
distance dT ) is useful in many areas such as communication networks, data
analysis, motion planning, image processing, network design, and phylogenetic
analysis.



Collective Additive Tree Spanners of Homogeneously Orderable Graphs 557

Previously, collective tree spanners of particular classes of graphs were con-
sidered in [8,10,11,12,16]. Paper [12] showed that any chordal graph or chordal
bipartite graph admits a system of at most log2 n collective additive tree 2–
spanners. These results were complemented by lower bounds, which say that
any system of collective additive tree 1–spanners must have Ω(

√
n) spanning

trees for some chordal graphs and Ω(n) spanning trees for some chordal bipar-
tite graphs. Furthermore, it was shown that any c-chordal graph admits a system
of at most log2 n collective additive tree (2�c/2�)–spanners and any circular-arc
graph admits a system of two collective additive tree 2–spanners. Paper [11]
showed that any AT-free graph (graph without asteroidal triples) admits a sys-
tem of two collective additive tree 2-spanners and any graph having a dominating
shortest path admits a system of two collective additive tree 3-spanners and a
system of five collective additive tree 2-spanners. In paper [8], it was shown that
no system of constant number of collective additive tree 1-spanners can exist for
unit interval graphs, no system of constant number of collective additive tree
r-spanners can exist for chordal graphs and r ≤ 3, and no system of constant
number of collective additive tree r-spanners can exist for weakly chordal graphs
and any constant r. On the other hand, [8] proved that any interval graph of
diameter D admits an easily constructible system of 2 log(D − 1) + 4 collective
additive tree 1-spanners.

Only papers [10,16] have investigated (so far) collective tree spanners in the
weighted graphs. Paper [10] demonstrated that any weighted graph with tree-
width at most k−1 admits a system of k log2 n collective additive tree 0–spanners,
any weighted graph with clique-width at most k admits a system of k log3/2 n col-
lective additive tree (2w)–spanners, and any weighted graph with size of largest
induced cycle at most c (i.e., a c-chordal graph) admits a system of 4 log2 n
collective additive tree (2(�c/3� + 1)w)–spanners (here, w is the maximum edge
weight in G). The latter result was refined for weighted weakly chordal graphs:
any such graph admits a system of 4 log2 n collective additive tree (2w)-spanners.
In [16], it was shown that any n–vertex planar graph admits a system of O(

√
n)

collective multiplicative tree 1-spanners (equivalently, additive tree 0-spanners)
and a system of at most 2 log3/2 n collective multiplicative tree 3–spanners.

In this paper we study collective additive tree spanners in homogeneously or-
derable graphs. The class of homogeneously orderable graphs was introduced in
[4] to generalize the dually chordal graphs and the distance-hereditary graphs
and to show that the Steiner tree problem can still be solved in polynomial
time on this more general class of graphs. The follow up to [4] paper [9] showed
also that both the connected r-domination problem and the r-dominating clique
problem are polynomial time solvable on homogeneously orderable graphs. Ho-
mogeneously orderable graphs (HOGs) is a large family of graphs which com-
prises a number of well-known graph classes including Dually Chordal graphs,
House-Hole-Domino-Sun-free graphs (HHDS-free graphs), Distance-Hereditary
graphs, Strongly Chordal graphs, Interval graphs and others (see Figure 1). In
Section 3, we show that every homogeneously orderable graph admits an ad-
ditive tree 3-spanner constructible in linear time. In Section 4, we demonstrate



558 F.F. Dragan, C. Yan, and Y. Xiang

HOGs

dually chordal graphs

strongly chordal graphs

directed path graphs ptolemaic graphs

interval graphs trees

distance−hereditary graphs

HHDS−free graphs

doubly chordal graphs

Fig. 1. Hierarchy of Homogeneously Orderable Graphs. For definitions of graph classes
included see [5].

that every homogeneously orderable graph admits a system of O(log n) collective
additive tree 2-spanners constructible in polynomial time. These results gener-
alize known results on tree spanners of dually chordal graphs and of distance-
hereditary graphs (see [2] and [19], respectively). Table 1 summarizes the results
of this paper.

Table 1. Collective additive tree spanners of n-vertex homogeneously orderable graphs

additive stretch upper bound on lower bound on
factor number of trees number of trees

3 1 1
2 log2 n c < μ ≤ log2 n
1 n − 1 Ω(n)
0 n − 1 Ω(n)

2 Preliminaries

All graphs occurring in this paper are connected, finite, undirected, unweighted,
loopless and without multiple edges. In a graph G = (V, E) (n = |V |, m = |E|)
the length of a path from a vertex v to a vertex u is the number of edges in
the path. The distance dG(u, v) between the vertices u and v is the length of a
shortest path connecting u and v. The i-th neighborhood of a vertex v of G is the
set Ni(v) = {u ∈ V : dG(v, u) = i}. For a vertex v of G, the sets N(v) = N1(v)
and N [v] = N(v) ∪ {v} are called the open neighborhood and the closed neigh-
borhood of v, respectively. For a set S ⊆ V , by N [S] =

⋃
v∈S N [v] we denote
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the closed neighborhood of S and by N(S) = N [S] \ S the open neighborhood of
S. The disk of radius k centered at v is the set of all vertices of distance at most
k to v, i.e., Dk(v) = {u ∈ V : dG(u, v) ≤ k} =

⋃
{Ni(v) : i = 0, . . . , k}.

Denote by D(G) = {Dr(v) : v ∈ V , r a non-negative integer} the family of
all possible disks of G and by L(D(G)) the intersection graph of those disks, i.e.,
the vertices of L(D(G)) are disks from D(G) and two vertices are adjacent if
and only if the corresponding disks share a common vertex. Note that two disks
Dp(x) and Dq(y) intersect if and only if dG(x, y) ≤ p + q. The k–th power Gk of
a graph G = (V, E) is the graph with vertex set V and edges between vertices
u, v with distance dG(u, v) ≤ k. In what follows, a subset U of V is a k–set if U
induces a clique in the power Gk, i.e., for any pair x, y of vertices of U we have
dG(x, y) ≤ k. A graph G is called chordal if it does not have any induced cycle
of length greater than 3.

We say that a graph G = (V, E) admits a system of μ collective additive tree
r-spanners if there is a system T (G) of at most μ spanning trees of G such
that for any two vertices x, y of G a spanning tree T ∈ T (G) exists such that
dT (x, y) ≤ dG(x, y)+ r. If μ = 1, then the tree T such that T (G) = {T } is called
a tree r-spanner of G.

A nonempty set H ⊆ V is homogeneous in G = (V, E) if all vertices of H have
the same neighborhood in V \H , i.e., N(u)∩(V \H) = N(v)∩(V \H) for all u, v ∈
H, (any vertex w ∈ V \ H is adjacent to either all or none of the vertices from
H). A homogeneous set H is proper if |H | < |V |. Trivially for each v ∈ V the
singleton {v} is a proper homogeneous set. Let U1, U2 be disjoint subsets of V .
If every vertex of U1 is adjacent to every vertex of U2 then U1 and U2 form a
join, denoted by U1 �� U2. A set U ⊆ V is join–split if U can be partitioned into
two nonempty sets U1, U2 such that U = U1 �� U2.

Next we recall the definition of homogeneously orderable graphs as given in
[4]. A vertex v of G = (V, E) with |V | > 1 is h–extremal if there is a proper
subset H ⊂ D2(v) which is homogeneous in G and for which D2(v) ⊆ N [H ]
holds, i.e., H dominates D2(v). Thus, the sets H and D2(v) \ H form a join.
A sequence σ = (v1, . . . , vn) is an h–extremal ordering of a graph G if for any
i = 1, . . . , n − 1 the vertex vi is h–extremal in Gi := G({vi, . . . , vn}) (induced
subgraph of G formed by vertices of {vi, . . . , vn}). A graph G is homogeneously
orderable if G has an h–extremal ordering.

In [4] it is proved that a graph G is homogeneously orderable if and only if the
square G2 of G is chordal and each maximal two–set of G is join–split. This local
structure of homogeneously orderable graphs implies a simple O(n3) recognition
algorithm of this class, which uses the chordality of the squares (see [4]). Since
the square G2 of a graph G is chordal if and only if the graph L(D(G)) is chordal
[3], we can reformulate that characterization in the following way.

Theorem 1. [4] A graph G is a homogeneously orderable graph if and only if
the graph L(D(G)) of G is chordal and each maximal two-set of G is join-split.

This characterization will be very useful in Section 3 and Section 4. In Section 4,
the following theorem from [9] will also be of use.
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Theorem 2. [9] For any homogeneously orderable graph G = (V, E) with vertex
function r : V → N and for any subset S of V , we have that S is r-dominated
by some clique C of G (i.e, dG(v, C) ≤ r(v) for every v ∈ S) if and only if
dG(x, y) ≤ r(x) + r(y) + 1 for all x, y ∈ S.

Finally, it is well known that the following lemma for chordal graphs holds.

Lemma 1 (Cycle Lemma for Chordal Graphs). Let C = (v0, . . . , vi−1, vi,
vi+1, . . . , vk−1) be a cycle of a chordal graph G with k ≥ 4. Then, for any vertex
vi of C, vivj ∈ E(G), for j = i − 1, i, i + 1 (mod k), or vi−1vi+1 ∈ E(G).

3 Additive Tree 3-Spanners

In this section, we show that every homogeneously orderable graph G admits
an additive tree 3-spanner. We prove that an algorithm similar to one presented
in [2] for constructing an additive tree 3-spanner of a dually chordal graph con-
structs an additive tree 3-spanner of a homogeneously orderable graph. However,
its correctness proof (Lemma 3 and Lemma 4) for homogeneously orderable
graphs is more involved.

Assume u is an arbitrary vertex of a homogeneously orderable graph G and k ∈
{1, 2, . . . , ecc(u)}, where ecc(u) = max{dG(u, v) : v ∈ V (G)}. Let F k

1 , . . . , F k
pk

be the connected components of the graph obtained from G by removing vertices
of Dk−1(u). Denote Sk

i = F k
i ∩ Nk(u) and Mk−1

i = N(Sk
i ) ∩ Nk−1(u). Mk−1

i is
called the projection of Sk

i to layer Nk−1(u). Clearly, any two vertices x, y ∈ Sk
i

are connected by a path outside the disk Dk−1(u). Denote by Hk−1 the graph
with

⋃pk

i=1 Mk−1
i as the vertex set and two vertices x, y are adjacent in Hk−1 if

and only if they belong to a common set Mk−1
i .

Lemma 2. Every connected component A of the graph Hk is a two-set in G.

Proof. Let x, y be two vertices of a connected component A of the graph Hk.
Then, we can find a collection of projections Mk

i1 , M
k
i2 , . . . , M

k
ih

such that x ∈
Mk

i1
, y ∈ Mk

ih
and Mk

ij
∩Mk

ij+1
= ∅ for all j = 1, . . . , h−1. Pick zj ∈ Mk

ij
∩Mk

ij+1
,

j = 1, . . . , h − 1 and let z0 := x and zh := y. Since zj−1, zj ∈ Mk
ij

, j = 1, . . . , h,

we can find two vertices v′j , v
′′
j ∈ Sk+1

ij
adjacent to zj−1 and zj , respectively.

Let Pj be a path of F k+1
ij

connecting the vertices v′j and v′′j . The disk Dk−1(u)
together with D1(x), D1(y) and the disks of the family {D1(z) : z ∈ ∪h

j=1Pj}
forms a cycle in the intersection graph L(D(G)). From chordality of this graph
(see Theorem 1) and since Dk−1(u) ∩ D1(z) = ∅ holds for all z ∈ ∪h

j=1Pj , we
deduce (see the Cycle Lemma for Chordal Graphs) that D1(x) ∩ D1(y) = ∅, i.e.
dG(x, y) ≤ 2. ��

Next, we are going to show that for every connected component A of the graph
Hk there is a vertex z ∈ Nk−1(u) such that A ⊆ N(z). To show that, the
following lemma is needed, proof of which is omitted in this version.
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Lemma 3. If k ≥ 2 and A is a connected component of the graph Hk, then
there is a vertex t ∈ Nk−2(u) such that A ⊆ N2(t).

Now, we are ready to prove the following lemma.

Lemma 4. For every connected component A of the graph Hk there is a vertex
z ∈ Nk−1(u) such that A ⊆ N(z).

Proof. If k = 1, then the lemma clearly holds. Hence, assume k ≥ 2. According
to Lemma 3, there is a vertex t ∈ Nk−2(u) such that A ⊆ N2(t). Hence, A∪{t} is
a two-set of G. Let U be a maximal two-set of G such that A ⊆ U . By Theorem
1, U consists of two subsets U1 and U2 and U1 �� U2. Clearly, A ∪ {t} must be
in either U1 or U2, since dG(x, t) = 2 for each x ∈ A. Without loss of generality,
assume A ∪ {t} is in U1. Then, U2 must contain a vertex z which is adjacent to
all the vertices in A∪ {t}. This vertex z can only be in Nk−1(u). This concludes
our proof. ��

From the above lemmata, one can give the following linear time algorithm to
construct an additive tree 3-spanner for a homogeneously orderable graph G.

PROCEDURE 1. Construct an additive tree 3-spanner for a HOG G

Input: A homogeneously orderable graph G = (V, E).

Output: An additive tree 3-spanner T of G.

Method:
set E′ = ∅;
pick an arbitrary vertex u in G;
set i = ecc(u);
for each vertex x ∈ Ni(u) do

arbitrarily choose a vertex y ∈ Ni−1(u) such that xy ∈ E(G);
add xy into E′;

set i to i − 1;
while i ≥ 1 do

construct the graph Hi and find its connected components;
for each connected component A of Hi do

find a vertex z ∈ Ni−1(u) such that A ⊆ N(z);
for each vertex x ∈ A add xz into E′;

for other vertices x which are in Ni(u) but not in Hi;
arbitrarily choose a vertex y ∈ Ni−1(u) such that xy ∈ E(G);
add xy into E′;

output T = (V, E′).

It is not hard to show that Procedure 1 can be implemented to run in linear
time. The most complex step is the construction of the connected components
of the graphs Hi (i = ecc(u) − 1, . . . , 2, 1). We start from the layer Nk(u),
where k = ecc(u), find its connected components F k

1 , . . . , F k
pk

and contract each
of them into a vertex. Then find the connected components F k−1

1 , . . . , F k−1
pk−1

in the graph induced by Nk−1(u) and the set of contracted vertices. To find
the connected components of the graph Hk−1, we construct a special bipartite
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graph Bk−1 = (W, K; U). In this graph W = {f1, . . . , fpk
} (a vertex fj repre-

sents component F k
j ), and K is the vertex set of Hk−1 (which is

⋃pk

i=1 Mk−1
i =

⋃pk

i=1(N(F k
i ) ∩ Nk−1(u)). A vertex fj ∈ W and a vertex v ∈ K are adjacent

in Bk−1 if and only if v ∈ N(F k
j ). The graph Bk−1 can be constructed in

O(
∑

v∈Nk(u)∪Nk−1(u) deg(v)) time. Note that a vertex v ∈ Nk−1(u) belongs to
Hk−1 if and only if it has a neighbor in Nk(u). The connected components of
Hk−1 are exactly the intersections of the connected components of Bk−1 with
the set K. After performing for Hk−1 all operations prescribed in the other lines
of Procedure 1, we contract each of F k−1

1 , . . . , F k−1
pk−1

into a vertex and descend
to the lower level. We repeat the above until we come to the vertex u.

Theorem 3. The spanning tree T constructed by Procedure 1 is an additive tree
3-spanner of G.

Proof. Let x, y be two arbitrary vertices of G. Assume x ∈ Nlx(u) and y ∈
Nly(u). Without loss of generality, assume lx ≤ ly. Let P = (x0 = x, x1, · · · , xp =
y) be a shortest path between x and y in G. Let k be the smallest integer such
that P ∩ Nk(u) = ∅. There are two cases to consider.
Case 1: There is exactly one vertex xi in P ∩ Nk(u).
First, consider the subcase when i = 0, i.e., xi = x0 = x. Let PT be the path
between y and u in T . Let y′ be the vertex of PT from Nk(u). Clearly, x and y′

belong to the projection Mk
j of that connected component F k+1

j (of the induced
subgraph of G formed by vertices V \Dk(u)) which contains vertex y. By the way
T was constructed, dT (x, y′) ≤ 2 and dT (y, y′) = ly − lx must hold. This implies
dT (x, y) ≤ dT (x, y′)+dT (y′, y) ≤ 2+ly−lx ≤ 2+dG(x, y) since dG(x, y) ≥ ly−lx.

Let now i = 0. Since xi is the only vertex in P ∩Nk(u), xi−1 and xi+1 must be
in Nk+1(u). Let P ′

T be the path between x and u and PT be the path between y
and u in T . Let x′ and y′ be the vertices of P ′

T and PT taken from Nk(u). Clearly,
x′ and xi belong to the projection Mk

jx
of that connected component F k+1

jx
(of

the induced subgraph of G formed by vertices V \ Dk(u)) which contains vertex
x, and y′ and xi belong to the projection Mk

jy
of that connected component

F k+1
jy

which contains vertex y (it is possible that F k+1
jy

= F k+1
jx

). Since these
projections Mk

jy
and Mk

jx
share a common vertex xi, they must belong to the

same connected component of the graph Hk. By the way T was constructed,
dT (x′, y′) ≤ 2 and dT (y, y′) = ly − k, dT (x, x′) = lx − k must hold. This implies
dT (x, y) ≤ dT (x, x′) + dT (x′, y′) + dT (y′, y) ≤ lx − k + 2 + ly − k ≤ dG(x, y) + 2
since dG(x, y) = dG(x, xi) + dG(xi, y) ≥ lx − k + ly − k.
Case 2: There are at least two vertices xi, xj in P ∩ Nk(u).
In this case, dG(x, y) > lx −k+ ly −k (i.e., dG(x, y) ≥ lx + ly −2k+1) must hold.
Again, let P ′

T be the path between x and u and PT be the path between y and u
in T . Let x′ and y′ be the vertices of P ′

T and PT , respectively, taken from Nk(u).
Clearly, x′, y′, xi and xj are in one connected component F k

t of the induced
subgraph of G formed by vertices V \ Dk−1(u). By the way T was constructed,
this implies dT (x′, y′) ≤ 4. Hence, dT (x, y) ≤ dT (x, x′) + dT (y, y′) + dT (x′, y′) ≤
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ly + lx − 2k + 4 ≤ dG(x, y) + 3. This proves the second case and concludes the
proof of the theorem. ��

Note that in [2] an example of a dually chordal graph (and hence of a homo-
geneously orderable graph) is presented which does not have any additive tree
2-spanner. Thus, the additive stretch factor 3 for the tree spanners presented in
Theorem 3 is best possible if one wants to achieve it only with one tree.

4 Collective Additive Tree 2-Spanners

In this section, we show that every homogeneously orderable graph H admits a
system of O(log n) collective additive tree 2-spanners. According to [4], if a graph
H is homogeneously orderable, then G = H2 is a chordal graph. Unfortunately,
the method developed in [12] for constructing collective tree spanners in some
hereditary classes of graphs (so-called (α, r)–decomposable graphs) cannot be
directly applied to the class of homogeneously orderable graphs as this class is not
hereditary (see [4]). We will work first on the square G = H2 of a homogeneously
orderable graph H and then will move down to the original graph H . To the best
of our knowledge this is the first non-trivial result on collective tree spanners of
a non-hereditary family of graphs.

The following theorem is known for chordal graphs.

Theorem 4. [15] Every n-vertex chordal graph G contains a maximal clique S
such that if the vertices in S are deleted from G, every connected component in
the graph induced by any remaining vertices is of size at most n/2.

A linear time algorithm for finding for a chordal graph G a separating clique
S satisfying the condition of the theorem is also given in [15]. We will call S a
balanced separator of G.

Using the above theorem, one can construct for any chordal graph G a (rooted)
balanced decomposition tree BT (G) as follows. If G is a complete graph, then
BT (G) is a one-node tree. Otherwise, find a balanced separator S in G, which
exists according to Theorem 4. Let G1, G2, . . . , Gp be the connected components
of the graph G \ S obtained from G by removing vertices of S. For each graph
Gi (i = 1, . . . , p), which is also a chordal graph, construct a balanced decompo-
sition tree BT (Gi) recursively, and build BT (G) by taking S to be the root and
connecting the root of each tree BT (Gi) as a child of S. Clearly, the nodes of
BT (G) represent a partition of the vertex set V of G into clusters S1, S2, . . . , Sq

which are cliques. For a node X of BT (G), denote by G(↓X) the (connected)
subgraph of G induced by vertices

⋃
{Y : Y is a descendent of X in BT (G)}

(here we assume that X is a descendent of itself).
Consider two arbitrary vertices x and y of a chordal graph G and let S(x)

and S(y) be the nodes of BT (G) containing x and y, respectively. Let also
NCABT (G)(S(x), S(y)) = Xt be the nearest common ancestor and X0, X1, . . . ,
Xt be the sequence of common ancestors of S(x) and S(y) in BT (G) starting
from the root X0 of BT (G). We will need the following lemma from [12].
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Lemma 5. [12] Any path PG
x,y, connecting vertices x and y in G, contains a

vertex from X0 ∪ · · · ∪ Xt.

Let now H = (V, E) be a homogeneously orderable graph. By Theorem 1, G =
H2 is a chordal graph. We construct a rooted balanced decomposition tree BT (G)
for G as described above. It is also known that any maximal clique of G is a
join-split two–set of H . For any maximal clique C of G, let C = U1 ∪ U2 such
that, in H , U1 � U2. Note that Xi (i = 0, 1, . . . , t) may not be a maximal clique
in G. Let C′

i be a maximal clique of G such that Xi ⊆ C′
i. Assume C′

i = U i
1 ∪U i

2

with U i
1 � U i

2 in H .
There are two cases to consider:

(a) U i
1 ∩ Xi = ∅ and U i

2 ∩ Xi = ∅;
(b) either U i

1 ∩ Xi = ∅ or U i
2 ∩ Xi = ∅ (without loss of generality, we assume

U i
1 ∩ Xi = ∅ in this case).

For each connected graph G(↓Xi), let H(↓Xi) be the induced subgraph of
H which has the same vertex set as G(↓Xi). Note that H(↓Xi) may not be
connected as not all edges of G(↓Xi) are present in H(↓Xi). We construct a tree
Ti for H(↓Xi) in the following way.

If U i
1 ∩ Xi = ∅ and U i

2 ∩ Xi = ∅ holds, then we choose two vertices r1 ∈
Xi ∩U i

1, r2 ∈ Xi ∩U i
2 and add r1r2 into E(Ti). For each x ∈ Xi ∩U i

1, we add xr2

into E(Ti). For each y ∈ Xi ∩ U i
2, we add yr1 into E(Ti). Then we extend the

tree constructed so far by building a breadth-first-search-tree in H(↓Xi) starting
at set Xi and spanning that connected component of H(↓Xi) which contains r1

and r2.
If U i

1 ∩ Xi = ∅ holds, then we choose a vertex r from U i
1 (which may not be

even in H(↓Xi)) and construct a tree Ti as follows. For every vertex x ∈ Xi, we
put xr into E(Ti). Then, we extend the tree constructed so far by building a
breadth-first-search-tree in H(↓Xi) starting at set Xi and spanning the vertices
that can reach r via vertices in H(↓Xi).

Below we will prove that for some vertices x, y ∈ H(↓Xi) the tree Ti will
guarantee dTi(x, y) ≤ dH(x, y) + 2. Let x ∈ V (H(↓Xi)) and x′ ∈ Xi be vertices
such that dTi(x, x′) = dH(↓Xi)(x, Xi). Vertex x′ is called the projection of x in
Ti. We use PTi(x) to denote the shortest path between x′ and x in Ti.

Consider any two vertices x, y ∈ V . Let as before X0, X1, . . . , Xt be the com-
mon ancestors of S(x) and S(y) in BT (G), and let Xi be the common ancestor
with minimum i such that there is a shortest path PH

x,y between x and y in H

with PH
x,y ∩Xi = ∅. It is easy to see that such Xi must exist. Indeed, according to

Lemma 5, any path PG
x,y between x and y in G must intersect X0 ∪ · · · ∪ Xt and

any path PH
x,y is also a path between x and y in G (as G = H2 and therefore the

edge set of H is a subset of the edge set of G). By the choice of Xi, any shortest
path in H connecting x and y must be in H(↓Xi). Let Ti be the tree constructed
as above for H(↓Xi). The following lemma can be proved to be true.

Lemma 6. dTi(x, y) ≤ dH(x, y) + 2 must hold.
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Proof. Let PH
x,y be a shortest path of H connecting x and y. By the choice of

Xi, this path is entirely in H(↓Xi) and intersects Xi. Let zx, zy be vertices of
this path and Xi closest to x and y, respectively.

Let x′, y′ be the projections of x and y in Ti. According to the way Ti was con-
structed, dTi(x′, y′) ≤ 3, dTi(x, x′) = dH(↓Xi)(x, x′) ≤ dH(↓Xi)(x, zx) = dH(x, zx)
and dTi(y, y′) = dH(↓Xi)(y, y′) ≤ dH(↓Xi)(y, zy) = dH(y, zy). If dTi(x

′, y′) ≤ 2 or
zx = zy, then we are done since dTi(x, y) ≤ dTi(x, x′) + dTi(x′, y′) + dTi(y, y′) ≤
dH(x, zx)+dTi (x′, y′)+dH(y, zy) = dH(x, y)−dH(zx, zy)+dTi (x′, y′) ≤ dH(x, y)+
2. Hence, assume that dTi(x′, y′) = 3 and dH(x, y) = dH(x, zx) + dH(y, zy),
i.e., zx = zy. Denote s := zx = zy, dH(x, s) := lx and dH(y, s) := ly. Since
dTi(x′, y′) = 3, by the way Ti was constructed, we have U i

1 ∩ Xi = ∅ and
U i

2 ∩ Xi = ∅. Furthermore, vertices x′ and y′ can not be both in U i
1 ∩ Xi or

both in U i
2 ∩ Xi (otherwise, dTi(x′, y′) ≤ 2). Without loss of generality, assume

x′ ∈ U i
1 ∩ Xi, y′ ∈ U i

2 ∩ Xi and s ∈ U i
1 ∩ Xi. Consider the following radius func-

tion for vertices s, y, y′ in H : r(s) = 0, r(y′) = 0 and r(y) = ly − 1. According to
Theorem 2, there is a clique C in H such that C r-dominates the set {s, y′, y}.
Hence, there must exist a vertex y′′ ∈ (C \ Xi) such that sy′′, y′y′′ ∈ E(H) and
dH(y′′, y) = ly − 2. This implies that y′′ is on a shortest path between x and
y in H and, by the choice of Xi, y′′ is in H(↓Xi). Since sy′′, y′y′′ ∈ E(H), we
have dH(y′′, z) ≤ 2 for any vertex z ∈ U i

1 ∪ U i
2. Therefore, {y′′} ∪ Xi is a clique

in G(↓Xi). The latter contradicts with the fact that Xi was a maximal clique in
G(↓Xi) (see Theorem 4 and paragraph on the construction of BT (G) after that
theorem). Thus, the case that dTi(x′, y′) = 3 and zx = zy is impossible. This
concludes our proof. ��

Let now Bi
1, . . . , B

i
pi

be the nodes on depth i of the tree BT (G). For each sub-
graph Hi

j = H(↓Bi
j) of H (i = 0, 1, . . . , depth(BT (G)), j = 1, 2, . . . , pi), denote

by T i
j the tree constructed for Hi

j as above. Clearly, T i
j can be constructed in

linear time. We call T i
j a local tree of H . Since any two local trees T i

j and T i
j′

share at most one vertex, T i =
⋃

{T i
j , j = 0, . . . , pi} is a forest. T i can be ex-

tended to T ′i to span all the vertices in H . Tree T ′i is called a global spanning
tree of H . By Lemma 6, we immediately get the following result.

Lemma 7. For any two vertices x, y ∈ V , there exists a global spanning tree T ′i

such that dT ′i (x, y) ≤ dH(x, y) + 2.

By the way BT (G) was constructed, the depth of BT (G) is at most log2 n.
Hence, there are at most log2 n global spanning trees of H . Obviously, G = H2

can be obtained in O(nm) time. According to [12], BT (G) can be constructed in
O(n2 log2 n) time (note that G may have O(n2) edges). Each T ′i is constructible
in linear time. Therefore, the following theorem is true.

Theorem 5. Any n-vertex homogeneously orderable graph admits a system of
log2 n collective additive tree 2-spanners which can be constructed in O(nm +
n2 log2 n) time.
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5 Conclusion

In this paper we studied collective additive tree spanners in homogeneously or-
derable graphs. We showed that every n-vertex homogeneously orderable graph
admits an additive tree 3-spanner constructible in linear time and a system of
O(log n) collective additive tree 2-spanners constructible in polynomial time.
These results generalize known results on tree spanners of dually chordal graphs
and of distance-hereditary graphs. We mentioned also that there are homo-
geneously orderable graphs which do not admit any additive tree 2-spanners.
Hence, it is natural to ask how many spanning trees are necessary to achieve
collective additive stretch factor of 2 in homogeneously orderable graphs. We
know that this number is not a constant (a proof of this is presented in the full
version of the paper) and is not larger than log2 n. One may ask also how many
spanning trees are necessary and how many are sufficient to achieve collective
additive stretch factor of 1 or 0 in homogeneously orderable graphs. The answer
to this question is simple. Any graph G on n vertices admits a system of at
most n − 1 collective additive tree 0-spanners. On the other hand, it is easy
to see that any system of collective additive tree 1–spanners of homogeneously
orderable graphs will need to have at least Ω(n) spanning trees (a proof of this
is presented in the full version).
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Abstract. Let I be a stable matching instance with N stable matchings.
For each man m, order his N stable partners from his most preferred to
his least preferred. Denote the ith woman in his sorted list as pi(m).
Let αi consist of the man-woman pairs where each man m is matched
to pi(m). Teo and Sethuraman proved this surprising result: for i = 1 to
N , not only is αi a matching, it is also stable. The αi’s are called the
generalized median stable matchings of I .

In this paper, we present a new characterization of these stable match-
ings that is solely based on I ’s rotation poset. We then prove the follow-
ing: when i = O(log n), where n is the number of men, αi can be found
efficiently; but when i is a constant fraction of N , finding αi is NP-
hard. We also consider what it means to approximate the median stable
matching of I , and present results for this problem.

1 Introduction

In the stable marriage problem (SM), there are n men and n women, each of
whom has a list that ranks all individuals of the opposite sex. A matching is
a set of man-woman pairs where each individual appears in at most one pair.
The objective of the problem is to find a matching μ that has n pairs and has
no blocking pairs – i.e., a man and a woman who prefer each other over their
partners in μ. The rationale behind the stability condition is that if a blocking
pair exists, then the man and the woman will likely leave their partners and
thereby compromise the integrity of the matching μ. A celebrated result by Gale
and Shapley states that every instance of SM has a stable matching that can be
found in O(n2) time [5]. Today, centralized stable matching algorithms match
medical residents to hospitals [14], students to schools [1,2], etc.

To find a stable matching for an arbitrary instance, Gale and Shapley pre-
sented the deferred-acceptance (DA) algorithm, where the men ask and the
women accept or reject offers. The result is the man-optimal/woman-pessimal
stable matching – every man is matched to the woman he prefers the most
among all his partners in a stable matching and every woman is matched to the
man she prefers the least among all her partners in a stable matching. On the
other hand, when the men and women switch roles, the result is the woman-
optimal/man-pessimal stable matching and is defined accordingly. Thus, while

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 568–579, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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the DA algorithm produces a stable matching, one may not want to use the
matching because it is biased towards one side of the matching. This motivates
the problem of finding “fair” stable matchings.

Different notions of fair stable matchings have been considered in the past.
Suppose a person’s happiness in a stable matching is based on his/her partner’s
rank in his/her preference list. Selkow [12] and, later, Gusfield [6] studied the
minimum-regret stable matching, which maximizes the happiness of the unhap-
piest person in the matching. Irving et al. [9], on the other hand, considered
the egalitarian stable matching, which maximizes the sum of the happiness of
all the participants. In both cases, the proposed stable matchings can be found
in polynomial time. However, by using global measures, these types of stable
matchings may sacrifice the happiness of some individuals as they aim for the
greater good. In another direction, Klaus and Klijn [11] suggested designing
probabilistic matching mechanisms that are procedurally fair. That is, a stable
matching is considered fair if the procedure used to arrive at the outcome is
equitable to all the participants. They studied three different random mecha-
nisms and the probability distributions they induce on the stable matchings of
an instance.

Yet another notion of fair stable matchings is due to Teo and Sethuraman [15].
Let I be a stable matching instance, M(I) its set of stable matchings, and
N = |M(I)|. Let pμ(a) denote the partner of a in stable matching μ. For each
man m, sort the multiset of women {pμ(m), μ ∈ M(I)} from m’s most preferred
to least preferred woman. Let pi(m) denote the ith woman in this sorted list for
i = 1, . . . , N . Do the same for each woman w. By applying linear programming
tools, they showed that the following family of stable matchings exists:

Lemma 1. [Teo and Sethuraman] Let αi consist of man-woman pairs where
each man m is matched to pi(m). Similarly, let βi consist of all man-woman
pairs where each woman w is matched to pi(w). For i = 1, . . . , N , αi and βi are
stable matchings; moreover, αi = βN−i+1.

The most remarkable of these stable matchings are the ones in the “middle” –
α(N+1)/2 when N is odd, and αN/2 and α(N+2)/2 when N is even – called the
median stable matching of I.1 It matches every participant to his/her (lower or
upper) median stable partner and, thus, is fair at the individual level in a very
strong sense. The stable matchings αi and βN−i+1 are called the ith generalized
median stable matching of I, for i = 1, . . . , N .

Since Teo et al.’s work [15], two other sets of authors [10,4] have proven the
existence of these matchings using different tools. No one, however, has addressed
the complexity of finding an instance’s median stable matching. Simply using
the definition can be inefficient because there are instances whose number of
stable matchings is exponential in the input size. Our goal is to fill this gap.

To find an instance’s median stable matching, we take a combinatorial ap-
proach and use its rotation poset. Algorithmically, the rotation poset is a very
1 Throughout the paper, we shall refer to an instance’s median stable matching in

singular form even though there can be two such matchings.
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useful structure because it encodes all the stable matchings of the instance and,
yet, is polynomial in the input size. Our main results are as follows:

– First, we present a new characterization of the generalized median stable
matchings that is solely based on rotation posets. It implies that to find an
instance’s median stable matching, enumerating all of its stable matchings
can be avoided; instead, the task can be accomplished by counting certain
subsets of its rotation poset. Additionally, the characterization also provides
interesting insights into the generalized median stable matchings that are
not evident from their definitions.

– We prove that finding αi and αN−i+1 can be done efficiently when i =
O(log n), but that it is NP-hard when i is a constant fraction of N . Hence,
finding an instance’s median stable matching is NP-hard.

– Finally, we consider what it means to approximate the median stable match-
ing of an instance, and present results for this problem.

The outline for the rest of the paper is as follows: in Section 2, we define
rotation posets and describe their properties. We present the new characteri-
zation for the generalized median stable matchings in Section 3, and prove the
easy cases and the hardness result for finding αi in Section 4. We consider the
problem of approximating the median stable matching in Section 5.

2 Some Background: Distributive Lattices and Rotation
Posets

Let I be a stable matching instance, and μ and μ′ be two of its stable matchings.
An individual a prefers μ to μ′ if a prefers his/her partner in μ over his/her
partner in μ′; otherwise, a prefers μ′ to μ or is indifferent between them if a
has the same partner in both matchings. The stable matching μ dominates μ′,
denoted as μ � μ′, if every man prefers μ to μ′ or is indifferent between them.
It turns out that the dominance relation � induces a nice structure on M(I).

Theorem 1. [12] (M(I), �) is a distributive lattice.

The top and bottom elements of M(I)2 are the man-optimal stable matching
μM and the woman-optimal stable matching μW of I, respectively since μM

dominates every stable matching of I which, in turn, dominates μW .
Associated with the distributive lattice M(I) is the rotation poset of I. Rota-

tions are the incremental changes that need to be made so that a stable matching
μ can be transformed into another stable matching μ′ that it dominates. We de-
fine them formally next; we refer readers to [7] for a thorough discussion of the
subject.

When μ �= μW , there is a man m so that pμ(m) �= pμW (m). For each such
man m, define his successor woman, sμ(m), as the first woman on his preference
2 We sometimes use M(I) to refer to the set as well as the distributive lattice. The

context will indicate which one we are referring to.
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list that follows pμ(m), and prefers him over her current partner in μ. For ex-
ample, pμW (m) is a possible candidate for sμ(m) but there may be other eligible
women ahead of her in m’s preference list. A rotation ρ exposed in μ is a cyclic
sequence of man-woman pairs ρ = ((m0, w0), (m1, w1), . . . , (mr−1, wr−1)) such
that (mi, wi) ∈ μ and sμ(mi) = wi+1 for all i where the addition in the subscript
is modulo r. To eliminate ρ from μ, each man mi in ρ is matched to wi+1 while
the rest of the pairs not in ρ are kept the same. The result is another stable
matching denoted as μ/ρ which μ dominates.

Let I be an SM instance of size n (i.e., it has n men and n women), and let
R(I) denote the set of all rotations that are exposed in the stable matchings of
I. We note the following properties of rotations. First, a man-woman pair can
be part of at most one rotation of I. Thus, |R(I)| ≤ n2/2 because every rotation
consists of at least two pairs, and the rotations in R(I) together contain at most
n2 pairs. Second, if ρ and ρ′ are two rotations exposed in μ, ρ and ρ′ do not
have any pairs in common. This implies that ρ′ remains exposed in μ/ρ. Third,
whenever μ �= μW , there will always be at least one rotation ρ exposed in μ.
Furthermore, there is no stable matching μ′ such that μ ≺ μ′ ≺ μ/ρ. Thus, in
the Hasse diagram of M(I), every edge between two stable matchings can be
labeled by the rotation whose elimination from the dominant stable matching
results in the dominated stable matching.

A rotation ρ′ precedes rotation ρ, ρ′ ≤ ρ, if in order to obtain a stable matching
in which ρ is exposed, ρ′ must be eliminated first. The pair (R(I), ≤) is called
the rotation poset of I. Gusfield has shown that R(I) can be constructed in
an efficient manner [6]; more precisely, a rotation digraph G(I) whose vertices
correspond to the rotations of R(I) and whose transitive closure contains all the
precedence relations of R(I) can be built in O(n2) time.

A subset S of R(I) is closed if whenever a rotation is in S, all rotations that
precede it are also in S. There is a very nice correspondence between the stable
matchings of I and the closed subsets of its rotation poset:

Theorem 2. [8] There is a one-to-one correspondence between the elements of
M(I) and the closed subsets of R(I). In particular, if μ ∈ M(I) corresponds
to the closed subset S of R(I), then μ can be obtained by starting at μM and
eliminating all the rotations in S.

For example, the empty subset of R(I) corresponds to μM while R(I) itself
corresponds to μW . Given R(I) and one of its closed subsets S, finding the
stable matching that corresponds to S takes O(n2) time since constructing μM

takes O(n2) time, and the total number of pairs in the rotations of S cannot
exceed n2. Conversely, finding the closed subset of R(I) that corresponds to a
stable matching μ of I also takes O(n2) time. This can be done by starting at
μM , and then eliminating rotations until the partner of every man m is pμ(m).
The set containing all the eliminated rotations corresponds to μ.

When P is a poset, let c(P ) denote the number of closed subsets of P . Ac-
cording to Theorem 2, c(R(I)) = |M(I)|. Later, we will use the fact that c(P )
is also equal to the number of antichains of P . The correspondence is as follows:
if A is an antichain, let SA be the closed subset that contains A and all the
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Fig. 1. The Hasse diagrams for the lattice of stable matchings and rotation poset of
the example in Section 2

elements that precede a for each a ∈ A; if S is a closed subset, let AS be the
antichain that contains all the bottom elements of S.

Interestingly, the rotation posets of SM instances do not have any special
structure in the following sense – Blair showed that for every poset P , there is
an SM instance I(P ) whose rotation poset is isomorphic to P [3]. In [8], Irving
and Leather presented an algorithm that given P will construct I(P ) whose size
and construction time is O(|P |2). Moreover, defining the isomorphism between
the elements of P and the rotations of I(P ) is straightforward.

Before we end this section, we present an example to illustrate the distributive
lattice and rotation poset of the following SM instance I:

m1: w1 w2 w3 w4 w5 w6

m2: w2 w3 w4 w1 w5 w6

m3: w3 w1 w5 w2 w4 w6

m4: w4 w3 w1 w2 w5 w6

m5: w5 w1 w6 w2 w3 w4

m6: w6 w3 w1 w2 w4 w5

w1: m4 m5 m3 m1 m2 m4

w2: m1 m2 m3 m4 m5 m6

w3: m6 m4 m2 m3 m1 m5

w4: m2 m4 m1 m3 m5 m6

w5: m3 m5 m1 m2 m4 m6

w6: m5 m6 m1 m2 m3 m4

It has six stable matchings, where μ1 is the man-optimal stable matching and
μ6 is the woman-optimal stable matching:

μ1 : {(m1, w1), (m2, w2), (m3, w3), (m4, w4), (m5, w5), (m6, w6)}
μ2 : {(m1, w2), (m2, w3), (m3, w1), (m4, w4), (m5, w5), (m6, w6)}
μ3 : {(m1, w2), (m2, w4), (m3, w1), (m4, w3), (m5, w5), (m6, w6)}
μ4 : {(m1, w2), (m2, w3), (m3, w5), (m4, w4), (m5, w1), (m6, w6)}
μ5 : {(m1, w2), (m2, w4), (m3, w5), (m4, w3), (m5, w1), (m6, w6)}
μ6 : {(m1, w2), (m2, w4), (m3, w5), (m4, w1), (m5, w6), (m6, w3)}

It has four rotations: ρ1 : ((m1, w1), (m2, w2), (m3, w3)), ρ2 : ((m2, w3), (m4,
w4)), ρ3 : ((m3, w1), (m5, w5)) ρ4 : ((m4, w3), (m5, w1), (m6, w6)). Figure 1 shows
the Hasse diagrams of (M(I), �) and (R(I), ≤). The correspondence between
the stable matchings of I and the closed subsets of R(I) are: μ1 and ∅, μ2 and
{ρ1}, μ3 and {ρ1, ρ2}, μ4 and {ρ1, ρ3}, μ5 and {ρ1, ρ2, ρ3}, μ6 and {ρ1, ρ2, ρ3, ρ4}.
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3 A New Characterization

In this section, we present a characterization of the generalized median stable
matchings by describing the closed subsets of R(I) they correspond to. Not only
does the characterization provide an alternate way to compute the matchings, it
also leads to some interesting insights that are not evident from their definitons.

Theorem 3. For each ρ ∈ R(I), let nρ denote the number of closed subsets of
R(I) that do not contain ρ. For i = 1, . . . , N , S(i) = {ρ : nρ < i} is a closed
subset of R(I), and αi is the stable matching obtained by starting at μM and
eliminating all the rotations in S(i).

Proof. By the definition of closed subsets, the function nρ is an increasing func-
tion; i.e., if ρ′ precedes ρ in R(I), nρ′ < nρ. Therefore, if ρ ∈ S(i), every rotation
that precedes ρ also belongs to S(i).

For i = 1 to N , let S(αi) denote the closed subset of R(I) that corresponds to
αi. The second part of the theorem states that S(αi) = S(i). To prove it, we shall
show that each man m satisfies the following condition: the set of rotations in
S(αi) that m appears in is exactly the set of rotations in S(i) that m appears in.
This is sufficent because if S(αi) �= S(i), there is a rotation ρ ∈ (S(αi) − S(i)) ∪
(S(αi) − S(i)), and every man that appears in ρ will not satisfy the condition.

When m does not appear in any rotations in R(I) (i.e., m’s partner in μM is
never replaced in any of the stable matchings of I), the above condition is clearly
satisfied. So suppose m does appear in some rotations in R(I): ρ1, ρ2, . . . , ρk

where m appears with wj in ρj . Additionally, suppose m prefers w1 the most,
followed by w2, then w3, etc. This means that ρ1, ρ2, . . . , ρk form a chain in the
rotation poset because ρi must be eliminated before m can be matched to wi+1

for i = 1, . . . , k − 1. Let xj denote the number of stable matchings that match
m to wj . By applying the definition of αi, m’s partner in αi is wj∗ where j∗ is
the index that satisfies the inequality:

x1 + x2 + . . . + xj∗−1 < i ≤ x1 + x2 + . . . + xj∗−1 + xj∗ . (1)

In order for m to be matched to wj∗ , rotations ρ1, . . . , ρj∗−1 have to be eliminated
but ρj∗ , ρj∗+1, . . . , ρk are not; i.e., of the k rotations that m appears in, the first
j∗ − 1 are the only ones that lie in S(αi).

Next, notice that if a stable matching corresponds to a closed subset of R(I)
that does not contain ρj , m must be matched to one of the following women:
w1, w2, . . . , wj . This implies that nρj = x1 + x2 + . . . + xj . Applying inequal-
ity (1), nρj < i if and only if j < j∗. Thus, ρ1, . . . , ρj∗−1 belong to S(i) but
ρj∗ , ρj∗+1, . . . , ρk do not. We have now shown that, for every man m, the rota-
tions that m appears in in S(αi) are exactly the same ones in S(i). Thus, αi is
the stable matching obtained by eliminating the rotations in S(i). 	


In the example in Section 2, nρ1 = 1, nρ2 = nρ3 = 3, and nρ4 = 5. Since
N = 6, the median stable matching will consist of two stable matchings – the
two that correspond to S(3) = {ρ1} and S(4) = {ρ1, ρ2, ρ3}, which are μ2 and μ5
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respectively. Next, we note some unexpected observations about the generalized
median stable matchings.

1. Location of the median stable matching. Does an instance’s median stable
matching lie in the “middle” of its lattice of stable matchings or can it be
somewhere else? Consider an instance I whose rotation poset consists of k
rotations which are pairwise incomparable; i.e., R(I) is an antichain of size
k. Every subset of R(I) is a closed subset so I has 2k stable matchings.
Moreover, for each rotation ρ, nρ = 2k−1. Thus, for 1 ≤ i ≤ 2k−1, S(i) =
∅, and for 2k−1 + 1 ≤ i ≤ 2k, S(i) = R(I). In other words, the lower
median stable matching of I is the man-optimal stable matching, which is
the top element of M(I), while the upper median stable matching of I is
the woman-optimal stable matching, which is the bottom element of M(I)
– exactly the two stable matchings we least expected for the median stable
matching! Indeed, it is not difficult to construct examples that show that
the median stable matching can lie “anywhere” in the distributive lattice of
stable matchings.

2. Number of distinct generalized median stable matchings. Teo and Sethura-
man [15] had already observed that an instance’s generalized median stable
matchings need not be all distinct. In our example above, the instance has
2k different stable matchings and, yet, its generalized median stable match-
ings consisted of only two types. In general, how many could there be? By
Theorem 3, it is equal to the number of distinct S(i) sets. But this number
is simply one more than the number of distinct nρ values; the additional one
accounts for the fact that none of the rotations belong to S(1). Thus, if I
has size n, it can have at most n2/2+1 distinct types of generalized median
stable matchings.

3. Instances with isomorphic rotation posets. Finally, Theorem 3 also implies
that an instance’s generalized median stable matchings are completely de-
pendent on the structure of its rotation poset. To see this, consider two
instances I and I ′ whose rotation posets are isomorphic. Let f be an iso-
morphism from R(I) to R(I ′). For each ρ ∈ R(I), nρ = nf(ρ). Thus, if S(i)
is the closed subset of R(I) that corresponds to the ith generalized median
stable matching of I, then f(S(i)) = {f(ρ) : ρ ∈ S(i)} is the closed subset of
R(I ′) that corresponds to the ith generalized median stable matching of I ′.
Interestingly, the median stable matching is the only “fair” stable matching
we know of that has this property.

4 Finding the Generalized Median Stable Matchings

Suppose we find the ith generalized median stable matching of I using its defin-
ition, which we call the direct method. It requires (i) enumerating all the stable
matchings of I to construct the multiset of stable partners for each man, (ii)
sorting each man’s multiset of stable partners from his most preferred to his
least preferred woman, and (iii) matching each man to the ith woman in his
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sorted multiset of stable partners. Clearly, the bottleneck is in steps (i) and (ii);
these steps take O(n2 + nN) time by using the enumeration algorithm in [6] for
step (i) and bucket sort for step (ii).

Lemma 2. Let I be a stable matching instance of size n with N stable match-
ings. When N is polynomial in n, the direct method for finding αi runs in time
polynomial in n, for i = 1, . . . , N .

Thus, when N is no longer polynomial in n, can αi still be computed efficiently?
We shall show next that there are indeed some easy cases but that, in general,
the the answer is “no” unless P=NP. Theorem 3 will play a key role in the
derivation of our results.

Theorem 4. Let I be an SM instance of size n with N stable matchings. When
i = O(log n), computing αi and αN−i+1 can be done in polynomial time.

Proof. Let ρ ∈ R(I). Let R(I)ρ denote the poset obtained from R(I) by deleting
ρ and every rotation it precedes. Notice that nρ = c(R(I)ρ), the number of
closed subsets of R(I)ρ. Moreover, (i) when R(I)ρ has at least i − 1 elements,
ρ �∈ S(i) because c(R(I)ρ) ≥ i, and (ii) when R(I)ρ has at most i − 2 elements,
we can simply check which subsets of R(I)ρ are closed subsets to determine
the exact value of c(R(I)ρ). Using these observations, it is not difficult to show
that determining S(i) exactly and then eliminating all its rotations from μM to
construct αi can be done in O(i2in4) time. Thus, if i = O(log n), finding αi can
be done in polynomial time. Since αN−i+1 = βi, the same result also holds for
finding αN−i+1. 	


4.1 The Hardness Result

Suppose P and Q are posets on disjoint sets. Their ordinal sum is the poset
P +O Q on the set P ∪ Q such that x ≤ y in P +O Q if (i) x, y ∈ P and x ≤ y,
or (ii) x, y ∈ Q and x ≤ y, or (iii) x ∈ P and y ∈ Q. The following is easy to
establish:

Lemma 3. Let P and Q be posets on disjoint sets and c(·) be a function that
counts the number of closed subsets of a poset. Then c(P +OQ) = c(P )+c(Q)−1.

Here is a technical lemma we need for our hardness result.

Lemma 4. Let M be a positive integer. There is a poset QM so that |QM | =
O(log2 M), the number of edges in its Hasse diagram is O(log3 M), and
c(QM ) = M .

Proof. Consider the binary representation of M : b0 · 20 + b1 · 21 + . . . + bk2k. Let
Ai and Ci denote an antichain of size i and a chain of size i, respectively. When
b0 = 0 (i.e., M is even), let QM = Ab1×1 +O Ab2×2 +O . . . +O Abk×k +O Cnz−1

where nz is the number of non-zero bits in the binary representation of M . Thus,
|QM | ≤ 1 + 2 + . . . + k + k = O(k2), which is O(log2 M); the number of edges in
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QM ’s Hasse diagram is at most 1 × 2 + 2 × 3 + . . . + (k − 1) × k + k + k − 1 =
O(k3), which is O(log3 M). From Lemma 3, it is straightforward to check that
c(Ab1×1 +O Ab2×2 +O . . . +O Abk×k) = M − (nz − 1) and c(Cnz−1) = nz, so
c(QM ) = M − (nz − 1) + nz − 1 = M . When b0 = 1 (i.e., M is odd), let
QM = QM−1 +O C1. By applying the same analysis when b0 = 0, QM satisfies
the three properties in the lemma as well. 	


Theorem 5. Let I be an SM instance with N stable matchings. Suppose p and
q are positive integers such that p < q. When i = �pN/q, computing αi and
αN−i+1 is NP-hard.

Proof. Since αN−i+1 = βi, it is sufficient to prove the theorem for αi. Let us
first consider the case when p = 1. Let ComputeMedian-q be an algorithm whose
input is an SM instance I and whose output is I’s �|M(I)|/q-generalized median
stable matching and its corresponding closed subset. Its runtime is f(|I|), where
|I| denotes the size of I. Let P be a poset. Recall that c(P ) denotes the number
of closed subsets of P . The main idea behind our proof is that ComputeMedian-q
can be used to answer queries of the form “Is c(P ) ≤ m?”. We describe how this
can be done next.

Query(P, m)

1. Construct the poset P0 = qP +O x +O Qq(q−1)m+q−1 where qP denotes the
ordinal sum of q copies of P , x is the singleton poset containing x and Qi is
the poset described in Lemma 4. Note that c(P0) = qc(P ) +2+ q(q − 1)m+
q − 1 − (q − 1) − 2 = qc(P ) + q(q − 1)m.

2. Construct an SM instance I(P0) whose rotation poset is isomorphic to P0.
Find the rotation ρx in R(I(P0)) that corresponds to x in P0.

3. Use ComputeMedian-q to find I(P0)’s �|M(I(P0))|/q-generalized median
stable matching and its corresponding closed subset S.

4. If ρx ∈ S return “yes”; else, return “no”.

By the construction of P0, nx = qc(P ) − (q − 1). Since nρx = nx and S =
S(c(P )+(q −1)m), ρx ∈ S implies that c(P ) < m+1 or c(P ) ≤ m because c(P )
is an integer. Similarly, when ρx �∈ S, c(P ) ≥ m + 1. The correctness of Query
follows. It is straightforward to verify that since q is a constant, the sizes of P0,
I(P0), and R(I(P0)) are all polynomial in |P | and log m. Thus, the runtime of
Query is polynomial in |P |, log m and f(|P | + log m).

Now, c(P ) ≤ 2|P |. To determine c(P ), we simply do a binary search over
the range [1, 2|P |] using Query as a subroutine. Clearly, O(|P |) queries are suffi-
cient where the value of m in each query is at most 2|P |. If Compute-Median-q
also runs in time polynomial in its input size, the algorithm we have just de-
scribed computes c(P ) in time polynomial in |P |. In [13], it was shown, how-
ever, that computing the number of antichains of a poset is #P-complete. Since
there is a one-to-one correspondence between the antichains of a poset and its
closed subsets, computing c(P ) is also #P-complete. It follows that finding the
�|M(I)|/q-generalized median stable matching of an instance I is NP-hard.
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Let us now prove that the theorem is also true when p > 1. Without loss of gen-
erality, assume that p and q are relatively prime. Suppose ComputeMedian-(p, q)
is an algorithm like ComputeMedian-q except that it computes the �p|M(I)|/q-
generalized median stable matching of I and its corresponding closed subset in
g(|I|) time. This time we shall use ComputeMedian-(p, q) to find the �|M(I)|/q-
generalized median stable matching of I.

ConstructMedian-q(I)

1. Construct R(I). Find positive integers k and r so that pk = qr + 1. (Since
p and q are relatively prime, these integers exist. Also, 1 ≤ k ≤ q and
1 ≤ r ≤ p.)

2. Create the poset P0 = R(I)+O x+O R(I)+O x+O R(I)+O . . .+O x+O R(I)
so that there are k copies of R(I) and k − 1 copies of x in P0. For each
ρ ∈ R(I), mark as ρ(j) the element that corresponds to ρ in the jth copy of
R(I). Similarly, mark as x(j) the jth copy of x. Construct an SM instance
I(P0) whose rotation poset is isomorphic to P0.

3. Use ComputeMedian-(p, q) to find the �p|M(I(P0))|/q-generalized median
stable matching of I(P0) and its corresponding closed subset S.

4. Let S′ consist of the rotations in P0 that have corresponding rotations in S.
(Find these rotations using the isomorphism from P0 to the rotation poset
of I(P0).) Let S′′ = {ρ : ρ(r+1) ∈ S′}.

5. Find the man-optimal matching of I, μM . Create the �|M(I)|/q-generalized
median stable matching of I by eliminating S′′ from μM and return the stable
matching.

It is straightforward to verify the following: c(P0) = k × c(R(I)), nx(j) =
j×c(R(I)) for 1 ≤ j ≤ k−1, and nρ(j) = (j−1)c(R(I))+nρ for each ρ ∈ R(I), 1 ≤
j ≤ k−1. By our choice of k and r, we know that pk/q = r+1/q. Thus, in step 3,
�p|M(I(P0))|/q = �pk×c(R(I))/q = r×c(R(I))+�c(R(I))/q. Consequently,
in step 4, S′ = ∪r

j=1{ρ(j) : ρ ∈ R(I)} ∪ {ρ(r+1) : nρ < �c(R(I))/q} ∪ {x(j) :
j ≤ r}. Thus, S′′ = {ρ : nρ < �c(R(I))/q}. Since S′′ is the closed subset that
corresponds to the �|M(I)|/q-generalized stable matching of I, step 5 outputs
the correct stable matching.

Since p and q are constants, |P0| = O(|R(I)|). Also, |I(P0)| = O(|R(I)|2) so
|I(P0)| = O(|I|4). It is easy to verify that steps 1, 2, 4 and 5 can be accom-
plished in time polynomial in |I|. If ComputeMedian-(p, q) runs in time polyno-
mial in its input size, step 4 will also run in time that is polynomial in |I|; i.e.,
ConstructMedian-q is an efficient algorithm. But we just showed that finding
the �|M(I)|/q-generalized stable matching of I is an NP-hard problem. It fol-
lows that computing �p|M(I)|/q-generalized stable matching of I when p > 1
is also NP-hard. 	


5 Approximating the Median Stable Matching

While the median stable matching is arguably the most fair stable matching
that has been proposed in the literature so far, our result in the previous section
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shows that finding it is computationally hard unless P=NP. A natural direction
to take is to find a stable matching that is “close” to the median stable matching.

When N is an even number, the median stable matching of I consists of αN/2

and α(N+2)/2. Notice though that I may have stable matchings the lie between
αN/2 and α(N+2)/2 in M(I). (Recall our example in Section 3.) These stable
matchings have the property that at least one (but not all) men are matched
to their upper median stable partners and at least one (but not all) women are
matched to their lower median stable partners. If we say that αN/2 and α(N+2)/2

are fair because every individual is matched to his/her median stable partner,
surely stable matchings that lie between these two matchings must also be fair.
By the same reasoning, if we say that αi′ and αi′′ are good approximations of the
median stable matching where i′ < �N/2 < i′′, every stable matching that lies
between the two matchings must also be a good approximation of the median
stable matching. This leads us to the following definition:

Definition 1. Let I be an SM instance with N stable matchings. Let μ be one
of its stable matchings and Sμ be its corresponding closed subset in R(I). We
say that μ is an ε-approximation of the median stable matching of I if μ lies
between α�N/2�−ε and α�N/2�+ε in the lattice of stable matchings of I. That is,
S(�N/2� − ε) ⊆ Sμ ⊆ S(�N/2 + ε).

Since an SM instance of size n can have at most 2n2/2 stable matchings, Theorem
4 implies that finding an (N/2 − O(log log N))-approximation to the median
stable matching of an SM instance can be found efficiently. In the next theorem,
we present a slight improvement over this result.

Theorem 6. Let I be an SM instance of size n with N stable matchings. Finding
a stable matching μ of I such that μ lies between α�log N/2� and αN−�log N/2� can
be done in O(n2) time. That is, finding an (N/2 − O(log N))-approximation to
the median stable matching of an SM instance can be found efficiently.

Proof. Suppose R(I) has m rotations. Let ρ1, ρ2, . . . , ρm be a topological order-
ing of its rotations. Let Jr = {ρ1, ρ2, . . . , ρr−1} for r = 1, . . . , m + 1.

Claim: For r = 1, . . . , m+1, Jr is a closed subset, and S(r) ⊆ Jr ⊆ S(N −m+r).
Proof of Claim: Since the rotations are ordered topologically, when ρ ∈ Jr, every
rotation that precedes ρ also belongs to Jr. That is, Jr is a closed subset.

Suppose ρ does not belong to Jr. Then nρ ≥ r because J1, J2, . . . , Jr are all
closed subsets that do not contain ρ. Hence, ρ �∈ S(r). In other words, S(r) ⊆ Jr.
On the other hand, when ρ ∈ Jr, there are at least m− r +1 closed subsets that
contain ρ: Ji+1 for i = r, . . . , m. Thus, N −nρ ≥ m−r+1 or N −m+r−1 ≥ nρ,
so ρ ∈ S(N − m + r).

When r = �m/2, S(�m/2) ⊆ J�m/2� ⊆ S(N −�m/2�). But because R(I) has
m rotations, m + 1 ≤ N ≤ 2m. Hence, m ≥ log N so S(�log N/2) ⊆ J�m/2� ⊆
S(N −�log N/2�). Thus, the stable matching of I that corresponds to the closed
subset J�m/2� lies between α�log N/2� and αN−�log N/2�.
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Now, constructing R(I) and its accompanying digraph G(I) takes O(n2) time.
Topologically sorting its rotations also take O(n2) time. Finding μM , and then
eliminating all rotations of J�m/2� from μM also takes O(n2) time. Thus, finding
the stable matching in the theorem takes O(n2) time. 	


In contrast, we have the next result whose proof is like that of Theorem 5.

Theorem 7. Let ε be a constant. Let I be an SM instance with N stable match-
ings. Finding a stable matching μ of I such that μ lies between α�N/2�−ε and
α�N/2�+ε is NP-hard. That is, finding an O(1)-approximation to the median sta-
ble matching of an SM instance is NP-hard.

Interestingly, this leaves us with the following problem:

Open Problem: Is there an efficient algorithm for finding an ε-approximation
to the median stable matching of an SM instance where ε is ω(1) but at most
N/2 − Ω(log N)?
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Abstract. We design completely local, stateless, and self-stabilizing flow control
mechanism to be executed by “greedy” agents associated with individual flow
paths. Our mechanism is very natural and can be described in a single line:

If a path has many “congested” edges, decrease the flow on the path
by a small multiplicative factor, otherwise increase its flow by a small
multiplicative factor.

The mechanism does not require any initialization or coordination between the
agents. We show that starting from an arbitrary feasible flow, the mechanism al-
ways maintains feasibility and reaches, after poly-logarithmic number of rounds,
a 1 + ε approximation of the maximum throughput multicommodity flow. More-
over, the total number of rounds in which the solution is not 1 + ε approximate is
also poly-logarithmic. Previous distributed solutions in our model either required
a state since they used a primal-dual approach or had very slow (polynomial)
convergence.

1 Introduction

The goal of this paper is to optimize resource allocation in a decentralized network
architecture where different applications compete for shared network resources in a
“greedy” manner, without explicit coordination with each other, while being subjected
to some regulatory constraints that limit their behavior.

In this paper, we focus on the Flow Control version of the multi-commodity flow
problem in a distributed environment. The essence of Flow Control is to decide how
much flow of a commodity is admitted (rest is rejected), assuming infinite flow demand
for each commodity, and assuming routing is pre-determined to go over a single path.
Flow control is used by TCP and is considered a classical problem in the theory of
networking, with numerous articles dedicated to this topic.

The flow control problem is a variant of the multicommodity flow problem in a di-
rected capacitated graph, with a collection of commodities, each characterized by the
following: source (where the flow is originated), sink (where the flow ends up), benefit
(the utility of this flow), and a fixed path from source and the sink that must be used
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by this commodity. The collection of all the flows must satisfy capacity constraints,
namely the total flow on each edge cannot exceed its capacity.

Intuitively, it is clear that the flow control needs to be accomplished by requiring
congested paths to decrease their flows and non-congested paths to increase their flows.
However, there is an inherent instability problem, in this concurrent decision making
environment — some paths may fluctuate between being congested or non-congested.

Stateless algorithms. “Statelessness” is often a desirable feature of an optimization in a
distributed environment [3]. In a stateless and “local” solution, one desires that the flows
make their routing decisions in a cooperative but uncoordinated manner, without having
access to a global clock and without being able to properly initialize and synchronize
their individual executions. The flows only observe the current network congestion,
without being able to pin-point the individual contributions of other commodities, and
without keeping any memory about the past. As pointed out in [3], statelessness implies
a number of other features desirable in networks and distributed systems with unreliable
components. Self-stabilization: it is a classical notion in the theory of robust distrib-
uted systems [8,13,9,6,5] means that the solution can withstand adversarial sequence
of “hard reset” events, namely, crashes accompanied with loss of all memory contents.
Incremental and local adjustment: Even if changes occur in the network topology or
demand pattern, the algorithm does not need to be restarted. Rather, the algorithm ad-
justs the flows in a local and incremental manner, without disrupting the flows that are
not affected. No global clock: Algorithms should not be driven by a global clock; how-
ever we assume that local clocks generate perfectly synchronized (but un-numbered)
rounds, without maintaining a global time.

2 Greedy Stateless Maximum Benefit Flow Framework and Our
Results

Consider a directed capacitated graph G = (V, E, c) where c : E → R+ is the capacity
assignment to edges. We consider the set P of commodities, each associated with a path
p along which it flows and benefit bp per unit of flow. We identify the commodity with
its path p. Let f(p) denote the flow of commodity p. For each edge e, total flow on e is
f(e) =

∑
p:e∈p f(p). Given a flow f , the load of an edge, maximum network load, and

total network benefit (flow value) are respectively

�f(e) =
f(e)
c(e)

, |�f | = max
e∈E

�f(e), and U(f) =
∑

p∈P
bp · f(p).

The objective is to compute a flow assignment f to commodities satisfying the capacity
constraint: |�f | ≤ 1, and maximizing the throughput U(f).

Greedy framework. In this paper, we focus on a specific framework for stateless flow
control, that we call a “greedy” framework. We imagine an “agent” associated with
each commodity p. The agent has benefit bp associated with sending per unit flow. The
restrictions on the agents are as follows:
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– Penalty: The network imposes at all times a cost on an agent p determined by a
“penalty” function cost(p) =

∑
e∈p φ′

e(�f (e)) =
∑

p:e∈p φ′
e(f(p)/c(e)) where

φe(�f ) is a certain function of the congestion on edge e, and φ′
e is its derivative.

– Inertia: if cost(p) is within 1 ± α factor of its benefit bp, then the agent p cannot
change its flow f(p),

– Speed limit: the agent p can only modify (increase or decrease) a β fraction of its
flow, namely can change its flow by (1 ± β).

Assuming that the agents act greedily and selfishly and try to maximize their profit,
an agent p will maximally increase the flow if it is significantly profitable, namely
cost(p) < (1 − α)bp, and will maximally decrease the flow if it is significantly un-
profitable, i.e., cost(p) > (1+α)bp. Our flow control mechanism specifies cost function
φ′, the inertia parameter α and speed limit β.

Theorem 1. Our mechanism that is presented in Fig. 2 guarantees that starting from an
arbitrary feasible flow, the flow always remains feasible, and reaches a 1+ε approximate
solution in time upper-bounded by

Õ

(
log k · log7(mCB)

ε6

)

.

Moreover, the total number of rounds in which the solution is not 1 + ε approximate is

also Õ
(

log k·logO(1)(mCB)
εO(1)

)
.

Here k and m denote the number of commodities and edges in the network respectively,
C is the ratio of maximum to minimum edge capacity, and B is the ratio of maximum
to minimum benefit. Õ hides log( ln m

ε ) factors. We remark that we have not attempted
to get the best possible powers of log m and ε in the convergence time. The emphasis is
on a stateless distributed solution with poly-logarithmic convergence.

2.1 Previous Work

Stateful algorithms. In centralized or distributed setting, efficient “primal-dual” algo-
rithms in the stateful model have been widely studied for network flows [11,10,18,4,2].
Most of these algorithms share features like exponential dual variables with our algo-
rithms. However, these algorithms crucially depend on maintaining a state, e.g., proper
initialization or some global information about the current solution, and perform glob-
ally optimum updates in each round. Many of these algorithms initialize the flows to
zero. Thus they have to be restarted whenever the instance changes due to change in
the network or commodities; and do not satisfy the incremental and local adjustment
property. The packing/covering LP algorithm of Plotkin-Shmoys-Tardos [17] or the
multi-commodity flow algorithm of Awerbuch and Khandekar [3] fall short of being
stateless since they have to keep track of the maximum violation in a constraint or the
global maximum congestion of the current solution. The algorithm of [3] converges in
time linear in the maximum path-length.
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Stateless Distributed Problem [citation] Convergence time

no no packing/covering LP [17,11,10,18,14] m · [log(m)/ε]O(1)

no yes packing/covering LP [16,7,18,15] [log(mn)/ε]O(1)

no yes multi-comm. flow routing [4,3] L · [log(m · C)/ε]O(1)

yes yes multi-comm. flow control [12] B · [log(C)/ε]O(1)

yes yes bipartite load balancing [1] [log(m)/ε]O(1)

yes yes multi-comm. flow control [this paper] [log(m · CB)/ε]O(1)

Fig. 1. A comparison of some combinatorial (1+ε)-approximation algorithms for multicommod-
ity flows. Here n denotes the number of variables and L denotes the maximum-path-length.

Stateless algorithms. Garg and Young [12] presented a stateless flow control algorithm.
While their algorithm resembles ours in the case of flow control, the convergence time
of their algorithm depends linearly on the ratio B of the maximum and minimum ben-
efit of the flows. This linear dependence is inherent to their algorithm due to a severe
limit on how much flow of a commodity can increase in a single round. Their algorithm
is based on the packet drop-rates at various routers/links. Recently, Awerbuch-Azar-
Khandekar [1] presented a stateless algorithm for a special case of load balancing in
bipartite graphs. Their algorithm and techniques, which do not use any exponential du-
als, do not appear to generalize to arbitrary LPs and hence new techniques are required.

3 The Mechanism

By scaling, we assume without loss of generality, that maxp bp = 1, minp bp = 1/B,
mine c(e) = 1, and maxe c(e) = C. The algorithm to be executed by an agent control-
ling the flow on path p is given in Figure 2. The main procedure executed by each agent
is given in Figure 2a. It calls procedures ROUTEMETRIC, CONTROL, FLOWUPDATE

in each round. In the rest of the paper, we use round and time interchangeably.

The ROUTEMETRIC procedure. Procedure ROUTEMETRIC in Figure 2b sets the most
basic parameters. Let f(e) =

∑
p:e∈p f(p) be the current flow and �f (e) = f(e)

c(e) be the

congestion of an edge e. We define Φe(f(e)) = c(e) ·exp[μ(f(e)
c(e) −1)] to be a “penalty”

function where μ = ε−1 ln(mCB) and its derivative Φ′
e(f(e)) = μ · exp[μ(f(e)

c(e) − 1)]
to be the “cost”of edge e. The cost of a path is simply the total cost of the edges on
that path.

The CONTROL procedure. Procedure CONTROL in Fig. 2c sets the relevant parameters
of flow control, namely of the amount of flow that one decreases or increases on a link.

We choose α = 1
4μ . Intuitively, this is the accuracy of our cost comparisons, costs

within 1+α factor will be considered essentially equal. Note that if the flow of a certain
commodity over an edge is small (e.g., zero), the multiplicative increase by factor 1+β
is ineffective. To bootstrap the increase in the flow, we allow an additive increase f̈ in
the flow. The parameters β and f̈(e) are defined so that the cost Φ′(e) of any edge e
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Repeat in each round:

1. Input (read) f(p) and f(e) for each e ∈ p
2. Call ROUTEMETRIC, CONTROL, FLOWUPDATE

(a) Procedure MAIN for commodity p.

Procedure ROUTEMETRIC

1. Let μ ← ε−1 ln(mCB).
2. Define Φe(f(e)) = c(e) · exp[μ( f(e)

c(e) − 1)] for all e ∈ p

3. Define Φ′(p) =
�

e∈p Φ′
e(f(e)) =

�
e∈p μ · exp[μ( f(e)

c(e) − 1)]

(b) Procedure ROUTEMETRIC for commodity p.

Procedure CONTROL

1. Define parameters: α ← 1
4μ

; β ← Θ(α · 1
μ
) and f̈(e) ← 1

μ
· c(e)

k
· ln(1 + α

8 )

(c) Procedure CONTROL for commodity p.

Procedure FLOWUPDATE

1. if Φ′(p) < bp · (1 − α), then f(p) ← max{f(p)(1 + β), min
e∈p

f̈(e)}.

2. if Φ′(p) > bp · (1 + α), then f(p) ← f(p)(1 − β).

(d) Procedure FLOWUPDATE for commodity p.

Fig. 2. The maximum benefit flow mechanism

changes by a factor of at most α
4 in any round. Note that the flow f(e) increases in

one round by at most βf(e) + kf̈(e). Here k denotes the number of agents or paths
|P|. Note that in the procedure FLOWUPDATE, the flow on e is increased only when
f(e) < c(e). Thus to ensure that the cost of e does not increase by more than a 1 + α

4

factor, it is enough to make sure that exp[μ(βc(e) + kf̈(e))/c(e)] ≤ 1 + α
4 . We in fact

set β and f̈(e) so that exp[μ ·β] ≤ (1+ α
4 )/(1+ α

8 ) and exp[μ ·(kf̈(e)/c(e))] ≤ 1+ α
8 .

We set β = Θ(α · 1
μ). We set f̈(e) = 1

μ · c(e)
k · ln(1 + α

8 ). For all k commodities, the

total additive increase in the flow is at most c(e) · 1
μ · ln(1+ α

8 ) yielding a multiplicative
increase in the cost of at most 1 + α

8 .

The FLOWUPDATE procedure. The crux of our algorithm lies in procedure
FLOWUPDATE (Fig 2d). Each agent p locally compares the cost Φ′(p) under the cur-
rent “routing metric” with its benefit bp. If the cost is significantly lower, i.e., less than
bp · (1 − α), it increases the flow by a factor 1 + β. In case the current flow on p is
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very small, the flow is instead increased additively by an amount mine∈p f̈(e). If on
the other hand, the cost is significantly higher, i.e., more than bp · (1 + α), the flow is
decreased by a factor of 1 − β. If neither of the above conditions hold, the flow on p is
kept unchanged.

We note that the initial values of the flows are completely arbitrary, as long as they
satisfy the capacity constraints; there is absolutely no coordination between flows in
terms of how quickly they act, except that there is at most one action of each flow in
each round.

4 Analysis

Notations. Let U =
∑

p∈P fp · bp be the overall flow in the network at any given
point. Let �f (e) = f(e)/c(e) and |�f | = maxe �(e). Let Φ(e) = Φe(f(e)), Φ′(e) =
Φ′

e(f(e)), and Φ′′(e) = Φ′′
e (f(e)). Let Φ(p) =

∑
e∈p Φ(e), Φ′(p) =

∑
e∈p Φ′(e),

Φ =
∑

e∈E Φ(e), and Φ′ =
∑

e∈E Φ′(e). Let g(p) denote the optimum flow on path
p ∈ P , let g(e) denote the optimum flow on edge e ∈ E. Let Γ =

∑
e∈E f(e) ·Φ′(e) =∑

p∈P f(p) · Φ′(p) be the cost of the entire flow f . Let Λ =
∑

e∈E g(e) · Φ′(e) =∑
p∈P g(p) · Φ′(p) be the cost of the optimum flow under the current cost metric. Let

Γ (e) = f(e) · Φ′(e) and Λ(e) = g(e) · Φ′(e). Let Γ ′(e) = f(e) · Φ′′(e) + Φ′(e). For a
path p ∈ P , Λ′(p) =

∑
e∈p Λ′(e) =

∑
e∈p Φ′′(f(e)) · g(e) be the derivative of Λ w.r.t.

the flow f(p) on path p. Similarly let Ψ ′(p) = bp −
∑

e∈p Φ′(e) be the derivative of Ψ
w.r.t. the flow f(p) on path p.

Definition 1. We introduce the auxiliary potential function: Ψ = U − Φ.

Definition 2. We call the network

– unsaturated if Φ′ < 1
B · (1 − α), i.e., the overall cost of the edges is small.

– saturated if Φ′ ≥ 1
B · (1 − α), i.e., the overall cost of the edges is large.

– cheap if Γ < U · (1 − 2α), i.e., the average cost of a path is small.
– reasonable if U · (1 − 2α) ≤ Γ ≤ U · (1 + 2α), i.e., the average cost of a path is

about right.
– expensive if Γ > U · (1 + 2α), i.e., the average cost of a path is large.

4.1 Preliminary Observations

The following lemma states how well a convex function is approximated by its first
order linear approximation.

Lemma 1. For a differentiable convex function Υ : �k → �, for any x, y ∈ �k we
have

Υ ′(x) · (y − x) ≤ Υ (y) − Υ (x) ≤ Υ ′(y) · (y − x)

where Υ ′(·) denotes the gradient evaluated at a given point.

Lemma 2. The potential Ψ does not decrease during the course of the algorithm.



586 B. Awerbuch and R. Khandekar

Proof. The negative potential −Ψ is a differentiable convex function of the flow vector
f = (f(p))p∈P . Let f0 and Ψ0 (resp. f1 and Ψ1) denote the values of f and Ψ in the
beginning (resp. in the end) of a round. Using Lemma 1, we conclude that

Ψ1 − Ψ0 = −Ψ0 − (−Ψ1) ≥ −Ψ ′(f1) · (f0 − f1)

=
∑

p∈P
(f1(p) − f0(p)) · (bp − Φ′

f1
(p)) (1)

where Φ′
f1

(p) denotes the cost of p under flow f1. Since the cost of a path does not
increase by a factor more than 1 + α

4 in a single round, we conclude that Φ′
f1

(p) ≤
(1 + α

4 )Φ′
f0

(p). From the algorithm we conclude that f1(p) − f0(p) > 0 implies bp −
Φ′

f1
(p) > bp − Φ′

f0
(p)/(1 − α) > 0 and f1(p) − f0(p) < 0 implies bp − Φ′

f1
(p) <

bp −Φ′
f0

(p)/(1+α) < 0. Combining these observations, we conclude that the potential
Ψ does not decrease. ��

Lemma 3. The flow f always remains feasible, i.e., at all times f(e) ≤ c(e) and
Φ(e) ≤ c(e) for all edges e.

Proof. We prove that Φ(e) ≤ c(e) by induction on the number of rounds. Initially, since
the flow satisfies the capacity constraints, we have f(e) ≤ c(e). Consider any round in
which the flow f(e) (or equivalently Φ′(e)) increases, which is possible only when f(p)
increases for some path p 	 e. Since f(p) is increased only when Φ′(p) < bp(1 − α),
we conclude that Φ′(e) < bp(1−α) in the beginning of this round. Since the cost Φ′(e)
increases by at most a factor of 1 + α

4 in any single round, the cost Φ′(e), whenever

it increases, increases to at most bp ≤ 1. Since Φ(e) = c(e)
μ Φ′(e) < c(e) · Φ′(e),

we conclude that Φ(e) ≤ c(e) after the round. Thus the induction is complete and
Φ(e) ≤ c(e) always holds. From the definition of Φ(e), this implies that f(e) ≤ c(e)
also holds always. ��

Lemma 4. If the network is unsaturated, then in O(τ0) rounds it becomes saturated
where

τ0 = max
e∈E

log1+β

c(e)
f̈(e)

= Õ

(
log(kμ)

β

)

. (2)

Furthermore, once the network becomes saturated, it always remains saturated.

Proof. While the network is unsaturated, the cost of any path p satisfies Φ′(p) ≤ Φ′ <
1
B · (1−α) ≤ bp · (1−α). Thus all the flows increase by a factor of (1+β). Since after
one round, the flow on any edge e is at least f̈(e) and it never exceeds c(e), the network
has to become saturated in O(τ0) rounds.

Now assume that the network becomes unsaturated again. Consider the round during
which the network changes from being saturated to being unsaturated. In this round,
the flow on some path p must decrease. Just before decrease, it must be true that Φ′ ≥
Φ′(p) > bp · (1 + α). However since single round reduces Φ′ by at most α

4 factor, we
have Φ′ > bp · (1 + α)/(1 + α

4 ) > 1
B after the round. This is a contradiction. Thus we

conclude that the network never becomes unsaturated again. ��
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The proofs of following two lemmas are omitted due to lack of space.

Lemma 5. At all times, (1 − 2ε) ·
(
1 − 1

mCB

)
· |�f | · Φ · μ ≤ Γ ≤ |�f | · Φ · μ.

Lemma 6. If the network is saturated, then |�f | ≥ 1 − 2ε.

Theorem 2. Suppose that the network is either cheap or expensive. Then, in these cases
Ψ increases by at least ΔΨ = Ω(αβ) · (U + Γ ) in a single round.

Proof. From equation (1), we recall that the increase in Ψ in a single round is

ΔΨ = Ψ1 − Ψ0 ≥
∑

p∈P
(f1(p) − f0(p)) · (bp − Φ′

f1
(p))

where the subscripts 0 and 1 indicate the values in the beginning and at the end of a
round respectively. Denote Px = {p ∈ P | Φ′

f0
(p) ≥ x · bp} and Py = {p ∈ P |

Φ′
f0

(p) ≤ y · bp} in the beginning of a round.

For every cheap path p ∈ P(1−α), we have f1(p) − f0(p) ≥ βf0(p). For every
expensive path p ∈ P(1+α), we have f1(p) − f0(p) ≤ −βf0(p). Therefore

ΔΨ ≥
∑

p∈P(1−α)∪P(1+α)

(f1(p) − f0(p)) · (bp − Φ′
f1

(p))

≥
∑

p∈P(1−α)

βf0(p) ·
(
bp − Φ′

f0
(p) ·

(
1 +

α

4

))

+
∑

p∈P(1+α)

−βf0(p) ·
(
bp − Φ′

f0
(p)/

(
1 +

α

4

))
(3)

≥ 1
1 − α

∑

p∈P(1−α)

βf0(p) · ((1 − α)bp − Φ′
f0

(p))

+
1

1 + α

∑

p∈P(1+α)

−βf0(p) · ((1 + α)bp − Φ′
f0

(p)). (4)

The inequality (3) follows from the fact that the cost of any edge (or path) changes in
one round by at most 1 + α

4 factor. Note that both the terms in (4) are non-negative.

Cheap network: Γ < (1−2α) ·U . From the definition of P(1−α), the 1st term in (4) is
at least 1

1−α

∑
p∈P βf0(p) · ((1−α)bp −Φ′

f0
(p)) = β

1−α ((1−α)U −Γ ) ≥ αβ
1−α ·U ≥

Ω(αβ) · Γ .

Expensive network: Γ > (1 + 2α) · U . From the definition of P(1+α), the 2nd term

in (4) is at least 1
1+α

∑
p∈P −βf0(p) · ((1 + α)bp − Φ′

f0
(p)) = −β

1+α ((1 + α)U − Γ ) ≥
Ω(αβ) · Γ ≥ Ω(αβ) · U .

Putting things together, the proof is complete. ��

Definition 3 (Reasonable interval). We call an interval T = [t0, t1] of rounds reason-
able if the network is reasonable at each round t ∈ T . Otherwise, we call the interval
unreasonable.



588 B. Awerbuch and R. Khandekar

4.2 Mileage Definitions

We define the offline mileage ∇Λ(e, t), the derivative mileage ∇Φ′
(e, t), and benefit

mileage ∇U (t), as the absolute value of the change, that takes place in round t, in the
offline potential, derivative cost function, and flow on edge e respectively. The second
parameter t indicates that these values are in round t.

∇Λ(e, t) = |Λ(e, t) − Λ(e, t − 1)|, ∇Φ′
(e, t) = |Φ′(e, t) − Φ′(e, t − 1)|.

For an interval T = [t0, t1] of rounds, we define ∇Λ(e, T ) =
∑

t∈T ∇Λ(e, t) and

∇Φ′
(P, T ) =

∑
e∈P

∑
t∈T ∇Φ′

(e, t). We also define total mileage for the whole net-
work: ∇Λ(t) =

∑
e∈E ∇Λ(e, t) and ∇U (t) = |U(t) − U(t − 1)|. Also ∇Λ(T ) =∑

t∈T ∇Λ(t) and ∇U (T ) =
∑

t∈T ∇U (t).
Theorem 3 lower bounds the increase ΔΨ in the potential Ψ in an interval of rounds

in terms of mileages of offline potential and flow respectively. This key theorem is
proved in Section 5.

Theorem 3 (Potential Increase). In any interval T = [t0, t1] the increase in potential
is at least ΔΨ > Ω(∇Λ(T ) · α

μ ) and ΔΨ > Ω(∇U (T ) · α).

Definition 4 (Stationary interval). We call an interval of time T = [t0, t1] stationary
if the mileage for offline potential and flow are small as compared to the flow volume
at time t0. Specifically, ∇Λ(T ) ≤ α2

64 · U(t0), and ∇U (T ) ≤ β
2 · U(t0). Otherwise, we

call the interval unstationary.

The corollary below follows directly from Theorem 3 and Definition 4.

Corollary 1. Once the network is saturated, each unstationary interval T = [t0, t1],
leads to a large increase in the potential, i.e., ΔΨ > Ω(min{α3

μ , α · β}) · U(t0).

4.3 Main Theorems

Let U∗ be the optimal flow value. The following theorem states that any sufficiently long
stationary interval leads to near optimality. This key theorem is proved in Section 6.

Theorem 4 (Optimality). Assume that the network is saturated. Consider a reason-
able and stationary interval T = [t0, t1] of length at least τ0 as in (2). At some round
t ∈ T , we get near optimality: U(t) · (1 + O(β + ε)) ≥ U∗.

Corollary 2 (Main). After O(τ‡ = τ0 · τ†) time, where τ0 is as in (2) and

τ† = O(ε · μ4 · ln(mC)) = O(ε · μ5), (5)

or, after τ‡ = O(ε · μ7 · ln(kμ)) = Õ
(

log k·log7(mCB)
ε6

)
time, the flow becomes near

optimal, namely U · (1 + O(β + ε)) ≥ U∗. Moreover, the total number of rounds in

which the solution is not 1 + O(β + ε) approximate is also Õ
(

log k·logO(1)(mCB)

εO(1)

)
.

The proof of the above corollary follows from Corollary 1, Theorem 4, and the fact that
the potential is bounded above by m · C. The proof is omitted due to lack of space.
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5 Potential Increase Proof of Theorem 3

Theorem 5 (Offline mileage). If the offline mileage in an interval T is ∇Λ(T ), then
Ψ increases in T by at least Ω(∇Λ(T ) · α

μ ).

Proof. To simplify the intuition behind the proof, assume that the augmentation or with-
drawal of flows on different paths happens sequentially (see the remark at the end of
the proof).

Consider δ units of flow sent on path p. The offline mileage ∇Λ due to this can be
upper bounded by the increase ΔΨ in the potential due to this as follows.

1
δ

· ∇Λ = Λ′(p) =
∑

e∈p

Λ′(f(e)) =
∑

e∈p

Φ′′
e (f(e)) · g(e) =

∑

e∈p

Φ′
e(f(e)) · μ

c(e)
· g(e)

≤
∑

e∈p

Φ′
e(f(e)) · μ = Φ′(p) · μ ≤ O

(μ

α
· Ψ ′(p)

)
= O

(
1
δ

· μ

α
· ΔΨ

)

.

The first inequality holds since g(e) ≤ c(e). The second inequality above follows from
the fact that Ψ ′(p) = bp −Φ′(p) and that the flow on p is increased only if Φ′(p) < (1−
α) ·bp, which in turn implies that Ψ ′(p) ≥ 1

1−αΦ′(p)−Φ′(p) = Ω(α) ·Φ′(p). A similar
argument holds when δ units of flow is reduced on path p when Φ′(p) > (1 + α) · bp.
The overall offline mileage in a round is at most the sum of such mileage contributions
over all the paths. Since each unit of offline mileage contributes to an increase of Ω(α

μ )
units of Ψ , the proof is complete.

Remark: The proof also works without the assumption of sequential execution, since
the cost Φ′(f(e)) of any edge changes by a factor of at most 1 + α

4 in a single round
and Ψ ′(p) ≥ Ω(α) · Φ′(p) still holds. ��

Theorem 6 (Benefit mileage). If the benefit mileage in an interval T is ∇U (T ), then
Ψ increases in T by at least Ω(∇U (T ) · α).

Proof. Note that Ψ ′(p) = bp − Φ′(p) denotes the increase in Ψ per unit flow increase
in f(p). Observe that flow f(p) is increased only along paths with Φ′(p) < (1 − α) · bp

and is decreased only along paths p with Φ′(p) > (1+α) ·bp. Thus, the net contribution
of “positive” terms (namely, bp for Δf(p) > 0 and −Φ′(p) for Δf(p) < 0) is at least
1 + Ω(α) factor higher that the net contribution of “negative” terms (namely, −Φ′(p)
for Δf(p) > 0 and bp for Δf(p) < 0). The net effect is at least α fraction of either
change in the positive or negative terms. Thus any unit change in f(p) contributes to
α · bp increase in Ψ . Since the overall benefit mileage is at most the contributions of
mileages of all the paths, the proof is complete. ��

6 Optimality Proof of Theorem 4

Suppose the network is saturated and the interval T = [t0, t1] of length at least τ0 is
both reasonable and stationary.

Lemma 7. For all t ∈ T , we have Γ (t)−U(t)
Γ (t) ≤ 1

2μ .
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Proof. If Γ (t) ≤ U(t), then the above inequality trivially holds. On the other hand,
since the network is not expensive at time t, we have Γ (t) ≤ U(t) · (1+2α). Therefore
Γ (t) − U(t) ≤ 2α · U(t) ≤ 2α · Γ (t). Since α = 1

4μ , the lemma follows. ��

Recall that g denotes the optimum flow that achieves the maximum throughput U∗.
Let h = g · U(t0)

U∗ be the scaled optimum flow that achieves the throughput U(t0), the
throughput of the solution f at time t0. It is easy to see that if |�f | ≤ (1 + O(ε)) · |�h|
at time t0, where |�h| is the maximum edge load under flow h, then we have near
optimality: U(t0) ≥ (1 − O(ε))U∗.

Let Λ̂(t) =
∑

e∈E h(e) · Φ′(e) =
∑

p∈P h(p) · Φ′(p) be the cost of flow h under
the current cost metric. The next theorem shows that if Γ (t) is a good approximation of
Λ̂(t), then we have near optimality.

Theorem 7. If at some time t ∈ T , we have Γ (t)−Λ̂(t)
Γ (t) ≤ 7

8μ , then we have near
optimality: U(t) · (1 + O(β + ε)) ≥ U∗.

Proof. Let Φ(h) =
∑

e∈E c(e) ·exp[μ(h(e)
c(e) −1)] be the potential of h. From Lemma 1,

we know that Φ(f(t)) − Φ(h) ≤ Φ′(f(t)) · (f(t) − h) = Γ (t) − Λ̂(t). Since Γ (t) ≤
Φ(t) · μ, we conclude

Φ(f(t)) − Φ(h)
Φ(f(t))

≤ Γ (t) − Λ̂(t)
Γ (t)/μ

≤ 7
8μ

· μ =
7
8
.

This combined with the definition of Φ in turn implies that we have achieved additive
ε approximation: |�f | ≤ |�h| + ε. Since the network is saturated, which implies |�f | ≥
1 − 2ε, we have multiplicative approximation |�f | ≤ (1 + O(ε)) · |�h|.

Recall that the flow h has throughput U(t0), the throughput at the beginning of the
interval. Since the benefit mileage is small: ∇U (T ) ≤ β

2 · U(t0), we have U(t) ≥
(1− β

2 ) ·U(t0). Putting all things together we have near optimality: U(t) ≥ (1−O(ε+
β)) · U∗. ��

In light of Lemma 7 and Theorem 7, we can assume, without loss of generality, that for

all t ∈ T , Λ̂(t)−U(t)
Γ (t) = Λ̂(t)−Γ (t)

Γ (t) + Γ (t)−U(t)
Γ (t) ≤ −7

8μ + 1
2μ = −3

8μ . Since the network is

reasonable, Γ (t) ≥ (1 − 2α) · U(t). Therefore after simplifying, we get Λ̂(t) ≤ U(t) ·(
1 − 3α

2 + 3α2
)
. Since low benefit mileage implies U(t) ≤ U(t0)·(1+ β

2 ), we conclude

that the average cost of the flow path in h is small: Λ̂(t)
U(t0) ≤

(
1 − 3α

2 + 3α2
) (

1 + β
2

)
.

Since h = g · U(t0)
U∗ , we have that the mileage of h in the interval T (defined similarly

and denoted by ∇Λ̂(T )) is small: ∇Λ̂(T ) ≤ α2

64 · U(t0).

Lemma 8. Consider a probability space (Ω, π : Ω → �+) and two non-negative
random variables χ and ψ with expectations χ̄ and ψ̄ respectively. Then, for every
κ < 1 there exists ω∗ ∈ Ω such that χ(ω∗) ≤ (1 + κ) · χ̄ and ψ(ω∗) ≤ 2

κ · ψ̄.

The above lemma applied to the set of paths P with a probability function π given by
π(p) = h(p) · bp/U(t0), the two random variables given by χ(p) = Φ′(p, t0)/bp and
ψ(p) = ∇Φ′

(p)/bp, and κ = α/4, we get the following theorem.
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Theorem 8 (Anchor theorem). There exists a path D ∈ P (referred to as “anchor”
path) such that

Φ′(D, t0)
bD

≤ (1 +
α

4
) · Λ̂(t0)

U(t0)
and

∇Φ′
(D, T )
bD

≤ 8
α

· ∇Λ(T )
U(t0)

.

Using the above theorem, we get Φ′(D,t0)
bD

≤
(
1 + α

4

)
·
(
1 − 3α

2 + 3α2
) (

1 + β
2

)
and

∇Φ′
(D,T )
bD

≤ 8
α · α2

64 = α
8 . Therefore we conclude that the cost Φ′(D) at any time t ∈ T

is at most

Φ′(D, t) ≤ bD · (Φ′(D, t0) + ∇Φ′
(D, T ))

≤ bD ·
[(

1 − 5α

4
+ O(α2)

)

· (1 + O(α2)) +
α

8

]

< bD · (1 − α).

This leads to a contradiction as follows. Since the cost of the anchor path D is consis-
tently lower than bD ·(1−α), its flow f(D) is increased by a factor 1+β in every single
round. Thus after τ0 rounds, the flow on some edge in D must exceed its capacity. This
is a contradiction and thus the proof of Theorem 4 is complete. ��
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Least-Unpopularity-Margin Criteria for
Matching Problems with One-Sided Preferences
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Abstract. We consider the problem of choosing the best matching of
people to positions based on preferences expressed by the people, for which
many different optimality criteria have been proposed. A matching is pop-
ular if no other matching beats it in a majority vote of the people. The
popularity criterion has a manipulation-resistance property, but unfortu-
nately, some sets of preferences admit no popular matching. In this paper,
we introduce the least-unpopularity-factor and least-unpopularity-margin
criteria, two generalizations of popularity that preserve the manipulation-
resistance property but give an optimal matching for every set of prefer-
ences. Under each of these generalizations, we show that the “badness” of
a given matching can be calculated efficiently but it is NP-hard to find an
optimal matching.

Keywords: matching, one-sided preferences, algorithms, NP-hardness,
popular matching, voting.

1 Introduction

One of the most common administrative tasks that many organizations perform
is assigning people to positions of some kind based on preferences expressed by
the people, the positions, or both. For example, the University of Maryland De-
partment of Computer Science assigns teaching assistants to classes according to
the teaching assistants’ preferences. The National Resident Matching Program
(see [10]) assigns residents to hospitals based on the preferences of both resi-
dents and hospitals. Gale and Shapley [4] even suggested that students could be
assigned to colleges by a central organization that observes the preferences of
both sides.

All of these organizations face the problem of choosing a matching of people to
positions that gives fair consideration to everyone’s preferences. In this paper, we
consider the problem in which the people express preferences for the positions,
but not vice versa: the preferences are one-sided. An instance of this problem
consists of a set of people, a set of positions, and a preference list for each person
giving his preference ordering of the subset of the positions that he would be
willing to occupy; these orderings may contain ties. The problem is to find the
matching that is best overall in light of the preferences. In a valid matching, each

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 593–604, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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person p is either matched to a position on her preference list or left without
a position, which we represent by matching her to a last resort position LR(p)
available only to her as her last choice.

What makes this problem interesting is that it is not clear what it means
for a matching to be “best”: since it is almost never possible to give everyone
her first choice simultaneously, any matching will inevitably please some people
at the expense of others. If we can change a matching to make someone better
off without making anyone else worse off (a Pareto improvement), of course we
should do so, but there are still many Pareto efficient matchings that admit
no such improvement. To decide among these, we need an optimality criterion
that, for each instance, designates one or more matchings as optimal. Then, to
apply the criterion in practice, we need an efficient algorithm to compute an
optimal matching for a given instance. Ideally, our criterion should be “fair” in
some sense and should resist attempts by the people to obtain better positions
by lying about their preferences.

Many different optimality criteria have been proposed, studied, and used.
Some are based on minimizing functions of the rank numbers that the people give
to the positions they receive, but such criteria tend to be easy to manipulate. For
example, MIT once assigned incoming students to residence halls by minimizing
the sum of the cubes of the rank numbers, and a student could improve her
chances of being assigned to her true first-choice residence hall by inserting
other highly desirable residence halls near the top of her preference list [9].

One criterion that does not use rank numbers and is therefore less susceptible
to this kind of manipulation is popularity. A matching M is popular if no other
matching N beats it by majority vote, where each person votes for the matching
that gives him the position he likes better or abstains if he likes the two positions
equally well. For example, matching M in Figure 1 is not popular because N
beats it by majority vote (B and C outvote A in favor of N), while N is popular.
(We display an instance as a table that gives the rank number (− if unwilling)
for each person (row) and non-last-resort position (column) and a matching by
parenthesizing the rank numbers of the matched pairs.)

Abraham et al. [2] gave an efficient algorithm to compute a popular match-
ing for a given instance when one exists. Unfortunately, some instances have
no popular matching because of nontransitivity in the voting. For example, no
matching for I2 is popular because we can obtain a matching that beats it by a
vote of 2 to 1 by promoting the occupant of y to x and the occupant of x to w
and demoting the occupant of w to y.

M =

�
�

w x y

A (1) − 2
B 1 (2) −
C − 1 (2)

�
�, N =

�
�

w x y

A 1 − (2)
B (1) 2 −
C − (1) 2

�
�, I2 =

�
�

w x y

A 1 2 3
B 1 2 3
C 1 2 3

�
�

Fig. 1. Example instances and matchings
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In general, when no matching meets the standard of popularity, we would
still like to choose a merely “poor” matching over a “terrible” one. To this
end, we will propose two numerical measures of a matching’s “badness”: its
unpopularity factor and its unpopularity margin. The least-unpopularity-factor
and least-unpopularity-margin optimality criteria, respectively, minimize these
two measures. We will show that a given matching’s unpopularity factor and
margin can be calculated efficiently using algorithms based on shortest paths and
minimum-cost flow, respectively. However, surprisingly, it is possible to encode
the structure of a 3-satisfiability instance in the people’s preferences so as to
prove that finding an optimal matching under either criterion is NP-hard; we
will present this rather unusual reduction in detail.

The inability to find optimal matchings severely limits the immediate practical
applicability of these two criteria. Nevertheless, by ruling them out, this paper
makes a step toward the goal of finding a criterion that has all the desired
properties. Such a criterion would make it possible for organizations to solve
their matching problems easily, fairly, and objectively by computer.

2 Related Work

The notion of popularity was first proposed by Gärdenfors [5] in the context
of two-sided preferences. More recently, Abraham et al. [2] discussed it for one-
sided preferences and gave the first polynomial-time algorithm to find popular
matchings. On an instance with n people and a total of m preference-list entries,
the algorithm runs in O(m

√
n) if there are ties and O(n + m) if not. Abraham

and Kavitha suggested at the end of [3] that, when no popular matching exists, a
matching could be chosen based on the graph induced by the “beats by majority
vote” relation among matchings; in this paper, we take a different approach by
generalizing the “beats” relation itself.

A matching M is rank-maximal if it has the lexicographically maximum tuple
(n1, n2, . . .), where ni is the number of people assigned to positions they respec-
tively ranked ith. Irving et al. [7] found an algorithm to compute a rank-maximal
matching in O(min(n + C, C

√
n)m) time, where C is the worst numerical rank

to which any person is assigned in the result. Unfortunately, just as MIT’s cri-
terion induced people to artificially increase the rank numbers of the positions
they desire, the rank-maximality criterion induces people to decrease the rank
numbers (by omitting positions they are unlikely to receive) because it gives
lower rank numbers priority over higher ones. The least-unpopularity criteria,
which do not consider rank numbers at all, may be fairer.

If each person specifies utilities for the positions instead of ranking them, the
most natural rule, known as weighted matching [8], is to maximize the total
utility of all pairs. The most commonly used criterion for instances with two-
sided preferences (we call the two sides applicants and recruiters) is stability. A
matching is stable unless some currently unpaired applicant and recruiter both
prefer each other to their current partners. Gale and Shapley [4] proved that
every instance has a stable matching and gave an algorithm to find one.
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3 The Unpopularity Factor

Definition 3.1. If M and N are two matchings for the same instance, N dom-
inates M by a factor of u/v, where u is the number of people who strictly prefer
N to M and v is the number of people who strictly prefer M to N . The unpop-
ularity factor of a matching M is the maximum factor by which it is dominated
by any other matching (ignoring matchings that give u = v = 0).

Note that a matching N dominates a matching M by a factor of ∞ if and only
if N is a Pareto improvement over M ; thus M has a finite unpopularity factor if
and only if it is Pareto efficient. Furthermore, a matching is popular as defined
by Abraham et al. [2] if and only if its unpopularity factor is at most 1.

The least unpopularity factor of an instance is the minimum unpopularity
factor of all of its matchings, and the matching(s) that achieve this minimum are
considered optimal. Thus, different instances have different numbers of optimal
matchings, but every instance has at least one.

Matching M from the Introduction has unpopularity factor 2 because N dom-
inates it by a factor of 2. However, N has unpopularity factor 1: the only person
who might favor a different matching is A, and to promote A we must demote B,
achieving a dominance factor of 1. In I2, the six matchings that fill all three po-
sitions all have unpopularity factor 2 because the people in x and y can improve
at the expense of the person in w; these six matchings are optimal.

To determine the unpopularity factor of a matching directly from the defini-
tion, we would have to consider all possible alternative matchings and calculate
the factor by which each dominates M , which would take exponential time. For-
tunately, there is an efficient way to calculate the unpopularity factor using the
concept of pressures, which we will develop next.

3.1 Differences Between Matchings: Reassignments, Paths and
Cycles

We can think of an instance as a bipartite graph whose vertex sets are the people
and the positions and whose edges are the preference-list entries. A matching
of the instance is then just a matching of the graph that uses all the people
(because every person has a position, though it might just be her last resort).

In what ways can two matchings M and N differ? Their symmetric difference,
which we will denote M ⊕N , consists of vertex-disjoint paths and/or cycles that
are alternating in the sense that their edges come alternately from M and N .
Furthermore, the alternating paths stop at positions, because if a path stopped at
a person, she would lack a position in one matching, which is not allowed. We can
think of an alternating path as a sequence of reassignments: one person moves
to a different position, ejecting its original occupant; the occupant takes another
position, ejecting its occupant; and so forth until someone takes a previously
unoccupied position. Each reassignment may constitute a promotion or demotion
of the reassigned person according to his preferences. An alternating cycle is
similar.
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Conversely, we say that a path or cycle X is applicable to a matching M if
M ⊕ X is a valid matching. If so, applying X to M gives M ⊕ X ; X represents
the change from M to M ⊕ X .

With this background, we can define pressures.

3.2 Pressures

Definition 3.2. Let M be a Pareto efficient matching. The pressure of a filled
position p in M is the largest k for which there exists an alternating path ap-
plicable to M that promotes k people without demoting anyone and then ends
with the demotion of the occupant of p to her last resort. Note that the demotion
by itself constitutes such a path for k = 0. (The term “pressure” comes from the
idea of k people stacked up behind p, wishing that its occupant will leave so they
can all become better off.)

Theorem 3.3. The unpopularity factor of a Pareto efficient matching M is the
greatest pressure of any of its filled positions.

Proof. Recall that the unpopularity factor of M is the greatest pressure by which
any other matching dominates M . To establish that the two maxima are equal,
we’ll show that each is at least as great as the other, i.e., (a) if M has a position
p of pressure k, then there exists a matching N that dominates M by a factor
of at least k and (b) if a matching N dominates M by a factor of f , then M has
a position of pressure at least �f�.

(a): Simply let N be the result of applying to M the path that determines
the pressure of p. The path promotes k people and demotes one person, so N
dominates M by a factor of k.

(b): Let u and v be the total number of people better and worse off in N
than in M , so that f = u/v. First modify N so that everyone who is worse off
in N than in M is demoted all the way to his last resort in N ; this does not
change u or v. Decompose M ⊕ N into a collection of paths and cycles X1, . . . ,
Xc, discarding those that neither promote nor demote anyone. Each Xi must
demote at least one person so that it is not a Pareto improvement over M . That
person is demoted to his last resort, and since there is no one else to leave the
last resort, the demotion must be the last reassignment in Xi; thus Xi is a path
(not a cycle). A path has only one last reassignment, so each Xi demotes exactly
one person to his last resort, and c = v.

For each i, let ui be the number of people promoted by Xi; of course,
∑

i ui =
u. Choose an i such that ui ≥ �u/v� = �f�; by the Pigeonhole Principle, one
must exist. Let p be the position whose occupant is demoted by Xi. Observe
that Xi has exactly the form considered in Definition 3.2 for the pressure of p,
and it makes at least �f� people better off; thus the pressure of p is at least �f�.

Corollary 3.4. The unpopularity factor of a matching, if finite, is an integer.
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3.3 Computing the Unpopularity Factor

We can reduce computation of the pressures of a matching to a shortest path
problem. Let n′ and n be the numbers of people and positions, and let m be the
total number of entries in the preference lists.

Algorithm 3.5. In O(m
√

n) time, determines whether a matching M is Pareto
efficient and, if so, finds the pressure of each filled position in M .

Method. Construct a graph G whose vertices are the positions of M . A pair of
vertices (p1, p2) is connected in G by an edge of length −1 if p1 is filled by a
person who strictly prefers p2, an edge of length 0 if p1 is filled by a person
indifferent to p2, or no edge otherwise. Run Goldberg’s shortest-path algorithm
[6] on G, using all positions as sources so that the algorithm finds the shortest
path ending at each position. If Goldberg’s algorithm finds a negative cycle in
G or a negative-length path ending at an unfilled position, conclude that M is
Pareto inefficient. Otherwise, the pressure of each position is the negative of the
length of the shortest path ending at it.

A path or cycle X in G represents a sequence of reassignments that demotes
no one and is applicable to M after the ending position (in the case of a path)
is vacated; furthermore, the length of X in G is the negative of the number of
people it promotes. In light of this, Pareto-improving cycles and paths applicable
to M correspond to negative cycles and negative-length paths ending at unfilled
positions, respectively, in G. Thus, the algorithm correctly determines whether
M is Pareto efficient. If it is, then paths in G ending at a position p represent
paths applicable to M of the form considered in Definition 3.2, with the negative
of a path’s length corresponding to k in that definition. Thus, the negative of
the shortest length of a path ending at p gives the pressure of p, as desired.

Each preference-list entry of the instance accounts for at most one edge of G,
so G has at most m edges. The running time is dominated by that of Goldberg’s
algorithm, which is O(m

√
n) since edge lengths are at least −1.

To find the unpopularity factor of a matching, we use this algorithm to find
the pressures and then simply take the highest pressure. This algorithm can be
seen as a generalization of the algorithm given by Abraham et al. [1] to determine
in O(m) time only whether M is Pareto efficient; both algorithms are based on
the same graph G.

4 The Unpopularity Margin

The unpopularity margin of a matching is defined the same way as the unpopu-
larity factor, except we subtract the numbers of votes instead of dividing them:

Definition 4.1. If M and N are two matchings for the same instance, N dom-
inates M by a margin of u − v, where u is the number of people who strictly
prefer N to M and v is the number of people who strictly prefer M to N . The
unpopularity margin of a matching M is the maximum margin by which it is
dominated by any other matching.
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The unpopularity margin of a matching M is an integer; it is 0 if M is popular
(because M dominates itself by a margin of 0) or otherwise positive. We can
reduce calculating the unpopularity margin to a min-cost max-flow problem.
Since we use integer edge capacities, we assume that edge flows are also integers.

Algorithm 4.2. Finds the unpopularity margin u of a matching M in
O((u + 1)m

√
n′ + n) time.

Method. Construct a flow graph G having as vertices a source, a sink, and the
people and positions of M . Add an edge of unit capacity and zero cost from the
source to each person and from each position to the sink. For each preference-list
entry submitted by a person A for a position p, add a unit-capacity edge from
A to p whose cost is −1, 0 or 1 as A likes p better than, the same as, or worse
than her position in M .

A max-flow of G must put one unit of flow through each person, and those
units must reach the sink via different positions, so the max-flows of G cor-
respond exactly to the possible matchings of the instance. Furthermore, the
cost of a max-flow is the negative of the margin by which the corresponding
matching dominates M . Thus, we find the min-cost max-flow by starting from
the max-flow representing M itself and augmenting negative cycles found using
Goldberg’s shortest-path algorithm [6]. The negative of the cost of this flow gives
the unpopularity margin of M .

To find each negative cycle, we run Goldberg’s algorithm on a graph with
n′ + n + 2 vertices and m edges, taking O(m

√
n′ + n) time since edge lengths

are at least −1. Each cycle decreases the cost by at least 1 until we reach cost
−u, so we find at most u cycles and then perform one more failed search for a
cycle. The running time bound follows.

5 NP-Hardness of Finding Least-Unpopularity Matchings

We now use a reduction from 3-satisfiability (3SAT) to prove that it is NP-hard
to find the least unpopularity factor or margin of a given set of preferences; it
happens that the same reduction works for both problems. Abraham et al. [2]
analyze preference sets with no ties separately from the general case of ties. We
have had no reason to make this distinction so far, but the reduction will always
generate preference lists with no ties in order to prove that even the no-ties
versions of the problems are NP-hard.

The reduction converts an instance S of 3SAT to a polynomial-size preference
set P and an ideal unpopularity factor. We will show that any tuple of truth
values that satisfies S can be converted to a matching of P whose unpopularity
factor does not exceed the ideal value, and vice versa; thus, the least unpopularity
factor of P is at most the ideal value if and only if S is satisfiable. Therefore,
computing the least unpopularity factor of P is NP-hard because an algorithm
to do that could be used to determine whether S is satisfiable. This paragraph
applies equally to unpopularity margins, and henceforth “unpopularity” will
refer to either the factor or the margin.
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5.1 Overview of the Reduction Design

The reduction, like most, builds P from gadgets that represent pieces of S. Each
gadget will contain some internal people and positions and some linking people;
there will also be linking positions that do not belong to any gadget. An internal
person is willing to occupy only internal positions of her own gadget, but a
linking person is also open to exactly one linking position, which is always her
first choice. Any reassignment of the occupant of a linking position is a demotion,
which (from the perspective of voting) could just as well be to his last resort
as into a gadget; thus, the dominance that can be achieved by replacing him
depends only on the identity and state of the gadget providing the replacement,
not on the states of any other gadgets. In other words, gadgets are isolated from
one another unpopularity-wise; their only interactions are in which gadget gets to
fill each linking position. Thus, we can analyze each gadget’s contribution to the
unpopularity of the matching separately as a function of which linking positions
the gadget gets.

Motivated by this idea, we introduce three types of gadget, each of which is
designed to enforce a certain constraint on which linking positions it must get
by producing a low unpopularity if the constraint is satisfied or a higher one if it
is not. To represent S, we start with a set of key linking positions representing
its variables; the choice of which gadget gets each of these positions represents a
tuple of truth values for the variables. We then add gadgets so that satisfaction of
all of the gadget constraints is equivalent to satisfaction of S, and we let the ideal
unpopularity of P be the low unpopularity that would result if every gadget’s
constraint were satisfied. Note that the unpopularity factor of the matching is
the highest pressure produced by any gadget, while the unpopularity margins of
separate gadgets roughly add.

5.2 The Gadgets

A box consists of four internal positions, three internal people (i1, i2, and i3), and
three linking people (w, n1, and n2). Figure 2(a) shows its structure, including
the linking positions. w is known as the wide person, and n1 and n2 are the
narrow people. A box is satisfied, and produces a pressure of 2 and a margin
of 1, if either the wide person or both narrow people get their linking positions;
however, if both the wide person and at least one narrow person are denied their
linking positions, a pressure of 3 and a margin of 2 result.

A peg (Figure 2(b)) consists of one internal position available to three linking
people, all of whom prefer the same linking position. Its purpose is very simple:
to always produce a pressure of 2 on l and provide a way to replace its occupant
at margin 1.

A pool (Figure 2(c)) consists of two internal positions and three linking people.
If k of the people are denied their linking positions, the pool has one linking
position with a pressure of k and can replace its occupant at a margin of max(k−
1, 0). We want to use the pool to distinguish between two and three people being
denied linking positions. To this end, we attach a peg to each linking position;
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then, all positions have pressure 2 and replacement margin 1, except when all
three positions are taken by people from other gadgets, one of them develops a
pressure of 3 and a replacement margin of 2.

�
�������

x y z u lw ln1 ln2

w 2 3 5 4 1 − −
i1 1 2 3 4 − − −
i2 1 2 3 4 − − −
i3 1 2 3 4 − − −
n1 − − − 2 − 1 −
n2 − − − 2 − − 1

�
�������

�
�

x l

f1 2 1
f2 2 1
f3 2 1

�
�

�
�

x y lf1 lf2 lf3

f1 2 3 1 − −
f2 2 3 − 1 −
f3 2 3 − − 1

�
�

(a) (b) (c)

Fig. 2. The three gadgets: (a) box, (b) peg, and (c) pool

5.3 Constructing the Preference Set

A box is a “two-for-one” device: if another gadget takes its wide linking position,
it demands both narrow linking positions. For any k, we can construct a k-for-
one device from k − 1 boxes by identifying the wide position of each box after
the first with a narrow position of the previous box. If we identify the ultimate
wide positions of two such devices, we can get a u-for-v device for any desired u
and v.

For each variable xi of the 3SAT instance S, we generate a many-for-many
device whose two sets of narrow positions represent the references to xi and the
references to ¬xi in the clauses of S, respectively. The device for a variable x
with four ordinary references and four negated ones could be drawn like this:

x
x

x ~x
~x

~x

~xx

(Boxes represent boxes, circles represent linking positions, and lines represent
linking people. Internal people and positions are not shown.) In a matching that
obeys all the gadget constraints, we may assign all the linking people either to
the right, filling the ¬x positions and leaving the x positions open, or to the left,
filling the x positions and leaving the ¬x positions open. These two possibilities
correspond to making x true or false, respectively. Either way, a linking position
is left open if and only if the reference it represents evaluates to true.

Now, we add a pool for each clause of S and identify its three linking positions
with linking positions of the variable devices according to the clause’s three
references. The pool demands that at least one of its linking people receive a
linking position. This is possible if and only if the clause is satisfied, so we can
see that a matching that obeys all the constraints represents a solution to S.
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5.4 Correctness of the Reduction

We will now give the details of the argument that S is satisfiable if and only
if P has a matching of the ideal unpopularity factor (margin) and, in doing so,
specify the ideal unpopularities.

Suppose the tuple of truth values (t1, . . . , tv) satisfies S; we construct a match-
ing M as follows. We match the device for each variable xi in a manner that
depends on ti. If ti is true, we match each box on the xi side according to
the first table below, filling its wide linking position, and each box on the ¬xi

side according to the second, filling its two narrow linking positions. In the first
table, we let n1 be a/the person whose linking position is shared with a pool
(rather than a box) so that the pressure of 2 on ln1 from the box is subsumed
by that from the attached peg; we then assign n2 to his last resort. Each table’s
superscripts give the pressures generated by the box shown; other gadgets may
account for higher pressures on some linking positions.

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

x2 y1 z0 u1 l0w l2n1 l1n2

w 2 3 5 4 (1) − −
i1 (1) 2 3 4 − − −
i2 1 (2) 3 4 − − −
i3 1 2 (3) 4 − − −
n1 − − − (2) − 1 −
n2 − − − 2 − − 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

x2 y1 z0 u0 l1w l0n1 l0n2

w 2 3 5 (4) 1 − −
i1 (1) 2 3 4 − − −
i2 1 (2) 3 4 − − −
i3 1 2 (3) 4 − − −
n1 − − − 2 − (1) −
n2 − − − 2 − − (1)

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

Each of the device’s linking positions is filled exactly once except for those rep-
resenting references to xi. If ti is instead false, we use the same construction but
with the two sides of the device switched. Either way, exactly those linking posi-
tions that represent references evaluating to true are left open, and no pressure
exceeds 2.

Now we assign each pool linking person to her linking position if it is available
or otherwise to the best available position in her pool. Since the ti satisfy S, at
least one linking person from each pool will get a linking position, so each pool
only needs to accommodate at most two people. A pool can hold two people
as in the table below (the pressure superscripts consider the attached pegs as
well as the pool itself), and additional people can be moved to linking positions
without increasing the pressures.

⎛

⎝

x1 y0 l2f1 l2f2 l2f3

f1 (2) 3 1 − −
f2 2 (3) − 1 −
f3 2 3 − − (1)

⎞

⎠

Nowhere did M incur a pressure exceeding 2, so it has unpopularity factor
2, which we designate as ideal. To bound its unpopularity margin, we use the
following lemma, whose proof we omit due to space constraints:

Lemma 5.1. The unpopularity margin of a Pareto efficient matching M does
not exceed the number of filled positions in M that have pressure 2 or greater.
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M has exactly 6c − 2v positions of pressure 2, namely the 3c positions bearing
pegs and the internal position x of each of the 3c − 2v boxes (one per variable
reference minus 2v at the ends of the variable devices), so M has unpopularity
margin at most 6c − 2v, which we designate as ideal.

For the other direction of the proof, suppose that S is unsatisfiable and let
M be an arbitrary Pareto efficient matching of P ; we will show that M achieves
neither the ideal unpopularity factor nor the ideal unpopularity margin. It should
be clear that M cannot satisfy all the gadget constraints, but we must show that
non-ideal unpopularities result.

A peg may or may not get its linking position in M , but either way, x must
be filled for Pareto efficiency, and at least one person is left at her last resort.
Starting from M , we “cycle” each peg by promoting a last-resort person to x,
promoting the occupant of x to the linking position, and demoting the occupant
of the linking position to his last resort. In each box, the three people i1, i2, and
i3 are all eager to fill the three positions x, y, z, so M must fill those positions
for Pareto efficiency. We cycle the box by promoting z’s occupant (who could
be w rather than an ij) to y and y’s occupant to x, demoting the occupant of
x. Let N be the resulting matching. We have performed two demotions and one
promotion for each of the 3c pegs and 3c − 2v boxes, so N dominates M by the
ideal margin of 6c − 2v.

Now we modify N to exploit the gadget dissatisfaction in M . Suppose M
dissatisfies a box, i.e., both the wide person w and at least one narrow person
(say n1) are denied linking positions. The four people w, i1, i2, and i3 are eager
to fill the four positions x, y, z, and u, so M must fill those positions. Instead of
cycling this box, we do the following. If either w or an ij is at her last resort, we
promote her to z and z’s occupant to y. Otherwise, n1 must be at his last resort;
we promote him to u and u’s occupant (who must be w or an ij) to y. Either
way, we then promote y’s occupant to x and demote the occupant of x. We now
have 3 promotions in the box instead of 2, so N dominates M by a margin of
6c − 2v + 1. Furthermore, the chain of promotions exerts a pressure of 3 on x.

On the other hand, if M dissatisfies a pool (by denying all three of its people
their linking positions), then one of the people must be in x, one must be in y,
and the third (call him p) must be at his last resort. Let lfi be the linking position
of the occupant of x. Instead of cycling the peg attached to lfi, we promote p
to y, y’s occupant to x, and x’s occupant to lfi, demoting the occupant of lfi.
This strategy similarly raises the dominance margin to 6c − 2v + 1 and reveals
a pressure of 3 on lfi.

In either case, the pressure of 3 shows that M fails to achieve the ideal unpop-
ularity factor of 2 and N ’s dominance margin of 6c − 2v + 1 shows that M fails
to achieve the ideal unpopularity margin of 6c − 2v, so the proof is complete.

By means of the reduction, we have proved the following result:

Theorem 5.2. It is NP-hard to calculate the least unpopularity factor or mar-
gin of a given preference set. Thus, it is also NP-hard to compute an optimal
matching.
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How well the least unpopularity factor and margin of an instance can be ap-
proximated is an open problem. The above proof shows that it is NP-hard to
approximate the least unpopularity factor within a factor better than 3/2. The
author examined three heuristic algorithms (see the supplementary material)
that often find good matchings but could not prove an approximation bound for
any of them; a search for a simple construction to increase the additive gap in
the least unpopularity factor was also unsuccessful. Of course, a more impor-
tant goal for future work is to find a good manipulation-resistant criterion under
which optimal matchings always exist and can be found efficiently.

Acknowledgments. I would like to thank Samir Khuller, my advisor, for in-
troducing me to previous work on matching with one-sided preferences; Brian
Dean for suggesting the use of Goldberg’s algorithm in Algorithm 3.5; and Dr.
Khuller, Bobby Bhattacharjee, Glenda Torrence, Nancy Zheng, my parents, and
others for suggesting improvements to this paper and its precursors.

Supplementary materials for this work, including Java implementations of
some of the algorithms, are available at http://mattmccutchen.net/lumc/.
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Abstract. We present a tradeoff between the expected time for two
identical agents to rendez-vous on a synchronous, anonymous, oriented
ring and the memory requirements of the agents. In particular, we show
that there exists a 2t state agent, which can achieve rendez-vous on
an n node ring in expected time O(n2/2t + 2t) and that any t/2 state
agent requires expected time Ω(n2/2t). As a corollary we observe that
Θ(log log n) bits of memory are necessary and sufficient to achieve rendez-
vous in linear time.

1 Introduction

The problem of rendez-vous (the gathering of agents widely dispersed in some
domain at a common place and time) has been studied under many guises and
in many settings [2,15,4,5,7,6,8,10,9,14,12,18,20,21,22]. (See Reference [13] for a
survey of recent results.) In this paper we consider the problem of autonomous
mobile software agents gathering in a distributed network. This is a fundamental
operation useful in such applications as web-crawling, distributed search, meet-
ing scheduling, etc. In particular, we study the problem of two identical agents
attempting to rendez-vous on a synchronous anonymous ring.

We consider the standard model of a synchronous anonymous oriented n-
node ring [19]. The nodes are assumed to have no identities, the computation
proceeds in synchronous steps and the edges of the ring are labelled clockwise
and counterclockwise in a consistent fashion. We model the agents as iden-
tical probabilistic finite automata A = 〈S, δ, s0〉 where S is the set of states
of the automata including s0 the initial state and the special state halt, and
δ : S × C × P → S × M where C = {H, T } represents a random coin flip,
P = {present, notpresent} represents a predicate indicating the presence of
the other agent at a node, and M = {−1, 0, +1} represents the potential moves
the agent may make, +1 representing clockwise, −1 counterclockwise and 0 stay
at the current node. During each synchronous step, depending upon its current
state, the answer to a query for the presence of the other agent, and the value
of an independent random coin flip with probability of heads equal to 1/2, the
agent uses δ in order to change its state and either move across the edge labelled
clockwise, move across the edge labelled counterclockwise or stay at the cur-
rent node. We assume that the agent halts once it detects the presence of the
other agent at a node. Rendezvous occurs when both agents halt on the same
node. The complexity measures we are interested in are the expected time (the

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 605–616, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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number of synchronous steps) to rendez-vous (where the expectation is taken
over all sequences of coin flips of the two agents) and the size (|S|) or memory
requirement (log2 |S|) of the agents.

A number of researchers have observed that using random walks one can design
O(1) state agents that will rendez-vous in polynomial number steps on any net-
work [3]. For the ring the expected time for two random walks to meet is easily
shown to be O(n2). (See Reference [11] for an example proof of this fact.) This ex-
pected time bound can be improved by considering the following strategy. Repeat
the following until rendez-vous is achieved: flip a fair coin and walk n/2 steps clock-
wise if the result is heads, n/2 steps counterclockwise if the result is tails. If the two
agents choose different directions (which they do with probability 1/2) then they
will rendez-vous (at least in the case where they start at an even distance apart). It
is easy to see that the expected time until rendez-vous in this case is O(n). Alpern
refers to this strategy as Coin Half Tour and studies it in detail [1]. Note that the
agents are required to count up to n/2 and thus require Ω(n) states or Ω(log n)
bits of memory to perform this algorithm. The main result of this paper is that
this memory requirement can be reduced to O(log log n) bits while still achieving
rendez-vous in O(n) expected time, and this is optimal.

Below we show a tradeoff between the size of the agents and the time required
for them to rendez-vous. We prove there exists a 2t state algorithm, which can
achieve rendez-vous on an n node ring in expected time O(n2/2t + 2t) and that
any t/2 state algorithm requires expected time Ω(n2/2t). As a corollary we
observe that Θ(log log n) bits of memory are necessary and sufficient to achieve
rendez-vous in linear time. Section 2 contains some preliminary results, section
3 our upper bound and section 4 the lower bound.

2 Preliminaries

2.1 Martingales, Stopping Times, and Wald’s Equations

In this section, we review some results on stochastic processes that are used sev-
eral times in our proofs. The material in this section is based on the presentation
in Ross’ textbook [17, Chapter 6]. Let X = X1, X2, X3, . . . be a sequence of ran-
dom variables and let Q = Q1, Q2, Q3 . . . be a sequence of random variables in
which Qi is a function of X1, . . . , Xi. Then we say that Q is a martingale with
respect to X if, for all i, E[|Qi|] < ∞ and E[Qi+1 | X1, . . . , Xi] = Qi.

A positive integer-valued random variable T is a stopping time for the sequence
X1, X2, X3, . . . if the event T = i is determined by the values X1, . . . , Xi. In
particular, the event T = i is independent of the values Xi+1, Xi+2, . . .. Some of
our results rely on the Martingale Stopping Theorem:

Theorem 1 (Martingale Stopping Theorem). If Q1, Q2, Q3, . . . is a mar-
tingale with respect to X1, X2, X3, . . . and T is a stopping time for X1, X2, X3, . . .
then

E[QT ] = E[Q1]

provided that at least one of the following holds:
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1. Qi is uniformly bounded for all i ≤ T ,
2. T is bounded, or
3. E[T ] < ∞ and there exists an M < ∞ such that

E [|Qi+1 − Qi| | X1, . . . , Xi] < M .

If X1, X2, X3, . . . is a sequence of i.i.d. random variables with expected value
E[X ] < ∞ and variance var(X) < ∞ then by applying Theorem 1 on the
sequence Qi =

∑i
j=1(Xj − E[X ]) we obtain Wald’s Equation:

E

[
T∑

i=1

Xi

]

= E[T ] · E[X ] (1)

whenever T is a stopping time for X1, X2, X3, . . . Similarly, we can derive a
version of Wald’s Equation for the variance by considering the martingale Qi =
(∑i

j=1(Xj − E[X ]
)2

− i · var(X) to obtain

var

(
T∑

i=1

Xi

)

= E

⎡

⎣

(
T∑

i=1

(Xi − E[Xi])

)2
⎤

⎦ = E[T ] · var(X) . (2)

2.2 A Lemma on Random Walks

Let X1, X2, X3, . . . ∈ {−1, +1} be independent random variables with

Pr{Xi = −1} = Pr{Xi = +1} = 1/2

and let Si =
∑i

j=1 Xj . The sequence S1, S2, S3, . . . is a simple random walk on
the line, where each Xi represents a step to the left (Xi = −1) or a step to the
right (Xi = +1). Define the hitting time hm as

hm = min {i : |Si| = m} ,

which is the number of steps in a simple random walk before it travels a distance
of m from its starting location. The following result is well-known (see, e.g.,
Reference [16]):

Lemma 1. E[hm] = m2.

Applying Markov’s Inequality with Lemma 1 yields the following useful corollary

Corollary 1. Pr{max{|Si| : i ∈ {1, . . . , 2m2}} ≥ m} ≥ 1/2 .

In other words, Corollary 1 says that, at least half the time, at some point during
the first 2m2 steps of a simple random walk, the walk is at distance m from its
starting location.
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Let Y1, . . . , Ym be i.i.d. non-negative random variables with finite expectation
r = E[Yi], independent of X1, . . . , Xm, and with the property that

Pr{Yi ≥ αr} ≥ 1/2

for some constant α > 0. The following lemma considers a modified random walk
in which the ith step is of length Yi:

Lemma 2. Let X1, . . . , Xm and Y1, . . . , Ym be defined as above. Then there ex-
ists constants β, κ > 0 such that

Pr

⎧
⎨

⎩
max

⎧
⎨

⎩

∣
∣
∣
∣
∣
∣

m′
∑

i=1

XiYi

∣
∣
∣
∣
∣
∣
: m′ ∈ {1, . . . , m}

⎫
⎬

⎭
≥ βr

√
m

⎫
⎬

⎭
≥ κ .

Proof. We will define 3 events E1, E2, E3 such that Pr{E1 ∩ E2 ∩ E3} ≥ 1/8
and, if E1, E2, and E3 all occur, then there exists a value m′ ∈ {1, . . . , m} such
that

∣
∣
∣
∑m′

i=1 XiYi

∣
∣
∣ ≥ αr

√
m/23/2. This will prove the lemma for κ = 1/8 and

β = α/23/2.
Let E1 be the event that there exists a value m′ ∈ {1, . . . , m} such that

∣
∣
∣
∣
∣
∣

m′
∑

i=1

Xi

∣
∣
∣
∣
∣
∣
≥

√
m/2 .

By Corollary 1, Pr{E1} ≥ 1/2. Assume E1 occurs and, without loss of generality,
assume

∑m′

i=1 Xi > 0.
Let I+ = {i ∈ {1, . . . , m′} : Xi = +1} and I− = {1, . . . , m′} \ I+. We

further partition I+ into two sets I+
1 and I+

2 where I+
1 contains the smallest

|I−| elements of I+ and I+
2 contains the remaining elements. Note that, with

these definitions, |I+
1 | = |I−| and that |I+

2 | =
∑m′

i=1 Xi. Let E2 be the event that
∑

i∈I+
1

XiYi +
∑

i∈I−

XiYi ≥ 0

which is equivalent to
∑

i∈I+
1

Yi ≥
∑

i∈I− Yi and observe that, by symmetry,
Pr{E2|E1} ≥ 1/2.

Finally, let E3 be the event
∑

i∈I+
2

XiYi ≥ αr|I+
2 |/2

To bound Pr{E3|E1 ∩ E2}, let T =
∣
∣{i ∈ I+

2 : Yi ≥ αr}
∣
∣ and observe that T ≥

|I+
2 |/2 implies E3. Now, T is a binomial(|I+

2 |, p) random variable for p ≥ 1/2
so its median value is at least p|I+

2 | ≥ |I+
2 |/2 and therefore Pr{E3|E1 ∩ E2} ≥

Pr{T ≥ |I+
2 |/2} ≥ 1/2.
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We have just shown that Pr{E1 ∩ E2 ∩ E3} ≥ 1/8. To complete the proof we
observe that, if E1, E2 and E3 occur then

m′
∑

i=1

XiYi =
∑

i∈I+
1

XiYi +
∑

i∈I−

XiYi +
∑

i∈I+
2

XiYi

≥
∑

i∈I+
2

XiYi

≥ αr|I+
2 |/2

≥ αr
√

m/23/2 .

��

2.3 An Approximate Counter

In the previous section we have shown that, if we can generate random variables
Yi that are frequently large, then we can speed up the rate at which a random
walk moves away from its starting location. In this section we consider how to
generate these frequently-large random variables. Consider a random variable Y
generated by the following algorithm:

BigRand(t)
1: Y ← C ← 0
2: while C < t do
3: Y ← Y + 1
4: if a coin toss comes up heads then
5: C ← C + 1
6: else
7: C ← 0
8: return Y

Lemma 3. Let Y be the output of Algorithm BigRand(t). Then

1. E[Y ] = 2t(2 − 1/2t−1) and
2. Pr{Y ≥ E[Y ]/2} ≥ 1/2.

Proof. To compute the expected value of Y we observe that the algorithm begins
by tossing a sequence of i − 1 heads and then either (a) returning to the initial
state if the ith coin toss is a tail or (b) terminating if i = 2t. The first case occurs
with probability 1/2i and the second case occurs with probability 1/2t. In this
way, we obtain the equation

E[Y ] =
t∑

i=1

1
2i

(i + E[Y ]) +
t

2t
.

Rearranging terms and multiplying by 2t, we obtain

E[Y ] = 2t(2 − 1/2t−1) .
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To prove the second part of the lemma, consider the number of times the
counter C is reset to 0 in Line 7 of the algorithm. This number is a geometric
(1/2t) random variable and its expected value is therefore 2t ≥ E[Y ]/2. Since
the number of times Line 7 executes is a lower bound on the number of times
the value of Y is incremented (Line 3), this completes the proof. ��

3 The Rendez-Vous Algorithm

Consider the following algorithm used by an agent to make a random walk on a
ring. The agent repeatedly performs the following steps: (1) toss a coin to deter-
mine a direction d ∈ {clockwise, counterclockwise} then (2) run algorithm
BigRand(t) replacing each increment of the variable Y with a step in direction
d. By using t states for a clockwise counter and t states for a counterclockwise
counter this algorithm can be implemented by a 2t state finite automata. (Or us-
ing one bit to remember the direction d and log t bits to keep track of the counter
C in the BigRand algorithm, it can be implemented by an agent having only
1 + log2 t bits of memory.)

We call m iterations of the above algorithm a round. Together, Lemma 2 and
Lemma 3 imply that, during a round, with probability at least κ, an agent will
travel a distance of at least β2t

√
m from its starting location. Set

m =
⌈

n2

β222t

⌉

≤ 1 +
n2

β222t

and consider what happens when two agents A and B both execute this rendez-
vous algorithm. During the first round of A’s execution, with probability at
least κ, agent A will have visited agent B’s starting location. Furthermore, with
probability at least 1/2 agent B will not have moved away from A when this
occurs, so the paths of agents A and B will cross, and a rendez-vous will occur,
with probability at least κ/2.

By Lemma 3, the expected number of steps taken for A to execute the ith
round is at most

E[Mi] ≤ m2t .

The variables M1, M2, · · · are independent and the algorithm terminates when
A and B rendez-vous. If we define T as the round in which agents A and B
rendez-vous then the time to rendez-vous is bounded by

T∑

i=1

Mi .

Note that the event T = j is independent of Mj+1, Mj+2, . . . so T is a stopping
time for the sequence M1, M2, . . . so, by Wald’s Equation

E

[
T∑

i=1

Mi

]

= E[T ] · E[M1] ≤ 2
κ

· m2t .

This completes the proof of our first theorem.
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Theorem 2. There exists a rendez-vous algorithm in which each agent has at
most 2t states and whose expected rendez-vous time is O(n2/2t + 2t).

4 The Lower Bound

Next we show that the algorithm in Section 3 is optimal.
The model of computation for the lower bound represents a rendez-vous al-

gorithm A as a probablistic finite automata having t states. Each vertex of the
automata has two outgoing edges representing the two possible results of a coin
toss and each edge e is labelled with a real number �(e) ∈ [−1, +1]. The edge label
of e is represented as a step of length |�(e)| with this step being counterclock-
wise if �(e) < 0 and clockwise if �(e) > 0. As before, both agents use identical
automata and start in the same state. The rendez-vous process is complete once
the distance between the two agents is at most 1. This model is stronger than
the model used for upper bound, since the edge labels are no longer restricted
to be in the discrete set {−1, 0, +1} and the definition of a rendez-vous has been
slightly relaxed.

4.1 Well-Behaved Algorithms and Reset Times

We say that an algorithm is well-behaved if the directed graph of the state
machine has only one strongly connected component that contains all nodes.
We are particularly interested in intervals between consecutive visits to the start
state, which we will call rounds.

Lemma 4. Let R be the number of steps during a round. Then E[R] ≤ 2t and
E[R2] ≤ c22t.

Proof. For each state v of A’s automata fix a shortest path (a sequence of edges)
leading from v to the start state. For an automata that is currently at v we say
that the next step is a success if it traverses the first edge of this path, otherwise
we say that the next step is a failure.

Each round can be further refined into phases, where every phase consists of
0 or more successes followed by either a failure or by reaching the start vertex.
Let Xi denote the length of the ith phase and note that Xi is dominated1 by
a geometric(1/2) random variable X ′

i, so E[Xi] ≤ E[X ′
i] ≤ 2. On the other

hand, if a phase lasts t − 1 steps then the start vertex is reached. Therefore, the
probability of reaching the start vertex during any particular phase is at least
1/2t−1 and the number T of phases is dominated by a geometric(1/2t−1) random
variable T ′, so E[T ] ≤ E[T ′] ≤ 2t−1. Therefore, by Wald’s Equation

E[R] = E

[
T∑

i=1

Xi

]

≤ E

⎡

⎣
T ′
∑

i=1

X ′
i

⎤

⎦ = E[T ′] · E[X ′
1] ≤ 2t .

1 A random variable X dominates a random variable Y if Pr{X > x} ≥ Pr{Y > x}
for all x ∈ R.
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For the second part of the lemma, we can apply Wald’s Equation for the variance
(2) to obtain

E[R2] = E

⎡

⎣

(
T∑

i=1

Xi

)2
⎤

⎦

≤ E

⎡

⎢
⎣

⎛

⎝
T ′
∑

i=1

X ′
i

⎞

⎠

2
⎤

⎥
⎦

= var

⎛

⎝
T ′
∑

i=1

X ′
i

⎞

⎠ + (E[T ′] · E[X ′
1])

2

= E[T ′] · var(X1) + (E[T ′] · E[X ′
1])

2

≤ 2t−1 · 4 + (22t−1 · 8)
≤ 5 · 22t

as required. ��

4.2 Unbiasing Algorithms

Note that E[R] can be expressed another way: For an edge e of the state machine,
let f(e) be the expected number of times the edge e is traversed during a round.
The reset time of algorithm A is then defined as

reset(A) =
∑

e

f(e) = E[R] .

The bias of a well-behaved algorithm A is defined as

bias(A) =
∑

e

f(e) · �(e) ,

which is the expected sum of the edge labels encoutered during a round. We say
that A is unbiased if bias(A) = 0, otherwise we say that A is biased.

Biased algorithms are somewhat more difficult to study. However, observe
that, for any algorithm A we can replace every edge label �(e) with the value
�(e) − x for any real number x and obtain an equivalent algorithm in the sense
that, if two agents A and B execute the modified algorithm following the same
sequence of state transitions then A and B will rendez-vous after exactly the
same number of steps. In particular, if we replace each edge label �(e) with the
value

�′(e) = �(e) − bias(A)
reset(A)

then we obtain an algorithm A′ with bias(A′) = 0. Furthermore, since | bias(A)| ≤
reset(A), every edge label �′(e) has−2 ≤ �′(e) ≤ 2.This gives the following relation
between biased and unbiased algorithms:
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Lemma 5. Let A be a well-behaved t-state algorithm with expected rendez-vous
time R. Then there exists a well-behaved unbiased t-state algorithm A′ with ex-
pected rendez-vous time at most 2R.

4.3 The Lower Bound for Well-Behaved Algorithms

We now have all the tools in place to prove the lower bound for the case of
well-behaved algorithms.

Lemma 6. Let A be a well-behaved t-state algorithm. Then the expected rendez-
vous time of A is Ω(n2/22t).

Proof. Suppose the agents are placed at antipodal locations on an n node ring, so
that the distance between them is n/2. We will show that there exists constants
c > 0 and p > 0 such that, after cn2/2t steps, with probability at least p neither
agent will have travelled a distance greater than n/4 from their starting location.
Thus, the expected rendez-vous time is at least pcn2/2t = Ω(n2/2t).

By Lemma 5 we can assume that A is unbiased. Consider the actions of a
single agent starting at location 0. The actions of the agent proceed in rounds
where, during the ith round, the agent takes Ri steps and the sum of edge labels
encountered during these steps is Xi. Note that the random variables X1, X2, . . .
are i.i.d. with expectation E[X ] = 0 and variance E[X2]. Since the absolute value
of Xi is bounded from above by Ri, we have the inequalities E[|Xi|] ≤ E[Ri] and
E[X2

i ] ≤ E[R2
i ].

Let Si =
∣
∣
∣
∑i

j=1 Xj

∣
∣
∣, for i = 0, 1, . . . be the agent’s distance from their starting

location at the end of the ith round. Let Qi = S2
i − iE[X2] and observe that

the sequence Q1, Q2, . . . is a martingale with respect to the sequence X1, X2, . . .
[17, Example 6.1d]. Define

T = min{i : Si ≥ m} ,

and observe that this is equivalent to

T = min{i : Qi ≥ m2 − iE[X2]} .

The random variable T is a stopping time for the martingale Q1, Q2, . . . so, by
the Theorem 1

E[QT ] = E[Q1] = E[(X1)2 − E[X2]] = 0 . (3)

However, by definition QT ≥ m2 − T · E[X2], so

E[QT ] ≥ E[m2 − T · E[X2]] = m2 − E[T ] · E[X2] . (4)

Equating the right hand sides of (3) and (4) gives

E[T ] ≥ m2

E[X2]
.
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Furthermore, the expected number of steps taken by the agent during these T
rounds is, by Wald’s Equation,

E

[
T∑

i=1

Ri

]

= E[T ] · E[R1] ≥ m2E[R]
E[R2]

≥ m2E[R]
c22t

≥ m2

c22t
,

where the last two inequalities follow from Lemma 4 and the fact that R ≥ 1. ��

4.4 Badly-Behaved Algorithms

Finally, we consider the case where the algorithm A is not well-behaved. In this
case, A’s automata contains a set of terminal components. These are disjoint
sets of vertices of the automata that are strongly connected and that have no
outgoing edges (edges with source in the component and target outside the
component). From each terminal component, select an arbitrary vertex and call
it the terminal start state for that terminal component. An argument similar to
that given in Lemma 4 proves:

Lemma 7. The expected time to reach some terminal start state is at most 2t.

Observe that each terminal component defines a well-behaved algorithm. Let c
be the number of terminal components and let t1, . . . , tc be the sizes of these
terminal components. When two agents execute the same algorithm A, Lemma 7
and Markov’s Inequality imply that the probability that both agents reach the
same terminal component after at most 2t+2 steps is at least 1/2c. By applying
Lemma 6 to each component, we can therefore lower bound the expected rendez-
vous time by

1
2c

Ω(n2/2t−c) ≥ Ω(n2/22t) ,

Substituting t′ = t/2 into the above completes the proof of our second theorem:

Theorem 3. Any t/2-state rendez-vous algorithm has expected rendez-vous time
Ω(n2/2t).

4.5 Linear Time Rendez-vous

We observe that Theorems 2 and 3 immediately imply:

Theorem 4. Θ(log log n) bits of memory are necessary and sufficient to achieve
rendez-vous in linear time on an n node ring.

Note that the tradeoff between the time and the number of states, t, required
for rendez-vous presented in Theorems 2 and 3 is tight to within a factor of 4
for t ≤ 2 logn. For t > 2 log n the upper bound diverges. It would be interesting
to know if there exists a modified version of our algorithm that is optimal for all
t. Also, investigating similar tradeoffs for other networks would be of interest.
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SIROCCO 2004. LNCS, vol. 3104, pp. 161–172. Springer, Heidelberg (2004)

7. Flocchini, P., Kranakis, E., Krizanc, D., Santoro, N., Sawchuk, C.: Multiple mobile
agent rendezvous in the ring. In: Farach-Colton, M. (ed.) LATIN 2004. LNCS,
vol. 2976, pp. 599–608. Springer, Heidelberg (2004)

8. Gasieniec, L., Kranakis, E., Krizanc, D., Zhang, X.: Optimal memory rendezvous
of anonymous mobile agents in a uni-directional ring. In: Wiedermann, J., Tel, G.,
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Abstract. We show that any compact, orientable, piecewise-linear two-
manifold with Euclidean metric can be realized as a flat origami, meaning
a set of non-crossing polygons in Euclidean 2-space “plus layers”. This
result implies a weak form of a theorem of Burago and Zalgaller: any ori-
entable, piecewise-linear two-manifold can be embedded into Euclidean
3-space “nearly” isometrically. We also correct a mistake in our previ-
ously published construction for cutting any polygon out of a folded sheet
of paper with one straight cut.

1 Introduction

Inspired by various examples (see Figure 1), Erik Demaine [8] asked the following
question: can any polyhedron be “crushed”? In other words, can any polyhedral
surface in Euclidean three-space be realized as a flat folding, that is, as a finite
set of planar faces in the Euclidean plane “plus layers”? This question asks only
for the existence of a flat folding, and not for the existence of a continuous motion
that transforms the polyhedral surface to a flattened state. Indeed if faces are
assumed rigid, with edges as hinges, then there exists no such continuous motion;
certain special polyhedra can flex [6], but none can change volume [7].

In this paper, we answer Demaine’s question affirmatively by adapting a con-
struction of Bern, Demaine, Eppstein, and Hayes [3], that solves the problem
of folding a sheet of paper so that any polygon can be realized by one straight
cut. In fact, we prove a more general result, by showing that a flat folding ex-
ists even for a polyhedral surface without an embedding, that is, an orientable
piecewise-linear (PL) 2-manifold given as a cell complex of Euclidean polygons
glued together at edges. This result extends a theorem of Zalgaller [18]: any PL
2-manifold has an isometric submersion into IE2. (In an isometric submersion
the surface may pass through itself.)

Our result also relates to a theorem of Burago and Zalgaller [5], which states
that any submetric (or “short”) embedding of a PL 2-manifold into Euclidean
3-space IE3 can be approximated by an isometric embedding. (A submetric em-
bedding is one in which the geodesic distances between corresponding points are
non-increasing.) In other words, a submetric embedding (proved to exist in [4])
can be “wrinkled up” so that it remains within any small ε of its original position,

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 617–629, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. This rectangular parallelopiped can be creased like a paper bag at two ends,
giving the flat folding shown on the right. Dashed lines show valley folds and solid lines
show mountain folds.

yet exactly recovers all geodesic distances of the original PL manifold. This re-
sult is the two-dimensional, piecewise-linear analogue to John Nash’s celebrated
embedding theorems for differentiable manifolds. In fact, it is the analogue for
both the C∞ Nash embedding theorem [16] and the C1 Nash-Kuiper embedding
theorem [13,15], because it preserves curvature as in the C∞ theorem, but em-
beds in the lowest possible dimension as in the C1 theorem. Our result can be
used to give a “nearly isometric” embedding: given any ε > 0, any orientable
PL 2-manifold can be embedded into IE3 such that the distance between pairs
of points changes (increases or decreases) by no more than ε.

The techniques used in this paper also relate to the techniques used by Burago
and Zalgaller. In constructing their isometric embedding into IE3, Burago and
Zalgaller use a very finely subdivided all-acute-angle triangulation of the PL
2-manifold. For our isometric embedding into layered IE2, we use a coarser mix
of triangles and “origami-friendly” quadrangles. If the 2-manifold M is a topo-
logical sphere, and all its faces are triangles of bounded aspect ratio, our con-
struction has complexity O(n), where n is the number of faces of M . In fact, the
construction is simple enough that one can imagine using it to fold inflatable
sculptures.

Recently, Krat, Burago, and Petrunin [12] showed that Zalgaller’s submersion
theorem generalizes to any dimension d. Moreover, Krat et al. removed the self-
crossings for the case of 2-dimensional PL manifolds, and independently obtained
the same origami embedding result as our own. However, the origami embedding
of Krat et al. uses the techniques of Burago and Zalgaller, and hence has much
higher complexity than our construction.

2 Definitions and Main Results

The notion of flat folding has been formalized several times in various ways
[2,9,11]. In the following definition we require a total order on the faces of the
folding; this rules out certain flat foldings such as weavings [2] that might be
perfectly acceptable for real paper.
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Definition 1. A flat folding consists of a set of open polygons P1, P2, . . . , Pn

in the Euclidean plane. The polygons are ordered so that Pi lies “above” Pj if
i < j. Two polygons Pi and Pk, i < k, may be joined at an edge e if (1) e is a
boundary edge of each of them, (2) no Pj with i < j < k intersects e, and (3)
no Pj with i < j < k is joined to a polygon P�, with � ≤ i or � ≥ k at any point
of the relative interior of e.

Definition 2. A metric piecewise-linear (PL) 2-manifold is a finite com-
plex of Euclidean polygons with the topology of a 2-manifold (possibly with bound-
ary). (Thus we disallow three faces meeting at an edge, dangling edges, pinch
points, and so forth.)

Definition 3. A metric PL 2-manifold H has a flat-folded realization if
there is a subdivision of H, with faces subdivided by extra vertices and edges
(“creases”), and a continuous, bijective mapping from H to a flat folding, taking
each subface of H to an isometric copy in the flat folding.

Conditions (2) and (3) of Definition 1 guarantee that the complex of polygons
behaves like paper, meaning that it cannot pass through itself. In our arguments,
we will sometimes use informal terms such as “folds flat” instead of “has a flat-
folded realization”. Our first result is the following.

Theorem 1. Every compact, orientable, metric PL 2-manifold has a flat-folded
realization.

Our second result is a new proof of the existence of “nearly isometric” embed-
dings into IE3. Theorem 2 follows almost immediately from Theorem 1, and
thus we obtain Zalgaller’s submersion theorem and a weak form of the Burago-
Zalgaller theorem with one basic construction.

Theorem 2 (Weak form of Burago-Zalgaller). Let M be a compact, ori-
entable, metric PL 2-manifold. Given any ε > 0, M has a piecewise-linear em-
bedding into IE3, such that the distance between any pair of points increases or
decreases by an additive factor of at most ε.

3 One Straight Cut Revisited

The proof of Theorem 1 reuses the construction we used for the one-straight-cut
problem [3]. As shown in Figure 2, the construction packs non-overlapping disks
into a polygon so that a disk is centered at each vertex of the polygon, each edge of
the polygon is a union of disk radii, and each gap between disks has either three or
four sides. Any gap with more than four sides can be broken into gaps with fewer
sides [1]; but 4-sided gaps give new 4-sided gaps. The number of disks needed to
pack an n-sided polygon P is bounded by a constant times the sum of the aspect
ratios of the triangles in a triangulation of P . The aspect ratio of a triangle can be
defined in various ways; for specificity, let us define the aspect ratio to be the length
of the longest side divided by the radius of the inscribed circle.
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a

b
c

Disks define molecules

Spine

Axis

Independently, molecules fold to starfish

in each starfish gives a flat book
Reversing one valley fold

Fig. 2. The construction from our previous paper [3] breaks a polygon (bold pentagon)
into triangles and quadrangles (“molecules”) by packing disks, so that each gap between
disks has either 3 or 4 sides. Each polygon can then be folded into a shape called a
“starfish”. After reversing one valley fold to a mountain fold, starfish form book foldings
that fit together spine to “armpit”.

Connecting the centers of tangent disks by new edges now breaks the polygon
into triangles and quandrangles. The triangles and quandrangles can be folded
independently with known origami patterns [14], called rabbit-ear and gusset
molecules . Perpendicular creases exit the triangle and quadrangle molecules at
the disk tangency points; this property helps provide compatibility between ad-
jacent molecules. Burago and Zalgaller use acute triangles as their basic units,
with folds exiting at edge midpoints [5]. The number of acute triangles can be
much larger than the number of molecules in our construction, because it de-
pends upon uniformly good approximation of a set of real numbers (edge lengths)
by rational numbers with large common denominator [4,5]. In our construction,
the number of molecules depends upon aspect ratios; for example, if we start
with a triangulated topological sphere with n vertices and no small face angles,
then we use only O(n) molecules.

Crucial to our use of the gusset molecule is the specialness of our quadrangles.
Two of the vertices of the gusset, shown by dots in Figure 3(a), are fixed by the re-
quirement that valley folds extend perpendicularly from the points of tangency. We
refer to these vertices as the perpendicular points. The other two vertices of the gus-
set are not completely constrained. They must, however, lie on the angle bisectors
of the quadrangle in order for the boundary of the quadrangle to fold to a common
plane. One way to locate the the unconstrained vertices—p and r in Figure 3(a)—is
to place them at the vertices of an inset quadrangle, a quadrangle inside the overall
quadrangle,with sides parallel and equidistant to the sides of the original quadran-
gle. In Figure 3(a) the original quadrangle is abcd and the inset quadrangle is pqrs.
The gusset folding restricted to pqrs is just two rabbit-ear molecules, as shown in
Figure 3(b). Hence, the perpendicular points must lie at the in-centers of triangles
pqr and prs, and this requirement determines the size of pqrs.

We now argue that all quadrangles induced by 4-sided gaps can be folded with
the gusset molecule. What we must show is that the triangles pqr and prs with
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Fig. 3. (a) Two interior vertices of the gusset molecule, shown as dots, are fixed by
the requirement that valley folds extend perpendicularly from disk-tangency points.
The other two interior vertices, p and q, lie along an inset quadrangle, with the inset
distance determined by the requirement that the dotted points must be the in-centers
of triangles pqr and prs. (b) The inset quadrangle pqrs is folded with two rabbit-ear
molecules, so the boundary of pqrs folds to a single axis, and the boundary of the
original quadrangle abcd does as well. One can think of a gusset as two rabbit-ear
molecules surrounded by a ribbon (the region between abcd and pqrs).

in-centers at the perpendicular points do indeed lie within abcd, in other words,
that the requirements of the gusset are not in conflict with each other.

First assume that the perpendicular points are distinct, and consider the line
L through the perpendicular points. Line L is the line of equal power distance1

from the disks centered at a and c, and hence passes between these disks. The
bisector of the angle between L and the valley fold perpendicular to bc fixes the
point r. Since L passes above the disk at c, r lies above c along the angle bisector
at c. Thus pqrs does indeed lie within abcd. In the extreme case that the disks
at a and c touch each other, pqrs equals abcd and the gusset molecule reduces
to two rabbit-ear molecules.

What if the perpendicular points coincide? For this extreme case, we use
a special property [1] of 4-gaps: the points of tangency of four disks, tangent
in a cycle, are cocircular. This property implies that the angle bisectors of the
quadrangle all meet at a common point o, namely the center of the circle through
the tangencies. So in the extreme case that the perpendicular points coincide,
pqrs shrinks to point o, and the valleys from the points of tangency and the
mountains along the angle bisectors all meet at one flat-foldable vertex.

The molecules fold into shapes we call starfish. By reversing exactly one
tangency-point valley fold into a mountain, a starfish becomes a flat folding
that we call a book folding.

1 The power distance from a point to a circle is the square of the usual distance minus
the radius of the circle squared. For points outside the circle it is the same as the
tangential distance to the circle squared.



622 M. Bern and B. Hayes

(a) Cutting forest (gray) 
parentheses around the
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(b) Cut edges nest like 
do not cross

(c) Taped pairs of edges 
gives a tree of molecules
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Fig. 4. The algorithm for folding a patch (topological disk) of molecules into a book
uses a cutting forest (a), spanning interior molecule corners (red), to define a rooted tree
of adjoining molecules. Tangency-point edges from child to parent (bold line segments)
are reversed from valley to mountain so that each starfish turns into a book folding,
tucked into an “armpit” of its parent starfish. The cutting-forest edges are joined
(“taped”) back together (c) after folding. There is no pair of crossed tapings, because
tapings nest like parentheses in a tour (b) around the boundary of the tree of molecules.

Definition 4. A book folding is a flat folding of a metric PL topological disk.
The boundary edges of the topological disk are embedded on a common line called
the axis, and all share a common endpoint on the axis. All polygons of the
topological disk lie on the same side (half-plane) of the axis. Each polygon has
one edge along another common line called the spine, perpendicular to the axis,
and all polygons lie on the same side of the spine.

Lemma 1 (Bern et al). Any simple polygon can be realized by a book folding.

Proof. As shown in Figure 4(a), we cut along a forest of molecule-boundary
edges, in order to form a tree of molecules. The cutting forest F spans the
molecule corners interior to the polygon, shown red in 4(a). Each connected
component of F must also touch the boundary of the polygon, so that after
cutting along the forest edges, all molecule corners touch the exterior face, and
molecules form a tree. We root the tree arbitrarily and perform a pre-order
traversal. As we traverse the tree, we reverse each tangency-point edge from child
to parent from valley to mountain, so that each starfish closes up to become a
book folding, nested spine to spine within its parent. The blue faces in 4(a) form
the “cover” of the book. Finally the cutting-forest edges are rejoined along the
“bottoms of pages” in post-order traversals of the cutting-forest components. ��

Our previous paper [3] also claimed that any polygon with holes can be realized
by a book folding, but the proof given there only works for the case of simple
polygons. The one-straight-cut problem for a simple polygon strictly interior
to the sheet of paper resembles the book-folding problem for a polygon with
a hole, because we (somewhat unnecessarily) treat the boundary of the paper
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as a connected component of the polygon. We form molecules both interior
and exterior to the polygon, and we must be sure that the tapings of exterior
molecules do not cross the tapings of interior molecules. The previous paper
positioned all the molecule boundaries on the same axis, with interior molecules
pointing down and exterior molecules pointing up; without further restrictions
this construction may force crossed tapings.

To repair the construction, we first require that the tree of molecules respect
the containment relations of boundary components. Thus the molecules interior
to a simple polygon, strictly interior to the sheet of paper, must form a proper
subtree of the tree of molecules. And if the polygon contains a hole within an
island within a hole, then each successive level of molecules must form a proper
subtree within the tree above it. We surround each boundary component with
a ribbon of width ε as in [3] or Figure 5. The deepest molecules then fold to
books as in Figure 4(c). The second-deepest molecules fold to books containing
the deepest molecules as “chapters”, contiguous set of flaps within the larger
books. The ribbons offset the shared axis of the deepest molecules so that it is ε
above (and parallel to) the axis of the second-deepest molecules. We continue in
this manner, building books within books, with each level of containment offset
from the previous one by ε, something like a layered wedding cake.

Now in order to cut all boundary components at once—and nothing else—we
must fold the interiors of the molecules out of the way of the axes. To do this,
we reduce the heights of the molecules so that they are all smaller than ε, using
the technique shown in Figure 6. Now the ribbons determine the height of the
entire folding (which will be about ε for a simple polygon, 2ε for a polygon with
simple-polygon holes, and so forth). Finally, for the one-straight-cut problem,
we can fold the entire book using folds parallel to the axes in order to bring all
the axes to a single cutting line.

This repaired construction also gives a (theoretical) way to perform an origami
salami magic trick. In this trick, the first straight cut produces a hole in the shape
of a silhouette of George Washington, the second straight cut (salami thickness
ε away) produces a small John Adams, the third cut a still smaller Thomas
Jefferson, and so forth, until we reach the tiniest president of all.

4 Extending the Construction

Lemma 1 generalizes almost immediately to the case of metric PL topological
disks. The flat disk-packing disks are replaced by geodesic disks, which in the
case of metric PL manifolds are simply unions of interior-disjoint sectors of
Euclidean disks with common center and radius. A geodesic disk centered at a
vertex of the PL manifold may have nonzero curvature, meaning that the sum
of the sector angles may be more or less than 360◦, but this makes no difference
to the construction, as the angles appear only at the tips of starfish arms.

The case of a metric PL topological sphere is similarly easy. We puncture the
sphere by cutting an edge or path e into a slit, so that the sphere becomes a
topological disk D. We root all components of the cutting forest at e so that
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P Q

P

Q

Q

Detail of disk packing
around Q

Fig. 5. A polygon P with a hole Q can be folded so that P forms one axis and Q forms
another, and the interior of P lies between the two axes. The distance between the
axes is the width of the ribbon (gray) around Q. Disk radii can be smaller than the
ribbon width, as shown by the dotted disk on the right.

the two sides of e are outermost (that is, first and last “chapters”) in the book
folding of D. Path e will be spread out over a number of flaps (starfish arms),
as many flaps as there are disks along e in the disk packing. A final sequence
of tapings, as in Figure 4(c), joins the two sides of e and completes the embed-
ding of the topological sphere. The complexity of this construction (that is, the
number of vertices, edges, and faces) is bounded by a constant times the number
of molecules, so in the case of a topological sphere with n triangular faces of
bounded aspect ratio, our flat folding has complexity O(n).

When we move up to a torus, we hit a snag. Cutting the torus into a tree of
molecules requires a cycle of cuts, rather than just a forest of cuts, and no matter
how we cut, the book folding of the resulting molecules always requires a crossed
pair of tapings along the axis in order to recover the topology of the torus. (This
is because any polygonal schema for the torus, including our tree of molecules,
requires a crossed pair around its boundary.) We can, however, easily embed a
flat torus as a flat folding: fold a square of paper in half, tape it into a flat tube,
fold the tube perpendicularly to the first fold, and tape the two inner free edges
together and the two outer free edges together. This simple experiment reveals
the key to solving the general case: we need a new axis in order to form a handle.
(This experiment also reveals what goes wrong with non-orientable manifolds: a
Klein bottle would require crossed tapings, each inner free edge to the opposite
outer free edge.) With this observation, we are now ready to argue our main
result. The following lemma is a restatement of classical results; algorithms were
given by Erickson and Har-Peled [10].

Lemma 2. Any compact, orientable, metric, PL 2-manifold M of genus g ad-
mits a set of g disjoint cycles, such that cutting along these cycles gives a PL
2-manifold with boundary, homeomorphic to a sphere with 2g holes. The holes
form g pairs, each pair consisting of two oppositely-oriented congruent polygons.
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ε

Height  ε

spacing between pleats

Fig. 6. The height of a book folding can be made arbitrarily small with pleat folds

The next lemma folds a polygon with holes into a book with two axes. The
complexity of the folding increases to the area of the polygon divided by its
minimum feature size.

Lemma 3. A polygon with holes can be embedded as a book folding so that the
outer boundary embeds to one axis, the hole boundaries all embed to a parallel
axis, and the interior of the polygon embeds between the two parallel axes.

Proof. As shown in Figure 5, we surround each hole with a thin “ribbon” (offset
polygon) of width ε, where ε is smaller than polygon’s minimum feature size
(the minimum distance between non-adjacent edges). In the disk packing step
of the construction, we pack the polygon minus the ribbons, and then project
the tangency-point folds from the molecules perpendicularly across the ribbons.
Thus the interior boundaries of the ribbons fold to the axis, and the boundaries
of the holes fold to a parallel line, a new axis, distance ε from the original axis.
By pleating down all the molecules (Figure 6) to have height less than ε, we can
ensure that the interior of P embeds between the two parallel axes in the book
folding. Alternatively we can use small disks, with radius less than ε/2, to ensure
that all molecules have height less than ε. ��

Proof Sketch for Theorem 1. Let M be a compact, orientable, genus-g, PL 2-
manifold without boundary. If necessary, we finely subdivide the faces of M in
order to enable all subsequent steps. Using Lemma 2, we cut M ’s handles. Then
as in the case of a topological sphere, we open one more path e to serve as the
outer boundary, thereby obtaining a PL manifold M ′ homeomorphic to a disk
with g pairs of holes, one pair for each handle loop. See Figure 7.

We surround each hole by a ribbon of suitable width ε > 0. We use the disk-
packing algorithm to break M ′ into triangle and quadrangle molecules, with
molecules bordering the ribbons sending folds perpendicularly across the ribbons
as in Figure 5. We impose some further requirements on the disk packing. (1)
Each hole must be connected to its paired hole by a path of tiny molecules,
meaning ones that fold to starfish of height less than ε, and these paths of
tiny molecules must be disjoint. (2) We surround each ribbon by a ring of tiny
molecules. This step requires disks smaller than ε. At corners of holes, folds from
such tiny disks meet inside the ribbon at angle bisectors rather than crossing the
ribbon. (See the dotted disk in Figure 5.) (3) Each hole and its paired hole must
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Tape cutting edges underneath
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Tree of molecules

Fig. 7. A metric PL 2-manifold of genus g can be cut into a PL topological disk with
g pairs of mirror-image holes. In our flat folding algorithm, an initial step surrounds
the holes with ribbons (gray), and then the disk packing step surrounds and connects
paired ribbons with tiny molecules. The cutting forest does not cross the paths of
tiny molecules, except to break the rings around the holes. Thus paired holes appear
adjacent to each other (“successive chapters”) in the book folding of Figure 4(c), and
the taping of the Q, Q′ pair does not block the taping of the R, R′ pair.

have matching disk packings, so that the hole and its paired hole are (mirror-
image) congruent polygons, even after the tangency points of disks are projected
perpendicularly across the ribbons.

We also constrain the cutting forest. The cutting forest does not cut the paths
of tiny molecules, and cuts each ring of tiny molecules only once, so that each
pair of holes appears within its own proper subtree of the tree of molecules. Thus
a tour around the perimeter of the tree of molecules as in Figure 4(b) visits each
hole and its paired hole in successsion, so no pairs cross (or even nest). Lemma 3
now folds M ′ so that cutting-forest edges all appear along one axis, and hole
boundaries all appear along a second parallel axis. The construction is such that
cutting-forest edges can be taped across the bottom of the book folding and
holes can be taped across the top of the book folding, without any crossed pairs
of tapings. Now a final taping closes the puncture path e. ��

5 Warping the Flat Folding into an Embedding

In this section, we show how to transform a flat folding of a PL 2-manifold into
a “nearly isometric” PL embedding of the PL 2-manifold in IE3. As elsewhere
in this paper, we do not give a continuous deformation, but simply show how to
construct the embedding given a flat folding.

Proof Sketch for Theorem 2: We fatten each edge of the flat folding into a narrow
channel, of width less than ε/n, where ε > 0 is the amount of distance stretching
we are allowed, and n is the number of edges in the flat folding. We conceptu-
ally cut out a small disk around each vertex. We bend the channels vertically
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Fig. 8. To warp the flat folding shown in (a) into an embedding in IE3, we shrink
the faces and fatten the edges so that outside the neighborhood of vertices, faces are
parallel and closely spaced. Pleats within the channels (fattened edges) control the
spacing between parallel faces. The width of channels controls the breadth of faces to
avoid interpenetration. We attach vertices to the parallel faces and channels with a
cone as shown in (b).

(perpendicular to the plane of the flat folding) to separate the faces of the flat
folding. We pleat the channels to control the spacing between parallel faces, tak-
ing care to avoid interpenetration, as shown in Figure 8(b). (See Pak [17] for
a similar construction.) Finally we attach each vertex to the embedding with a
cone of triangular faces (shown green in Figure 8(b)).

There is one more possible interpenetration not shown in Figure 8. A vertex
tucked inside another vertex in the flat folding may try to cross to the outside
in the embedding. We can solve this problem with more pleats, in annular rings
around the inner vertex as in Figure 6, to move the inner vertex back inside.

The embedding just sketched is not isometric, because the attachment of
the vertices to the rest of the embedding warps distances slightly. For example,
vertex u in Figure 8 where the cone joins to rest of the embedding has angle
sum less than 360◦, but it would necessarily have curvature zero in an isometric
embedding. (The edge channels need not warp distances; these can be created
through an isometric deformation as in [17].) ��

6 Discussion

Theorem 1 generalizes in various directions. For example, essentially the same
proof holds for the case of PL 2-manifolds with boundary. Krat et al. gener-
alize the result still further, stating their theorem for the more general case of
“polyhedral spaces”, which allows non-manifold topology, such as three triangles
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meeting at an edge. Our proof should also generalize to this case in a straight-
forward way. Another generalization would be to polyhedral knots and links in
IE3. We believe that the techniques given here are sufficient to prove that such
inputs can be isometrically re-embedded as flat foldings, preserving all topology.

We close with some open questions. Can we extend the techniques of Sec-
tion 5 to give isometry at vertices too? This would give an alternate proof of a
simple form of the theorem of Burago and Zalgaller: any PL 2-manifold can be
isometrically embedded in IE3. Assuming we can do this, can we then further
extend our proof to the stronger statement of Burago-Zalgaller, showing isomet-
ric approximation of any submetric embedding? Or to show that any flat folding
can be continuously and isometrically “opened up” into an embedding in IE3?
Or in the reverse direction, and requiring more than an infinitesimal change in
volume, does every polyhedron admit a bending [17,19] that continuously and
isometrically reduces its volume to zero? Finally and most importantly, does the
Burago-Zalgaller theorem generalize to higher dimensions?

References

1. Bern, M., Mitchell, S., Ruppert, J.: Linear-size nonobtuse triangulation of poly-
gons. Disc. Comput. Geom. 14, 411–428 (1995)

2. Bern, M., Hayes, B.: The complexity of flat origami. In: Proc. 7th ACM-SIAM
Symp. Disc. Algorithms, pp. 175–183 (1996)

3. Bern, M., Demaine, E., Eppstein, D., Hayes, B.: A disk-packing algorithm for an
origami magic trick. In: E. Lodi, L. Pagli, N. Santoro, (eds.) Preliminary version:
Fun with Algorithms, pp. 32–42, Carleton Scientific (1999); Also: Hull, T., Peters,
A.K. (ed.) Origami3, pp. 17–28 (2002)

4. Burago, Y.D., Zalgaller, V.A.: Polyhedral realizations of developments (Russian).
Vestnik Leningrad. Univ. 15, 66–80 (1960)

5. Burago, Y.D., Zalgaller, V.A.: Isometric piecewise linear embedding of two-
dimensional manifolds with a polyhedral metric in IR3. St. Petersburg Math. Jour-
nal 7, 369–385 (1996)

6. Connelly, R.: A flexible sphere. Math. Intelligencer 1, 130–131 (1978)
7. Connelly, R., Sabitov, I., Walz, A.: The bellows conjecture. Contributions to Alge-

bra and Geometry 38, 1–10 (1997)
8. Demaine, E., Demaine, M., Lubiw, A.: Flattening polyhedra. (Manuscript 2001)
9. Demaine, E., O’Rourke, J.: Geometric Folding Algorithms: Linkages, Origami, and

Polyhedra. Cambridge University Press, Cambridge (2007)
10. Erickson, J., Har-Peled, S.: Optimally cutting a surface into a disk. In: Symp.

Comp. Geometry (2002)
11. Hull, T.: On the mathematics of flat origamis. Congressus Numerantium 100, 215–

224 (1994)
12. Krat, S., Burago, Y.D., Petrunin, A.: Approximating short maps by PL-isometries

and Arnold’s “Can you make your dollar bigger” problem. In: Fourth International
Meeting of Origami Science, Mathematics, and Education, Pasadena (2006)

13. Kuiper, N.H.: On C1-isometric imbeddings I. Proc. Nederl. Akad. Wetensch. Ser.
A 58, 545–556 (1955)



Origami Embedding of Piecewise-Linear Two-Manifolds 629

14. Lang, R.J.: Origami Design Secrets: Mathematical Methods for an Ancient Art,
A.K. Peters (2003)

15. Nash, J.F.: C1-isometric imbeddings. Annals of Mathematics 60, 383–396 (1954)
16. Nash, J.F.: The imbedding problem for Riemannian manifolds. Annals of Mathe-

matics 63, 20–63 (1956)
17. Pak, I.: Inflating polyhedral surfaces. Department of Mathematics. MIT Press,

Cambridge (2006)
18. Zalgaller, V.A.: Isometric immersions of polyhedra. Dokladi Akademii, Nauk USSR,

123(4) (1958)
19. Zalgaller, V.A.: Some bendings of a long cylinder. J. Math. Soc. 100, 2228–2238

(2000)



Simplifying 3D Polygonal Chains Under the Discrete
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Abstract. A well-known measure to characterize the similarity of two polygonal
chains is the famous Fréchet distance. In this paper, for the first time, we consider
the problem of simplifying 3D polygonal chains under the discrete Fréchet dis-
tance. We present efficient polynomial time algorithms for simplifying a single
chain, including the first near-linear O(n log n) time exact algorithm for the con-
tinuous min-# fitting problem. Our algorithms generalize to any fixed dimension
d > 3. Motivated by the ridge-based model simplification we also consider sim-
plifying a pair of chains simultaneously and we show that one version of the
general problem is NP-complete.

1 Introduction

Simplifying polygonal chains is a well-studied problem, especially in the plane (and
occasionally in 3D and higher dimensional spaces). In short, the problem is to simplify
a given chain A with n vertices into A′ such that A and A′ are close and |A′| � n. For
instance, in 3D we face the problem of simplifying optic nerves in medical studies and
simplifying river networks in GIS [21]. Most of the previous researches are focused on
simplifying 2D polygonal chains [6,7,10,14,15,16,20,22], with the notable exception
of [10,4]. Readers are referred to [4] for a list of complete references on simplifying
polygonal chains in all dimensions. In this paper, we first follow the traditional work on
simplifying a polygonal chain (a polyline or simply a chain) in 3D, but under a relatively
new measure — the discrete Fréchet distance.

Fréchet distance was first defined by Maurice Fréchet in 1906 [11]. While known
as a famous distance measure in the field of mathematics (more specifically, abstract
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spaces), it was Alt and Godau who first applied it in measuring the similarity of polyg-
onal curves in early 1990s [2,3].

In 1994, Eiter and Mannila defined the discrete Fréchet distance between two polyg-
onal chains A and B (in any fixed dimensions) [9]. Recently, Jiang, Xu and Zhu applied
the discrete Fréchet distance in aligning the backbones of proteins (which is called the
protein structure-structure alignment problem) [17]. In fact, in this application the dis-
crete Fréchet distance makes more sense as the backbone of a protein is simply a polyg-
onal chain in 3D, with each vertex being the alpha-carbon atom of a residue. So if the
(continuous) Fréchet distance is realized by an alpha-carbon atom and some other point
which does not represent an atom, it is not meaningful biologically. Jiang, et al. showed
that given two planar polygonal chains the minimum discrete Fréchet distance between
them, under both translation and rotation, can be computed in polynomial time. They
also applied some ideas therein to design an efficient heuristic for the original protein
structure-structure alignment problem in 3D.

Very recently, the discrete Fréchet distance was used to align protein backbones lo-
cally. It was shown that given many proteins finding such a local alignment is NP-
complete, but when a constant number of chains are given then the problem is polyno-
mially solvable [24]. Notice that finding local alignment between two proteins (or 3D
chains) A, B is different from simplifying them. Loosely speaking, a local alignment is
to find a subsequence A′ of A and a subsequence B′ of B such that A′ and B′ are very
close. But A′ and A (hence B′ and B) could have a huge difference.

While one can claim that the discrete Fréchet distance is a special case of the (contin-
uous) Fréchet distance, the use of discrete Fréchet distance, in many situations, makes
more sense. Firstly, the discrete Fréchet distance is more efficient to compute. For in-
stance, Godau used the Fréchet distance to approximate polygonal chains using vertices
of the original curve [12] (i.e., discrete fitting in our terminology). The running time
of his algorithms are O(n3) for min-# fitting and O(n4 log n) for min-ε fitting, while
using the discrete Fréchet distance these bounds are O(n2) and O(n3) respectively.
Secondly, as we just mentioned, in many biological applications (continuous) Fréchet
distance does not make any sense.

Now coming back to the second motivation of our research — ridge-based geomet-
ric model simplification. A ridge is a critical 3D polygonal chain on a surface whose
projection on the XY-plane is a simple (planar) polygonal chain. Ridge simplification
and approximation is an interesting problem in geometric modeling, approximation and
3D geometric compression. We refer to Fig. 1 for an example. We have identified two
ridges P and Q and wish to simplify them into P ′ and Q′ so as to have a simplified
surface between P ′ and Q′. In this case, however, we not only want P and P ′ (Q and
Q′) to be close, but also want that P ′ and Q′ are close. Otherwise, as can be seen from
Fig. 1 (II), the large discrete Fréchet distance between P ′, Q′ induces some long skinny
triangle anchored at the vertex y. On the other hand, when we simplify P into P ′′ such
that P ′′ and Q′ have a smaller discrete Fréchet distance then the long skinny triangle
disappears (Fig. 1 (III) and (IV)).

It turns out that this problem of simultaneously simplifying a pair of chains is much
more difficult than the protein local alignment problem. We show that a special case,
where we measure the similarity between P, P ′ (and between Q, Q′) using the
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Fig. 1. Large discrete Fréchet distance implies long skinny triangles

Hausdroff distance between vertices while measuring the similarity between P ′, Q′ us-
ing the discrete Fréchet distance, is NP-complete. This implies that we should better
add Steiner points in this application, which is a popular way to improve the quality of
a mesh.

2 Preliminaries

Given two polygonal chains A, B with |A| = k and |B| = l respectively, we aim
at aligning the similarity of A and B (sometimes under translation and rotation) such
that their distance is minimized under certain measure. Among the various distance
measures, the Hausdorff distance is known to be better suited for matching two point
sets than for matching two polygonal chains; the (continuous) Fréchet distance is a
superior measure for matching two polygonal chains, but it is not quite easy to compute
especially when translation/rotation are allowed.

Let X be the Euclidean space R3; let d(a, b) denote the Euclidean distance between
two points a, b ∈ X . The (continuous) Fréchet distance between two parametric curves
f : [0, 1] → X and g : [0, 1] → X is

δF(f, g) = inf
α,β

max
s∈[0,1]

d(f(α(s)), g(β(s))),

where α and β range over all continuous non-decreasing real functions with α(0) =
β(0) = 0 and α(1) = β(1) = 1.
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Imagine that a person and a dog walk along two different paths while connected
by a leash; they always move forward, though at different paces. The minimum possi-
ble length of the leash is the Fréchet distance between the two paths. To compute the
Fréchet distance between two polygonal curves A and B (in the Euclidean plane) of |A|
and |B| vertices, respectively, Alt and Godau [2] presented an O(|A||B| log2(|A||B|))
time algorithm. Later this bound was reduced to O(|A||B| log(|A||B|)) time [3].

We now define the discrete Fréchet distance following [9].

Definition 1. Given a polygonal chain (polyline) in 3D P = 〈p1, . . . , pk〉 of k ver-
tices, an m-walk along P partitions the path into m (disjoint) non-empty subchains
{Pi}i=1..m such that Pi = 〈pki−1+1, . . . , pki〉 and 0 = k0 < k1 < · · · < km = k.

Given two 3D polylines A = 〈a1, . . . , ak〉 and B = 〈b1, . . . , bl〉, a paired walk along
A and B is an m-walk {Ai}i=1..m along A and an m-walk {Bi}i=1..m along B for
some m, such that, for 1 ≤ i ≤ m, either |Ai| = 1 or |Bi| = 1 (that is, either Ai or
Bi contains exactly one vertex). The cost of a paired walk W = {(Ai, Bi)} along two
paths A and B is

dW
F (A, B) = max

i
max

(a,b)∈Ai×Bi

d(a, b).

The discrete Fréchet distance between two polylines A and B is

dF (A, B) = min
W

dW
F (A, B).

The paired walk that achieves the discrete Fréchet distance between two paths A and
B is also called the Fréchet alignment of A and B.

Consider the scenario in which the person walks along A and the dog along B. Intu-
itively, the definition of the paired walk is based on three cases:

1. |Bi| > |Ai| = 1: the person stays and the dog moves forward;
2. |Ai| > |Bi| = 1: the person moves forward and the dog stays;
3. |Ai| = |Bi| = 1: both the person and the dog move forward.

1a

b1

a2

o b2

a3 1

a2

a a3

b o b b1 2
(II)(I)

Fig. 2. The relationship between the discrete and continuous Fréchet distances

Eiter and Mannila presented a simple dynamic programming algorithm to compute
dF (A, B) in O(|A||B|) = O(kl) time [9]. The recent result of Jiang, et al. shows
that in 3D the minimum discrete Fréchet distance between A and B under translation
can be computed in O(k4l4 log(k + l)) time, and under both translation and rotation
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it can be computed in O(k7l7 log(k + l)) time using the ideas presented in [23,17].
They are significantly faster than the corresponding bounds for the continuous Fréchet
distance. In 3D, Wenk showed that given two chains with sum of length N = k + l, the
minimum Fréchet distance between them can be computed in O(N3f+2 log N) time,
where f is the degree of freedom for moving the chains [23]. So with translation alone
this minimum Fréchet distance can be computed in O(N11 log N) time, and when both
translation and rotation are allowed the corresponding minimum Fréchet distance can
be computed in O(N20 log N) time [23].

We comment that while the discrete Fréchet distance could be arbitrarily larger than
the corresponding continuous Fréchet distance (e.g., in Fig. 2 (I), they are d(a2, b2) and
d(a2, o) respectively), by adding sample points on the polylines, one can easily obtain
a close approximation of the continuous Fréchet distance using the discrete Fréchet
distance (e.g., one can use d(a2, b) in Fig. 2 (II) to approximate d(a2, o)). This fact
was also pointed out in [9]. Moreover, the discrete Fréchet distance is a more natural
measure for matching the geometric shapes of biological sequences such as proteins. As
we mentioned in the introduction, in such applications, the continuous Fréchet distance
does not make much sense to biologists.

3 Min-# Fitting with a Given Error Bound

In this section, we discuss min-# fitting (simplification) with a given error bound;
namely, given a chain A and an error bound δ, we want to simplify A into another
chain C with the minimum number of vertices such that dF (A, C) ≤ δ. This is a tra-
ditional problem on polygonal chain simplification, except that almost all the previous
work are all focused on different measures, for instance, the ε-tolerance zone error mea-
sure [4]. With the (continuous) Fréchet error measure, for the 2D problem, Guibas, et
al. obtained an O(n2 log2 n) time algorithm [13]. We show that in 3D this problem can
be solved in O(n log n) time using the discrete Fréchet error measure.

Let A = A[1..n] be the given chain A of n vertices. Let A[i..j] be the (contiguous)
subchain of A starting from the index i to the index j. We call A[1..i] a prefix of A. Let
A ◦ B be the concatenation of two chains A and B (by connecting the last vertex of A
and the first vertex of B).

Given a discrete Fréchet distance (error) δ, we wish to simplify A = A[1..n] using
a simple chain C such that dF (A, C) ≤ δ and the size of C is minimized. Apparently,
we have two cases; the vertices of C could be arbitrary or could only be the vertices
of A. We call them the continuous and discrete cases respectively. It turns out that the
two cases can be solved differently, with the greedy method and dynamic programming
respectively. We cover the continuous case first.

For the continuous case, we can see that following the definition of the discrete
Fréchet distance, the paired walk between A and C, Ai and Ci, must satisfy the property
that |Ai| ≥ |Ci| = 1 for all i (otherwise, we can simply delete some vertices in C to
obtain a better simplification). Then, if |Ai| ≥ |Ci| = 1 for all i but Ai is not maximal,
we can merge Ai with a prefix y of Ai+1 which is at most distance δ away from Ci to
obtain a new A′

i = Ai ◦ y, without affecting the size of C.
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So we can use a greedy method to find the first breakpoint (the largest index j) such
that (all the vertices on) A[1..j] can be covered by a ball centered at a point bj with
radius δ, B(bj, δ), but A[1..j + 1] cannot be covered by any ball of radius δ. Given
A[1..j], we can decide whether it can be covered by B(bj, δ) in O(n) time. In fact,
one can simply compute the smallest enclosing ball for the vertices of A[1..j] to locate
the point bj in linear time [19]. So bj will be the first vertex on the simplified chain
C. Repeating this greedy process at most m∗ = O(n) times, where m∗ is the optimal
solution value for the problem, we can obtain a chain C with m∗ vertices. Because
we are in 3D, a simple perturbation on the vertices of A can easily eliminate any self-
intersection in C. It is easy to see that this greedy method solves the continuous min-#
fitting problem in O(n2) time.

We can use binary search to repeatedly find the breakpoints, so the problem can in
fact be solved in O(m∗n log n) time (which seems tough to beat at the first sight). How-
ever, we present the following Algorithm CMN(A[1..n], δ) which solves the problem
in O(n log n) time. We use the doubling search method, which has been used before in
[18,5,1].

Algorithm. CMN(A[1..n], δ)
(1) Search with t = 1, 2, 3, ... the first t such that A[1..2t−1] can be covered by a ball

with radius δ but A[1..2t] cannot. Then find the first breakpoint k1 in A[2t−1..2t] using
binary search.

(2) Repeat the above process on A[k1+1..n] to compute all of the m∗−1 breakpoints.

Theorem 1. The CMN procedure solves the continuous min-# fitting problem for a 3D
polyline under the discrete Fréchet distance in O(n log n) time and O(n) space.

Proof. Clearly k1 can be found in O(k1 log k1) time. This is due to that when k1 is in
A[2t−1..2t], then 2t is at most 2k1. Let n1, n2, ..., nm∗ be the sizes of the subchains
determined by the m∗ − 1 breakpoints (note that n1 = k1). The overall running time of
CMN is

O(n1 log n1) + O(n2 log n2) + · · · + O(nm∗ log nm∗),

which is O(n log n), due to n1 + n2 + · · · + nm∗ = n. 
�

We remark that the greedy method in Theorem 1 is similar to that in [4,1]. In [1],
Agarwal, et al. considered the similar discrete problem of min-# fitting (simplification)
with a given continuous Fréchet error. An approximation algorithm, which returns at
most twice the size of an optimal simplified curve within half of the error, was presented
in [1]. An open question on a better near-linear time approximation was also raised in
[1]. The above theorem shows that, using the discrete Fréchet distance, the continuous
version of the problem can be solved exactly with a near-linear time algorithm. For the
same discrete problem, we will use the discrete Fréchet measure and present an O(n2)
time solution to solve it exactly.

Regarding the discrete min-# fitting problem under the discrete Fréchet distance, i.e.,
when the vertices of the simplified chain, C′, must come from A, it turns out that there is
a dramatic difference compared with the continuous case. We refer to Fig. 3, in which
we have a chain A with five vertices, and when δ = 1 the optimal simplified chain
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Fig. 3. Given a chain A, when δ = 1, the optimal simplified chain is 〈a4, a5〉

is C′ = 〈a4, a5〉. In other words, A[1..2] is not covered by a vertex on the subchain
A[1..2]. This is also completely different from the situation in [4].

Due to the unfavorable non-local property of the discrete problem, we solve the
problem using a dynamic programming method. Without loss of generality, we only
show how to compute the optimal size of C′. The actual chain C′ can be constructed
easily by modifying the algorithm.

Define T [i, s] as the maximum index j, j ≥ i, such that the ball with radius δ and
centered at A[s] covers A[i..j]. T [i, s] = i−1 if d(A[i], A[s]) > δ; otherwise, T [i, s] =
T [i + 1, s]. For each s, T [−, s] can be computed in O(n) time. So T [−, −] can be
computed in O(n2) time.

Define N [i, s] as the minimum number of balls with radius δ and centered at A[s..n]
that cover A[i..n]. We have

N [i, s] = min{N [i, s + 1], N [j + 1, s + 1] + 1},

where j = T [i, s]. The boundary cases when i = n or s = n can be handled easily. So
N [−, −] can be computed in O(n2) time and space.

Theorem 2. The discrete min-# fitting problem for a 3D polyline under the discrete
Fréchet distance can be solved in O(n2) time and O(n2) space.

We remark that using the continuous Fréchet distance the discrete min-# fitting problem
can be solved in O(n3) time [12]. In [1] whether this bound can be reduced was listed
as an open problem. Our above theorem shows again that using the discrete Fréchet
distance the problem can be solved more efficiently, in fact, in quadratic time.

4 Min-ε Fitting with m-chains

The min-ε fitting with m-chains problem is defined as follows. Given a 3D chain A =
〈a1, a2, . . . , an〉 and a positive integer m, we wish to simplify A into a polyline B =
〈b1, b2, . . . , bm〉 such that dF (A, B) is minimized. Again, we have two cases: the con-
tinuous case (when the vertices of B are arbitrary ones) and the discrete case (when the
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vertices of B must come from A). We first show how to solve the continuous version of
the problem using CMN as a subroutine.

Be reminded that in the continuous case, the vertices of B do not have to come from
A. We first design a procedure CME(A[i..j], m) which covers A[i..j] with m balls of
the smallest radius. Let δ(i, j) be the radius of the smallest ball covering A[i..j].

Algorithm. CME(A[i..j], m)
(1) If i ≥ j then return 0.
(2) If m = 1 then return δ(i, j).
(3) Find k such that CMN(A[i..j], δ(i, k)) > m ≥ CMN(A[i..j], δ(i, k + 1))

and return min{δ(i, k + 1), CME(A[k + 1..j], m − 1)}.

Apparently CME is a recursive procedure and we call CME(A[1..n], m) the first
time. We have the following theorem.

Theorem 3. The continuous min-ε fitting problem under the discrete Fréchet distance
can be solved in O(mn log n log(n/m)) time.

Proof. We first sketch the correctness proof of CME. Recall that δ(i, j) is the radius
of the smallest enclosing ball of A[i, j]. Denote by δ(i, j, k) the minimum radius of k
uniform balls covering A[i, j]. The following properties are not difficult to prove.

Let x be the smallest index such that A[x + 1, n] can be covered by m − 1 balls of
radius δ(1, x); that is, δ(x, n, m − 1) > δ(1, x − 1) and δ(x + 1, n, m − 1) ≤ δ(1, x).
Then we have the recursion

δ(1, n, m) = min{δ(1, x), δ(x, n, m − 1)}.

This corresponds to two cases in CMN: (1) Cover A[1, x] with a ball of radius δ(1, x)
and A[x + 1, n] with m − 1 balls of radius at most δ(1, x); and (2) cover A[1, x − 1]
with a ball of radius δ(1, x − 1) and A[x, n] with m − 1 balls of radius δ(x, n, m − 1).

Note that as we use CMN, which takes O(n log n) time, as a subroutine and we
have to recurse CME m times, the crucial question is how to find k quickly at each
recursion. A naive binary search would find each k in O(log n) time hence giving us
a total running time of m × O(log n) × O(n log n) = O(nm log2 n) time. However,
we can use the same doubling search idea in Theorem 1 so that at the i-th recursion the
corresponding ki can be found in O(log ni ×n logn) time, for i = 1, 2, ..., m, where ni

is the size of the subchain covered by the i-th vertex of B (with optimal radius/error).
So the running time of the algorithm is

∑

1≤i≤m

O(log ni × n log n),

which is O(mn log n log(n/m)), due to that
∑

1≤i≤m ni = n. 
�

We now consider the discrete case, i.e., the vertices of B must come from A. In this
problem, following Fig. 3 (when m = 2) we can again see that in the optimal solution
A[1..i] is not necessarily covered by a ball centered at a vertex on A[1..i]. Similar to the
discrete min-# fitting problem, we again follow the dynamic programming method.
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Define R[i, j, s] as the minimum radius of a ball centered at A[s] that covers A[i..j].
We have R[i, j, s] = max{d(A[i], A[s]), R[i + 1, j, s]}. So R[−, j, s] can be computed
in O(n) time and the whole table R[−, −, −] can be computed in O(n3) time.

Define E[i, s, z] as the minimum radius of z uniform balls centered at A[s..n] that
cover A[i..n]. Define J [i, s, z] as the minimum index j ≥ i such that R[i, j, s] ≥ E[j +
1, s + 1, z − 1]. E[i, s, z] can be updated in two cases: (1) s is used as a center for a
uniform ball, and (2) s is not used as a center for a uniform ball. Therefore,

E[i, s, z] = min{E[i, s + 1, z], R[i, j, s], E[j, s + 1, z − 1]},

where j = J [i, s, z]. Again, the boundary cases when i = n or s = n or z = 0 can be
handled easily.

E[−, −, −] can be computed in O(mn2) time given J [−, −, −]. Note that
E[−, −, z] depends on J [−, −, z], and that J [−, −, z] depends on E[−, −, z − 1].
Therefore, for each z from 1 to m, we need to compute J [−, −, z] before E[−, −, z].

To compute J [i − 1, s, z], compare d(A[i − 1], A[s]) with R[i, j, s], where j =
J [i, s, z]. If d(A[i − 1], A[s]) < R[i, j, s], then set J [i − 1, s, z] to j. Otherwise, use a
sequential search to find the minimum j′ ≤ j such that R[i − 1, j′, s] ≥ E[j′ + 1, s +
1, z−1], then set J [i−1, s, z] to j′. The time is O(j−j′+1) for filling each J [i−1, s, z],
which adds up to O(n) for J [−, s, z]. So J [−, −, −] can be computed in O(mn2) time.
The total running time for constructing E[−, −, −] is O(n3) + O(mn2) = O(n3).

Theorem 4. The discrete min-ε fitting problem under the discrete Fréchet distance can
be solved in O(n3) time and O(n3) space.

We comment that the running times in Theorem 1, Theorem 2 (when m = o(n)), The-
orem 3 are all much faster than the corresponding ones for the ε-tolerance zone metric
[4]. This might due to the strong ‘ordering’ property of the discrete Fréchet distance.
However, we show in the next section that when we have to simplify a pair of chains
simultaneously under the discrete Fréchet distance, one version of the general problem
is even NP-complete. No such negative result is known, on any distance measure, in the
previous research on chain simplification.

5 Simplifying a Pair of Chains Under the Discrete Fréchet
Distance

As we have discussed in the introduction, in this section we investigate the problem of
simplifying a pair of chains A, B into A′, B′ such that the vertices of A′, B′ must come
from A, B respectively, d′(A, A′), d′(B, B′), dF (A′, B′) are all bounded. We will show
that when d′(−, −) is the Hausdorff distance between the vertices of two chains (de-
noted as dH(−, −) henceforth) then the problem for general 3D chains is NP-complete.
This indicates that for ridge-based model simplification, we should use Steiner points
to ensure the quality of the simplified surface.

Formally, the Chain Pair Simplification (CPS) problem is defined as follows.

Instance: Given a pair of 3D chains A and B in 3D, each with length O(n), an integer
K , and three real numbers δ1, δ2, δ3.
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Problem: Does there exist a pair of chains A′, B′ each of at most K vertices such that
the vertices of A′, B′ are from A, B respectively, and d1(A, A′) ≤ δ1, d2(B, B′) ≤
δ2, dF (A′, B′) ≤ δ3?

When d1 = d2 = dH , we call the corresponding problem CPS-2H and when d1 =
d2 = dF , we call the corresponding problem CPS-3F. We have the following theorem.

Theorem 5. The CPS-2H problem is NP-complete.

Proof. It is easy to see that CPS-2H belongs to NP. We now reduce 3SAT to the CPS-2H
problem. The idea of this reduction is from [8], even though over here we are handling
a geometric problem.

Let φ = F1

∧
F2

∧
· · ·

∧
Fm be a conjunctive normal form, where each sub-formula

Fi is a 3-disjunctive clause like (x2

∨
x5

∨
¬x7). Assume that x1, x2, · · · , xn are the

boolean variables in the formula φ and each Fi cannot contain both xk and ¬xk (other-
wise Fi is already true and can be discarded). We construct a triple of points for each Fi

as pi1 = (i, i2, 0), pi2 = (i, i2, ε), pi3 = (i, i2, 2ε), for some 0 < ε < 0.1. We then con-
struct two chains A and B each with 4n−1 vertices such that φ is satisfiable iff A and B
can be simplified into A′, B′ each with K = 2n−1 vertices such that dH(A, A′) ≤ 2ε,
dH(B, B′) ≤ 2ε and dF (A′, B′) = 0 (i.e., δ3 = 0 in our construction).

First we construct n − 1 points qj = (j, 0, 0), 1 ≤ j ≤ n − 1. For each variable
xi in φ, we construct two sequences Si and S∗

i . Let Fi1 , · · · , Fiu be the clauses in φ
that contain xi, and let Fj1 , · · · , Fjv be the clauses of φ that contain ¬xi. Let Si =
Fi1 · · · FiuFj1 · · · Fjv and S∗

i = Fj1 · · ·Fjv Fi1 · · · Fiu . We next convert Si (S∗
i ) into a

sequence of 3D points Ti (T ∗
i ), where each occurrence of Fk(1 ≤ k ≤ m) in Si or S∗

i

corresponds to a unique point in {pkj |j ≤ 3}. Note that since Fk contains 3 literals, it
appears in all Si and S∗

i exactly three times. So from now on we assume that the three
occurrences of pkj’s are always in the order pk1, pk2 and pk3 and with this in mind we
will use pk to simplify the presentation.

Let A = 〈T1, q1, T2, q2, · · · , qn−1, Tn〉 and B = 〈T ∗
1 , q1, T

∗
2 , q2, · · · , qn−1, T

∗
n〉.

Assume that x1 = b1, · · · , xn = bn are assignments that make φ true. If bi = 1,
simplify both Ti and T ∗

i to T ′
i = pi1 , · · · , piu and T ∗′

i = pi1 , · · · , piu , respectively.
If bi = 0, simplify both Ti and T ∗

i to T ′
i = pj1 , · · · , pjv and T ∗′

i = pj1 , · · · , pjv ,
respectively. It is easy to see that A′ = 〈T ′

1, q1, T
′
2, · · · , T ′

n−1, qn−1, T
′
n〉 is the same

as B′ = 〈T ∗′

1 , q1, T
∗′

2 , · · · , T ∗′

n−1, qn−1, T
∗′

n 〉 except that some pj in T ′
i are at most 2ε

distance away. It is easy to see that dH(A, A′) ≤ 2ε, dH(B, B′) ≤ 2ε and dF (A′, B′) =
0; moreover, K = 2n − 1.

Assume that A is simplified into A′′ and B is simplified into B′′ via removing some
points in {pij |1 ≤ i ≤ n, 1 ≤ j ≤ 3} such that dH(A, A′′) ≤ 2ε, dH(B, B′′) ≤ 2ε,
and dF (A′′, B′′) = 0. Notice that the distance between pij and pkl and the distance
between qi and qk are at least one, as long as i �= k. The condition that dH(A, A′′) ≤ 2ε,
dH(B, B′′) ≤ 2ε implies that we can only remove points in {pij |1 ≤ i ≤ n, 1 ≤ j ≤
3} and we must leave at least one point in A′′, B′′ for each pij , 1 ≤ j ≤ 3. As Fi

cannot contain both xk and ¬xk, on the subchain between qr and qr+1 on A or B there
is exactly one point pz , for some z. Finally, as K = 2n−1, to make dF (A′′, B′′) ≤ 2ε,
we must leave all qs’s and leave exactly one point in A′′, B′′ for each pij , 1 ≤ j ≤ 3.
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Let T
′′

i and T ∗′′

i be the subchains in A′′ and B′′ which are obtained from simplifying
Ti and T ∗

i in A and B respectively. If T
′′

i is empty then we can assign a value to xi

arbitrarily. Now we focus on the case when T
′′

i is not empty, which implies that T
′′

i

and T ∗′′

i have the same size and dF (T
′′

i , T ∗′′

i ) ≤ 2ε. If T
′′

i is not empty and it is a
subsequence of pi1 , · · · , piu then we assign xi = 1. If T

′′

i is not empty and it is a
subsequence of pj1 , · · · , pjv then we assign xi = 0. It is easy to see that φ is true by
the assignments to those variables x1, · · · , xn.

To conclude the proof of this theorem, notice that the reduction takes linear (in the
length of φ) time. 
�

We comment that for several optimization versions of the problem the proof still holds.
For instance, when all the other conditions hold and we try to minimize K , then the
problem is still NP-complete. Moreover, as in the above proof deciding whether
dF (A′, B′) = 0 is NP-complete, when all other conditions hold, there is no polyno-
mial time algorithm for approximating dF (A′, B′) unless P=NP. The above theorem
certainly implies that it is better to add Steiner points when we simplify a pair of (adja-
cent) ridges in ridge-based geometric model simplification.

6 Concluding Remarks

In this paper, for the first time, we study the problem of simplifying/approximating
polylines in 3D under the discrete Fréchet distance. There are many open questions. (1)
Our algorithms also work for any fixed dimension d > 3. However, when applied on
2D chains our algorithms might return self-intersecting approximating chains. This is
also a problem for previous chain simplification algorithms using (continuous) Fréchet
distance. In fact, this was listed as an open problem in [1]. How can we handle this
problem? (2) In Theorem 4, the running time of the algorithm is dominated by the com-
putation of the smallest enclosing balls in table R[−, −, −]. Is there a way to improve
the O(n3) bound? Also, regardless of the running time it might be possible to reduce the
space complexity in Theorem 4 (and Theorem 2). (3) The proof of the NP-completeness
of CPS-2H uses general 3D polylines, not really ridges. Can we use ridges to finish the
proof? (4) What is the complexity of the CPS-3F problem? We conjecture that it is also
NP-complete.
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Abstract. We consider the problem of weighted rectilinear approxima-
tion on the plane and offer both exact algorithms and heuristics with
provable performance bounds. Let S = {(pi, wi)} be a set of n points
pi in the plane, with associated distance-modifying weights wi > 0. We
present algorithms for finding the best fit to S among x-monotone recti-
linear polylines R with a given number k < n of horizontal segments. We
measure the quality of the fit by the greatest weighted vertical distance,
i.e., the approximation error is max1≤i≤n widv(pi, R), where dv(pi, R) is
the vertical distance from pi to R. We can solve for arbitrary k opti-
mally in O(n2) or approximately in O(n log2 n) time. We also describe a
randomized algorithm with an O(n log2 n) expected running time for the
unweighted case and describe how to modify it to handle the weighted
case in O(n log3 n) expected time. All algorithms require O(n) space.

1 Introduction

The approximation of points in the plane using piecewise linear functions has
drawn much interest from researchers in computational geometry and other
fields. Many variants exist as a result of different constraints on the nature of the
approximating curve, its complexity, error metric or the quality of the approxi-
mation. For a sample of recent results as well as references to other relevant work
see [1,4,5,6,9,12]. For these variants, two subclasses of problems can be consid-
ered. The first, min -#, calls for a solution curve with the least number of line
segments (in the rectilinear case, only horizontal segments are counted) given
a target error ε. The second, min -ε, specifies a number k and asks for a curve
with no more than k segments that achieves least possible error ε. Finally, we
can also add an additional restriction in the form of weights attached to individ-
ual points, which modify the distances from the points to the approximating line
(usually, as multiplicative constants). This restriction creates many new versions
of the problem (see [8,16]). This paper addresses the weighted min -ε problem of
approximating a set of points by a rectilinear curve using the min-max vertical
distance metric.
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In defining the problem we use much of the same notation as in [3], which was
the first to tackle the unweighted case. Let S = {pi = (xi, yi), i = 1, . . . , n}, x1 <
x2 < . . . < xn, be a set of n points in the plane. For 1 ≤ i ≤ j ≤ n, define
Sij := {pi, pi+1, . . . , pj}. A curve R is rectilinear if it consists only of alternating
horizontal and vertical segments and is x-monotone if the x-domains of any two
consecutive horizontal segments meet in a single value. From now on, when we
speak of approximation curves they are both rectilinear and x-monotone.

We now define vertical distance, the error function used in our method. If a
horizontal segment s has y-coordinate ys and x-range [xs, x

′
s], then the weighted

vertical distance from s to a point pi with associated weight wi is

dW
v (pi, s) =

{
wi|yi − ys| if xi ∈ [xs, x

′
s],

∞ otherwise.

Then, the weighted vertical distance between a point pi and a curve R is defined
as

dW
v (pi, R) = min

s∈R
dW

v (pi, s).

In the spirit of [3], the eccentricity of R with respect to S is the maximum
vertical error between the points of S and R, i.e.,

e(S, R) = max
1≤i≤n

dW
v (pi, R).

A point pi of S is said to be “covered” by a horizontal segment s of R if xi is in
the x-domain of s. We can see that every point of S is covered by some horizontal
segment of R and the set of all points covered by s is some Sij (which, as in
[3], we call the allocation set of s). All allocation sets can be assumed nonempty
as, otherwise, we unnecessarily increase the complexity of R. Furthermore, the
boundaries between adjacent horizontal segments can be fixed arbitrarily in the
intervals between adjacent allocation sets.

Dı́az-Báñez and Mesa [3] provide an O(n2 log n) algorithm to solve the un-
weighted min -ε problem using their O(n) solution for the min -# problem. They
solve the min -# problem by sweeping the points from left to right and extend-
ing the current segment while the y-span of the points it covers is at most twice
the allowed eccentricity. Thereafter, they solve min -ε by reducing it to a binary
search on the “candidate” eccentricities (which number O(n2), one for each pos-
sible pair of points pi, pj , i ≤ j). Later, Wang [15] reduces the time for min -ε
to O(n2) by carefully generating a set of at most 2n − 2 candidate errors which
includes the optimal one and running the linear min -# algorithm on each of
these errors.

Mayster and Lopez [10] improve over Wang with a min -ε algorithm that
runs in O(min{n2, nk log n}) time. Their algorithm uses Wang’s O(n) candidate
eccentricities coupled with an auxiliary tree structure that cuts the time for
each min -# instance down to O(k log n). The second result of [10] is a greedy
heuristic (GCSA) that runs in O(n log n) time. It can generate curves with 2k−1
segments with eccentricity no worse than that for an optimal curve consisting of
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k segments as well as produce curves with k segments with eccentricity within
a factor of 3 from k-optimal.

The rest of the paper is organized as follows. In the next section we introduce
the dual perspective to modelling weighted distances from points to an approxi-
mating segment. In Section 3, we describe an exact algorithm that runs in O(n2)
time. In Section 4 we discuss a modified GCSA heuristic that utilizes the dual
perspective to maintain the costs efficiently. It runs in O(n log2 n) time and has
the same error bounds with proofs carrying over from [10]. Finally, in Section 5
we describe a randomized algorithm that solves the unweighted (resp. weighted)
version of the problem in O(n log2 n) (resp. O(n log3 n)) expected time.

2 Preliminaries

First, we consider the optimal placement of a horizontal segment with respect to
its (fixed) allocation set. In the unweighted case the error is minimized when the
segment is centered with respect to the y-range of the points. Thus, the optimal
location of the horizontal segment is unique and can be determined from two
points in the allocation set. This is still true in the weighted scenario, but the
optimal location may not correspond to the midpoint of the y-range. However,
it must still be equidistant (under weighted distance) from the furthest points
above and below it, as otherwise a small shift in its position would decrease the
error.

There cannot be two different locations for the optimal segment because of
the semi-monotonicity of the distance function. If two distinct segments s and
s′ were both optimal, then the distance from s′ to one of the two points that
define s would be greater than the distance from s to that point, in violation of
the optimality of s′. If the two points that define the y-coordinate ys of the best
approximating segment s have coordinates (xi, yi), (xj , yj) and corresponding
weights wi, wj , then ys is given by

(yi − ys)wi = (ys − yj)wj ⇒ ys =
yiwi + yjwj

wi + wj
.

Therefore, the solution to the problem is the intersection of two lines c = −wiy+
yiwi and c = wjy − yjwj , where c stands for the cost of approximating the point
by a segment located at y. This leads us to consider a “cost-location” space
composed of such lines, each point in S giving rise to one upward and one
downward sloping line with the absolute values of the slopes equal to the weight
of the point. Let us suppose that all points in S are located in the first quadrant,
i.e. xi, yi > 0 ∀1 ≤ i ≤ n. We map each point pi with the corresponding weight wi

to the pair of lines in the “cost-location” plane �i0 = wiyi−wiy and �i1 = −wiyi+
wiy and restrict their domain to the first quadrant. Thus, for each point we have
a linear transformation �i of the absolute value metric function restricted to the
nonnegative domain. Each such wedge shaped function �i computes the distance
from pi to the approximating segment as we hypothetically sweep it upward
starting from y = 0 and consists of a finite down-sloping segment (recording the
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Fig. 1. (a) A set of points pi = (xi, yi), numbered by increasing y-coordinate, having
respective weights wi such that w2 > w4 > w1 > w3 > w2, and the best fit segment. (b)
The corresponding lines in the cost-location plane with the slopes wi and the vertical
axis intercepts ci. The lowest point of the envelope is identified with the cost and
y-coordinate of the best fit segment.

cost for y < yi) and an infinite up-sloping ray (for the cost when y > yi). Which
portion of this arrangement of 2n cost lines keeps track of the greatest distance
(i.e., the furthest point) to the approximating segment for any segment position
y? The answer is quite obvious - the upper envelope of the arrangement is made
up of the segments of the cost lines of those points that at some y are furthest
from the approximating segment. The optimal location is given by the lowest
point, which is also the lowest vertex, of the upper envelope.

We observe that in the case when S is known and fixed the above-mentioned
problem of finding the lowest vertex of the upper envelope has been tackled
successfully before, as it is nothing other than finding the optimal solution to a
linear program in 2D. The best known deterministic algorithm for this has been
developed by [11] and runs in O(n) time. In addition, a very simple randomized
algorithm [14] exists that has O(n) expected running time. In our optimal algo-
rithm we shall need to solve this problem repeatedly for each new subset of S,
which differs in a single point from the previous subset, in order to compute the
eccentricities of candidate curves and, therefore, using the O(n) algorithm as a
subroutine is an overkill.

However, there are more efficient algorithms to dynamically maintain common
intersections of half-planes. In particular, a clever dynamization technique by
Overmars and van Leeuwen [13] can be exploited to maintain the upper envelope
in O(log2 n) time per update (insertion or deletion of a line) and enables us to
query for the lowest point on the boundary in just O(log n) time. The essence of
their approach is to store the “left” half-planes (i.e., those that contain the left
ray of any horizontal line) and the “right” half-planes in two separate augmented
binary search trees. The lines bounding the half-planes are stored at the leaves
and ordered by slope. In our case, since each point contributes an entire wedge
with both bounding lines having the same (in absolute value) slope, it makes
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sense to have just one tree and store the points themselves at the leaves sorted by
weight. Then, the bounding lines of the left half-planes are sorted in descending
order and the bounding lines of the right half-planes are sorted in ascending
order (without explicitly storing these lines). As per [13], each internal node
is augmented with a pointer to the parent and the largest slope value (largest
point weight) of the lines in its left subtree (needed for concatenation). Most
importantly, the portion of the upper envelope of the left half-plane lines in its
subtree that does not contribute to the upper envelope of the left half-planes of
its parent is stored in a concatenable queue along with the number of lines on
its envelope that belong to the upper “left” envelope of the parent. The “right”
upper envelope is handled similarly, so each internal node has two concatenated
queues associated with it.

Then, the overall “left” upper envelope is stored at the root of the “left” tree
(and, similarly, the “right” upper envelope is stored at the root of the “right”
tree). Using the procedures DOWN and UP described in [13] one can insert and
delete lines and maintain the queue structures as well as the balance of the tree.
Then, the intersection of the left and right envelopes can be found efficiently in
O(log n) time as is also proven in the original paper.

Finally, we note that there are other dynamic half-plane intersection algo-
rithms that outperform the above-mentioned algorithm by Overmars and Le-
euwen and run in O(n log n) amortized time, such as [7] and [2].

3 An Exact Algorithm

As observed in the previous section, the error of each approximating segment in
its best position is determined by two points and, therefore, so is the eccentricity
of the curve. It is still valid to use Wang’s choice of candidate eccentricities and
then it remains to describe how to compute these and the candidate curves
that they give rise to. In Wang’s algorithm, when one of the two pointers (called
sweep lines in the original paper) is advanced, the error of the best approximating
segment for the set of points between the two pointers is computed. This error
computation in the weighted distance case corresponds to finding the lowest
point on the upper envelope of the wedge lines in the cost-location plane as
these lines are added or deleted one at a time. As mentioned in the previous
section, computing the candidate eccentricities can be done using the O(log2 n)
dynamic half-plane intersection algorithm of [13].

We now turn to the question of how to compute a candidate curve itself once
the target eccentricity ε has been found. This can be done with a slightly modified
min -# algorithm of [3]. In this new version, each point (xi, yi) with the weight
wi is represented by a vertical line segment vi = (xi, yi − ε

wi
)(xi, yi + ε

wi
). Then,

the algorithm proceeds in essentially the same way as described in [3]. We build
horizontal segments of the curve by piercing consecutive vertical segments vi. At
first, we initialize the allocation set of the first horizontal segment to the single
point (x1, y1) and define its corridor to be (ymin = y1 − ε

w1
, ymax = y1 + ε

w1
).

Then, adding each additional point pi to the allocation set causes the segment’s
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corridor to be updated to y′
min = max{ymin, yi − ε

wi
}, y′

max = min{ymax, yi +
ε

wi
}. We keep extending the current horizontal segment of the curve for as long

as adding new points does not cause the corridor to become empty, i.e. until
further expansion of the allocation set would make y′

min > y′
max. Therefore,

computing both the candidate eccentricity and curve takes O(n) time leading to
the following result.

Theorem 1. The weighted rectilinear approximation problem can be solved in
O(n2) time.

This time bound becomes considerably reduced if the number of distance weights
associated with the points of S is equal to a constant. In this case, the line
wedges in the cost-location plane only have a constant number of distinct slopes.
It is easy to see that for any given slope only one line wedge with that slope
may contribute to the downward (and, similarly, upward) portion of the upper
envelope. Furthermore, in our case, it is obvious that only the line wedge that
contributes the first segment to the downward portion may also contribute a
segment to the upward portion (due to the fact that all other line wedges that
are part of the downward portion have smaller slope and a further x-intercept
than the first one). All other line wedges may contribute only to one of the two
portions. This means that the upper envelope consists of no more than n + 1
segments. In the case of a constant number of slopes c, we have no more than
c+1 segments on the envelope and, therefore, the above algorithm runs in linear
time. This is summarized in the next theorem.

Theorem 2. The weighted rectilinear approximation problem with a constant
number c of distance-modifying weights can be solved in O(cn) time.

4 A Heuristic with Provable Bounds

In [10], the authors describe a simple yet in practice quite accurate GCSA ap-
proximation algorithm for the problem of rectilinear curve fitting. The algorithm
begins by building a curve consisting of n singleton segments and computes the
costs that would result from merging the allocation sets of each adjacent pair of
such segments. These costs are prioritized by storing them in a min-heap and,
subsequently, at each iteration the minimum cost is extracted and the pair of
associated segments is merged. The algorithm then updates the structure and
the costs that involve the newly created enlarged segment and its neighbors.

We now modify this algorithm to be able to solve the weighted version of
the same problem. While the overall structure of the algorithm shall remain
unchanged, we have to supply new details for the merge step and analyze how
these affect the overall running time. Now merging two allocation sets can no
longer be accomplished in constant time as the points responsible for the error
of the new larger segment are not necessarily a subset of the points defining the
placement of the old segments. Recall that the y-coordinate of the new longer
segment s is determined by a pair of points whose so-called cost lines in the
cost-location plane define the lowermost point of the upper envelope of all such
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cost lines coming from the points in the allocation set of s. Clearly, the cost lines
that define this point come from the upper envelopes of the old segments’ cost
lines. Hence, the placement of the new longer segment can be determined by
any two points whose cost lines were on the upper envelopes of their respective
segments. We, therefore, have to keep track of the points defining these upper
envelopes for each allocation set (upper envelope points).

Each of these points contributes at most two edges to the upper envelope
and no two edges on the same envelope have overlapping x-ranges except at the
boundaries. We can, therefore, store these in a binary tree ordered by x-range
with pointers going to the original points. We also note that ordering the edges
by x-range also has the effect of sorting them by slope as well as inducing a semi-
sorted order on their y-ranges, since these decrease until the lowest point on the
envelope and then monotonically increase. Furthermore, all upper envelopes are
necessarily concave down, an important property that will be of use later.

When “merging” the allocation sets of two curve segments, their upper en-
velopes S (for small) and B (for big) need to be “merged” to produce the upper
envelope of the new segment. Suppose that |B| = n, |S| = m and n > m (where
the cardinality of an envelope is equal to the number of lines contributing seg-
ments to it). When we merge S and B, we always traverse S sequentially and
B sometimes sequentially (when B is below S) and sometimes logarithmically
(when B is above S). Clearly, the segments that survive (either partially or in
their entirety) are on the upper envelope of S ∪ B. Therefore, we need to find
all points of intersection between S and B (for this is where they switch roles,
one going below the other) and stitch together those portions that contribute
to the overall upper envelope. Hence, when B is below S, we remove segments
from B one by one (in O(log n) time per segment) and replace them by segments
from S. Once removed, these lines (i.e., points in the allocation set) will never
contribute to the upper envelope. When B is above S, that portion of B needs to
be preserved and traversing it sequentially in order to find the next intersection
between S and B would lead to a linear amortized time per merge and, thus, to
the total quadratic time for the entire algorithm (consisting of O(n) merges).

(a) (b) (c) (d)
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Fig. 2. (a) Case I: both endpoints of s are above the bigger envelope B. (b) Case II:
pl is below a segment bl of B while pr is above B (same as pl above B and pr below).
(c) Case III: both endpoints of s are below B and an intersection exists. (d) Case IV:
endpoints of s are as in Case III but there is no intersection.
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We begin with the leftmost segments of S and B. As we move along S, for
each of its segments s with endpoints pl, pr we locate (via a binary search)
the segments bl, br (potentially, bl = br) in B whose x-ranges contain the x-
coordinates xl, xr of those endpoints. In the case of ties, when the endpoints of
two segments of B have x-coordinate xl or xr, we always pick the segment of B
that begins at xl and ends at xr. We then test if pl is above or below bl and,
similarly, whether pr is above or below br. If pl or pr coincide with the endpoints
of bl or br, we test whether s itself is below or above bl or br. If both pl and pr

(or s itself in the case of coinciding endpoints) are above the segments of B, then
because of the concavity of upper envelopes we know that s is completely above
B (Figure 2a) and, therefore, it must be added to the upper envelope of S ∪ B
and all segments of B from bl to br (except, perhaps, br itself if its x-range is
not completely covered by the x-range of s) can be removed from consideration.
As a way to simplify and speed up the process, we create the upper envelope of
S ∪ B completely inside of the data structure for B. Therefore, all deletions of
segments of B and insertions of the segments of S are carried out straight on
the binary tree containing B with the result that after the merge is complete B
contains the final “merged” envelope.

If one of the endpoints of s (again, in the case of endpoints coinciding, s itself)
is above B and the other is below B, then an intersection exists (Figure 2b) and
can be found in logarithmic time by simply doing a binary search on the segments
of B and testing them as being above or below s, or simply walking along B
starting from the segment which is below s and deleting segments from B until
we arrive at the intersection at which point we link up with s. Thus, all segments
of B below s are removed (again, except perhaps for br even if it is below s)
and a portion of s is added to B (starting or ending at the intersection point,
depending on which part of s is above B).

Finally, we come to the case when both endpoints of s are below B, which
leads to the two possibilities illustrated in Figures 2c and 2d. In this case, there
may or may not be an intersection and some extra work needs to be done to
determine this. Namely, we certainly do not have an intersection when s belongs
to the downsloping part of S and pl is below the upsloping part of B or vice
versa, when s has an upward slope and pr is below the downsloping part of B.
However, this is not sufficient to decide whether there is an intersection between
s and B. These cases, then, are subsumed by the following simple check. First,
we determine whether the slope of s is between the slope of bl and that of br

(remember, that slopes uniformly increase from bl to br). Only if it is, there
may be an intersection. We then find, via a binary search on the slopes of lines
between bl and br, the line b of B that has slope closest to that of s. If this
line is not above s (Figure 2c), then we have two intersections which can be
found by walking from b in opposite directions, while deleting segments from B.
Otherwise, there is still no intersection (Figure 2d). To see that this is indeed a
correct strategy, we remember that if s were to pierce B it must either intersect
or “obscure” the line with the closest slope since in the resulting envelope lines
must appear in the order from smallest to largest slope.
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To complete the description of the modified GCSA heuristic, we need to ad-
dress one more problem and that is the computation of the merge cost, i.e.
the eccentricity of the resulting curve if the two allocation sets were merged.
This, however, can be achieved with the same algorithm as above except that
no changes should be made to B (i.e., we “simulate” a merge) and we can stop
once the lowest point on the envelope has been found (note that this technique
cannot be used for the exact algorithm in the previous section for it only handles
envelopes obtained by merges and does not handle those obtained by deleting
lines).

Let’s analyze now the running time of this new GCSA algorithm. We first look
at the operation of a single merge step involving the smaller allocation set S with
|S| = nS and the bigger allocation set B with |B| = nB. How many times can
a segment of S’s envelope intersect B’s envelope? The answer is at most twice,
since envelopes have parabolic shape. Therefore, only one part of a segment of
S or that segment in its entirety can be inserted into B’s envelope and since the
number of segments in the envelope is at most one more than the size of the
allocation set, no more than nS +1 insertions take place. Therefore, the total cost
of insertions per merge step is O(nS log nB). It remains to sum the cardinalities
of all such smaller allocation sets S participating in merge steps. This question
can be approached from the point of view of how many times, at the most, the
same point can belong to the smaller set over the course of all merge steps. This
is very similar to the analysis of the disjoint data set union operation and we
know that the same point can be merged from a smaller set at most log n times,
for the sizes of the smaller sets it is part of will in the worst case increase as
the sequence 1, 2, 4, 8, . . . So, the number of insertions over all merge steps is
at most O(n log n) and with each insertion taking O(log n) time, the total time
is O(n log2 n). We still need to remember to account for the deletions taking
place during merging, but this is easy for once a line has been removed from an
envelope, the point responsible for it will no longer be considered. Hence, the
total cost of deletions is only O(n log n). Also, “simulating” a merge to compute
the prospective eccentricity has the same cost as an ordinary merge and we
know that only at most two such simulations are needed for every real merge
step. Thus, we can perform all O(n) merges in O(n log2 n) time. This gives us
the following result.

Theorem 3. The modified GCSA algorithm runs in O(n log2 n) time and guar-
antees the error bounds proven for the original GCSA. Namely that for n ≥ 2k,
the GCSA algorithm with m = 2k−1 produces a curve C with eccentricity ε ≤ ε∗

and with m = k segments achieves eccentricity at most 3ε∗.

The above claims regarding the error bounds follow directly from the proofs
given in [10], as they carry over verbatim to this modified version of GCSA.

5 A Randomized Algorithm

The main idea of this algorithm is to perform an efficient search on the set
of O(n2) possible eccentricities but, unlike [3], the entire set of eccentricities
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is not generated explicitly. Instead, only those for which a candidate curve is
constructed are computed. This results in O(log n) candidates on average and
O(n log2 n) expected running time. We begin by describing the unweighted ver-
sion of the algorithm and then show how to extend it to handle weights.

The algorithm starts by picking a random pair of points pi and pj and com-
puting the eccentricity of the allocation set Sij . This can be done in O(n) time
(e.g., using the linear programming algorithm in [11]). Then, using the min -#
algorithm of [3], the first candidate curve Rij of size kij is constructed and com-
pared against the target k. The result of this comparison is to be used to decide
about the bounds on the achievable eccentricity. The algorithm, therefore, keeps
track of the feasible eccentricity window Ef = [εmin, εmax], which is updated
after investigating each candidate curve. This window is initialized to [0, ∞).
Now, if kij ≤ k, we update the window to [0, εij ]. While, in the opposite case of
kij > k, we know that the eccentricity has to be increased, and so the feasible
window becomes [εij , ∞).

Now, to discard all allocation sets whose errors are outside of the feasible
eccentricity window, we create a data structure that records for each point pi

of S the number of allocation sets that start at pi and end at some pj with
errors still in the current feasible window as well as the smallest index li and
the largest index ri such that i ≤ li ≤ j ≤ ri. For each pi and a given feasible
eccentricity window Ef , we thus have the set S

Ef

i of possible values of j. In this
set, j = li specifies the index of the closest (in x-direction) point to pi such that
the error of the allocation set {pi, . . . , pli} is at least εmin and, similarly, j = ri

gives the furthest point from pi with the error of the allocation set {pi, . . . , pri}
at most εmax. To see that pj runs across a contiguous subset of S, we note that
the eccentricity of an allocation set Sij is monotonically non-decreasing as i is
kept fixed and j is advanced.

Let us now explain how to compute for each pi the cardinality and bounds
li, ri of S

Ef

i as well as how to maintain this information as Ef changes. After the
first candidate curve is generated and Ef is initialized, we compute |SEf

1 | and
l1, r1 by scanning S. We then note that li ≤ lk, ri ≤ rk whenever i ≤ k. This
holds because the y-range of the set {pk, . . . , pli} (possibly empty if k > li) is
subsumed by the y-range of the set {pi, . . . , pli} forcing lk to be no less than
li and, similarly, for rk and ri. Therefore, it seems that l2 and r2 can be found
by simply moving ahead the pointers from l1 and r1, respectively, if needed.
Unfortunately, in order to know when to stop for l2 and r2 we need to know
the error of the allocation sets that begin at p2 rather than p1 for it could be
that p1, which is now removed from consideration, was one of the two points
determining the error of L1 = {p1, . . . , pl1} or the two points determining the
error of R1 = {p1, . . . , pr1}. This necessitates the creation of two priority queues,
such as min-max heaps, to keep track of the lowest and highest points in the
two allocation sets Li, Ri as they are being determined for each pi. Then, in the
case of p2, we set L2 = L1, R2 = R1 and then remove p1 from the heaps for each
of the sets. Then, we start adding points to L2 beginning with pl1+1 and stop
after having added the first point that had caused the error of L2 to exceed or
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become equal to εmin. Similarly, we add points to R2 until adding the next point
would make the error of R2 become greater than εmax. We remember the index
of the last point added to L2 as l2 and that of the last point added to R2 as r2.
All subsequent bounds for S

Ef

i , 2 ≤ i ≤ n, can be found by advancing these two
pointers, each making at most one full pass through S. Finally, computing the
size of S

Ef

i is trivial as it is just |ri − li +1|. We note that every point is added to
each of the two queues exactly once and is removed at most once as we compute
all values of il, ir for a given eccentricity window Ef .

Thus, every time Ef changes, recomputing the bounds and cardinality infor-
mation takes only O(n log n) time since it only involves O(n) heap operations.
Hence, the key to good performance becomes reducing the (expected) number of
changes to the feasible eccentricity window that are necessary to process before
the optimal eccentricity is found. This goal we achieve through randomization
as we shall describe next.

After the initial step has determined Ef and the bounds and cardinalities of
each of the sets S

Ef

i have been computed, we pick a pair of points that enclose an
allocation set with error in the feasible eccentricity window at random from the
set of all such possible pairs. In order to do this, and have a uniform distribution
of probabilities, for each 2 ≤ i ≤ n we sum up the cardinalities of the sets S

Ef

k

for all k ≤ i and store this number for pi, i.e. we have

Ki =
i∑

k=1

∣
∣
∣S

Ef

k

∣
∣
∣ .

Clearly, these can be computed in one scan of the array since Ki is just the sum
of Ki−1 and the cardinality of S

Ef

i . Then, we can generate a pseudo-random
number x between 1 and Kn and identify the unique pair (pi, pj) corresponding
to this index (we just search for x in the array of Ki’s, find the smallest i0 such
that Ki0 ≥ x, and then find the unique j from S

Ef

i0
.

This way we make sure that each pair is selected with the same probability
but only from the set of those pairs that already fulfill the criteria for the error
of its allocation set. Thus, we can expect that on average picking a new pair will
reduce the number of pairs in the feasible eccentricity window roughly in half
and so, our search has an expected logarithmic number of steps in the size of
the set of possible eccentricities, that is, O(log(n2)) = O(log n). Since after each
pair is picked an O(n log n) time is spent updating the auxiliary arrays described
above and constructing a candidate curve, the total expected running time of
this randomized algorithm is O(n log2 n).

Now, notice that even though the discussion so far focused on the unweighted
case only, our algorithm can be easily adapted to the weighted case. First, we
observe that it is still true in the presence of weights that li ≤ lk, ri ≤ rk for
any two points pi, pk such that i ≤ k. Clearly, not just the y-range but the
weighted error range of the set {pk, . . . , pli} is subsumed by the weighted error
range of {pi, . . . , pli} because the lowest point on the upper envelope of a set
of cost lines can be no lower than the lowest point on the upper envelope of its
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subset. Consequently, instead of min-max heaps to keep track of the errors of
Li and Ri we would have to maintain upper envelopes and we can do so again
using the algorithm from [13]. Each individual update of that structure takes
O(log2 n) and so one full pass through the array to update the pointers li, ri

for all i takes O(n log2 n). Hence, the total time is O(n log3 n) as there are still
O(log n) candidate curves to construct.
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Abstract. Giving a partial solution to a problem of S. Fekete and
G.J. Woeginger [3,4] we show that given a finite set X of points in the
plane, it is possible to arrange them on a polygonal path (with the vertex
set X) so that every angle on the polygonal path is at least π/9. Accord-
ing to a conjecture of Fekete and Woeginger, π/9 can be replaced by π/6.
Previously, the result has not been known with any positive constant.

1 Introduction and Results

The aim of this paper is to answer a beautiful and inspiring question which
appeared first in 1992 in S. Fekete’s thesis [3], and later in the paper by Fekete
and Woeginger [3,4] in 1997. The question is this. Given a finite set X of points
in the plane, is it possible to arrange them on a polygonal path (with the vertex
set X) so that every angle on the path is at least α, for some universal constant
α > 0? The answer is, as we shall see soon, yes. This might be a step towards
proving a conjecture of S. Fekete and G.J. Woeginger [3,4] that this result holds
with α = π/6. We prove the result with the constant α = π/9. First we introduce
notation and terminology.

Let A0, . . . , An be n + 1 distinct points in the plane. We denote the path
consisting of the segments A0A1, A1A2, . . ., An−1An by A0A1 . . . An. This is a
polygonal path with vertices A0, A1, . . . , An. The angle of this path at Ai is the
angle of the triangle Ai−1AiAi+1 at vertex Ai, 1 ≤ i < n.

Definition. Let α > 0. We call the path A0A1 . . . An α-good if the angle at Ai

is at least α for every 1 ≤ i < n. A path is called good, if it is π/9-good.
The main result of this paper is the following

Theorem 1. For every finite set of points X in the plane there exists a π/9-good
path on the points of X (containing each point of X exactly once).

We mention that π/9 in the theorem cannot be replaced by anything larger
than π/6. This is shown when X consists of the center and the three vertices of
a regular triangle (see Figure 1).

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 654–663, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. A 4-point configuration and its two paths

Another example, depicted in Figure 2, shows that Theorem 1 cannot be
strengthened to paths with no self-intersections. It also shows that paths min-
imizing various quantities (such as total length, total turning angle) may have
an arbitrarily small angle.

Fig. 2. Every good path on this point set is self–intersecting (the set consists of points
on a huge circle and one extra point inside the circle)

For the rest of the paper we fix α as π/9. We will prove a slightly stronger
statement which is more convenient for the induction argument. We will need
two additional definitions.
Definition. We call the (oriented) directions of the vectors A1A0 and An−1An

the two end directions of the path A0 . . . An. We identify the (oriented) directions
with points of the unit circle S1.
Definition. We call a subset R of the unit circle a restriction if it is the disjoint
union of two intervals R1, R2 ⊂ S1 such that both have length 4α(= 4π/9) and
their distance from each other (along the unit circle) is larger than 2α(= 2π/9).
We call the path A0 . . . An R-avoiding if the two end directions are not in the
same Ri (i = 1, 2) and the path is good (see Figure 3).

The following theorem is a strengthening of Theorem 1.

Theorem 2. Let X be a finite set of points in the plane. For every restriction
R there is an R-avoiding path on all the points of X.

The proof of this theorem goes by induction on |X | which gives a quadratic
algorithm for finding a π/9-good path.
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4α
4α

> 2α

> 2α

R1

R2

S1

Fig. 3. A restriction R = R1 ∪ R2 and two (good) paths that are not R-restricted

Theorem 3. A π/9-good path on a set of n points in the plane can be found in
time O(n2).

We prove this theorem in the last section.

2 Further Questions and Extensions

The natural question is what happens in higher dimensions. In the journal version
[2] of this paper we prove the following result.

Theorem 4. For every d ≥ 2 there is a positive αd such that for every finite
set of points X in d-dimensional space there exists a αd-good path on X.

Actually, the proof method of Theorem 2 works but some extra difficulties have
to be overcome.

Another problem that we encountered while working on this paper seems
interesting and nontrivial. Call a finite set X in the d-dimensional space α-flat
if every triangle with vertices from X has an angle smaller than α. One example
of an α-flat set is a finite set X0 of collinear points. Each point of X0 can be
moved freely in a small enough neighbourhood so that the resulting set X1 is
still α-flat. Next, each point of X1 can be replaced by a very small but otherwise
arbitrary α-flat set, and the resulting set is still α-flat if the replacements are
small enough. Perhaps all α-flat sets can be obtained this way.

Next, call the set X β-separable if it can be partitioned as X = U ∪ V with
U, V disjoint and nonempty so that the angle between the line through u1, v1

and the line through u2, v2 is smaller than β for every u1, u2 ∈ U and every
v1, v2 ∈ V .
Conjecture. For every d ≥ 2 and for every positive β there is a positive αd(β)
such that for every α-flat finite set X in d-dimensional space is β-separable.

We have a proof of this conjecture for d = 2.
We remark that the authors of the recent paper [1] investigate straight-line

drawings of graphs with restricted sizes of angles spanned by pairs of incident
edges.
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3 Proof of Theorem 2

We prove the theorem by induction on the number of points in X .
If |X | = 2 then the two end directions are the opposite to each other. Since

the length of Ri, 4α = 4π/9, is smaller than π the two end directions cannot be
in the same Ri interval.

Assume |X | > 2. Let K be the convex hull of X and let V be the vertex set
of K. Of course V ⊆ X . Next let R = R1 ∪ R2 be a restriction. We distinguish
two cases depending on the smallest angle of the polygon K.

< 2α
conv(XA)

Q1

Q2 = Rx

I

Q2
Q1I

A

Fig. 4. Case 1

Case 1: The smallest angle of K is smaller than 2α. Let A be the vertex
where that smallest angle occurs and let XA = X \ {A}. See Figure 4. Without
loss of generality we can assume that for each point B ∈ XA the direction BA
is in the interval I = (π − α, π + α) ⊂ S1. Since the length of I is 2α it can only
intersect one of the two intervals R1 and R2. Let Q1 = [−2α, 2α] ⊂ S1. If one
of the sets R1 or R2 intersects I, then let Q2 be equal to the one that intersects
I. Otherwise set Q2 = [π − 2α, π + 2α]. It is easy to see that Q = Q1 ∪ Q2 is a
restriction; this is the point where α = 200 = π

9 is being used. By induction on
|XA| we find a Q-avoiding path p = A0 . . . An on XA. If the end direction A1A0

is not in Q1, then we can extend this path to the good path Ap = AA0 . . . An on
X . Analogously, if the end direction An−1An is not in Q1, then we can extend
this path to the good path pA = A0 . . . AnA on X . (We only have to take care
of the angle A1A0A or An−1AnA.)

So at least one of the extended paths pA, Ap is α-good. The end direction at
A is always in I. Therefore, if both end directions of Ap or of pA are in R1 (or
R2), then both have to be in Q2. In this case we can extend p at both ends. But
only one of the end directions of p is in Q2. So we extend p at the end which is
in Q2 and we get an R-avoiding path on X .
Case 2: Every angle of K is at least 2α. See Figure 5. Without loss of
generality we can assume that R1 and R2 are symmetric to the horizontal line.
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A

B

K = conv(X)

R1

R2

Fig. 5. Case 2

Let A and B be the vertices of K with the largest and smallest y-coordinate,
respectively. We will distinguish three subcases depending on the size of Y =
X \ V .
Case 2a: The set Y is empty. As a first attempt we try to find an R-avoiding
path that contains only edges of K. Such a path can be identified by the missing
edge of K. All these paths are clearly (α-)good. If there is an edge on the
perimeter of K with a direction not in R1 or R2, then the path missing the next
edge will have that direction as end direction. In this case we have found an
R-avoiding path.

Now we assume that each edge of K is in R1 in one direction and in R2 in
the other direction. If |X | > 4, then there is a path along the perimeter of K
between A and B of length at least three. Take the path that misses an interior
edge that is, an edge disjoint from A and B — see Figure 6 (left). One of the
end directions will be in the interval [0, π] (upwards) and the other one will be
in [π, 2π] (downwards). Therefore this path is R-avoiding since R1 ⊂ (0, π) and
R2 ⊂ (π, 2π).

A

B

A

B

C

D

Fig. 6. Case 2a

If |X | = 3 then the path missing edge AB from K is R-avoiding since it has
one upward and one downward end direction.

If |X | = 4 and AB is an edge of the convex hull, then the path missing this
edge is R-avoiding. If A and B are opposite vertices of K (which is a quadrilateral
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now), then we connect the four vertices from top to bottom starting with A and
ending with B. Let this path be ACDB — see Figure 6 (right). We have CA in
R1 and CD is pointing downwards. That is CA ∈ [α, π − α] and CD ∈ [π, 2π]
and therefore the angle at C is at least α. Similarly the angle at D is at least α
as well which shows that this path is good. The end directions are again upward
and downward therefore the path ACDB is an R-avoiding path.
Case 2b. The set Y consists of one point: Y = {F}, say. Take a path that con-
tains all edges of K except one and the segment from F to one of the endpoints
of the missing edge. If the angle at the vertex which is connected to F is at least
α we have a good path.

In this way every segment from F to a vertex of K can be extended to a good
path since each angle of K is at least 2α and therefore the angle towards one of
the neighbours along the perimeter of K has to be at least α.

Consider the extended path starting with FB — see Figure 7 (left). The end
direction BF is upwards. If BF or the other end direction is not in R1 we have
an R-avoiding path.

A

B

A

B

F F

Fig. 7. Case 2b

If the other end direction is in R1, then it directs upwards which can only
occur if AB is an edge of the convex hull and the path extended from FB ends
at A.

Similarly the path extended from FA will end in B so we found an α-good
Hamiltonian cycle — see Figure 7 (right). If X has at least five elements, then
there is an edge of K which is disjoint from A and B and we can use a previous
argument. If X has four elements, then we take the path going from top to
bottom starting at A and ending at B. In both cases the arguments are identical
to the ones in Case 2a.
Case 2c. The set Y has at least two elements. We use induction on |Y | and find
an R-avoiding path p = A0 . . . An on Y . We will extend this path as follows. Let
F ∈ V , that is, F a vertex of K. Connect A0 (resp. An) to F and then connect F
to one of its neighbours, G say, on the convex hull. Continue the path along the
convex hull, we get a new path p∗. This path can be written as p∗ = ..GFp or
pFG.., where the two dots represent the unique continuation of the path along
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F

A0

A1

w0

G An

p

Fig. 8. The wedge wo

the perimeter of K. The path p∗ will be good if the angles at A0 (resp. An) and
at F are at least α.

Consider first the angle at A0 and An. Let w0 be the set of all points W for
which the angle A1A0W is smaller then α — see Figure 8. Similarly let wn be the
set of all points W for which the angle An−1AnW is smaller then α. Both sets w0

and wn are wedges with an angle of 2α. The angle of p∗ at A0 (resp. An) is at least
α if and only if F is not in the wedge w0 (or wn). Observe that V is not contained
in w0 as otherwise A0 would be a vertex of K. Thus we can choose F ∈ V so that
the angle at A0 is at least α — see Figure 8. Similarly, V is not contained in wn,
and we can choose F so that the angle at An is at least α.

Consider now the angle at F . To continue the path from F we have two choices
for G to go along the perimeter of K. Since the angle at each vertex of K is at
least 2α, one of the choices certainly yields a path whose angle at F is at least
α. Consequently there is at least one good path p∗ of the form ..GFp and one
of the form pFG...

One end of such a p∗ is an edge of K and the other one is A1A0 or An−1An.
If A1A0 or An−1An is not in R, then we keep the end which is not in R and
extend the path through the other end to get a good path on X which will be
R-avoiding.

Thus we can assume that A1A0 is in R1 and An−1An is in R2, say. This has
the beneficial consequence that A is not in w0 as the wedge w0 lies completely
below the horizontal line trough A, further denoted by l — see Figure 9 (left).
Thus A can be taken for F and there is a good path of the form p∗ = ..GAp.
Similarly, B /∈ wn and there is a good path p∗ = pBG...

Notice now that p∗ = ..GAp is R-avoiding unless both of its end directions
are in R2. This can only happen if AB is an edge of K and the angle A0AB
is smaller than α. Similarly, p∗ = pBG.. is R-avoiding unless both of its end
directions are in R1. This can only happen if AB is an edge of K and the angle
AnBA is smaller than α.

Now let A, C1 . . . , Ck, B, A be the vertices of K in this order. It follows that
all angles along the Hamiltonian cycle

A, C1, . . . , Ck, B, An, An−1 . . . , A0, A



Paths with no Small Angles 661

A

B

A0

A1

w0
An

� A

B

A0

A1
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C2
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Fig. 9. Case 2c

are at least α. See Figure 9 (right). As we have seen in Case 2b, such a cycle
produces an R-avoiding path unless k = 1.

The only remaining case is when k = 1, then K is the triangle ABC where
we set C = C1. Observe now that |V ∩ w0| ≤ 1, since the angle at A of K is at
least 2α and so w0 cannot contain both B and C. Similarly, |V ∩ wn| ≤ 1.

We assume next that the angle A1A0C is at least α, that is C /∈ w0. If the angle
A0CB is at least α, then the path An . . . A0CBA is R-avoiding — see Figure 10
(left). Otherwise the angle A0CA is at least α and the path BAn . . . A0CA is
R-avoiding. From now on we can assume that C ∈ w0.

Similarly we can find an R-avoiding path if the angle An−1AnC is at least α.
From now on we can assume that C ∈ wn.

This implies V ∩w0 = V ∩wn = {C}. Thus p can be extended to a good path
p∗ at both ends through both A and B.

The angle AnAC has to be smaller than α as otherwise A0 . . . AnACB is an R-
avoiding path. Similarly the angle A0BC is smaller than α. Wew have seen above
that

� A0AB < α and � AnBA < α.

A

B

C
A0

A1

An

A0

An

B

C

A

fA

fB

h

Fig. 10. Case 2c when the convex hull is a triangle
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Now let fA resp. fB be lines through A and B halving the angle BAC and
ABC. See Figure 10 (right). Let h be the horizontal line through the intersection
of fA and fB. What we established so far implies that A0 (resp. An) is in the
triangle delimited by fA, fB, BC and by fA, fB, AC.

It follows then that A0 is below and An is above h. Now w0 lies entirely below
h and wn lies entirely above h, contradicting C ∈ w0 ∩ wn.

4 Algorithm

Here we describe a quadratic algorithm for finding a good path on a given point
set. Just as in the case of Theorem 1, we prove a stronger result.

Theorem 5. Given a restriction R and a point set X in the plane with |X | = n,
an R-avoiding path on X can be found in time O(n2).

Proof. This is based on the proof of Theorem 2 so we only give a sketch. We
are going to use the same notation. We assume by induction that there is an
algorithm for the problem with |X | = m < n that works in time at most cm2.
We assume now that X consists of n points.

It is not hard to see that the smallest angle of the convex polygon K (which
is the convex hull of X) occurs at a vertex of K which has maximal or minimal
x or y component among all points of X . There are at most 8 such vertices of K,
and they can be found in time 4n. Deciding whether the angle at such a vertex
is smaller than 2α can be done in time n. Using this one can decide, in time 12n,
whether Case 1 or Case 2 occurs.

Assume first that Case 1 occurs. Then the new restriction Q can be deter-
mined with 8 comparisons, the Q-avoiding path p on XA can be found in time
c(n − 1)2. Now either pA or Ap is an R-avoiding path, and a single compari-
son decides which one is. So we are finished with Case 1 if c ≥ 7 since then
cn2 ≥ 12n + 9 + c(n − 1)2.

Assume next that Case 2 occurs. The convex hull algorithm of Kirkpatrick
and Seidel [5] finds K in time O(n log k) where k is the number of vertices of
K. It is easy to see that in Case 2a and Case 2b we find an R-avoiding path
in O(n log n) time. In Case 2c, we find an R-avoiding path p on Y = X \ K in
time c(n − k)2 by induction (since |Y | = n − k). If neither ..GAp nor pBG.. is
R-avoiding (which can be decided by checking their end directions), then AB is
an edge of K and the Hamiltonian cycle AC1, . . . , Ck−2B, An, . . . , A0, A gives an
R-avoiding path unless k = 3. When k > 3 this path can be found immediately.
So altogether this takes time 12n + O(n log k) + c(n − k)2. This is smaller than
cn2 if c is large enough depending on the constant in the O(n log k) convex hull
algorithm, as one can check easily.

Finally, the analysis of the case k = 3 shows that one of the paths pCBA,
ACpB, pACB, or CBpA is R-avoiding. Deciding which one takes four compar-
isons at most. In this case the algorithm takes time 12n+O(n log 3)+c(n−3)2+4
which is, again, smaller than cn2.
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Abstract. Condensers are functions which receive two inputs—a ran-
dom string of bits chosen according to some unknown distribution and
an independent uniform (short) seed—and output a string of bits which
somehow preserves the randomness of the input. The parameters of in-
terest here are the seed length, output length and how much randomness
is preserved.

Here we present explicit algorithms for condensers which have con-
stant seed size. Our constructions improve on previous constant-seed
condensers of Barak et al (2005). When the input distribution has high
min-entropy, we provide a condenser having optimal rate and seed chosen
from {1, 2, 3}. The analysis of this construction is considerably simpler
than those of previous constructions. For the low min-entropy regime,
we provide a different construction which can be viewed as a pseudoran-
dom coloring of hypergraphs. The analysis of this condenser involves a
generalization of the celebrated Balog–Szemerédi–Gowers Theorem. As
an example of the simplicity of the ideas behind this generalization, we
improve Bourgain–Katz–Tao sum-product estimates in just a few lines.

1 Introduction

A condenser is a function that takes an input according to some unknown prob-
ability distribution, which may be far from uniform (a weak source), and outputs
according to a distribution having a greater randomness rate. In the next sec-
tion we shall formalize the notion of weak sources and explain how the concept
of min-entropy is used to measure the amount of randomness of distributions.
Informally, the min-entropy indicates how large is the probability of the most
likely outcome in the underlying probability space.

This notion is particularly useful, for instance, if we want to use some dis-
tribution of random bits in a randomized algorithm. A randomized algorithm
may be viewed as a deterministic algorithm that receives two inputs: one is an
encoding of an instance and the other is a sequence of random bits, the seed,
which is used by the algorithm for its internal decisions. An algorithm might
give the wrong answers for a given instance when some particular seed is given;
if that bad seed is sampled with high probability then the algorithm will fail (for
that instance) with high probability.
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There is a particularly strong interest in obtaining explicit condensers that can
be computed in polynomial time (e.g., [1], [2], [3], [4], [5], [6], [7]). In this note we
present two different constructions of constant-seed condensers. These constant-
seed condensers have applications in randomness extraction, in particular, they
may be composed with themselves recursively in order to convert a source with
a small fraction of min-entropy into a (small) collection of blocks such that at
least one of those blocks has high min-entropy. Our constructions, having greater
condensing factor, may then be used to reduce the number of output blocks at
the end of the recursion.

Our main contributions are: (1) an explicit construction of a condenser that
achieves optimal condensing factor (and has only three output blocks); (2) a
general upper bound on the condensing factor of condensers; (3) a condenser for
any constant min-entropy rate that may be derived using only density results
(generalizations of Gowers’ Lemma on partial sum-sets); (4) sum-product esti-
mates, that improve on Bourgain–Katz–Tao [8] with explicit bounds (although
these bounds are only better than the current best bounds obtained by recent
works [9], [10] for some range of the parameters). We remark that previous
constructions rely on sum-product estimates (even if indirectly, as in Raz’s con-
denser) and have condensing factor depending on some very small (and implicit)
constant.

In (1), not only we obtain an explicit construction having optimal condensing
factor, but the analysis is based on a new, quite simple, two-source extractor
(Theorem 1). In (3), we dispense the use of much of the machinery used in
previous constructions. Although at first the hypergraph lemmas we use for
the analysis of the low-entropy condenser might seem overwhelming, the ideas
behind the proof are simple tricks that nicely complement the celebrated Balog–
Szemerédi–Gowers–Theorem. It also seems much easier to derive explicit bounds
on the condensing factor using this method.

These hypergraph density theorems may be interesting on their own right and
could find applications on proving sum-product estimates for more complicated
arithmetic expressions (the celebrated sum-product theorem involves sum-sets
like A + A and product-sets like A · A).

1.1 Organization of the Note

We formally state some definitions and introduce the (mostly standard) nota-
tion in Section 2. Some additive combinatorics results are stated in Section 3.
Theorem 1 in that section may be of independent interest. These results are used
to obtain our first construction, the acond asymmetric condenser, in Section 4.

Our low min-entropy condenser is obtained in Section 5. In Subsection 5.1 we
show how some ideas used in the proof of the hypergraph density results can be
applied to the problem of obtaining sum-product estimates for finite fields. In
Section 6, we give upper bounds for the performance of any condenser (which
may have slightly super-constant seed length).
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2 Preliminaries

The objects we construct in this note are called condensers. A condenser is a
function defined over a pair consisting of a binary string of some length n and
a (usually) small seed. The output of the condenser is (usually) a smaller string
and the aim is to get as much randomness from the string and seed as possible.

Here, we shall measure randomness using min-entropy, which became stan-
dard since Zuckerman [11] showed that several previous models of weak random
distributions are special cases of distributions having some min-entropy lower
bound.

Definition 1. A source is a probability distribution on binary strings of some
fixed length. Let X be a source over {0, 1}n. The min-entropy of X is defined
as1

H∞(X) = − log
(

max
a∈{0,1}n

P[X = a]
)
.

Here, and throughout this note, logarithms have base 2. We shall say that X
is a δ-source if its min-entropy rate r(X) = H∞(X)/n is at least δ. The sup-
port of a distribution, denoted by supp(X) is the set of elements having positive
probability.

Definition 2. Let α1, . . . , αr be non-negative reals such that
∑r

i=1 αi = 1. The
convex combination X of sources X1, . . . , Xr ⊆ Λ = {0, 1}n having weights
α1, . . . , αr is defined to be the distribution having P[X = x] =

∑r
i=1 αiP[Xi = x]

for all x ∈ Λ.

Definition 3. A source having uniform probability over its support is called a
flat source.

A very useful property of δ-sources is that they may be expressed as a convex
combination of flat δ-sources. It is quite simple to show that if our constructions
work for any flat source then they also work with any source having the same
min-entropy. For this reason, we may safely assume that the sources are flat
when convenient.

Definition 4. The statistical difference between two sources X, Y ⊆ Λ = {0, 1}n,
is defined as2

1
2
‖X − Y ‖1 =

1
2

∑

a∈Λ

∣
∣P

[
X = a

]
− P

[
Y = a

]∣
∣.

We say that X is α-close to Y if the statistical distance between X and Y is at
most α.
1 For simplicity, we denote by the same symbol a distribution and a random variable

having that same distribution assigned.
2 The 1/2 factor is just to keep the statistical distance in the range [0, 1].
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We shall also make use of a concept that is directly linked to the min-entropy
of distributions.

Definition 5. Given a distribution D. The collision probability of D is defined as

cp(D) =
∑

x∈supp(D)

D(x)2,

where D(x) denotes the probability of x in the distribution.

When an element x is picked randomly from some source X , we write x ∈R X .
If A is some set, we abuse the notation and write x ∈R A when x is chosen
uniformly from A.

3 Some Additive Combinatorics

In this section we shall prove a result, Corollary 2, bearing resemblance to [12,
Lemma 3.1]. We remark that our results in this section are self-contained. In
contrast, the analysis of the condensers of [3], [2] require deep results due to
Plünnecke-Ruzsa (cf. [13], [14]), Gowers (cf. [15], [16]) and sum-product estimates
for finite fields [8], [17].

Theorem 1. Let X be a flat δ-source of length 2n. Divide X into two blocks
having n bits each, say X = (A, B). Map3 the elements of {0, 1}n into elements of
the finite field F = GF(2n). Let ζ ∈ F be an arbitrary element. Denote by ζ ·A+B
the distribution induced by taking (a, b) ∈R (A, B) = X and calculating ζa + b ∈
F. We have

μ = Eζ∈RF

[
cp(ζ · A + B)

]
≤ 2−n + 2−2δn. (1)

Furthermore, for every β > 1,

Pζ

[
cp(ζ · A + B) > βμ

]
≤ 1

β − 1
2−n |1−2δ|. (2)

Proof. Let N = 2n = |F|. Observe that Nμ =
∑

ζ∈F
cp(ζ · A + B). Let S =

supp(X) and M = |S|. For an arbitrary ζ, we have

M2 cp(ζ · A + B) = #
{
(a1, b1, a2, b2) ∈ S2 | ζa1 + b1 = ζa2 + b2

}

= M + #
{

(a1, b1, a2, b2) ∈ S2 | a1 �= a2, ζ =
b2 − b1

a1 − a2

}
. (3)

Denote by Sζ the set considered on the last row of equation (3). Since the sets
in {Sζ}ζ∈F are pairwise disjoint, it follows that

∑

ζ

|Sζ | =
∣
∣
∣
⋃

ζ

Sζ

∣
∣
∣ ≤ |S2| = M2,

3 This map may be explicitly defined as follows. Find an irreducible polynomial p(X) ∈
GF(2)[X] of degree n (this can be done in time poly(n)). Each n-bit binary
string b0b1 . . . bn−1 is mapped to b0 + b1X + . . . bn−1X

n−1 ∈ GF(2)[X]/〈p(X)〉 ∼= F.
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hence,

Nμ = M−2
∑

ζ

(
M + |Sζ |

)

≤ M−2
(
NM + M2

)
= 1 + N/M.

(4)

Since X is a δ-source, we must have M ≥ 22δn, and (1) follows directly from (4).
Let T ⊆ F be the set of elements ζ such that cp(ζ · A + B) ≥ βμ. Define α =

|T |/N . Observe that any distribution over F has collision probability at least 2−n,
with equality holding if and only if the distribution is uniform. Therefore, we
have

μ ≥ αβμ + (1 − α) 2−n.

We shall prove the case δ ≥ 1/2; the other case is similar, but instead of using
the 2−n lower bound for the collision probability, we use the fact that cp(ζ · A+
B) ≥ 2−2δn. It follows that μ(1 − αβ) ≥ (1 − α) 2−n. By the upper bound (1)
for μ, we get

(N−1 + 2−2δn)(1 − αβ) ≥ (1 − α) 2−n.

Hence,

1 + α(β − 1) ≤ 1 − α

1 − αβ
≤ N(N−1 + 2−2δn) = 1 + 2n(1−2δ),

proving that α(β − 1) ≤ 2n(1−2δ) and that (2) holds.

From Theorem 1 we may get the following Corollary.

Corollary 1. Let X1 be a δ1-source of n bits and let X2 be an independent
flat δ2-source of 2n bits, with δ2 > 1/2. Assume 1 � β = β(n) > 2n(1−2δ2).
Then, interpreting X2 as two n-bit blocks X1

2 and X2
2 , we conclude that the

distribution X1 ·X1
2 +X2

2 is β−12n(2−2δ2−δ1)-close to having collision probability
at most (1 + 4β)2−n. 	


Collision probability and min-entropy are tightly linked by Theorem 2. Hence,
we may translate our previous results into min-entropy analogues effortlessly.
Note that since min-entropy is a constrain over all elements in the support of
the distribution it cannot be exactly equivalent to collision probability, which
averages the effect of elements having high probability, hence they are equivalent
under a small statistical distance.

Theorem 2. Suppose X is a distribution over {0, 1}n having cp(X) ≤ (1 +
β)2−n. Then X is

√
β-close to uniform. 	


From the above Theorem, we get the following corollary.4

4 The differences between our result and that of [12, Lemma 3.1] are essentially:
(a) their result requires three independent sources and, if one wishes for an ab-
solute condensing factor, a translation of elements in {0, 1}n into elements of a
field GF(p) for some prime p must be explicitly known; (b) their conclusion is in
terms of min-entropy rather than uniformity; (c) our result presupposes rather strong
lower bounds on the min-entropy rates.
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Corollary 2. Let X1 be a δ1-source of n bits, X2 be an independent δ2-source
of 2n bits, with δ2 > 1/2, and β as in Corollary 1. Then X1 · X1

2 + X2
2 is

(2β−12n(2−2δ2−δ1) + 2
√

β)-close to uniform. 	


4 An Asymmetric Condenser

Our definition of condensers is a generalization of usual condensers since we
allow possibly different output lengths. Formally, this is stated below.

Definition 6 ((Asymmetric) Condenser). Let r ∈ N, ε > 0 and ρ > 1.
Assume fi : {0, 1}n → {0, 1}ni, i ∈ [r], are such that, for every δ-source X,
there are sources X1, . . . , Xr such that X is ε-close to being a convex combi-
nation of {Xi}r

i=1 and, for each Xj, we have r(fj(Xj)) ≥ ρδ. Then f(X) =(
f1(X), . . . , fr(X)

)
is an r-block (asymmetric) condenser with condensing fac-

tor ρ and error ε.

Now we introduce our construction. Let n, n1, n2 ∈ N be such that n = n1 + n2

and n1 ≤ n2 ≤ 2n1. Given an n2-bit string x = x1x2 . . . xn2 , define A(x) =
x1x2 . . . xn1 as the n1 first bits of x and, similarly, define B(x) = xn2−n1+1 . . . xn2

as the n1 last bits of x. The function acond : {0, 1}n → {0, 1}n1 × {0, 1}n2 ×
{0, 1}n1 is defined as

acond(X1, X2) =
(
X1, X2, X1 · A(X2) + B(X2)

)
,

where X1 is an n1-bit string and X2 is a n2-bit string. The arithmetic in the
third block is done in GF(2n1).

The acond condenser bears similarity to the condenser in [3]. Indeed, the
latter divides the input into three equal parts (X1, X2, X3) and outputs four
blocks (X1, X2, X3, X1 ·X2 +X3). We also remark that Zuckerman [4] described
a condenser with only two output blocks which relies on the Line–Point Inci-
dences Theorem. However, the condensing factor of such construction is propor-
tional to some small constant associated with the Incidences Theorem. Raz’s
condenser [2], although having a neat and straightforward analysis, also uses a
lot of additive number theory machinery, but this is hidden on the use of the
extractor constructed by Barak, Impagliazzo and Wigderson [12], which also
imposes a rather small condensing factor.

The formal statement of our construction is given in Theorem 3.

Theorem 3. Let 5/9 < δ ≤ 1, α ∈ (0, 1) and γ ∈ [1, 2] be constants such that

δ >
3 + γ

(γ + 1)2
, and α >

1 + γ

2 + γ
. (5)

Let n1 = n/(1 + γ) and n2 = n − n1 = γn1.5 There exists a polynomial time
algorithm

acond : {0, 1}n → {0, 1}n1 × {0, 1}n2 × {0, 1}n1

5 For simplicity we are assuming n1 and n2 are integers.
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and ε = 2−nΩ(1)
such that acond(X) is ε-close to being a convex combination of

sources having min-entropy rate α · δ + (1 − α) · 1 in some block whenever X is
a δ-source with n bits.

4.1 Proof Strategy

The proof of the above theorem is quite similar to the analysis in [3]. First, let
us restrict our attention to flat sources. Suppose that X = (X1, X2) is a flat
source. We show that, if there is a high probability that no output block has
min-entropy rate as desired, there is a large number of elements in supp(X) that
are mapped (in the third block X1 · A(X2) + B(X2)) into a small set. By the
definition of the third block, this contradicts Corollary 2. The main subtlety here
is that the blocks X1 and X2 are dependent and some care must be taken before
applying Corollary 2.

Remark 1. If the asymmetry in the block sizes of acond is undesirable, the con-
denser can be composed with Raz’s merger [2], [18] (a slight modification of that
merger is needed to deal with different block sizes). This will slightly decrease
the min-entropy and multiply the number of blocks by some constant but, at
the same time, it will make the length of all output blocks the same and almost
all of them will have high min-entropy.

5 Condensers for Low Min-Entropy

Since the simple analysis given in Section 4 does not apply for low min-entropies,
we shall develop a different strategy for this setting. Our analysis for these con-
densers involve some hypergraph versions of the Balog–Szemerédi–Gowers theo-
rem, which can be thought as density results of the following kind: suppose that
we have some expression f(x1, . . . , xl) such that, if H is some dense l-uniform
hypergraph in which the cardinality |f(H)| is small, then there are relatively
large sets A1, . . . , Al contained in the vertex-set of H such that |f(A1, . . . , Al)|
is also small.

In contrast, we shall show that some expressions f always produce large sets.
Hence, a contradiction is derived if some dense H is supposed to have a small
image under f . The first lower bound of this type is a slight modification of a
bound for |(A − A)/(A − A)| (which is given, for instance, in [12, Claim A4])
that employs Rusza’s triangle inequality (cf. [19, p. 60]):

|X/Y | ≤ |X/Z| |Z/Y |
|Z| . (6)

Inequality (6) admits a one-line proof: just consider the representations of x/y ∈
X/Y as x/y = (x/z)(z/y) ∈ (X/Z) · (Z/Y ). Notice that each different z ∈ Z
produces a different pair (x/z, z/y) ∈ X/Z × Z/Y .

Lemma 1. Let A and B be subsets of a finite field F with |F| = N and |A|, |B| >
N1/k for some integer k ≥ 2. Then |(A − A)/(B − B)| ≥ N1/(k−1).
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Using Rusza’s triangle inequality (6) and Lemma 1 we obtain an analogous result
for different sets.

Lemma 2. Let A, B, C, D be subsets of a finite field F with |F| = N and |A|,
|B|, |C|, |D| > N1/k for some integer k ≥ 2. Then

∣
∣
∣
∣
A − B

C − D

∣
∣
∣
∣ ≥ N

2k−1
2k(k−1) .

If N = |F| = pr with p prime and r not a multiple of k then N1/k cannot
be an integer and the conclusion of Lemma 1 holds with strict inequality for
sets of cardinality larger than N1/(k+1). Hence, when k ≥ 2, one may compose
Lemmas 1 and 2 to prove that whenever |X1|, |X2|, . . . , |X8| > N1/(k+1), it holds
that ∣

∣
∣
∣

X1−X1
X2−X2

− X3−X3
X4−X4

X5−X5
X6−X6

− X7−X7
X8−X8

∣
∣
∣
∣ ≥ N

2k−1
2k(k−1) . (7)

Notice that (2k − 1)/{2k(k − 1)} > 1/k. This implies that an expression given
by (7) always provides us with a large image relative to the lower bound known
for the Xi’s. In contrast, using Lemma 1 alone does not provide a good bound
for the cardinality of (A − A)/(B − B) when |A| = |B| = N1/k�.

In what follows, we shall use the following notation. Given some number M ∈
N and some K = K(M), we say that A � B if there exists absolute con-
stants c1 �= 0 and c2 ∈ R such that A ≤ c1K

c2B. If both A � B and B � A we
denote A ≈ B. Observe that if we have a chain A1 � A2 � A3 � · · · � Al, and l
is an absolute constant, then A1 � Al. If A � C and B � D then A · B � C · D
(and, of course, this generalizes for any constant number of factors).

We are now ready to state a few analogs of the Balog–Szemerédi–Gowers
Theorem that we use in our construction.

Lemma 3. Let X1, X2, X3 be sets of cardinality M . Suppose that H ⊆ X1 ×
X2 × X3 is such that |H| ≈ M3 and |f1(H)|, |f2(H)| � M , where we de-
fine f1(x1, x2, x3) = x1 − x2 and f2(x1, x2, x3) = (x1 − x2)x3. Then, there are
subsets X ′

i ⊆ Xi with |X ′
i| ≈ M such that

|f1(X ′
1, X

′
2, X

′
3)|, |f2(X ′

1, X
′
2, X

′
3)| � M

and, furthermore, |H ∩ X ′
1 × X ′

2 × X ′
3| � M3.

Lemma 3 together with the Hypergraph Balog–Szemerédi–Gowers Theorem of
[16] are used to prove a density result closer to our objective.

Lemma 4. Let A1, . . . , A10 be subsets of a finite field having |Ai| ≈ M . Sup-
pose H ⊆

∏10
i=1 Ai is such that |H| � M10 and that |f(H)| � M , |fi(H)| � M ,

for all i ∈ [4], |g(H)| � M and |h(H)| � M , where f(a) =
∏4

i=1 fi(a), with
fi(a) = a2i−1 − a2i, g(a) = {f(a) − a9}/a10 and h(a) = f(a)/a10. Then, for
all i ∈ [10], there exists A′

i ⊆ Ai, with |A′
i| ≈ M , such that

∣
∣
{
(A′

1 − A′
1)(A

′
3 − A′

3)(A
′
5 − A′

5)(A
′
7 − A′

7) − A′
9

}
/A′

10

∣
∣ � M. (8)

Furthermore,
∣
∣H ∩

∏10
i=1 A′

i

∣
∣ � M10.



672 D. Dellamonica

Finally, we use Lemma 4 to obtain the density result that will be used directly
in the analysis of the condenser construction (Theorem 4).

Lemma 5. Let H ⊆ A1 ×· · ·×A18, with |Ai| ≈ M and H � M18. Suppose that

|fi(H)|, |gj(H)|, |hk(H)|, |ql(H)| � M,

where

fi(a) = a2i−1 − a2i, for i ∈ [8],
g1 = f1f4f6f8, g2 = f2f3f6f8, g3 = f2f4f5f8, g4 = f2f4f6f7,

hk(a) = (gk(a) − a17)/a18, for k ∈ [4],
ql(a) = gl(a)/a18, for l ∈ [4].

Then there exists sets A′
2i−1 ⊆ A2i, for i ∈ [8], with |A′

2i−1| ≈ M , such that,
letting Yi = A′

2i−1 − A′
2i−1, we have

∣
∣
∣
∣
Y1/Y2 − Y3/Y4

Y5/Y6 − Y7/Y8

∣
∣
∣
∣ ≤

∣
∣
∣
∣
Y1Y4Y6Y8 − Y2Y3Y6Y8

Y2Y4Y5Y8 − Y2Y4Y6Y7

∣
∣
∣
∣ � M. (9)

Using Lemma 5 we obtain our condenser for low min-entropy rates.

Theorem 4. Let 0 < δ < 2/3 be fixed. There is n0 = n0(δ) and γ = Ω(δ), such
that for all n ≥ n0, and ε = ε(n) = Ω(2−γδn), we have an explicit polynomial
time algorithm

cond : (n) × [38] → (m),

with m ≥ n/18, such that for any δ-source X, there exists subsources Xi ⊆ X

with densities αi, having ‖X −
∑38

i=1 αiXi‖1 ≤ ε and H∞(cond(Xi, i)) ≥ (1 +
γ)δm.

Proof (outline). We shall interpret strings of the input as being edges in a hy-
pergraph with classes Ai = {0, 1}m, i = 1, . . . , 18. In particular, if x is an n-bit
string in the support of some flat source and πi is the projection onto the coor-
dinates [(i − 1)m + 1, im], we map x to the edge (π1(x), . . . , π18(x)).

The proof of the theorem follows by contradiction using ideas borrowed from
the condenser construction in [2]. We define the functions {cond(·, i)}38

i=1 to be

{π1, . . . , π18} ∪ {fi}8
i=1 ∪ {gj}4

j=1 ∪ {hk}4
k=1 ∪ {ql}4

l=1,

where the functions above are those of Lemma 5.
Suppose that the condenser fails for some X . Then, there exists a subsource

Z = X −
∑38

i=1 αiXi of density > ε such that | supp(cond(Z, i))| < 2(1+γ)δm for
all i. Moreover, we may assume that Z is flat. We may now conveniently represent
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the support of Z as a hypergraph over
∏18

i=1 πi(Z) and apply Lemma 5. This
yields sets satisfying equation (9) and hence, contradicting inequality (7).

5.1 Explicit Sum-Product Estimates for Finite Fields

One may use simple techniques as the ones described in the construction of
our condenser to prove explicit sum-product estimates over finite fields. There
has been many interesting improvements over the sum-product estimates of
Bourgain–Katz–Tao [8], for instance, see [20], [21], for estimates dealing with
small subsets of finite fields (where small means up to square root of the field
size). For larger sets, explicit estimates have appeared recently in [9], [10].
Here, we provide a simple and explicit estimate, Theorem 5, for subsets larger
than

√
|F|. Our result beats recent estimates only for sets of size close to

√
|F|,

but has the advantage of being much simpler and shorter.

Theorem 5. Let F be some finite field. Suppose that A ⊆ F is such that |F| = N
and M = |A| = 2Nα for some α ≥ 1/2. Then max

{
|A ·A|, |A+A|

}
= Ω

(
M1+c

)

where c = 1−α
12α .

Proof. Let

S =
{

x ∈ F : #
{
(a1, a2) ∈ A2 : a1 + a2 = x

}
≥ M2

100 |A + A|

}
.

Consider the graph G′ =
(
A,

{
{a1, a2} ∈

(
A
2

)
: a1 + a2 ∈ S

})
. Clearly, e(G′) ≥

0.98
(
M
2

)
. Roughly, the number of vertices having degree smaller than 0.8M is at

most 0.1M . Hence, removing those vertices, we obtain a graph G with minimum
degree at least 0.7M over a set A′ ⊆ A with |A′| ≥ 0.9M .

Given any element (a1−a2)a3 ∈ (A′−A′)·A, we can represent it in Ω
(
M5/|A+

A|2
)

ways as a sum of four elements in ±A ·A: (1) pick an arbitrary a ∈ ΓG(a1)∩
ΓG(a2); (2) pick one of the M4/(104 |A+ A|2) quadruples b1, b2, b3, b4 ∈ A satis-
fying a1+a = b1+b2 and a2+a = b3+b4; (3) let (a1−a2)a3 = b1a3+b2a3−b3a3−
b4a3 ∈ 2A · A − 2A · A. It follows that |(A′ − A′) · A| = O

(
|A · A|4|A + A|2M−5

)
.

By Lemma 1 we have Ã = A′−A′

A′−A′ = F. On the other hand, every (a1−a2)/(a3−
a4) ∈ Ã admits at least Ω(M) representations as xy−1 with x, y ∈ (A′ − A′) · A:
just take an arbitrary 0 �= a ∈ A and set x = (a1 − a2)a and y = (a3 − a4)a. It
follows that N = |Ã| = O

(
|A · A|8|A + A|4M−11

)
.

6 Upper Bound for the Performance of Condensers

We now state a general upper bound on the condensing factor of condensers. This
upper bound shows that the asymmetric condenser acond achieves essentially
optimal condensing factor.

Theorem 6. Let r ∈ N, δ = δ(n) ∈ (0, 1) and δi = δi(n) ∈ (0, 1) for i ∈ [r].
Let fi : {0, 1}n → {0, 1}ni, with i ∈ [r], be arbitrary functions. Set u =

∑
i δini
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and m =
∑

i ni. Suppose that we have m−u < (1−δ)n−r and δini ≥ c log n for
some absolute constant c > 0. Then, there exists a subset S ⊆ {0, 1}n with |S| ≥
2δn such that the flat δ-source X over S satisfies

∣
∣supp

(
fi(X)

)∣
∣ <

2
3
2δini (10)

for all i.
In particular, f = (f1, f2, . . . , fr) cannot be a condenser with error smaller

than 1/3.

Let us consider the following class of convex combination of sources.

Definition 7. Assume δ1, . . . , δr ∈ (0, 1) and n1, . . . , nr ∈ N are given. Let Z ⊆
{0, 1}n1+···+nr be a source such that, for some i, the ith block of Z has min-
entropy δini. We say that i is a good block of Z. A convex combination of
sources {Zi}r

i=1 such that i is a good block of Zi is called a good combination.

A corollary of equation (10) is that the output f(X) =
(
f1(X), . . . , fr(X)

)
is

not even 1
3 -close to a good combination. Indeed, for any Z = (Z1, . . . , Zr) such

that Zi is a δi-source, we have

P
[
Z ∈ supp

(
f(X)

)]
≤ P[Zi ∈ supp

(
fi(X)

)
]

≤
∣
∣supp

(
fi(X)

)∣
∣ 2−δini <

2
3
.

(11)

This implies that, in any good combination, the probability mass associated to
the set supp

(
f(X)

)
is less than 2/3. Hence, the statistical distance from f(X)

to any good combination is greater than 1/3.
In view of Theorem 6, we conclude that the condenser acond of Theorem 3

achieves asymptotically optimal condensing factor. Indeed, take r = 3 and δ1 =
δ2 = δ3 = αδ + 1 − α with α and γ as in Theorem 3. Since 1 − δi = α(1 − δ), it
follows that

3∑

i=1

(1 − δi)ni = α
2 + γ

1 + γ
(1 − δ)n,

which is slightly greater than (1−δ)n−3, a necessary condition, given the result
of Theorem 6.

Remark 2. The bound obtained in this section is essentially best possible for
general condensers. A probabilistic condenser that asymptotically attains this
upper bound can be shown to exist.

Acknowledgments. I would like to thank my Master’s adviser, Prof. Yoshi
Kohayakawa, for his support and for introducing me to the field of randomness
extraction.
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Abstract. Higher powers of the Odd Cycle Game has been the focus
of recent investigations [3,4]. In [4] it was shown that if we repeat the
game d times in parallel, the winning probability is upper bounded by

1 − Ω(
√

d
n

√
log d

), when d ≤ n2 log n. We

1. Determine the exact value of the square of the game;

2. Show that if Alice and Bob are allowed to communicate a few bits
they have a strategy with greatly increased winning probability;

3. Develop a new metric conjectured to give the precise value of the
game up-to second order precision in 1/n for constant d.

4. Show an 1 − Ω(d/n log n) upper bound for d ≤ n log n if one player
uses a “symmetric” strategy.

Keywords: parallel repetition, two prover games, CHSH.

1 Introduction

It is well known due to the famous parallel repetition theorem of Ran Raz, that
higher powers of any two-prover game have exponentially decreasing values:

Theorem 1 (Parallel Repetition Theorem [10]). For every fixed answer
size c and for every ε > 0 there is a δ > 0 such that if v(G) < 1 − ε then
v(Gd) < (1 − δ)d for every d ≥ 1. Moreover, for fixed c we have δ ∈ Ω(ε32).

A simplification by Hollenstein improves on the dependence between ε and δ:

Theorem 2 (Hollenstein [7]). In Theorem 1 δ ∈ Ω(ε3) for fixed c.

We will focus on the Odd Cycle Game, which is a special XOR game. XOR
games are two-prover games for which the answers, a of Alice and b of Bob are
binary, and to every question pair there is a rel ∈ {=, �=} such that the answers
are good iff a rel b. For the n-cycle game, Gn (n is odd), v(Gn) = 1 − 1/2n.
Since this value tends to 1, when n → ∞, the game is a candidate for a counter-
example to:

Conjecture 1 (Strong parallel repetition conjecture [4]). δ ∈ Ω(ε).

� Supported by NSF grant EMT-0523866.

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 676–686, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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The conjecture, among others, would imply that to prove the famous Unique
Game Conjecture it would be sufficient to prove the NP-hardness of the gap
problem MAXLIN2(1 − ε, 1 −

√
ε) [4]. Feige and Lovász [5], and later Cleve

et.al. proved that δ ∈ Ω(ε2) for XOR games [3]. Both proofs are based on the
duality theorem for semidefinite programming and a clever product theorem.

Uri Feige, Guy Kindler and Ryan O’Donnell have recently shown that v(Gd
n) =

1−Ω(
√

d
n
√

log d
) (for d ≤ n2 log n) by a novel geometric intuition [4], thus improving

on [5,3] for the odd cycle games for d < n2−c (c > 0). They also showed that
improving their bound requires improving lower bounds on the surface area of
high-dimensional foams. In other words if someone wants to improve on the
upper bound for the odd cycle games (in particular, if one wants to prove the
Strong parallel repetition conjecture), she also needs to improve on the best
lower bound to the following hard question: What is the least surface area of a
cell that tiles Rd by the lattice Zd? We need to note that the version of odd cycle
game they discussed is sightly (but not essentially) different from our version.
We list some further differences compared to [4]:

1. We have found tight bounds for the two rounds repetition of our version.
2. In [4] the connection between geometry and the odd cycle games is one-

directional, while in our case, for d = 2 it is two-directional.
3. In Section 3, we give a meaning to the ”2-cycle game,” which turns out to

be identical to the so-called CHSH game (Section 4). The connection might
provide a hint to the exact general formula for v(Gn)d, when d is small:
Strategies for small powers of the CHSH game can be searched with com-
puter. Conversely, for powers of the CHSH game the geometrical approach
presented in this paper and in [4] may turn out to be the right approach.

We develop a topological machinery for our version of the odd cycle game and
invent a new, interesting metric. Our approach, although does not represent an
essential departure from [4], may provide additional insight. In particular, we
believe, the connection between the topology and the game is more transparent
in our discussion. More importantly, due to our precise metric, we are potentially
able to obtain the exact constants for small powers of the game up to the second
order term in n.

In the second half of the paper we extend our investigation to the case when
the two players can communicate, and achieve winning probability 1 or close to
1 for linear number of repeats. We also show that if either Alice or Bob plays
a symmetric strategy, then the value of the strategy almost meets the strong
parallel repetition bound.

2 A Syntactic Aside

To avoid the nightmare of “onion-ized” expressions when dealing with iterated
moduli of the type ((expr (mod a)) (mod b)), we introduce the following conven-
tion: +̃ is the operator that adds two integers mod n and returns an integer in
{−	n−1

2 
, . . . , �n−1
2 �}; ⊕ is the mod 2 addition. It takes two integers and returns
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their sum mod 2. The result is an integer in {0, 1}. If the left hand side of an
equation is mod addition, the reader needs to reduce the the right hand side with
the same modulus. Sometimes we need to forcefully reduce both sides of an equa-
tion by the mod 2 operator. We extend all operators to vectors, coordinate-wise.
The =, ≥ and other relations hold to vectors if they hold for all coordinates.

3 The Odd Cycle Game and Its Powers

Let n be an odd number. The n-cycle game, Gn, starts with Alice and Bob
picking a pair of colorings of the n-cycle, SA, SB : [n] → {0, 1}, called strategies.
The verifier then selects 0 ≤ x < n and a type t ∈ {0, 1}, both randomly and
accepts iff SA(x) ⊕ SB(x+̃t) = t. The best strategy T = (SA, SB) is where
SA(x) = SB(x) = x mod 2. v(Gn) = v(T ) = 1 − 1/2n.

Remark 1. In [4] t ∈ {0, 1, −1} randomly, and the test is the same.

The verifier of the dth power of the n-cycle game selects a tuple x from [n]d

randomly and a type t from [2]d randomly. The strategies of Alice and Bob are:
SA, SB : [n]d → [2]d. The verifier then evaluates the following predicate:

SA(x) ⊕ SB(x+̃t) ?= t. (1)

By definition, the equality of the two sides means that the acceptance criterion
has to hold for all coordinates.

4 Even Cycle Games

The so-called CHSH game has received considerable attention in quantum physics
due to the Einstein, Podolsky, Rosen paradox. To single bit questions x and y the
single bit answers SA(x), SB(y) are accepted, iff

SA(x) ⊕ SB(y) = xy.

The value of this game is 0.75. The paradox arises in the quantum world, where
Alice and Bob can win the game with probability 0.85 by communicating through
a pair of entangled electrons. The communication is instant even when Alice and
Bob are light years apart, and the evidence that communication has happened
is the increased value of the game. This met Einstein’s disapproval. Let us gen-
eralize the acceptance criterion of the n-cycle game, (n is odd) as:

SA(x) ⊕ SB(x+̃t) ?= t ⊕ δ(x, t),

where δ : [n] ×{0, 1} → {0, 1} is any function with
∑

n,t δ(n, t) = 0 mod 2. The
transformation preserves all properties of the game, including its and its powers’
values. To extend the notion to even ns we just replace the condition on δ with

∑

n,t

δ(n, t) = n + 1 mod 2. (2)
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Regardless of the parity of n, the value of the n cycle game is 1 − 1
2n . Although

for simplicity we discuss only odd cycle games, all our arguments carry over to
even cycle games. The CHSH game arises from δ(x, t) = xt − x − t mod 2 (one
can check that (2) holds). The value of CHSH2 is 5/8 (this also follows from
our results). By exhaustively searching all strategies, Aaronson and Toner [3]
independently have found that v(CHSH3) = 31/64, while any strategy, where
the first two rounds are independent of the third have value at most 5/8 ∗ 3/4 =
30/64. This shows that something interesting is happening for the third power
too.

5 Local Consistency and Pearls

For fixed SA let Bob optimize over his strategies: v(SA) = maxSB v(SA, SB).
Bob now has to optimize only locally: For every y ∈ [n]d Bob needs to set
SB(y) such that the number of ts for which SA(y−̃t)⊕SB(y) = t is maximized.
Putting it differently, Bob needs to pick the plurality value of SA(y−̃t) ⊕ t on
the cube Qy = {y−̃t | t ∈ {0, 1}d}. We say that x, x′ ∈ Qy are consistent iff
there exists an answer B for Bob to y, which is consistent with both SA(x) and
SA(x′). This is the case if and only if: SA(x) − SA(x′) = x−̃x′ mod 2. Notice
that consistency is independent of y!!

Definition 1 (consistency of a region). A region R ⊆ [n]d is consistent
(w.r.t. SA) if for every x, x′ ∈ R it holds that SA(x) − SA(x′) = x−̃x′ mod 2.

Whether or not two points of [n]d are consistent, from the point of view of
computing v(SA) is interesting only locally. Define Ry as the maximal consistent
sub-region of Qy (if there are more than one, break the tie arbitrarily). Then:

v(SA) =
1
nd

∑

y∈[n]d

|Ry|
2d

. (3)

What prevents Ry = Qy for all y ∈ [n]d? We give a completely topological
explanation. We call a sequence x0, . . . , xk ∈ [n]d cycle if xk = x0.

Definition 2. Let n be odd. A cycle C = x0, . . . , xk ∈ [n]d; xk = x0 is

topologically non-trivial iff
k−1∑

i=0

xi+1−̃xi �= 0.

topologically odd iff
k−1∑

i=0

xi+1−̃xi �= 0 mod 2

Definition 3 (Pearl, Consistent Pearl). A pearl ℘ is a collection {Ry|y ∈
[n]d} such that Ry ⊆ Qy for all y ∈ [n]d. A pearl ℘ is consistent (with respect
to SA) if all regions Ry are consistent (with respect to SA).
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The value of the n-cycle game is the maximum of 1
nd2d

∑
y∈[n]d |Ry|, where

{Ry}y is some consistent pearl for some SA. To translate the maximization
problem to a purely combinatorial problem we characterize these pearls.

Definition 4. A cycle x0, . . . , xk ∈ [n]d; x0 = xk is contained in ℘ = {Ry}y,
if there are R0, . . . , Rk−1 ∈ ℘ such that xi, xi+1 ∈ Ri for 0 ≤ i ≤ k − 1.

Lemma 1. For fixed SA let C = x0, . . . , xk (xk = x0) be such that xi and xi+1

are consistent w.r.t. SA for 0 ≤ i ≤ k − 1. Then C is a topologically even cycle.

Lemma 2 (Main Lemma). ℘ = {Ry}y is a consistent pearl with respect to
some SA, or shortly a consistent pearl, if and only if it does not contain a
topologically odd cycle.

6 The Topological Approach

Let Td = (0, 1]n ⊆ Rn be the d dimensional unit torus and n × Td = (0, n]n.
Consider a cycle C = x0, . . . , xk (xk = x0) in [n]d (n is odd) . We can naturally
embed [n]d into n × Td. If we connect each xi with xi+1 via the geodesics Γi in
n × Td, we get a closed curve, Γ = Γ (C) = ∪iΓi. We can then study the group
element g(Γ ) of the homotopy group π1(Td), associated with Γ . It is well known
that π1(Td) = Zd, where the ith coordinate of g ∈ π1(Td) tells how many times
a curve wraps around the cycle in the ith coordinate direction. The following
lemma, which justifies the terms “topologically trivial” and “odd,” is easy to
prove:

Lemma 3. Let C be a cycle in [n]d (n is odd). Then C is topologically trivial
(even) if and only if g(Γ (C)) = 0 (g(Γ (C)) ∈ (2Z)d).

Corollary 1. A pearl ℘ is consistent if and only if whenever C is a cycle of ℘,
g(Γ (C)) ∈ (2Z)d.

7 Blockers

Blockers are subsets of Td that intersect with all cycles that are not in the
homotopy class of 0. Blockers are called foams in [4]. Odd blockers are subsets of
Td that intersect with all cycles whose homotopy class is not in (2Z)d. We can
construct blockers and odd blockers from d − 1 skeletons of cell complexes. For
an intuition the reader can skip to Section 9, that discusses the case of d = 2.
℘n(B) (Odd blockers → consistent pearls): Let B be an odd blocker of Td such
that (n×B)∩ [n]d = ∅. For any y ∈ n×Td we define the solid cube Q∗

y = y−̂Q∗,
where Q∗ is [0, 1)n and −̂ is the wrap-around subtraction inside n × Td. We
then define an equivalence relation between the elements of Qy: x, x′ ∈ Qy are
equivalent if they can be connected inside Q∗

y without intersecting n × B. Let
Ry(B) be a maximum size equivalence class (we break ties in some arbitrary
systematic manner). We define the pearl ℘n(B) = {Ry(B)}y.
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Fig. 1. (a) Even, but non-trivial cycle (b) Part of a pearl created by blocker B

Lemma 4. Let n ≥ 3, odd, B be an odd blocker in Td, Then pearl ℘n(B) is
consistent.

Proof. Let C = x0, . . . , xk (xk = x0) be a cycle in ℘n(B). We need to prove
that C is not topologically odd. Since C is in ℘n(B), there exist yi ∈ [n]d such
that xi, xi+1 ∈ Qyi

(Definition 4). By the definition of ℘n(B) we can construct
a curve Γ ′

i that connects xi and xi+1, runs inside Q∗
yi

, and which is not blocked
by B. Since Γ ′ = ∪iΓ

′
i is not blocked by B, we have that g(Γ ′) ∈ (2Z)d. For

Corollary 1, however, we need g(Γ (C)) ∈ (2Z)d.

Definition 5. For curves Γ and Γ ′ define |Γ, Γ ′|∞ as infφ |x, φ(x)|∞, where φ
is a one-one continuous map between Γ and Γ ′.

Since |Γ ′, Γ (C)|∞ ≤ 1, we can apply the following lemma:

Lemma 5. if Γ, Γ ′ are curves in n × Td and |Γ, Γ ′|∞ < n
2 , then g(Γ ) = g(Γ ′).

8 A New Metric

Let S be a piece of a smooth d − 1 dimensional surface (or a union of these) in
Td such that (n×S)∩ [n]d = ∅ for every n ≥ 1. Create the pearl ℘n(S) = {Ry}y

in the same way as in Section 7 when S was an odd blocker. Although now
℘n(S) is not (necessarily) consistent, we can still associate the value vn(S) =

1
2dnd

∑
y∈[n]d |Ry| to it. It turns out that the measure

lim
n→∞n(1 − vn(S)) = λ(S)

exists, and it is additive in the sense that if S is a disjoint union of pieces
S1, . . . , Sm then λ(S) =

∑m
i=1 λ(Si). What is this measure? If S is a piece of a

d − 1 dimensional hyper-plane with normal vector S = (s1, . . . , sd) (where si is
the projection size of S on the ith coordinate plane), then

λ(S) =
1
2
E

(

|
d∑

i=1

siχi|
)

, (4)

where χi are independent {1, −1}-valued uniform random variables.
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Definition 6 (Diamond norm). For vector A = (a1, . . . , an) define its dia-
mond norm as |A|♦ = E(|

∑d
i=1 aiχi|), where χi are independent {1, −1}-valued

uniform random variables.

Lemma 6. |A|♦ = |A|∞, when d = 2, and |A|♦ ≥ |A|∞ otherwise. |A|2√
2

≤
|A|♦ ≤ |A|2.

Only the |A|2√
2

≤ |A|♦ relation is hard to show, which comes from the Khintchine
inequality. Notice that the diamond norm is the same as the L2 norm within a
constant factor, which explains [4]. The additivity of λ and (4) gives:

Theorem 3. Let odd blocker B be the d − 1-skeleton, of a smooth cell complex.
Assume that (∀n > 0) (n × B) ∩ [n]d = ∅. Then for every ε > 0 there exists an
nε such that the strategy associated with ℘n(B) (n ≥ nε) has value at least

1 − 1 + ε

2n

∫∫

B

|dB|♦.

It is unclear to us if there is any strategy with greater value than the one
that arises from the best odd blocker or even from the best blocker. In [4]
it is conjectured that blockers give the best strategies. They also show that
v(Gd

n) = 1 − Ω(
√

d
n
√

log d
) for d ≤ n2 log n.

9 The Case of d = 2

Two dimensional cell complexes on the torus are simply graphs drawn on the
torus. A graph drawn on the torus is torical (i.e. “takes the full use of the torus”)
if its edges block all non-trivial cycles.

Theorem 4. Every topologically non-trivial simple cycle in the two dimensional
torus is also topologically odd.

Corollary 2. A graph on T2 is torical iff its edges block all the odd cycles.

If a torical graph creates more than one facets we can delete at least one of its
edges and remain torical. For a torical graph the Euler’s theorem gives:

−f + e − v = 0,

3F1 F2 F

a

b

a

P
P

R

a
b

c

c

b

b

(a) (b)

Fig. 2. (a) shows the three combinatorially possible graphs (b) shows the two of the
three that are torical
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where f is the number of faces, e is the number of edges and v is the number
of vertices. We can assume that all vertices have degree at least 3. This gives
e ≥ 3

2v. Thus if f = 1, the possible parameter combinations are v = 1, e = 2 and
v = 2, e = 3. This gives us three graphs, F1, F2, and F3 (see Figure 2). Only F1

and F3 have torical representations. Furthermore, F1 can be viewed as a special
case of F3, where one of the edges is shrunk to a point.

Lemma 7. The minimum total edge-length of any torical representation of F3

on the unit torus is at least 1.5. Above all lengths are measured in the L∞ norm
(hence in the Diamond norm).

Proof. As in Figure 2 b we denote the two nodes of F3 by P and R. Let the
length of the shorter horizontal projection of PR be x ≤ 0.5 and the length of the
shorter vertical projection be y ≤ 0.5. Without loss of generality we can assume
that the L∞ length of one of the three edges is at most 0.5. This edge has lengths
at least max{x, y} and then the other two have length at least max{x, 1 − y}
and max{1 − x, y}, respectively. Assume x ≥ y. For the total L∞ length of the
graph we now get x + (1 − x) + (1 − y) ≥ 1.5.

1/2

1

total length = 3/2

0

1

1 1

1 1

1

1 1

1 1

1 1

1

1 1

1

1

2

2

0

0 0

0 0

0 0 0 0

0 0 0 0 0

0

0

0

000

0 0

0

00

00

00

(a) (b)

Fig. 3. (a) An optimal blocker in the two-dimensional unit torus with respect to the
L∞ norm. (b) An optimal strategy for n = 7 arising from the blocker on the left. The
torus is scaled up by a factor of n. Losses are shown in each square.

Figure 3 a shows that 1.5, is achievable and Figure 3 b shows how this gives rise
to a strategy S2 with value exactly 1 − 3

4n . The number in each square denotes
the “loss” 4 − |Ry|. One can easily see that the total loss is precisely 3n.

Theorem 5. v(S2) = 1 − 3
4n .

We also give a matching upper bound relying on Lemma 7.

Theorem 6. v(G2
n) = 1 − 3

4n .

Proof. We need to prove the upper bound. Consider a strategy SA of Alice and
associate a torical graph, G, with it. We define “portions” of G in each square
Q∗

y, using the consistency classes created by SA. Instead of a detailed explanation
we refer the reader to Figure 4. In each Q∗

x the total L∞ length of the portion
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of G is 1
2 (4 − |Rx|) thus

∑
e∈E(G) |e|∞ = 2n2(1 − v(SA)) by (3) (|e|∞ is the L∞

length of e).
Consider an arbitrary simple (i.e. not self-intersecting) cycle Γ ′ in T2 that

does not intersect G. We show that g(Γ ′) = 0. Pick an orientation for Γ ′,
and a staring point P in it. We define a cycle C = x0, . . . , xk (xk = x0) by
the following algorithm. We start with the empty sequence, and walk along Γ ′

from P . Whenever we leave the current Q∗
y, we look for the grid point that is

closest (in L∞ norm) to the point we exit Q∗
y, and we add this grid point to the

sequence. We continue until we get back to P , and pass a little further until we
add xk, which is x0. The main observation is that xi and xi+1 are consistent
for 0 ≤ i ≤ k − 1. This comes from reviewing Figure 4 (a). By Lemma 1 this
implies that C is topologically even. Now |Γ ′, Γ (C)| < 1 together with Lemmas
3, 5 and Corollary 2 imply that G is torical, which in turn, by Lemma 7 gives
that

∑
e∈E(G) |e|∞ ≥ 1.5n. Hence 1.5n ≤ 2n2(1 − v(SA)), as needed.
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Fig. 4. (a) Turning a strategy into lines (b) Part of the emerging graph

10 Gap Commitment Problem

The starting point of this research was the following question of Gavinsky: Is it
true that v(Gd

n) = 1−Ω(1) for d = n? When d ≈ n, non-topological type strate-
gies could be promising. In the rest of the article we discuss such a “different”
type of strategy.

Let us think of the question vectors x and y to Alice and Bob as d-element
multi-sets of Zn. Let x = {xi}d

i=1, y = {yi}d
i=1 be their supporting sets. When

d = n, there are typically points and short intervals missing from x (and from
y). We call such a interval gap. Since the provers receive different questions, they
see different gaps in their multi-set, but since their questions correlate, so will
the gaps. We say that α ∈ Zn is in a gap of size l for a verifier’s question x to
Alice, if the interval {α, α ± 1, . . . , α ± l} is disjoint from x.

The main idea is that if Alice and Bob can agree with probability 1 − ε over
the verifier’s question pair (x, y) in some α ∈ Zn such that α is in some gap
with respect to both x and y, then they can win the game with probability
1 − ε. Indeed, to every xi Alice can answer with xi−̂α mod 2 (Bob with yi−̂α
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mod 2), where −̂ returns the mod n value of the difference in the non-negative
representation. A refinement of this idea is that it is sufficient if Alice and Bob
find gaps with respect to their inputs with non-empty intersection. Such agree-
ment actually seems easy at first: both players just pick their largest gap. The
catch is that their largest gaps will be totally different with constant probability.
In the above algorithm Alice (Bob too) plays a symmetric strategy: Her answers
depend only on the mlti-set of x. For symmetric strategies we have found a
bottleneck:

Theorem 7. Assume that Alice plays a symmetric strategy and d = Ω(n log n).
Then regardless of Bob’s strategy the winning probability is at most 1 − Ω(1).

The above strategy works, however, if we allow a small amount of communica-
tion. Gap Commitment Problem (GCP): The input to both Alice and Bob
are multi-sets from Zn of size d. How many bits of communication is required
to find an x, which is in a gap for both Alice and Bob? We denote this problem
by GCP d

n . It seems that GCP is an interesting problem on its own right.
Let D denote the deterministic one-round communication complexity and

let Dε denote the one round (Distributional) communication complexity (by a
deterministic protocol) which is allowed to fail on ε fraction of all inputs (see
[8]), where the distribution of (x, y) is the same as in the odd cycle game.

Theorem 8. Let d < n/10, t ≥ 1. Then:

D(GPCd
n) ∈ O(log n),

D 1
t
(GPCd

n) ∈ O(log log t).

Proof. In the first case, Alice can send the location of a point in a gap with size
at least 2 to Bob. Since d < n/10, such a point exists. This point is in a gap
with size at least 1 for Bob.

In the second case Alice looks at {1, . . . , �5 log t�} and selects a gap in this
set with size of at least 2 with center g, if exists. She just needs O(log log t) bits
(one-round) communication to report the location of g to Bob.

Remark 2. Although the above strategies are simple, they demonstrate that no
strong direct sum theorems hold for the communication version of the odd cycle
game: D(Gn) = 2 � 10

n D(Gn/10
n ) ∈ O( log n

n ). Different amortized measures were
studied by I. Parnafes, R. Raz, and A. Wigderson [9], and also, by T. Feder, E.
Kushilevitz, M. Naor, and N. Nisan [6] and by Ambainis et. al. [1].
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Abstract. In this paper we present an external memory data struc-
ture for point location queries in a set of d-dimensional rectangles. Our
data structure uses O(N/B) blocks of space and supports point location
queries in O(logd−1

B N) I/Os, where N is the number of rectangles and
B is the block size.

We also present a O((N/B) logB N) space data structure that supports
point location queries in a two-dimensional rectangular subdivision of a
U×U grid in O(log2 logB U+(log2 logB N)2) I/Os and a O((N/B) log2

B N)
space data structure that supports point location queries in a three-
dimensional rectangular subdivision in O(logB N) I/Os. As an applica-
tion of our result, we describe a data structure for three-dimensional or-
thogonal range reporting queries on a grid of size U with O(log2 logB U +
(log2 logB N)2 + T/B) I/O operations per query, where T is the number
of points in the answer.

1 Introduction

In the point location problem a set of disjoint geometric objects is stored in a
data structure, so that for an arbitrary point p an object that contains p can
be found efficiently. In this paper we consider the special case when the objects
stored in the data structure are rectangles and describe efficient external memory
data structures for several variants of this problem.

A survey of results for the general point location problem in the RAM model
is well beyond the scope of this paper. Instead we refer the reader to [21] and
confine ourselves to point location queries for rectangles. The internal memory
data structure of Edelsbrunner, Haring and Hilbert [12] supports point location
queries in the set of N disjoint d-dimensional rectangles for d ≥ 2 in O(logd

2 N)
time. Smid [20] improved this result and presented a dynamic data structure
that supports queries in O(logd−1

2 N log2 log2 N) time and updates in O(log2
2 N)

time. A rectangular subdivision of a d-dimensional space X is a set of disjoint
rectangles R1, . . . , RN whose union covers X . An internal memory data struc-
ture for point location queries in a rectangular subdivision of two- and three-
dimensional grid is described by de Berg, van Kreveld, and Snoeyink [9]. If all
coordinates are integers bounded by a parameter U , the data structure of [9] sup-
ports queries in a two- and three-dimensional subdivision in O((log2 log2 U)2)
and O((log2 log2 U)3) time respectively. Observe that the problems of searching

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 687–698, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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in an arbitrary set of d-dimensional rectangles and searching in a rectangular
subdivision of the d-dimensional space are not equivalent for d ≥ 3: for instance,
a set of N 3-dimensional rectangles can partition the 3-dimensional space into
Θ(N3/2) rectangles.

In the external memory model the data is stored in disk blocks of size B, a block
can be read into internal memory from disk (resp. written from internal memory
into disk) with one I/O operation, and computation can only be performed
on data stored in the internal memory. The space usage is measured in the
number of blocks, and the time of computation is measured in the number of
I/O operations. A more detailed description of the external memory model can
be found in e.g. [24] or [3].

The data structure of Goodrich et.al [16] supports two-dimensional point lo-
cation queries in O(logB N) I/Os. There are also dynamic data structures for
two-dimensional point location in a monotonous [1] and general [7] subdivision.
Data structures for processing a batch of point location queries are described in
e.g. [5], [6], [11]. There are no external memory data structures for general d-
dimensional point location queries when d ≥ 3. The stabbing-max data structure
of Agarwal, Arge, and Yi [2] can be used to answer point location queries in a set
of d-dimensional rectangles in O(logd

B N) I/Os and O((N/B) logd−1
B N) space. In

the case when the only allowed operation is element comparison, Ω(logB N) is a
natural lower bound for many data structure problems including point location.
However, when other operations besides comparisons are allowed and all ele-
ments are bounded by an appropriate parameter U , there are external memory
data structures for predecessor searching [19] and orthogonal range reporting in
two dimensions [18] that support queries in o(logB N) I/O operations.

In this paper we present external memory data structures for point loca-
tion in a set of rectangles. We present a O(N/B) space data structure that
supports point location queries in a set of d-dimensional rectangles, d ≥ 2,
in O(logd−1

B N) I/O operations. For the case of a two-dimensional rectangu-
lar subdivision of the grid of size U we present a data structure that uses
O((N/B) logB N) space and supports queries in O(log2 logB U +(log2 logB N)2)
I/O operations. An application of this result is a data structure that supports
three-dimensional orthogonal range reporting queries on a U × U × U grid in
O(log2 logB U + (log2 logB N)2 + T/B) I/Os and uses O((N/B) log4

2 N) blocks
of space. Thus we demonstrate that two-dimensional point location queries
and three-dimensional range reporting queries can be supported with o(logB N)
I/O operations when the size of the universe is bounded by an appropriate
parameter U . We also obtain a O((N/B) log2

B N) space data structure for a
three-dimensional rectangular subdivision that supports point location queries
in O(logB N) I/Os.

In section 2 we describe data structures that support rectangular point loca-
tion queries in a special case when all point coordinates but the first one are
from the interval [1, B1/d]. In section 3 we describe a data structure for point
location in a set of rectangles. Data structures for point location in two- and
three-dimensional rectangular subdivisions are given in section 4.
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2 Point Location on the (1, d) Grid

In this section we consider a special case of the point location problem in a
set of d-dimensional rectangles. A d-dimensional (r, d) grid is defined as a set
of d-dimensional points P , if the last d − r coordinates of all points belong to
the interval [1, B1/d]. If the first r coordinates of points on an (r, d) grid are
bounded by a parameter U , we denote it a (U, r, d) grid. In this section we
consider two data structures for the case r = 1. In the next section we will
extend our construction to an arbitrary integer constant r and thus obtain a
data structure for the point location in a set of r-dimensional rectangles.

Lemma 1. There exists a O(N/B) space data structure that answers point loca-
tion queries for a set of N d-dimensional rectangles on a (1, d) grid in O(logB N)
I/Os.

Proof. For convenience, we denote the first coordinate the x-coordinate through-
out this paper. For a rectangle R = [a1, b1] × [a2, b2] × . . . × [ad, bd], a1 and b1

are called respectively the opening x-bound and the closing x-bound of R. We
construct a B-tree T1 with node degree ρ = B1/d on the set of x-bounds of
rectangles in R. In each leaf of T1, B different x-bounds are stored. We say that
rectangle R contains a (d−1)-dimensional point p′, if the projection of R on the
last d − 1 coordinates contains p′. Consider an arbitrary node v of T1. For every
point p′ in the (d − 1)-dimensional rectangle [1, B1/d]d−1, li(p′) (si(p′)) denotes
the largest (smallest) x-bound stored in a descendant of the i-th child of v, such
that li(p′) (si(p′)) is the x-bound of a rectangle R that contains p′. All li(p′) and
si(p′) for all possible p′ ∈ [1, B1/d]d−1 are stored in the node v. For convenience,
we assume that s0(p′) = l0(p′) = −∞ and sρ+1(p′) = lρ+1(p′) = +∞ for all
possible p′.

The search for the rectangle R that contains the query point p starts at the
root r of T1 and visits all nodes v on the path from r to a leaf of T1. Let π(p) be
the projection of p on the last d−1 coordinates, and let xp be the first coordinate
of p. Let i denote the largest index, such that si(π(p)) ≤ xp and j denote the
smallest index, such that lj(π(p)) ≥ xp. If i = j and 0 < i < ρ+1, then x-bounds
of the rectangle that contains p can be stored only in descendants of the i-th
child of v. If i = j = 0 (i = j = ρ+1), then the x-bounds of all rectangles stored
in the descendants of v are smaller (greater) than xp. It remains to consider the
case i < j. In this case sj(π(p)) > xp and li(π(p)) < xp. If li(π(p)) is the opening
x-bound of some rectangle R, then the closing x-bound of R is greater than xp:
Suppose that c′p, the closing x-bound of R is smaller than or equal to xp. Then,
c′p is stored in the k-th child of v for some k > i, and sk(π(p)) ≤ xp. This
contradicts to our choice of index i. Hence, if li(π(p)) is the opening x-bound
of some rectangle R, then R contains p. If li(π(p)) is the closing x-bound, then
si+1(π(p)) > xp and no rectangle R contains p.

Therefore the search procedure works as follows: In every visited internal node
v we identify the largest index i such that si(π(p)) ≤ xp and the smallest index
j, such that lj(π(p)) ≥ xp. If i = j = 0 or i = j = ρ+1, then there is no rectangle
R that contains p. If i = j and 0 < i < ρ + 1, then the search continues in the
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i-th child of v. If i < j and li(π(p)) is the opening x-bound of some rectangle R,
then p belongs to the rectangle R. If i < j and li(π(p)) is the closing x-bound,
then there is no rectangle that contains p. If the search reaches a leaf l of T1,
then all rectangles stored in l can be examined in O(1) I/Os. Since the search
procedure spends O(1) I/Os in every visited node, the query is answered with
O(logB N) I/Os.

If the x-bounds of all rectangles belong to interval [1, N ], the result of Lemma 1
can be further improved.

Lemma 2. There exists a O(N/B) space data structure that answers point lo-
cation queries for a set of N d-dimensional rectangles on (N, 1, d) grid in O(1)
I/Os.

Proof. We say that a rectangle R is long if the length of its projection on the x-
axis is greater than B, otherwise R is short. For every p′ ∈ [1, B1/d]d−1 x-bounds
of all long rectangles that contain p′ are stored in a data structure D(p′). D(p′) is
organized as an array with N/B elements: for every interval Is = [(s− 1)B, sB],
s = 1, . . . , N/B, the entry D(p′)[s] contains pointers to long rectangles R, such
that the projection of R on the x-axis intersects with Is. An interval Is of length
B can intersect with projections of at most two long rectangles. Hence, the total
number of rectangles in each D(p′) is O(N/B), and all data structures D(p′)
can be stored in O(N/B) blocks of space. For every interval Is, s = 1, . . . , N/B,
all short rectangles R whose x-projections intersect with Is are stored in a data
structure Ds. Since the x-bound of a short rectangle can intersect with at most
two intervals, the total number of elements in all data structures Ds is O(N).
We implement Ds using Lemma 1; hence, all data structures Ds can be packed
into O(N/B) blocks of space. Observe that the maximum number of rectangles
that can be stored in a data structure Ds is O(B2): if R is stored in Ds, then
at least one point of R belongs to a rectangle Is × [1, B1/d]d−1 that consists of
O(B2) points.

If the query point p belongs to a long rectangle R, then the x-bounds of R are
stored in D(π(p)). Let s = �px/B� where px is the x-coordinate of p. The entry
D(π(p))[s] contains pointers to at most two rectangles. We can check whether one
of those rectangles contains p in constant time. If p belongs to a short rectangle
R′, then R′ is stored in Ds. According to the result of Lemma 1, we can check
whether p belongs to a rectangle stored in Ds in O(logB B2) = O(1) I/Os.

3 Point Location in a Set of Rectangles

In this section we describe data structures for point location in a set of r-
dimensional rectangles:

Theorem 1. There exists a O(N/B) space data structure that answers point
location queries for a set of N d-dimensional rectangles on an (r, d) grid, r ≥ 2,
in O(logr

B N) I/Os.
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Clearly, if d = r we obtain the data structure for point location in a set of
r-dimensional rectangles.

Proof. Using the method of [9], a query on an (r, d) grid can be transformed
into a query on (N, r, d) grid. For an element x and a set S, the predecessor
of x in S is defined as pred(x, S) = max{y ∈ S|y ≤ x}. The rank of x in S is
defined as rank(x, S) = |{y|y ≤ x}|. If a ∈ S and b ∈ S, then a ≤ x ≤ b ⇔
rank(a, S) ≤ rank(x, S) ≤ rank(b, S). Let Pi be the set that contains the upper
and lower bounds of projections of all rectangles in R on the i-th coordinate.
The reduction of a query on an (r, d) grid to a query on an (N, r, d) grid works
as follows. Every rectangle R = [a1, b1] × . . . × [ar, br] × . . . × [ad, bd] is replaced
by R′ = [a′

1, b
′
1] × . . . × [a′

r, b
′
r] × . . . × [ad, bd], where a′

i = rank(ai, Pi) and
b′i = rank(bi, Pi) for i = 1, . . . , r. A point p = (p1, p2, . . . pr, pr+1 . . . , pd) belongs
to a rectangle R if and only if p′ = (rank(p1, P1), . . . , rank(pr, Pr), pr+1 . . . , pd)
belongs to the corresponding rectangle R′. The point p′ can be computed from
p in O(r logB N) I/Os using the standard B-trees. Below we assume that the
values of the first r coordinates of all points belong to the interval [1, N ] and
construct the data structure for point location queries on (N, r, d) grid.

Our data structure uses the approach similar to the k-dimensional skewer
trees of [12] modified for the external memory. The data structure for r = 1
was described in Lemma 2. If there exists a data structure that supports point
location queries on the (N, r − 1, d) grid in O(logr−1

B N) I/Os, then the data
structure for the (N, r, d) grid can be constructed as follows. We construct a trie
Tx on the set of possible x-coordinates. All nodes of Tx have degree B1/d.We
associate B consecutive values from the interval [0, N − 1] with each leaf of Tx.
The range of an internal node v is an interval rng(v) = [vmin, vmax], where vmin

and vmax are minimal and maximal values associated with leaf descendants of
v. The x-interval of a rectangle R is the projection of R on the x-coordinate.
A node v covers rectangle R with x-interval [a, b], if [a, b] ⊂ rng(v), but for
any child vi of v, [a, b] 
⊂ rng(vi), where [a, b] is the x-interval of R. We denote
by π(R) (π(p)) the projection of the rectangle R (point p) on the last d − 1
coordinates (i.e., all coordinates except of the x-coordinate).

In every internal node v of Tx, there is a data structure Dv: for each rectangle
R covered by v, such that the ranges of children vi, vi+1 . . . , vj of v belong to
the x-interval of R, but rng(vi−1) 
⊂ [a, b] and rng(vj+1) 
⊂ [a, b], Dv contains
the rectangle R′ = [i, j] × π(R), i.e, the x-interval of R is replaced by [i, j]
in R′. A query to a data structure Dv can be transformed into a query on the
(N, r−1, d) grid by changing the order of coordinates. Hence, Dv supports point
location queries in O(logr−1

B N) I/Os.
The search for the rectangle that contains the query points p visits all nodes

on the path Πx from the root of Tx to the leaf that contains the x-coordinate px

of p. Suppose that a node v ∈ Πx is visited and the child vi of v also belongs to
Πx. We use data structure Dv to answer three queries (i, π(p)), (i−1, π(p)), and
(i + 1, π(p)). Each of those queries can be answered in O(logr−1

B N) I/Os. For
every rectangle R′ that contains (i, π(p)), (i − 1, π(p)), or (i + 1, π(p)), we check



692 Y. Nekrich

whether the corresponding rectangle R contains p. If some rectangle R contains
p, the search is completed, otherwise the search continues in the child vi of v. If
the search achieves a leaf l of Tx, all B rectangles stored in l can be examined in
O(1) I/Os. The total number of queries on the (r − 1, d) grid answered during
the search is O(logB N); hence, a query is answered in O(logr

B N) I/Os. Suppose
that a rectangle R stored in a node v contains the point p and the child vi of v
belongs to Πx. Then, the x-interval of R contains rng(vj) for at least one child
vj of v. Since R contains p, the x-interval of R contains either rng(vi−1), or
rng(vi), or rng(vi+1). Hence, one of the three queries asked at the node v would
return the rectangle R′ that corresponds to R. This proves the correctness of
the search procedure.

By a combination of the approach of Theorem 1 with the fractional cascading
technique [10], we can obtain a two-dimensional data structure with O(logB N)
query time.

Lemma 3. There exists a O(N/B) space data structure that answers point lo-
cation queries for a set of N rectangles on a (2, d) grid in O(logB N) I/O oper-
ations.

Proof. The tree Tx and data structures Dv in the nodes of Tx are defined in the
same way as in the proof of Theorem 1. Each Dv supports queries on (N, 1, d)
grid. The search algorithm is also the same as in Theorem 1: To find the rectangle
R that contains the query point p, we visit all nodes on the path Πx from the
root of Tx to the leaf that contains the x-coordinate px of p. In each visited node
v queries (i, π(p)), (i−1, π(p)), and (i+1, π(p)), where i is the index of the child
of v that belongs to Πx, are answered by the data structure Dv. Using a variant
of the fractional cascading technique, we can support queries in a data structure
Dv for all v ∈ Πx except of the root in O(1) I/Os.

Suppose that data structure Dv contains L rectangles. Let Yv denote the set
of y-bounds of all rectangles stored in Dv. For a rectangle R stored in Dv, we
denote by R′ the rectangle obtained from R by replacing the y-bounds of R with
their ranks in Yv. Data structure D′

v contains all such rectangles R′. That is,
in a data structure D′

v the y-bounds of rectangles are replaced by their ranks
in Yv. All rectangles in D′

v belong to the (L, 1, d) grid. Hence, by Lemma 2 D′
v

uses O(L/B) blocks and supports point location queries in O(1) I/Os. The point
p(v) is obtained from p by replacing the y-coordinate py of p with rank(py, Yv).
A point p belongs to a rectangle R stored in Dv if and only if p(v) belongs to
the corresponding rectangle R′ stored in D′

v. Therefore, if rank(py, Yv) is known,
then the point location query for Dv can be answered in constant time. For every
element y ∈ Yv we store rank(y, Yv). Since rank(e, Yv) = rank(pred(e, Yv), Yv),
it suffices to find predecessors pred(py , Yv) for all nodes v ∈ Πx. Using the
fractional cascading technique [10] [6], predecessors of the same py in all sets Yv

can be found in O(logB N) I/Os. This completes the proof of the Lemma.

Theorem 2. There exists a O(N/B) space data structure that answers point
location queries for a set of N d-dimensional rectangles on an (r, d) grid, r ≥ 2,
in O(logr−1

B N) I/Os.



I/O-Efficient Point Location in a Set of Rectangles 693

Proof. As shown in the proof of Theorem 1, given a data structure that an-
swers point location queries on (N, r, d) grid in q(N) I/Os, we can construct
a data structure that answers point location queries on (N, r + 1, d) grid in
O(q(N) logB N) I/Os. Applying this construction r − 2 times to the result of
Lemma 3, we obtain a O(N/B) space data structure that supports queries in
O(logr−1

B N) I/Os.

4 Point Location in Two- and Three-dimensional
Rectangular Subdivisions

In this section we present a data structure for point location in two-dimensional
and three-dimensional rectangular subdivisions. We will need the following Pro-
position [19]:

Proposition 1. Given a set S ⊂ [1, U ], there exists a O(N/B) space data struc-
ture for S that supports predecessor and successor queries in O(log2 logB U)
I/Os.

The proof of Proposition 1 can be found in [19].

Theorem 3. There exists a O((N/B) logB N) space data structure that supports
point location queries in a two-dimensional rectangular sub-division of a U × U
grid in O(log2 logB U + (log2 logB N)2) I/Os.

Proof. As follows from the description in section 3 and Proposition 1, a query
on a U × U grid can be turned into a query on an N × N grid, so that the
number of I/O operations increases by an additive factor O(log2 logB U). Hence,
it suffices to show that point location queries on N × N grid can be answered
in O((log2 logB N)2) time. Our data structure adapts the ideas of [9] for the
external memory model. We will also use the data structure for point location
on the (N, 1, d) grid from section 2.

We construct a trie Tx on the set of possible x-coordinates. All internal nodes
of Tx have degree Bc for some constant c < 1/3. We associate B consecutive
values from the interval [0, N − 1] with each leaf of Tx. We say that a rectangle
R with x-interval [a, b] x-cuts the node v, such that rng(v) = [x1, x2], if [a, b]
contains either x1 or x2 but [x1, x2] 
⊂ [a, b]. Rectangle R x-cuts v from the left
(from the right), if [a, b] contains x1 but [x1, x2] 
⊂ [a, b] ([a, b] contains x2 but
[x1, x2] 
⊂ [a, b]).

A d-parent of a node v is a node w, such that w is an ancestor of v, and
the path from v to w consists of d edges. In every node v of Tx there are data
structures X l

v and Xr
v that contain information about all rectangles R that x-

cut the node v from the left and from the right respectively. The projections
of all rectangles R stored in X l

v (Xr
v ) on the y-axis induce a one-dimensional

subdivision Π l
v (Πr

v ) of size O(M), where M is the number of rectangles that
x-cut v from the left (from the right). X l

v (Xr
v ) supports one-dimensional point

location queries for Π l
v (Πr

v ). By Proposition 1, X l
v and Xr

v use O(M/B) blocks
of space and answer queries in O(log2 logB N) time. In every node v there is
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also a data structure Dv similar to the data structure of Theorem 1: if the x-
interval of some rectangle R is covered by v but is not covered by any child of
v, then Dv contains the rectangle R′ = [i, j] × π(R), where i and j are chosen
so that the x-interval [a, b] of R contains rng(vi), rng(vi+1), . . . , rng(vj), but
rng(vi−1) 
⊂ [a, b] and rng(vj+1) 
⊂ [a, b].

The search procedure consists of two stages. At the end of the first stage we
either find the rectangle R that contains the query point p or identify the node
v such that p is contained in some rectangle R that is stored in Dv.

The first stage consists of a number (at most log2 logB N) iterations, and
during the first stage we examine nodes on the path πx from the root rx of Tx to
the leaf lx that contains the x-coordinate of the query point p. It would cost too
much time to examine all nodes on the path πx, therefore we perform a binary
search on the nodes of πx. During the i-th iteration of the first stage we inspect
the part of πx between nodes ui and li. At the beginning of the first stage, u1

is initialized to rx, l1 is initialized to lx, and d1 is set to logB N/2. At the i-th
iteration the di-parent mi of li is examined, i.e we examine the node mi that
lies “in the middle” of the path from li to ui. The result of this examination
is one of the following: 1.one of the rectangles that x-cuts the examined node
contains p and the search is completed. 2. rectangle that contains p x-cuts some
ancestor of the examined node mi (resp. is covered by an ancestor of mi). In
this case, if di > 1, we set li+1 = mi, di+1 = di/2, and proceed to the (i + 1)-st
iteration. If di = 1, the first stage of the search is completed and the rectangle
R that contains p is covered by ui but is not covered by a child of ui. Hence, the
search continues in the data structure Dui 3. rectangle that contains p x-cuts
some descendant of the examined node mi (resp. is covered by a descendant of
mi). In this case, we set ui+1 = mi, di+1 = di/2, and proceed to the (i + 1)-st
iteration. If di = 1, the first stage of the search is completed and the rectangle
R that contains p is covered by mi but is not covered by a child of mi. Hence,
the search continues in the data structure Dmi . Clearly, the total number of
iterations is O(log2 logB N).

Now we will show how each iteration can be implemented in O(log2 logB N)
I/Os by answering two one-dimensional point location queries. In every visited
node v a query yp is asked to the data structures X l

v and Xr
v . Suppose that yp

belongs to one-dimensional rectangles P l ∈ Π l
v and P r

v ∈ Πr
v ; P l

v (P r
v ) may be

the projection of some two-dimensional rectangle Rl
v (Rr

v) that x-cuts v from the
left (from the right). Observe that if yp belongs to a projection of some rectangle
that x-cuts v from the left, then yp also belongs to a projection of some rectangle
that x-cuts v from the right. When the queries to X l

v and Xr
v are answered, the

search proceeds as follows. 1. If p is contained in Rl
v or Rr

v, then the query is
answered. 2. If both P l

v nor P r
v are projections of rectangles Rl

v and Rr
v that

x-cut v, but neither Rl
v nor Rr

v contain p, i.e. if the x-intervals of Rr
v and Rl

v do
not contain xp, then p is belongs to a rectangle that x-cuts some descendant u
of v. 3. If neither P l

v nor P r
v are projections of rectangles that x-cut v, then p is

contained in a rectangle R, such that rng(v) is contained in x-interval of R and



I/O-Efficient Point Location in a Set of Rectangles 695

R x-cuts some ancestor w of v. If the rectangle that contains p is not found, we
proceed with the next iteration as described in the previous paragraph.

At the end of the first stage, we either find the rectangle R that contains p, or
identify the node v, such that R is covered by v but R is not covered by a child of
v. In the latter case, we identify the rectangle R′ that contains the point (i, π(p))
in O(log2 logB N) I/Os using Proposition 1 and Lemma 2. Clearly, a rectangle
R′ contains a point p′ if and only if the corresponding rectangle R contains the
point p. Thus the second stage is completed in O(log2 logB N).time.

Theorem 4. There exists a O((N/B) log2
B N) space data structure that sup-

ports point location queries in a three-dimensional rectangular sub-division in
O(logB N) time.

Proof. The proof is quite similar to the proof of Theorem 3. We construct a trie
Tx on the set of possible x-coordinates. Information about all rectangles that
x-cut a node v from the left (from the right) is stored in the data structure X l

v

(Xr
v ). X l

v (Xr
v ) contains projections of rectangles on the (y, z)-plane; hence, by

Theorem 3 two-dimensional point location queries in X l
v and Xr

v are supported
in O((log2 logB N)2) time. Data structures Dv are defined in the same way as in
Theorem 3. By Lemma 3, Dv support point location queries in O(logB N) time.

The first stage of the search for the rectangle that contains the point p is the
same as in the proof of Theorem 3. At the end of the first stage we either find
the rectangle R containing p or identify the node v, such that R is covered by v
but R is not covered by a child of v. Using the data structure Dv, we can find
the rectangle R′ that corresponds to R in O(logB N) time.

4.1 Three-Dimensional Orthogonal Range Reporting

A data structure that three-dimensional dominance range reporting queries with
sub-logarithmic number of I/Os can be constructed by combining the data struc-
ture of Vengroff and Vitter [23] with the result of Theorem 3.

Theorem 5. There exists a O((N/B) log4
2 N) space data structure that supports

three-dimensional orthogonal range reporting queries on a N × N × N grid in
O((log2 logB N)2 + T/B) time, where T is the number of points in the answer.

A sketch of the proof of Theorem 5 is given in the Appendix. Finally, we can
apply the reduction to rank space technique [15] and Proposition 1 and obtain

Corollary 1. There exists a O((N/B) log4
2 N) space data structure that supports

three-dimensional orthogonal range reporting queries on a U × U × U grid in
O(log2 logB U + (log2 logB N)2 + T/B) time, where T is the number of points in
the answer.

5 Conclusion

In this paper we present a data structure that supports d-dimensional point lo-
cation queries in O(logd−1

B N) I/Os and uses O(N/B) blocks of space. We also
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show that there are external memory data structures that answer point loca-
tion queries in a two-dimensional rectangular subdivision and three-dimensional
orthogonal range reporting queries in o(logB n) I/Os provided that all point
coordinates are bounded by an appropriate parameter U .

Existence of data structures that support rectangular point location queries in
d dimensions for d ≥ 3 in the cache-oblivious model [14] remains an interesting
and important open question. The cache-oblivious data structure of Bender,
Cole, and Raman [8] supports general planar point location queries in O(logB N)
I/Os, but even for the case of rectangular subdivisions no d-dimensional data
structures for d ≥ 3 are known. Observe that the approach used to answer point
location queries in this paper cannot be extended to the cache-oblivious model:
data structures described in this paper are based on B-trees and rely on the fact
that the block size B is known.
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Appendix. Proof of Theorem 5

In this Appendix we give a sketch of the data structure for three-dimensional
range reporting on a grid of size N .

The result of [23] is based on a very interesting concept of a t-approximate
boundary: A t-approximate boundary M for the set of points P partitions the
set of points P into P+ and P−, so that every point of M is dominated by at
least t and at most 3t points of P . Let I be the minimal layer of maxima of M ,
i.e. every point of M dominates at least one point of I, and every point of I
does not dominate any other point of M . Thus every point p is either dominated
by some point of M or dominates a point of I. The problem of finding for an
arbitrary point q a point p ∈ I that is dominated by q or reporting that no
such p ∈ I exists can be reduced to the two-dimensional point location problem
in the rectangular subdivision of the (x, y)-plane; see [23] and [17] for details.
Recall that using the data structure of Theorem 3 the point location query for
a rectangular subdivision of N × N grid can be answered in O((log2 logB N)2)
I/Os using a O((N/B)) space data structure. Using a variant of the method
described in [17], it is possible to report in O(t/B) I/Os all points that dominate
an arbitrary point q ∈ I with help of a O((N/B)) space data structure.

The data structure for three-dimensional dominance reporting consists of ap-
proximate boundaries M1, M2, . . . , Mlog2 N/2, where Mj is a 22j-approximate
boundary. Let Ij be the minimal layer of maxima of Mj . Let t = log2 log2 logB

N +log2 B/2. If q dominates some point ct that belongs to the minimal set It of
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Mt, then q is dominated by O(B(log2 logB N)2) points. All points that dominate
ct can be examined in O((log2 logB N)2) I/Os and all points that dominate q
can be found in O((log2 logB N)2) time. If q dominates no point of Mt, we test
Mt+1, Mt+2, . . . Mt+j until we find the 22t+2j-approximate boundary Mt+j, such
that at least one point ct+j of Mt+j is dominated by q. The number of I/O oper-
ations necessary to check Mt+1, Mt+2, . . . , Mt+j is O(j(log2 logB N)2), but the
number of points that dominate q is Ω(22j+2t) = Ω(22jB log2 logB N). Hence, all
points that dominate q can be reported in O(j(log2 logB N)2 +T/B) = O(T/B)
time. Therefore dominance reporting queries can be answered in O((log2 logB

N)2 + T/B) time.
An s(N) space data structure for dominance reporting queries with q(N) I/Os

per query can be transformed into a O(s(N) log3
2 N) data structure for three-

dimensional orthogonal range reporting queries with O(q(N)) I/Os per query;
see e.g. [22], [23] or [17] for details.
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Abstract. We study the problem of identifying items with heavy weights
in the sliding window of a weighted data stream. We give a deterministic
algorithm that solves the problem within error bound ε, uses O(R

ε
) space

and supports O(R
ε
) query and update times. Here, R is the maximum item

weight. We also show that the space can be reduced substantially in prac-
tice by showing for any c > 0, we can construct an O( c log R

ε2
)-space algo-

rithm, which returns correct answers provided that the ratio between the
total weights of any two adjacent sliding windows is not greater than c.
We also give a randomized algorithm that solves the problem with suc-
cess probability 1 − δ using O( 1

ε2
log R log D log log D

δε
) space where D is

the number of distinct items in the data stream.

1 Introduction

This paper studies the problem of identifying heavy hitters over the sliding win-
dow of a weighted data stream. There are four parameters in our study, namely, R
the maximum item weight, N the sliding window size, ε the error bound and θ the
threshold. The input of the problem is a weighted data stream σ, which is a se-
quence of tuples (a1, w1), (a2, w2), . . . , (ai, wi), . . . where ai is an item name and
the integer wi ∈ [1, R] is the weight of the tuple. The sliding window covers the N
most recently arrived tuples of σ, i.e., {(ap−N+1, wp−N+1), (ap−N+2, wp−N+2),
. . . , (ap, wp)} where (ap, wp) is the most recently arrived tuple. For any item a,
we define the window frequency, or simply frequency of a to be

fa =
∑

{wk | (ak, wk) is among the N most recently arrived items and ak = a},

the total weight of the tuples with name a that are covered by the sliding window.
We are interested in designing data structures that allow us to answer at any
time the following query efficiently:

Let S be the total weight of all items in the sliding window. Return a set Π
of items such that (i) every item in Π has frequency no less than (θ − ε)S
and (ii) all items with frequencies no less than θS must be in Π .

� This research was supported in part by Hong Kong RGC Grant HKU-7163/07E.

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 699–710, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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We call Π a set of heavy hitters. As common to all data stream applications,
any solution must be one-pass, use o(N) space, and support o(N) update and
query times. Heavy hitters identification problem has been studied extensively
for the special case of unweighted data streams, in which all weights are equal to
1 and the frequency of an item is just the number of occurrences of the item in
the sliding window. However, we observe that the weighted data stream model is
more suitable in practical applications such as the monitoring of network traffic
and the usage-based charging scheme in a telecommunication system. Note that
it is much more difficult to identify heavy hitters in a weighted data stream. In
an unweighted data stream, every item has weight 1 and for an item a to change
from a non-heavy hitter to an heavy one, there must be many new arrivals of a.
Therefore, a few item arrivals will not change the set of heavy hitters much and
a small data structure can keep enough information about the distribution of
items in the sliding window for maintaining the heavy-hitters set. However, for
a weighted data stream a few arrivals of items may change drastically the set of
heavy hitters because these items may have very heavy weight. It is not obvious
how a small data structure can still maintain the heavy-hitters set correctly.
Previous work. There are many interesting algorithms for finding heavy hitters
for the whole data stream (not over the sliding window). Manku and Motwani
[12] gave two algorithms, namely, the sticky counting and lossy counting al-
gorithms for finding heavy hitters in an unweighted data stream. The sticky
counting algorithm finds the heavy hitters using O(1

ε log 1
θδ ) space with suc-

cess probability 1 − δ while lossy counting algorithm finds the heavy hitters us-
ing O(1

ε log εN) space deterministically. Misra and Gries [13], Demaine et al. [4]
and Karp et al. [8] independently solved the problem using O(1

ε )-space. Demaine
et al. [4] also proposed randomized algorithms with substantially smaller space
for a restricted model: the items may have different frequency in the stream
but every item must be uniformly distributed throughout the whole stream.
For weighted data streams, Cormode and Muthukrishnan [2] gave a data struc-
ture called CM sketch for estimating the frequency of an item in the whole
data stream. Using CM sketch, we can find the set of heavy hitters using
O(1

ε log D log log D
δθ ) space where D is the number of distinct items in the data

stream. Ganguly and Majumder [5] proposed a deterministic algorithm for find-
ing heavy hitters using O( 1

ε2 log D log εD) space.
There are streaming algorithms for finding quantiles [11,14] and counting bits

[3,9,6] over sliding windows. For example, Datar et al. [3] studied the following
problem: Given a stream of bits, estimate the number of 1-bits in the sliding win-
dow with relative error at most ε. They solved the problem using O( log εN

ε ) space.
Gibbons and Tirthapura [6] proposed another algorithm for this problem that
achieves the same space complexity, but with faster update time. Datar et al. [3]
also considered the problem of finding the sum of the last N items of a stream of
integers within the range [0, R]; they showed that the problem can be solved in
O( log RN

ε ) space. Gibbons et al. [6] solved the same problem with the same space
complexity, but with faster update time. For finding heavy hitters over sliding
windows of an unweighted data stream, Golab et al. [7] proposed an algorithm
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that solves the problem with some assumption on the items distribution. Arasu
and Manku [1] gave an O(1

ε log2 1
ε )-space algorithm for solving the problem with-

out any assumption. Lee and Ting [10] gave an improved algorithm that reduces
the space to O(1

ε ). To the best of our knowledge, there is no algorithm designed
for finding heavy hitters in the sliding window of a weighted data stream.

Our Results. We propose a deterministic algorithm for finding the set of heavy
hitters in the sliding window of a weighted data stream; our algorithm uses O(R

ε )
space and supports O(R

ε ) update and query times. Then, we show that the space
complexity can be reduced significantly provided that the total weight of the
items in the sliding window will not change drastically. More precisely, we show
that for any value c > 0, we can construct an O( c log R

ε2 )-space algorithm which
is correct provided that c is an upper bound on the ratio between the total item
weights of any two disjoint adjacent sliding windows. Note that c ≤ R because
the minimum and maximum total weight of items in the sliding window are
respectively N and RN . Furthermore, it can be verified that when c = o( εR

log R ),
the new algorithm uses o(R

ε ) space. We argue that it is reasonable to assume
that c = o( εR

log R ). To violate the assumption, most items must have very small
weights in one window and have weights near to the maximum in the adjacent
window. Such dramatic change in the weights signals abnormal situations and
human intervention is usually needed. For instance, in network applications, a
sudden increase of network traffic may be due to some attacks or improper use
of the networks by some users.

Our O( c log R
ε2 )-space algorithm is based on a data structure for solving the

Integer-Sum problem, which is defined as follows: given a stream of integers in
[1, R], estimate the sum of the last N integers with relative error at most ε. We
give a data structure solving this problem using O( log R

ε ) space (or more pre-
cisely, O(( log R

ε ) log RN) bits), O( log R
ε ) update time and constant query time.

We also give a lower bound of Ω( log2 R
ε ) bits on the space complexity for solv-

ing this problem when R ≤ εN . Note that the algorithms of Datar et al. [3] and
Gibbons et al. [6] can also solve the problem; the algorithm of Datar et al. solves
the problem using O(1

ε log RN(logN +log log RN)) bits, O(log RN) update time
and constant query time while the algorithm of Gibbons et al. solves the problem
using O(1

ε log2 RN) bits and constant update and query times. The space com-
plexity of their algorithms depend heavily on N , the sliding window size, which
can be in magnitude of hundreds of millions [3]. We aim at finding algorithm
whose complexity depends more on R, the maximum weight of an item. Note
that our algorithm uses much less space when log R = o(log N). For example,
when R = log N , our algorithm uses O( log N log log N

ε ) bits while both algorithms
proposed by Datar et al. and Gibbons et al. use O( log2 N

ε ) bits.
We also study how randomization helps in finding the heavy hitters. We show

that by using our data structure for the Integer-Sum problem together with an
adaptation of the CM sketch [2] (which was originally designed for estimating
the frequency of an item in the whole data stream, not over the sliding window),
we can find with success probability 1 − δ the set of heavy hitters in the sliding
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window of a weighted data stream using O( 1
ε2 log R log D log log D

δθ ) space where
D is the number of distinct items appearing in the data stream.

2 A Useful Lemma

The lemma below simplifies our analysis in the whole paper by reducing the
problem for finding heavy hitters to the problem for estimating the frequency of
every item.

Lemma 1. Let G(ε, R) be a function of ε and R. If an algorithm A that uses
O(G(ε, R)) space can (1) give an estimate Ŝ of the total weight S of all the items
in any sliding window with guarantee S ≤ Ŝ ≤ (1+ε)S, and (2) give an estimate
f̂a of the frequency fa of any item a with guarantee fa − εS ≤ f̂a ≤ fa + εS, then
A can solve the heavy hitters identification problem over the sliding window of a
weighted data stream using O(G( ε

3 , R)) space.

Proof. Based on the guarantees of A as stated in the lemma, A can be able to
estimate the frequency of any item a with guarantee

fa − 1
3εS ≤ f̂a ≤ fa + 1

3εS, (1)

and estimate the total weight of all items in the sliding window with guarantee

S ≤ Ŝ ≤ (1 + ε
3 )S (2)

using O(G(ε/3, R)) space. When there is a query, A will return all the items
whose estimated frequency no less than (θ − 2ε

3 )Ŝ. For any item a returned by
A, we have f̂a ≥ (θ − 2ε

3 )Ŝ. Together with the facts that (1) fa ≥ f̂a − 1
3εS

by Inequality 1, and (2) Ŝ ≥ S by Inequality 2, we have fa ≥ f̂a − 1
3εS ≥

(θ − 2ε
3 )Ŝ − 1

3εS ≥ (θ − 2ε
3 )S − 1

3εS = (θ − ε)S. Thus, we only return items with
frequency no less than (θ − ε)S.

Consider any item e whose frequency is no less than θS. A guarantees that
f̂e ≥ fe− 1

3εS and S ≥ Ŝ/(1+ ε
3 ). Together with the fact that Ŝ/(1+ ε

3 ) ≥ (1− ε
3 )Ŝ,

we have f̂e ≥ fe − 1
3εS ≥ θS − 1

3εS = (θ − 1
3ε)S ≥ θ− ε

3
1+ ε

3
Ŝ ≥ (θ − ε

3 )(1 − ε
3 )Ŝ ≥

(θ − 2ε
3 )Ŝ. Thus, the estimated frequency of e is no less than (θ − 2ε

3 )Ŝ. Since A

will return any item whose estimated frequency is no less than (θ − 2ε
3 )Ŝ, A will

return any item whose frequency is no less than θS. Thus, A solves the problem
using O(G(ε/3, R)) space. ��

By Lemma 1, an algorithm can solve heavy hitters identification problem if it
has the two guarantees as stated in the lemma. In the rest of our paper, we will
only prove that our algorithms are able to have the two guarantees all the time.

3 A Deterministic Algorithm for Finding Heavy Hitters

The core of our algorithm is a data structure called window counters; we keep
at most 3R

ε + 1 window counters during the execution of our algorithm. Each
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window counter estimates the frequency of an item in the sliding window based
on the sampling technique proposed in [10]. To implement a window counter
C, we maintain a deque Q of entries and a variable �. Each entry in the deque
Q contains two variables: pos and value. Let (pos1, value1) and (pos2, value2)
denote the two consecutive entries in Q where (pos1, value1) is created before
(pos2, value2) is created. Then, the entry (pos2, value2) samples the total weight
of the items in Wpos1+1,pos2 , where Wp,q denotes the sliding window covering
the items from p-th item to q-th item in the data stream for some p ≤ q. More
precisely, value2 equals the total weight of the items in Wpos1+1,pos2 .

Initially, Q is empty and � equals zero. The value v(C) of C is defined as the
sum of the values of all the entries in Q plus � in the window counter. On the
other hand, we have to maintain an additional window counter Ctotal that esti-
mates the total weight in the sliding window. Whenever an item (ai, wi) arrives
in the stream, we do the following steps:

Update every window counter: First, each window counter removes the
expired entry, i.e. the entry that samples only the counts outside the sliding
window. For the counter Cai that estimates the count of ai (if this counter does
not exist, we will create one for it), increment its count by wi. This can be done
by adding wi to the variable � of Cai . If the sum of wi and � exceeds εN

3 , we will
create one entry (p − 1, �) and insert it at the back of Q, and then set � as wi.
Note that if wi > εN

3 , then � > εN
3 . For this case, we create one more entry (p, �)

and insert it at the back of Q immediately, and then set � to zero. Therefore, this
entry samples the frequency of the item in Wp,p, i.e. only samples the frequency
of the item at the single time unit p. The invariant below can be verified easily:

Invariant (*): At any time, an entry in Q either samples the value of at
most εN

3 , or samples the item at a single time unit.
Batch decrement (if necessary): Note that we may create one window
counter when an item arrives. If there exist more than 3R

ε window counters
(excluding Ctotal), we carry out a batch decrement such that, every counter (ex-
cept Ctotal) is deducted by the minimum of the values of all the window counters.
The window counter with value of zero after batch decrement will be removed.

Update Ctotal: We increment Ctotal, which estimates the total weight of all the
items in the sliding window, by wi and remove the expired entry (if any) in
Ctotal.

Recall that the value v(C) of a window counter C is the sum of the values
of all the entries in Q plus �. If we keep a window counter Ca for an item a,
the estimated frequency of a, f̂a, is defined as the value of Ca, i.e. v(Ca). If no
counter is kept for a, f̂a = 0. The estimate Ŝ of the total weight S in the sliding
window is equal to v(Ctotal). We prove that our algorithm solves the problem
using O(R

ε ) space as follows.

Lemma 2. Consider any window Wp−N+1,p. Our algorithm can (1) estimate
the frequency of any item a in the window with guarantee fa−εS ≤ f̂a ≤ fa+εS,
and (2) estimate the total weight of all the items in the window with guarantee
S ≤ Ŝ ≤ (1 + ε)S.
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Proof. Note that the count of an item will decrease only when there is a batch
decrement. Let da denote the total count deducted for an item a due to batch
decrements made during Wp−N+1,p, more precisely, during the arrival of the
items in Wp−N+1,p. Before proving that da ≤ εN for any item a, we first prove
that the sum of the values of all the 3R/ε window counters is at most 2RN
when the (p − N)-th item arrives. For any sliding window W , the total weight
of all the items in W is no larger than RN since each item has weight of at
most R and there are exactly N items in W . Note that the entry at the front
of Q is the only entry that may sample the count outside the sliding window.
Let (pf , vf ) denote this entry. If (pf , vf ) samples for one single time unit only,
then Ca will not sample any count outside the sliding window since the pf -
th item in the stream must be within the sliding window (otherwise, we will
remove this entry). Otherwise, by Invariant (*), vf must be no larger than εN

3 .
Since each of the 3R

ε window counters samples at most εN
3 counts outside the

sliding window, the sum of the values of all the 3R/ε window counters is at most
RN +3R/ε× εN/3 = 2RN when the (p−N)-th item arrives. As we have argued
that the total weight of all the items in any sliding window is no larger than
RN , the value of all the window counters will increase by at most RN when the
items in Wp−N+1,p arrive. Note that there will not be too many counts deducted
due to batch decrements since every window counter has value no less than zero.
Therefore, (3R/ε + 1) × da ≤ 3RN , that gives da < εN .

Moreover, when we estimate the count of an item, we will also include the
front entry ef = (pf , vf ) in Q that may sample some of the counts that are in
Wp−N+1,p and some that are not. More precisely, the front entry will sample
the counts in Wp′

f
,pf

where p′f ≤ p − N + 1 ≤ pf . If vf ≤ εN/3, then v(Ca)
overestimates the count of a by at most εN/3 for this. By Invariant (*), if
vf > εN/3, ef will sample only a single time unit, i.e. the counts in Wpf ,pf

. Note
that ef is at the front of Q and thus, pf = p−N +1 (otherwise, there must exists
one more entry (p′, v′) where p−N+1 ≤ p′ < pf ). For this case, v(Ca) will sample
the counts of a exactly in Wp−N+1,p. Recall that da denotes the total amount
deducted for Ca due to batch decrement. We have fa − da ≤ v(Ca) ≤ fa + 1

3εN .
Since 0 ≤ da ≤ εN and f̂a = v(Ca), we have fa−εN ≤ f̂a ≤ fa+ 1

3εN ≤ fa+εN .
Since N ≤ S, we have fa − εS ≤ f̂a ≤ fa + εS.

Similarly, v(Ctotal) overestimates the total counts in the sliding window by at
most εN/3 ≤ εS and never underestimates S. Thus, S ≤ Ŝ ≤ (1 + ε)S. ��

Theorem 1. Our algorithm solves the heavy hitters identification problem using
O(R

ε ) space and O(R
ε ) time for update and query.

Proof. We first estimate the space used by our algorithm. Note that we have
at most 3R

ε + 1 window counters any time. This means that we need Θ(3R
ε )

space for keeping the auxiliary information of the window counters. With the
observation that the values of counters decremented due to batch decrements
will not increase the usage of memory of a counter, we assume that there is no
batch decrement in our analysis. Since we create one entry or two entries only
when the weight of new item plus � exceeds εN/3, the sum of counts of any two
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consecutive entries must exceed εN/3 if there is no batch decrement. From the
proof of Lemma 2, the total value of all the window counters is at most 2RN at
any moment. Therefore, we have at most (2RN/ εN

3 ) × 2 = 12R/ε entries. Each
entry stores two integers and thus, the total space for storing all the window
counters (excluding Ctotal) is O(R/ε). We have the similar space complexity
analysis for Ctotal. The total weight in any sliding window is at most RN and
we will keep at most one entry sampling the counts not in the sliding window.
Hence we have at most (RN)/ εN

3 × 2 + 1 = 6R/ε + 1 entries in Ctotal. It follows
that the total space required is O(R

ε ).
The correctness of the algorithm follows from Lemma 1 and Lemma 2. The

bounds on the update and query times follows from the fact that we access the
whole data structure in constant number of times for every update or query. ��

4 Estimating the Sum in Sliding Window

In this section, we study the Integer-Sum problem: Given a stream of data items
which are positive integers in the range [1, R], return an estimate Ŝ of the sum S
of the last N items with the guarantee (1 − ε′)S ≤ Ŝ ≤ (1 + ε′)S. We give a lower
boundon the space complexity of the problemanddescribe an algorithm for solving
it. The algorithm given in this section will be useful in the following sections.

Theorem 2. Any deterministic algorithm with relative error less than ε′ re-
quires at least Ω( log2 R

ε′ ) bits of memory when R ≤ ε′N .

The proof will be given in the full paper. Before describing the algorithm, we
give the following definitions.

Definition 1. We say that an integer i falls in band α, or i ∈ bandα if (1+ ε′)α

N ≤ i < (1+ ε′)α+1N for any α ≥ 0. The integer i falls in band -1 if 0 < i < N .

Our algorithm will sample the items in order to save the space. However, instead
of having fixed sampling rate, we will sample the item at varying rate: the older
items will be sampled less frequently compared with the one that arrived more
recently. The details of the algorithm is given as follows.

Initialization: We will maintain a linked list L and a variable γ. Initially, L is
empty and γ = 0. We will use γ to count the sum of integers coming from the
data stream.

Update: When the i-th item of some value v arrives for any i > 0, we will:
(i) Increment the counter: If the value of γ does not exceed ε′N after adding
v to γ, we will increment γ by v. Otherwise, we will first insert a newly created
node at the head of L. Let Wp,q denote the window containing the set of items
from the p-th item to the q-th item in the data stream where p ≤ q. The new
node contains the entry (i − 1, γ) where γ represents the sum of the integers in
Wp′+1,i−1 and (p′, s′) is originally at the head of L. (If (i−1, γ) is the only entry
in L, γ will represent the sum of integers in Wp′,i−1 for some p′ ≤ i−N+1.) Then
we set the counter γ to v. If γ > ε′N (note that it occurs only when v > ε′N),
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we will create one more entry (i, γ) and insert it at the head of L immediately,
and then set γ to zero. Therefore, this entry samples the weight of the item in
Wi,i, i.e. only samples the frequency of the item for the single time unit, p.
(ii) Delete the expired entry: Delete the node at the tail of L that contains
(p, s) if the p-th item is no longer within the sliding window, i.e., p < i − N + 1.
(iii) Trim the linked list L: Suppose we have m entries. Without loss of
generality, we label the entries in order: e1 = (p1, s1), . . . , em = (pm, sm) such
that e1 is at the head of L, e2 is next to e1, . . . , and em is at the tail of L.
We trim L by traversing L from the head. Define ti =

∑i−1
j=1 sj + γ. Suppose

that ei is an entry such that ti ∈ band0 and ti−1 ∈ band−1. Let band(ti) de-
note the band of ti. Check the succeeding entries to find an integer ι such that∑ι

j=i sj ≤ (1 + ε′)band(ti)ε′N <
∑ι+1

j=i sj . If ι ≤ i, we will repeat this proce-
dure again at the entry ei+1. Otherwise, set si =

∑ι
j=i sj and delete the entries

ei+1, ei+2, . . . , eι so that si represents the sum of integers in Wpι+1+1,pi . Repeat
this procedure again at the entry eι+1.

Answer query: Give an estimate Ŝ of the sum S of the integers by returning
the total of the si in the entries (pi, si) of L plus γ. The following invariant can
be verified easily:

Invariant (**): At any time, every entry ei = (pi, si) either samples the
value of at most (1 + ε′)band(ti)ε′N if band(ti) ≥ 0 and at most ε′N if
band(ti) < 0, or samples for a single time unit.

Lemma 3. The algorithm guarantees that S ≤ Ŝ ≤ S + ε′ max(S, N) where S
and N denote the total sum of integers in the sliding window and the size of the
sliding window, respectively.

Proof. Suppose we have m entries in L. Let us define e, s and t as the same way
in the description of the algorithm. Recall that we will return the sum of the
values of all the entries of L plus γ when there is a query. Thus, we will return∑m

i=1 si + γ = tm + sm.
Since we trim L whenever an item arrives, em will not be an expired item (i.e.

the pm-th item should be in sliding window). Thus, sm is equal to the sum of
the weight of the items of which some are in the sliding window while some may
not. This implies

tm < S ≤ tm + sm = Ŝ. (3)

Thus, our algorithm will never underestimate the total weight of the items in
the sliding window (i.e. Ŝ ≥ S). Note that if em only samples for a single time
unit, this implies em will sample the time unit that is exactly at the boundary
of the sliding window. Thus, the sum of the values of all the entries in L plus γ
is exactly the sum of the values of all items in the whole sliding window. If em

does not sample for a single time unit, we consider the following two cases:
band(tm) ≥ 0: By Invariant (**), we have sm ≤ (1+ε′)band(tm)ε′N . By definition,
tm ≥ (1 + ε′)band(tm)N . So we have sm ≤ ε′tm. Together with the facts that
Ŝ = tm + sm and tm < S (by Inequality 3), we have Ŝ = tm + sm ≤ S + ε′S.
band(tm) = −1: By Invariant (**), we have sm ≤ ε′N . Together with tm < S
and Ŝ = tm + sm (by Inequality 3 again), we have Ŝ = tm + sm < S + ε′N . ��
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Lemma 4. After the step “Trim the linked list L”, there exist at most two
entries, ei and ei+1, such that ti =

∑i−1
�=1 s� + γ and ti+1 =

∑i
�=1 s� + γ fall in

the same band (i.e. band(ti) = band(ti+1)) except band -1. There are at most
2/ε′ + 1 entries eu with tu fall in band -1.

Proof. Recall that some entries are deleted during the step “Trim the linked
list L” such that (1 + ε′)band(ti)ε′N < si + si+1. Together with the fact that
ti ≥ (1 + ε′)band(ti)N by Definition 1, we have ti+2 =

∑i+1
�=1 s� + γ = ti + (si +

si+1) > (1 + ε′)band(ti)N + (1 + ε′)band(ti)ε′N = (1 + ε′)band(ti)+1N . Thus, the
value ti+2 of ei+2 must not fall in band(ti). Therefore, there exist at most two
entries ei and ei+1 such that ti and ti+1 fall in the same band.

Consider any entry eu = (pu, su) where tu =
∑u−1

�=1 s� + γ is in band -1.
Recall that su is the sum of the integers in Wpu+1+1,pu , and we create eu since
the value of γ will exceed ε′N when we add the value of (pu + 1)-th item to
γ. It follows that su + su+1 must exceed ε′N . Therefore, we can have at most
N/(ε′N) × 2 + 1 = 2/ε′ + 1 entries since band -1 covers the values from 1 to
N − 1. ��
Lemma 5. Our algorithm stores at most O( log R

ε′ ) entries.

Proof. Suppose we have m entries in L. Recall that the total weight of the
sliding window is at most RN . Thus, tm ≤ S ≤ RN(Inequality 3). Let α be the
largest possible band number in [1, RN ] such that (1+ ε′)αN ≤ RN . Solving the
above inequality and we have α ≤ ln R

ln(1+ε′) . By the fact that ln(1 + ε′) > ε′

1+ε′ ,
α ≤ 1

ε′ (1 + ε′) ln R. It follows that band(tm) ≤ 1
ε′ (1 + ε′) ln R. Since there are at

most two entries for every band b ≥ 0 and we have at most 2/ε′ + 1 entries in
band -1 by Lemma 4, our algorithm stores at most O( log R

ε′ ) entries. ��
Theorem 3. Our algorithm solves the Integer-Sum problem with O( log R

ε′ ) space.
It takes O( log R

ε′ ) time for update and constant time for answering query.

Proof. By Lemma 3, we have S ≤ Ŝ ≤ S + ε′ max(S, N) where S and N denote
the total sum of integers in the sliding window and the size of the sliding window,
respectively. Note that S ≥ N because there are N items in the sliding window
and each of them has value of no less than one. Thus, S ≤ Ŝ ≤ S + ε′S and thus,
our algorithm solves the Integer-Sum problem.

By Lemma 5 and the fact that each entry in L uses constant space, it follows
that our algorithm solves the Integer-Sum problem using O( log R

ε′ ) space. For
update, we need to access the linked list a constant number of times, which
takes O( log R

ε′ ) time. For query, we can keep a counter that maintains the sum of
the si of all the entries ei = (pi, si) in L. When some entry expires, the counter
will be updated accordingly. When there is a query, we return the value of the
counter plus γ. Thus, answering a query takes constant time. ��
Therefore, we can estimate the total weight S of all the items in the sliding
window using O( log R

ε′ ) space with the guarantee that S ≤ Ŝ ≤ (1 + ε′)S. This is
useful for Section 5 since we no longer need to prove that we have this guarantee
again when we show how our algorithm solves the heavy hitters identification
problem.
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5 An Improved Algorithm

We improve our algorithm proposed in Section 3 by keeping 3c
ε counters pro-

posed in Section 4 instead of 3R
ε window counters (c will be defined soon). This

algorithm solves the problem with the assumption that the total weights of all
the items in any disjoint adjacent sliding windows will not differ too much. We
choose c such that it is an upper bound on the ratio between the total weights
of the two adjacent disjoint sliding windows. More precisely, we assume that
Sp+1,p+N ≥ Sp−N+1,p/c for any integer p ≥ N where Sp,q denotes the total
weight of all the items Wp,q. We will show that our algorithm uses O( c log R

ε2 )
space for finding heavy hitters.

First of all, we need the following simple modifications to the structure of the
counter introduced in the Section 4 before using them directly: (1) We set ε′ as
ε/4; (2) Note that our counter originally can handle the increment of the count
only, but not the decrement of the count. If we decrement the counter by v ≤ γ,
then this can be done by reducing count of the counter γ by v. If we decrement
the counter by v > γ, we will remove the entry (pm, sm) at the tail of L and set
γ to γ + sm − v. If γ + sm < v, we will remove more entries until the sum of the
values is no less than v.

We will have nearly the same algorithm as in Section 3 except that (i) we keep
our counters proposed in Section 4 instead of window counters; and (ii) we carry
out batch decrement when there are more than 3c/ε counters. By Lemma 1 and
the following theorem, our algorithm finds the heavy hitters over sliding windows
using O( c log R

ε2 ) space.

Theorem 4. Let Wp,q denote the window covering the items from p-th item to
q-th item in the data stream for some p ≤ q. Consider any window Wp+1,p+N .
We can estimate the frequency f for any item in Wp+1,p+N with the guarantee
f − εSp+1,p+N ≤ f̂ ≤ f + εSp+1,p+N using O( c log R

ε2 ) space. Our algorithm
supports O( c log R

ε2 ) update time and O( c
ε ) query time.

Proof. Let fa denote the frequency of a in Wp+1,p+N for any item a. Suppose
there is a counter that maintains the estimated frequency of an item a. If we are
keeping a counter for estimating the frequency of a, then the estimated frequency
of a, i.e. f̂a, is defined as the sum of all the entries of L plus γ in that counter.
If no counter is kept for a, f̂a = 0. Let dmax denote the largest possible value
deducted accumulatively for any counter during Wp+1,p+N . Recall that ε′ = ε/4.
By Lemma 3, we have

fa − dmax ≤ f̂a ≤ fa + ε
4Sp+1,p+N . (4)

We first estimate dmax. Let σ denote the sum of the values of all the 3c
ε counters

when the p-th item arrives. By Lemma 3, the value of the counter for any item
a must be no greater than fa + max(1

4 εN, 1
4εfa) where fa denotes the frequency

of a in Wp−N+1,p. It can be verified that σ ≤ (1 + ε/4)Sp−N+1,p + εN/4 ×
(3c/ε) ≤ (1 + ε/4)Sp−N+1,p + 3cN/4. When the items in Wp+1,p+N arrive, the
sum of the values of all counters will be increased by Sp+1,p+N . Note that it is
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impossible to have negative count in our counters. Therefore, (3c/ε+1)×dmax ≤
σ + Sp+1,p+N ≤ (1 + ε/4)Sp−N+1,p + 3cN/4 + Sp+1,p+N , and we have dmax ≤
ε(1+ε/4)

3c Sp−N+1,p+εN/4+ ε
3cSp+1,p+N ≤ εSp+1,p+N since (1) Sp+1,p+N ≥ N , (2)

Sp−N+1,p/c ≤ Sp+1,p+N by assumption, (3) c ≥ 1, and (4) ε < 1. Together with
the Inequality 4, we have fa − εSp+1,p+N ≤ f̂ ≤ fa + εSp+1,p+N

4 ≤ fa + εSp+1,p+N

for any item a.
We use at most O( c log R

ε2 ) space as each counter uses O( log R
ε ) space and we

keep at most 3c/ε counters. We can see that we will access the whole data
structure once for the worst case when an item arrives. When there is a query,
we need to check every counter to estimate frequency of the corresponding item.
This can be done in constant time for each counter by maintaining a variable
storing the value of the counter. ��

6 A Randomized Algorithm for Finding Heavy Hitters

We first give a randomized algorithm that modifies CM sketch [2] by using our
counter proposed in Section 4. Let e denote the base of the natural logarithm.
The algorithm works as follows:

Initialization. We maintain a two-dimensional array of our counters with
the width of w = � 2e

ε � and depth of d = �ln 1
δ �: count[1, 1], . . . , count[d, w].

We set ε′ = ε/2 when we set up our counters. And each counter has value of
zero initially. Consider any window Wp−N+1,p for p ≥ N . Let f [i, j] denote the
cumulative counts added to count[i, j] during Wp−N+1,p. Our counter count[i, j]
is used to estimate f [i, j] for any 1 ≤ i ≤ d and 1 ≤ j ≤ w. We also maintain
d pairwise-independent hash functions h1 · · · hd : {1 · · ·D} → {1 · · ·w} where
there are D possible distinct items.

Update. When an item (ai, wi) arrives, we increase the value of counters
count[j, hj(ai)] by wi, for any 1 ≤ j ≤ d, and we will update every counter
so that the expired entries will be removed.

Query. When there is a query for the frequency of aj , we will return f̂(aj) =
mini f̂ [i, hi(aj)] where f̂ [i, hi(aj)] is the estimation of f [i, hi(aj)] by count
[i, hi(aj)].

Lemma 6. In our modified CM sketch, the value f̂ = mini count[i, hi(a)] for
any item a has the following guarantees: f ≤ f̂ ; and f̂ ≤ f + 1

2εS′ with probability
of 1 − δ, where S′ is the total weight in the data stream.

Proof. Similar to the proof of Theorem 1 in [2]. ��

Theorem 5. Our algorithm guarantees that: f̂(a) ≤ f(a)+εS with probability of
1−δ; and f̂(a) ≥ f(a), where S denotes the total weight of all items in the sliding
window. Our algorithm uses O( 1

ε2 log 1
δ log R) space, updates in O( 1

ε2 log 1
δ log R)

time and estimates the frequency of any item in O(log 1
δ ) time.
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The proof will be given in full paper. For finding heavy hitters, we keep a counter
proposed in Section 4 to estimate the total weight S in sliding window and use
the group testing technique as described in [2]: we have to keep log D different
sketches, each for different dyadic range, where D is the number of distinct items
in the stream. See [2] for the details. We can prove that

Theorem 6. We find heavy hitters using O( 1
ε2 log R log D log log D

δθ ) space, up-
date and query times with success probability 1 − δ.
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Abstract. We initiate the first systematic study of the NP-hard Clus-

ter Vertex Deletion (CVD) problem (unweighted and weighted)
in terms of fixed-parameter algorithmics. In the unweighted case, one
searches for a minimum number of vertex deletions to transform a graph
into a collection of disjoint cliques. The parameter is the number of ver-
tex deletions. We present efficient fixed-parameter algorithms for CVD.
Our iterative compression algorithm for CVD seems to be the first non-
trivial application of this fairly new technique to a problem that is
not a feedback set problem. Moreover, we study the variant of CVD
where the number of cliques to be generated is specified. Here, we de-
tect connections to fixed-parameter algorithms for (weighted) Vertex

Cover.

1 Introduction

Graph modification problems form a core topic in algorithmic graph theory
with many applications. In particular, cluster graph modification problems [21]
have recently received considerable interest. Here, the basic problem is, given
an undirected graph G, to find a minimum number of editing operations that
transform G into a collection of disjoint complete subgraphs, a cluster graph.
Herein, the three standard editing operations are adding edges, deleting edges,
and deleting vertices. For instance, Cluster Editing asks whether a graph
can be transformed into a cluster graph by altogether at most k edge additions
and edge deletions. Cluster Editing is NP-complete; it recently has shown
particularly useful for clustering biological data [6, 19]. Whereas also a factor-
2.5 polynomial-time approximation for Cluster Editing is known [3, 23], in
practical applications fixed-parameter algorithms (combined with some heuris-
tics) providing optimal solutions seem to dominate [4, 6, 19]. Parameterized
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complexity studies for Cluster Editing were initiated by Gramm et al. [11]
and have been further pursued in a series of papers [4, 6, 7, 10, 12, 18, 19].
A previously shown bound of O(1.92k + n3) for an n-vertex graph [10] can be
improved by combining a linear-time problem kernel [7] with the currently best
claimed running time of O(1.83k + n3) [4] to get an algorithm with running
time O(1.83k + n + m), where m is the number of edges in the graph. Moreover,
problem kernels, based on efficient data reduction rules, with only O(k) vertices
are known [7, 12], the best upper bound currently being 4k [12].

Whereas Cluster Editing has been subject to intensive research, its “sis-
ter problem” Cluster Vertex Deletion so far has been widely neglected.
Here, we aim at finding a minimum number of vertices such that their deletion
transforms a given graph into a cluster graph.1

Weighted Cluster Vertex Deletion

Instance: An undirected graph G = (V, E), a vertex weight function ω :
V → [1, ∞), and a nonnegative number k.
Question: Is there a subset X ⊆ V with

∑
v∈X ω(v) ≤ k such that

deleting all vertices in X from G results in a cluster graph (i. e., a graph
where every connected component forms a complete graph)?

The unweighted version asks whether there exists a subset X ⊆ V such that
|X | ≤ k (in other words, all vertices have weight exactly one).

Motivation. As Cluster Editing, Cluster Vertex Deletion may find ap-
plications in graph-modeled data clustering: Assume that we have a number of
samples, some of which are equivalent (e. g., DNA samples, some of which are
from the same species) and a method to test two samples for equivalence. A
graph is formed where each vertex corresponds to a sample and an edge between
two vertices is added when their samples are tested as equivalent. In the absence
of errors, the resulting graph is a cluster graph, where each connected component
corresponds to an equivalence class (e. g., a species). However, an unknown sub-
set of samples may be contaminated and can produce unpredictable comparisons
to other samples. An optimal solution for unweighted Cluster Vertex Dele-

tion, that is, a minimum-cardinality set of vertices whose deletion produces a
cluster graph, then provides the most parsimonious explanation for the data un-
der this model. This clearly extends to the weighted case. Finally, in comparison
to Cluster Editing, a small parameter value k (that is, the number of editing
operations) appears even more likely for Cluster Vertex Deletion, making
a parameterized approach particularly meaningful here.

Known results. By general results for vertex deletion problems for hereditary
graph properties, it follows that already unweighted Cluster Vertex Dele-

tion is NP-complete [15]. Only few specific results for (unweighted) Cluster

1 Parameterized problems (as follows) usually are formulated as decision problems—
all our algorithms will also solve the corresponding optimization problem within
the same time bounds.
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Vertex Deletion are known.2 These are based on the simple observation that
a graph is a cluster graph if and only if it does not contain an induced P3, a path
of three vertices.3 Gramm et al. [10] used an elaborate case distinction found
with computer help to derive a search tree algorithm running in O(2.26km) time
for an m-edge graph. This can be improved to O(2.08k + n3), n denoting the
number of vertices, by using a straightforward reduction of unweighted Clus-

ter Vertex Deletion to the 3-Hitting Set problem (transforming each
induced P3 into a three-element set) and employing a sophisticated algorithm
for 3-Hitting Set [22]. Moreover, kernelization results for 3-Hitting Set [1]
also imply an O(k2)-vertex problem kernel for unweighted Cluster Vertex

Deletion, which can be found in O(n3) time. A weighted Cluster Vertex

Deletion instance can be easily transformed into a weighted 3-Hitting Set

instance. With this transformation, an O(k3)-vertex problem kernel result for
weighted 3-Hitting Set [2] can be adapted to weighted Cluster Vertex

Deletion. Moreover, weighted 3-Hitting Set possesses an elaborate search
tree algorithm based on case distinction [8], implying an O(2.25k + n3) running
time for weighted Cluster Vertex Deletion.

New results. One of our main results is an elegant iterative compression algo-
rithm for weighted Cluster Vertex Deletion using matching techniques,
running in O(2kk9 + n3) time. Notably, this seems to be the first nontrivial ap-
plication of the technique of iterative compression (described by Reed et al. [20];
see also [16, Chapter 11]) to a non-feedback set problem. We extend our studies
to the (also NP-hard) case where the number of clusters to be generated is given
by a second parameter d. Such studies have also been undertaken for Cluster

Editing [9, 12, 21], but note that for Cluster Editing clearly d ≤ 2k. By way
of contrast, since vertex deletion is a “stronger” operation than edge deletion, in
the case of Cluster Vertex Deletion also d > 2k is possible. Observe that
d = 1 yields the Clique problem, leading to the NP-hardness of so-called d-
Cluster Vertex Deletion also for d > 1. Since d-Cluster Vertex Dele-

tion is already NP-hard for d = 1, a parameterization only with respect to the
parameter d is meaningless. Considering the combined parameter (d, k), however,
we can provide further fixed-parameter tractability results. First, we nontrivially
extend the kernelization result for weighted Cluster Vertex Deletion to a
problem kernel for weighted d-Cluster Vertex Deletion, again achieving an
O(k3)-vertex problem kernel. Based on this, we develop three fixed-parameter
algorithms for weighted d-Cluster Vertex Deletion with the following run-
ning times: O(3k +n3), O(1.40kk3d+n3), and O(1.84k+d+n3). Depending on the
value of d, each of these algorithms may be preferable in certain constellations.

2 Jansen et al. [14] studied the closely related problem of finding d pairwise disjoint
cliques with maximum overall number of vertices, motivated by applications in
scheduling. Note that, other than in Cluster Vertex Deletion, they allowed
to have edges between cliques. Jansen et al. gave polynomial-time algorithms for
special graph classes, contrasting the NP-complete general case.

3 In the remainder of this work, when simply writing of containment of a P3 in a
graph we actually always refer to an induced P3.
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CompressCVD(G,X)
1 X ′ ← X
2 for each S ⊆ X:
3 if G[S] is a cluster graph:
4 G′ ← G \ (X \ S); R ← V (G′ \ S)
5 G′ ←ReduceRule1(G′)
6 G′ ←ReduceRule2(G′)
7 G′ ←ReduceRule3(G′)
8 Classify each vertex u in R according to N(u) ∩ S
9 H ← auxiliary graph
10 M ← maximum weight matching in H
11 Delete all vertices not in a class corresponding to an edge in M
12 D ← vertices deleted in lines 4–7 and 11
13 if ω(D) < ω(X ′):
14 X ′ ← D
15 return X ′

Fig. 1. Pseudo-code for CompressCVD, where ω(A) :=
�

v∈A ω(v) for A ⊆ V

In the latter two algorithms, fixed-parameter algorithms for weighted Vertex

Cover play a decisive role.
Due to the lack of space, most details are deferred to the full version of this

paper.

2 Iterative Compression for Cluster Vertex Deletion

We now describe a novel iterative compression algorithm for weighted Clus-

ter Vertex Deletion. General considerations about iterative compression
algorithms can be found in [13] and [16, Chapter 11]. We first describe how to
employ a compression routine, and then the compression routine itself. We call
a set of vertices whose deletion produces a cluster graph a CVD set.

The general idea behind our iterative compression is as follows. We start
with V ′ = ∅ and X = ∅; clearly, X is a CVD set for G[V ′]. Iterating over all
graph vertices, step by step we add one vertex v /∈ V ′ from V to both V ′ and X .
Then X is still a CVD set for G[V ′], although possibly not a minimum one.
We can, however, obtain a minimum one by applying the compression routine
CompressCVD. It takes a graph G and a CVD set X for G, and returns a
minimum CVD set for G. Therefore, it is a loop invariant that X is a minimum-
size CVD set for G[V ′]. Since eventually V ′ = V , we obtain an optimal solution
for G once the algorithm returns X .

In the rest of this section, we describe the compression routine Compress-

CVD following the pseudo-code in Fig. 1. For this, consider a smaller CVD
set X ′ as a modification of the larger CVD set X . This modification retains
some vertices Y � X , while the other vertices S := X \ Y are replaced by new
vertices from V \X . The idea is to try by brute force all 2|X| −1 partitions of X
into such sets Y and S (line 2). For each such partition, the vertices from Y are
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immediately deleted, since we already decided to take them into the CVD set.
In the resulting instance G′ = (V ′, E′) := G \ Y , it remains to find an optimal
CVD set that is disjoint from S. This is a much easier task than finding a CVD
set in general; in fact, it can be done in polynomial time using data reduction
and maximum matching.

First, we discard partitions where S does not induce a cluster graph (line 3);
these cannot lead to a solution, since we determined that none of the vertices in S
would be deleted. Further, R := V ′ \ S also induces a cluster graph, since R =
V \ X and X is a CVD set. Therefore, the following problem remains:

CVD Compression

Instance: An undirected graph G = (V, E), a vertex weight function
ω : V → [1, ∞), and a subset S ⊆ V such that G[S] and G\S are cluster
graphs.
Task: Find a set X ′ ⊆ V \ S such that G \ X ′ is a cluster graph and∑

v∈X′ ω(x) is minimum.

The instance can now be simplified by a series of data reduction rules. We
call a connected component in a cluster graph a cluster.
Reduction Rule 1. Delete all vertices in R := V \S that are adjacent to more
than one cluster in G[S].

Reduction Rule 2. Delete all vertices in R that are adjacent to some, but not
all vertices of a cluster in G[S].

Reduction Rule 3. Remove connected components that are complete graphs.

After Rules 1–3 have been applied, the instance is much simplified. In each
cluster in G[R], we can divide the vertices into equivalence classes according to
their neighborhood in S; each class then contains either vertices adjacent to all
vertices of a particular cluster in G[S], or the vertices adjacent to no vertex in S
(see Fig. 2a). This classification is useful because of the following lemma.

Lemma 1. In an optimal CVD compression solution, for each cluster in
G[R], either the vertices of exactly one class are present, or the whole cluster is
deleted.

Because of Lemma 1, the remaining task is an assignment of each cluster in G[R]
to one of its classes (corresponding to the preservation of this class, and the
deletion of all other classes within the cluster) or to nothing (corresponding to
the complete deletion of the cluster). However, we cannot do this independently
for each cluster; we must not choose two classes from different clusters in G[R]
which are connected to the same cluster in G[S], since that would create a P3.
This can be modelled as a weighted bipartite matching problem in an auxiliary
graph H , where each edge corresponds to a possible choice. The graph H is
constructed as follows (see Fig. 2b):

– Add a vertex for every cluster in G[R] (white vertices).
– Add a vertex for every cluster in G[S] (black vertices in S).
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(a) Classification
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2
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2

(b) The assignment problem

S

(c) Final resulting cluster graph

Fig. 2. Assignment problem in the iterative compression, unweighted case

– For a cluster CS in G[S] and a cluster CR in G[R], add an edge between
the vertex for CS and the vertex for CR if there is a class in CR connected
to CS . This edge corresponds to choosing this class for CR and is weighted
with the total weight of the vertices in this class.

– Add a vertex for each class in a cluster CR that is not connected to a cluster
in G[S] (black vertices outside S), and connect it to the vertex represent-
ing CR. Again, this edge corresponds to choosing this class for CR and is
weighted with the total weight of the vertices in this class.

Since we only added edges between a black and a white vertex, H is bipartite.
The task is now to find a maximum-weight bipartite matching, that is, a set of
edges of maximum weight where no two edges have an endpoint in common.
This allows any choice for a cluster, as long as no two clusters share edges to the
same cluster in G[S]. The following lemma shows that this is a valid approach:

Lemma 2. A maximum-weight bipartite matching in H provides an optimal
CVD compression solution.

Fig. 2c shows the resulting cluster graph for our example after deleting the ver-
tex sets corresponding to edges that are not selected by the maximum-weight
matching shown in Fig. 2b by bold edges. Note that the size of the solution can
be upper-bounded by k + 1, since ∀v ∈ V : ω(v) ≥ 1. Altogether, we obtain

Proposition 1. Weighted Cluster Vertex Deletion can be solved in O(2k ·
n2(m + n logn)) time.

For the unweighted case, we can get better running times, since unweighted
matchings can be found faster than weighted ones.
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Theorem 1. Unweighted Cluster Vertex Deletion can be solved in O(2k ·
km

√
n log n) time.

Problem kernelization leads to the following.

Theorem 2. Unweighted Cluster Vertex Deletion can be solved in O(2k ·
k6 log k + n3) time.

Curiously, we can use this unweighted algorithm as a subroutine to speed up
the weighted case: if we have a solution for an unweighted instance, we can get
an optimal weighted solution by executing the compression routine once. This
works because the compression does only require that the set X to compress is
a CVD set, and does not make any assumptions about its weight.

Theorem 3. Weighted Cluster Vertex Deletion can be solved in O(2k ·
k9 + n3) time.

In fact, we even have a stronger parameterization in Theorem 3 when compared
to Proposition 1: as parameter k, we can use the number of vertices in an optimal
unweighted solution, which is less than or equal to the number of vertices in an
optimal weighted solution, which in turn is less than or equal to the minimum
weight of a weighted solution.

Since the matching subproblem is the bottleneck of the algorithm, it would
be nice to replace it with something simpler. However, we can show that the
assignment problem in the last step of the compression routine is as hard as
the task of finding a maximum weight matching in a bipartite graph, even after
applying Reduction Rules 1–3. This indicates that the bottleneck of computing
the maximum weight matching might actually be very difficult to overcome with
our approach.

3 Cluster Vertex Deletion with a Fixed Number of
Clusters

In clustering applications, the number of desired clusters is often known. The
deletion of vertices should then produce a d-cluster graph, that is, a graph com-
prising exactly d clusters.

Weighted d-Cluster Vertex Deletion

Instance: An undirected graph G = (V, E), a vertex weight function
ω : V → [1, ∞), and a nonnegative number k.
Question: Is there a subset X ⊆ V with

∑
v∈X ω(v) ≤ k such that

deleting all vertices in X from G results in a d-cluster graph?

1-Cluster Vertex Deletion is equivalent to Clique, since a 1-cluster graph
is a complete graph. Hence, 1-Cluster Vertex Deletion is NP-complete.
More generally, we have the following.

Proposition 2. d-Cluster Vertex Deletion is NP-complete for any con-
stant integer d.
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3.1 An O(3k + n3) Time Algorithm

We start with describing a simple search tree algorithm for weighted d-Cluster

Vertex Deletion parameterized by the weight k of a solution set. In the
search tree, we branch on induced P3’s until the graph is a cluster graph, and
then remove surplus clusters in case the graph contains more than d clusters.
Before starting the search tree procedure, we perform data reduction. The subse-
quent problem kernel result makes use of the corresponding result for 3-Hitting

Set [2].

Theorem 4. Weighted d-Cluster Vertex Deletion admits a problem ker-
nel containing O(k3) vertices, and it can be found in O(n3) time.

After kernelization, we perform a search tree procedure. We branch into three
cases to destroy a P3 by vertex deletion, deleting a different vertex in each
branch. Since the minimum vertex weight is 1, the parameter is reduced by at
least 1 in each search tree branch. Let k′ be the sum of the weights of the vertices
that may still be removed at a given search tree node. Branching is performed
as long as the graph contains a P3 and k′ ≥ 1. If k′ < 1, and the graph still
contains a P3, then we have not found a d-CVD set of weight at most k and
we cannot remove further vertices. If otherwise the graph contains no P3, then
it is a cluster graph. Let S be the set of vertices that were removed so far. We
distinguish four cases.

1. k′ < 0. The weight of S exceeds k. Therefore, no solution was found.
2. G\S comprises less than d clusters. We can discard S, since S is not a d-CVD

set and no superset of S is a d-CVD set.
3. G \ S comprises more than d clusters. We compute the sum of the vertex
weights for all remaining clusters, and remove a cluster with minimum weight
until either G\S is a d-cluster graph (then Case 4 applies) or k′ < 1 (no solution
set was found in this search tree branch).
4. G \ S is a d-cluster graph. In this case, S is a d-CVD set of weight at most k.
Clearly, this search tree procedure finds a d-CVD set of minimum weight, since it
explores all possibilities to destroy the P3’s of the graph and afterwards optimally
removes surplus clusters (in Case 3). Below, we bound the running time of the
described algorithm.

Theorem 5. Weighted d-Cluster Vertex Deletion can be solved in run-
ning time O(3k + n3).

3.2 An O(1.40k · k3d + n3) Time Algorithm

Now we present an algorithm that solves weighted d-Cluster Vertex Dele-

tion via the computation of minimum weight vertex covers.4

The idea is to try all independent sets of size d and to solve weighted d-
Cluster Vertex Deletion for the case that these vertices are not removed

4 A vertex cover of a graph is a set C of graph vertices such that every graph edge
has at least one endpoint in C.
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(a) The original
graph G with two non-
adjacent permanent
vertices.

(b) After Rule 4.

(c) The graph G′ with a
vertex cover X (marked
with circles).

(d) The 2-cluster graph
after the removal of X.

Fig. 3. Example of the algorithm for Weighted 2-Cluster Vertex Deletion when
a size-2 independent set of vertices that cannot be deleted is given. Black vertices are
permanent.

from the graph. Since in a d-cluster graph any set of d vertices from d different
clusters forms an independent set, at least one of the independent sets of size d
must be a set of vertices that remain in the graph.

Suppose that such an independent set D of size d is given. We call the vertices
in D permanent. In the following, we describe how to compute the minimum
weight d-CVD set of such a graph; an example is shown in Fig. 3. First, we
perform the following reduction rule.

Reduction Rule 4. Delete all vertices from the graph that are not adjacent to
any vertex in D and all vertices that are adjacent to more than one vertex in D.

The correctness of Rule 4 is obvious; an example of its application is given
in Fig. 3b. For each deleted vertex v, we decrease k by ω(v). Let G be a graph
with a size-d independent set of permanent vertices after application of Rule 4.
All non-permanent vertices of G are adjacent to exactly one permanent vertex.
To produce a cluster graph, we also have to ensure that all neighbors of a per-
manent vertex are adjacent, and neighbors of different permanent vertices are
non-adjacent. These two attributes can be encoded into a graph G′ such that a
vertex cover of G′ is a vertex set whose removal establishes the attributes in G.
We construct the graph G′ from G as follows: For any pair u, v of non-permanent
vertices that is adjacent to the same permanent vertex we do the following: if u
and v are adjacent, then remove the edge {u, v}; otherwise, insert the edge {u, v}.
Furthermore, remove all permanent vertices. After this, we have obtained G′ (for
an example of this construction see Fig. 3c).

In the following lemma, we show that a vertex cover of G′ is a d-CVD set
of G; an example of this equivalence is shown in Figures 3c and 3d.
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Lemma 3. Let G be a graph with a size-d independent set of permanent vertices
that is reduced with respect to Rule 4 and G′ a graph constructed as described
above. Then, a vertex set X is a vertex cover of G′ iff X is a d-CVD set of G.

We now bound the running time of computing a d-CVD set of a graph, once a
size-d independent set that may not be deleted is given. It fundamentally relies
on a fixed-parameter algorithm for weighted Vertex Cover [17].

Lemma 4. Let G = (V, E) be a graph and D ⊆ V an independent set of size d.
A minimum weight d-CVD set of G of weight at most k that does not delete any
vertex v ∈ D can be computed in O(1.40k + n2) time.

Combining this approach with the kernelization algorithm from Theorem 4, we
achieve the following running time.

Theorem 6. Weighted d-Cluster Vertex Deletion can be solved in run-
ning time O(1.40k · k3d + n3).

For the unweighted case, we can apply the current fastest algorithm for un-
weighted Vertex Cover by Chen et al. [5], yielding an improved running time.

Theorem 7. Unweighted d-Cluster Vertex Deletion can be solved in run-
ning time O(1.28k · k3d + n3).

3.3 An O(1.84k+d + n3) Time Algorithm

First, we apply the kernelization algorithm from Theorem 4 that produces a
problem kernel consisting of O(k3) vertices. Next, we perform a search tree
algorithm that branches on forbidden subgraphs. For a vertex in a forbidden
subgraph, we have two choices: either we have to delete this vertex, or this vertex
is one of the remaining vertices in the d-cluster graph. Whenever a vertex v is
deleted, the combined parameter k + d decreases by ω(v) ≥ 1. Furthermore,
explicitly not deleting a vertex means that we assign a cluster to this vertex.
Again, we call such a vertex permanent. If the permanent vertex does not have
any neighbors that are marked as permanent, then we have assigned a new
cluster. Hence, k + d also decreases by 1.

Let k′ be the sum of the weights of the vertices that may still be removed at a
given search tree node and d′ the number of clusters that may still be assigned.
Before branching, we perform the following data reduction rule.

Reduction Rule 5. If G contains a P3 with two permanent vertices u, v and
one non-permanent vertex w, then remove w from G and set k′ := k′ − ω(w).

Clearly, if k′ < 1, then we cannot remove any vertices and either the graph is
already a d-cluster graph or this particular branch of the search tree is a dead
end. Furthermore, if d′ = 0, then we have assigned all clusters. This means that
there is an independent set of d permanent vertices. By Lemma 4, we can find
a d-CVD set of such a graph in O(1.40k +k6) = O(1.40k) time. In the following,
we sketch the branching rules in case k′ ≥ 1 and d′ > 0. After application
of Reduction Rule 5, every P3 contains at most one permanent vertex.
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First, we branch on P3’s that consist of vertices that are not adjacent to
permanent vertices. If such a P3 does not exist, then we branch on P3’s that
contain a permanent vertex u that is not the middle vertex of the P3. Next,
we branch on isolated clusters that do not contain permanent vertices. Finally,
we show that if none of the other cases applies, then we can find a minimum
weight d-CVD set of the graph by computing a minimum weight vertex cover.

Theorem 8. Weighted d-Cluster Vertex Deletion can be solved in run-
ning time O(1.84k+d + n3).

4 Outlook

Are there any nontrivial polynomial-time approximation algorithms for Clus-

ter Vertex Deletion (weighted and unweighted)? Moreover, the exponential
upper bounds for our search-tree based algorithms should be improvable. More
importantly, for the unweighted case of Cluster Editing, O(k)-vertex prob-
lem kernels are known [7, 12], whereas correspondingly for Cluster Vertex

Deletion only an O(k2)-vertex kernel is known. Also, improving the O(k3)-
vertex problem kernel for the weighted case would be desirable. Finally, all our
results are worst-case estimates. Practical tests based on algorithm engineering
seem promising.

Acknowledgments. We thank the anonymous LATIN referees for pointing out
some inconsistencies in the submitted manuscript and for other comments that
have improved the presentation of this paper.
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Abstract. This paper deals with the existence and search of Properly
Edge-Colored paths/trails between two, not necessarily distinct, vertices
s and t in an edge-colored graph from an algorithmic perspective. First
we show that several versions of the s − t path/trail problem have poly-
nomial solutions including the shortest path/trail case. We give polyno-
mial algorithms for finding a longest Properly Edge-Colored path/trail
between s and t for some particular graphs and characterize edge-colored
graphs without Properly Edge-Colored closed trails. Next, we prove that
deciding whether there exist k pairwise vertex/edge disjoint Properly
Edge-Colored s − t paths/trails in a c-edge-colored graph Gc is NP-
complete even for k = 2 and c = Ω(n2), where n denotes the num-
ber of vertices in Gc. Moreover, we prove that these problems remain
NP-complete for c-colored graphs containing no Properly Edge-Colored
cycles and c = Ω(n). We obtain some approximation results for those
maximization problems together with polynomial results for some par-
ticulars classes of edge-colored graphs.

Keywords: Edge colored graphs, connectivity, properly edge-colored
paths, trails and cycles.

1 Introduction, Notation and Terminology

In the last few years a great number of problems have been dealt with in terms
of edge-colored graphs for modeling purposes as well as for theoretical investiga-
tion [3,6,7,19]. Previous work on the subject has focused on the determination of
particular Properly Edge-Colored subgraphs, such as Hamiltonian or Eulerian
configurations, colored in a specified pattern [2,4,5,8,18,21,23], that is, subgraphs
such that adjacent edges have different colors. Our first aim in that respect was to
extend the graph-theoretic concept of connectivity to colored graphs with a view
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to gaining some insight into our problem from Menger’s Theorem in particular.
In other words, we intended to define some sort of local alternating connectivity
for edge-colored graphs. Local connectivity is a local parameter. For two given
vertices x and y, it is the maximum number of (edge-disjoint or vertex-disjoint)
paths between them. By contrast, connectivity is a global parameter defined
to be the minimum number over all x, y of their local connectivity’s. Difficulties
arose, however, from local connectivity being not polynomially characterizable in
edge-colored graphs, as can easily be seen. Thus, there can be no counterpart to
Menger’s Theorem as such, and even the notion of a connected component as an
equivalence class does not carry over to edge-colored graphs since the concatena-
tion of two properly edge-colored paths is not necessarily properly edge-colored.
We settled then for some practical and theoretical results, herein presented,
which deal with the existence of vertex-disjoint paths/trails between given ver-
tices in c-edge-colored graphs. Most of those path/trail problems happen to be
NP-complete, which thwarts all attempts at systematization.

Formally, let Ic = {1, 2, . . . , c} be a set of given colors, c ≥ 2. Throughout
the paper, Gc will denote an edge-colored simple graph such that each edge is in
some color i ∈ Ic and no parallel edges linking the same pair of vertices occur.
The vertex and edge-sets of Gc are denoted by V (Gc) and E(Gc), respectively.
The order of Gc is the number n of its vertices. The size of Gc is the number m of
its edges. For a given color i, Ei(Gc) denotes the set of edges of Gc colored i. For
edge-colored complete graphs, we write Kc

n instead of Gc. If Hc is a subgraph of
Gc, then N i

Hc(x) denotes the set of vertices of Hc, linked to x by an edge colored
i. The colored i − degree of x in Hc, denoted by di

Hc(x), is |N i
Hc(x)|, i.e., the

cardinality of N i
Hc(x). An edge between two vertices x and y is denoted by xy,

its color by c(xy) and its cost (if any) by cost(xy). The cost of a subgraph is the
sum of its edge costs. A subgraph of Gc containing at least two edges is said to
be Properly Edge-Colored if any two adjacent edges in this subgraph differ in
color. A Properly Edge-Colored path does not allow vertex repetitions and any
two successive edges on this path differ in color. A Properly Edge-Colored trail
does not allow edge repetitions and any two successive edges on this trail differ
in color. However, note that the edges on this trail need not form a properly
edge-colored subgraph since we can have adjacent and not successive edges with
the same color. The length of a path/trail is the number of its edges. Given two
vertices s and t in Gc, we define a Properly Edge-Colored s − t path/trail (or
just, s − t path/trail for short) to be a path/trail with end-vertices s and t.
Sometimes s will be called the source, and t the destination of the path/trail. A
Properly Edge-Colored path/trail is said to be closed if its endpoints coincide,
and its first and last edges differ in color. A closed Properly Edge-Colored path
(trail) is usually called a Properly Edge-Colored cycle (closed trail).

Given a digraph D(V, A), we denote by �uv an arc of A, where u, v ∈ V . In
addition, we define N+

D (x) = {y ∈ V : �xy ∈ A} the out-neighborhood of x in D,
and by N−

D (x) = {y ∈ V : �yx ∈ A} the in-neighborhood of x in D. Finally, we
represent by ND(x) = N+

D (x) ∪ N−
D (x) the in-out-neighborhood of x ∈ V (D) (or

just neighborhood for short). Also, given an induced subgraph Q of a non colored
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graph G, a contraction of Q in G consists of replacing Q by a new vertex, say
zQ, so that each vertex x in G − Q is connected to zQ by an edge, if and only if,
there exists an edge xy in G for some vertex y in Q.

This paper is concerned with algorithmic issues regarding various trail/path
problems between two given vertices s and t in Gc. First, we consider the s − t
path/trail version problem whose objective is to determine the existence or
not of an arbitrary Properly Edge-Colored s − t path/trail in Gc. Polynomial
algorithms are established for such problems as the Shortest Properly Edge-
Colored path/trail, the Shortest Properly Edge-Colored cycles/closed trails and
the Longest Properly Edge-Colored path/trail for a particular class of instances.
Actually, we show that all these results may be derived from the Szeider’s Algo-
rithm for the properly edge-colored s−t paths. We also characterize edge-colored
graphs without Properly Edge-Colored closed trails. Next, we deal with the Max-
imum Properly Vertex Disjoint Path and Maximum Properly Edge Disjoint Trail
problems (respectively, mpvdp and mpedt for short), whose objective is to find
the maximum number of Properly Edge-Colored vertex-disjoint paths (respec-
tively, edge-disjoint trails) between s and t. Although these problems can be
solved in polynomial time in general non-colored graphs, most of their instances
are proved to be NP-complete in the case of edge-colored graphs. In particular
we prove that, given an integer k ≥ 2, deciding whether there exist k Prop-
erly Edge-Colored vertex/edge disjoint s − t paths/trails in Gc is NP-complete
even for k = 2 and c = Ω(n2). Moreover, for an arbitrary k we prove that
these problems remain NP-complete for c-colored graphs containing no Properly
Edge-Colored cycles/closed trails and c = Ω(n). We show a greedy procedure for
these maximization problems, through the successive construction of Properly
Edge-Colored shortest s − t paths/trails. This is a straightforward generaliza-
tion of the greedy procedure to maximize the number of edge or vertex disjoint
paths between k pair of vertices in non-colored graphs (see [17,15] for details).
Similarly, we obtain an approximation performance ratio. We finish the paper
exhibiting a polynomially solvable class of instances for the related maximization
problems.

The following two results will be used in this paper. The first result, ini-
tially proved by Grossman and Häggkvist [14] for 2-edge-colored graphs and
generalized by Yeo [23], characterizes c-edge-colored graphs without Properly
Edge-Colored cycles.

Theorem 1. (Yeo) Let Gc be a c-edge-colored graph, c ≥ 2, such that every
vertex of Gc is incident with at least two edges colored differently. Then either
Gc has a Properly Edge-Colored cycle or for some vertex v, no component of
Gc − v is joined to v by at least two edges in different colors.

In terms of edge-colored graphs, Szeider’s main result [20] on graphs with pre-
scribed general transition systems may be formulated as follows:

Theorem 2. (Szeider) Let s and t be two vertices in a c-edge-colored graph Gc,
c ≥ 2. Then, either we can find a Properly Edge-Colored s− t path or else decide
that such a path does not exist in Gc in linear time on the size of the graph.
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Given Gc, the main idea of the proof is based on earlier work by Edmonds (see for
instance Lemma 1.1 in [18]) and amounts to reducing the Properly Edge-Colored
path problem in Gc to a perfect matching problem in a non-colored graph de-
fined appropriately. The latter graph will be called henceforth the Edmonds-
Szeider graph and is defined as follows. Given two vertices s and t in Gc, set
W = V (Gc) \ {s, t}. Now, for each x ∈ W , we first define a subgraph Gx with
vertex- and edge-sets, respectively:

V (Gx) =
⋃

i∈Ic
{xi, x

′
i|N i

Gc(x) �= ∅} ∪ {x′′
a , x′′

b } and

E(Gx) = {x′′
ax′′

b } ∪
(⋃

{i∈Ic|x′
i∈V (Gx)}({xix

′
i} ∪ (

⋃
j=a,b{x′

ix
′′
j }))

)
.

Now, the Edmonds-Szeider non-colored graph G(V, E) is constructed as fol-
lows:G(V ) = {s, t} ∪ (

⋃
x∈W V (Gx)), and

G(E) =
⋃

i∈Ic

(
{sxi|sx ∈ Ei(Gc)} ∪ {xit|xt ∈ Ei(Gc)} ∪ {xiyi|xy ∈ Ei(Gc)}

)
∪

(⋃
x∈W E(Gx)

)
.

The interesting point in the construction is that, given a particular (trivial)
perfect matching M in G \ {s, t}, a Properly Edge-Colored s − t path exists in
Gc if and only if there exists an augmenting path P relative to M between s
and t in G. Recall that a path P is augmenting with respect to a given matching
M if, for any pair of adjacent edges in P , exactly one of them is in M , with
the further condition that the first and last edges of P are not in M . Since
augmenting paths in G can be found in O(|E(G)|) linear time (see [22], p.122),
the same execution time holds for finding Properly Edge-Colored paths in Gc as
well, since O(|E(G)|) = O(|E(Gc)|).

2 The s − t Path/Trail Problem

Given two, not necessarily distinct, vertices s and t in Gc, the main question
of this section is to give polynomial algorithms for finding (if any) a Properly
Edge-Colored s − t path or trail in Gc. The Properly Edge-Colored s − t path
problem was first solved by Edmonds for two colors (see Lemma 1.1 in [18]) and
then extended by Szeider [20] to include any number of colors. Here we deal with
variations of the Properly Edge-Colored trail/path problem, i.e., the problem of
finding s − t trails, closed trails, the shortest s − t path/trail and the longest
s− t path (trail) in graphs with no Properly Edge-Colored cycles (closed trails).

2.1 Finding a Properly Edge-Colored Trail Between Two Vertices

This section is devoted to the Properly Edge-Colored s− t trail problem. Among
other results, we prove that the s − t trail problem reduces to the s − t path
problem over a new c-edge-colored graph. As the latter problem has been proved
polynomial [20], it follows that our problem is polynomial as well.

Therefore, given Gc and an integer p ≥ 2, let us consider an edge-colored
graph denoted by p − Hc (henceforth called the trail-path graph) obtained from
Gc as follows. Replace each vertex x of Gc by p new vertices x1, x2, . . . , xp.
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Furthermore for any edge xy of Gc colored, say j, add two new vertices vxy and
uxy, add the edges xivxy, uxyyi for i = 1, 2, . . . , p all of them colored j, and finally
add the edge vxyuxy with color j′ ∈ Ic and j′ �= j. For convenience of notation,
the edge-colored subgraph of p − Hc induced by the vertices xi, vxy, uxy, yi and
associated with the edge xy of Gc will be denoted throughout by Hc

xy. Moreover
for p = 2, we write Hc instead of p − Hc.

Therefore, we have the following relation between Gc and trail-path graph Hc:

Lemma 1. (Fundamental Lemma) Consider two vertices s and t in Gc and its
associated trail-path graph p − Hc for p = �(n − 1)/2�. Then, there exists a
Properly Edge-Colored s − t trail in Gc, if and only if, there exists a Properly
Edge-Colored s1 − t1 path in p − Hc.

Proof: Assume first that there exists a Properly Edge-Colored trail, say, T =
e1e2 · · · ek between s and t in Gc, where ei are the edges of T and s is the left
endpoint of e1 while t is the right endpoint of ek. Note that, no vertices may be
visited more than p times in Gc. To see that, consider a Properly Edge-Colored
s − t trail T passing by x in Gc with the maximum possible number of cycles
through x of length 3.

Thus, to construct a Properly Edge-Colored path P between s1 and t1 in
p − Hc we consider all edges ew = xy of T and their associated subgraphs Hc

ew

in p − Hc. Now, to avoid vertex repetitions in P , we conveniently replace each
edge ew by one of the segments xivxy, vxyuxy, uxyyj (for i, j ∈ {1, . . . , p}) in Hc

ew
.

Conversely, any Properly Edge-Colored s1 − t1 path in p − Hc uses precisely
one of the sub-paths xivxy, vxyuxy, uxyyj (for some pair i, j ∈ {1, . . . , p}) in each
subgraph Hc

xy of p − Hc. Change one of these sub-paths by xy in Gc. Now it is
easy to see that a Properly Edge-Colored s1 − t1 path in p − Hc will correspond
to a Properly Edge-Colored s− t trail T in Gc where no vertices are visited more
than p times on T .

The following result is a straightforward consequence of the fundamental lemma
and its proof il left to the reader.

Theorem 3. Consider two distinct vertices s and t in a c-edge-colored graph
Gc. Then we can either find a Properly Edge-Colored s − t trail or else decide
correctly that such a trail does not exist in Gc in linear time on the size of Gc.

We conclude the section with some results on closed trails in edge-colored graphs.
In particular, we intend to characterize edge-colored graphs without Properly
Edge-Colored closed trails. Recall that the problem of checking whether Gc con-
tains no Properly Edge-Colored cycle was solved by Yeo [23] for an arbitrary
number of colors (see Theorem 1 above). The author uses the concept of a cut-
vertex separating colors, i.e., a vertex x such that all the edges between each
component of Gc − x and x are colored alike. Analogously, let e be a bridge of
Gc. We say that e separates colors, if no component of Gc −e is joined to e by at
least two edges of different colors. Thus, by introducing the concept of bridges
separating colors and using the Fundamental Lemma, we obtain the following:
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Theorem 4. Let Gc be c-edge-colored graph, such that every vertex of Gc is
incident with at least two edges colored differently. Then either Gc has a bridge
separating colors or Gc has a Properly Edge-Colored closed trail.

As for the algorithmic aspects of this problem, it suffices to delete all bridges
separating colors (if any) and all vertices adjacent to edges of the same color in
Gc to test for the existence of a Properly Edge-Colored closed trail in polynomial
time. Notice that all such edges and vertices may be deleted without any Properly
Edge-Colored closed trail being destroyed. Thus, if the resulting graph is non-
empty, it will contain a Properly Edge-Colored closed trail.

2.2 Shortest Properly Edge-Colored Paths/Trails

In this section we consider shortest Properly Edge-Colored s−t paths and trails.
By associating appropriate costs with the edges of the Edmonds-Szeider non-
colored graph G(V, E), we first show how to find, if any, a shortest Properly
Edge-Colored path between (not necessarily distinct) s and t in Gc. As a con-
sequence, this procedure may be used to find a shortest Properly Edge-Colored
trail between s and t in Gc. For the shortest Properly Edge-Colored path prob-
lem, let us consider the following algorithm:
Algorithm 1: Shortest Properly Edge-Colored path

Input: A c-edge-colored graph Gc, vertices s, t ∈ V (Gc).
Output: If any, a shortest Properly Edge-Colored s − t path P in Gc.
Begin

1. Define: W = V (Gc) \ {s, t};
2. For every x ∈ W , construct Gx as defined in Section 1;
3. Construct the Edmonds-Szeider graph G associated with Gc;
4. Define: E′ = ∪x∈W E(Gx);
5. For every pq ∈ E(G) \ E′ do cost(pq) ← 1;
6. For every pq ∈ E′ do cost(pq) ← 0;
7. Find a minimum weighted perfect matching M in G (if any);
8. Use M to build a path P in Gc and return P , or say that P does not exist;

End.
Henceforth, we define the weighted graph G above as the weighted Edmonds-

Szeider graph. Intuitively, the idea in Algorithm 1 is to penalize all edges of G
associated with edges in the original graph Gc. To obtain P from M in Step 8,
we contract all subgraphs Gx of G to a single vertex x. The remaining edges
of M in this resulting non-colored graph, say G′, will define a s − t path in G′

which is associated to a Properly Edge-Colored s − t path in Gc. Notice that
all the vertices not in this s − t path in Gc are isolated, i.e., we cannot have
Properly Edge-Colored cycles containing these vertices (otherwise, M would not
be a minimum weighted perfect matching in G).

In addition, observe that the overall complexity of Algorithm 1 is dominated
by the complexity of a minimum weighted perfect matching (Step 8). Several
matching algorithms exist in the literature. See Gerards [13] for a good reference
on general matchings. Formally, we have established the following result:
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Theorem 5. Algorithm 1 always find, if any, a shortest Properly Edge-Colored
s − t path in Gc.

Now, to solve the shortest trail problem, it suffices to use the above algorithm
as follows: Given s and t in Gc, construct the trail-path graph Hc associated
with Gc. Notice, in this case, that no vertices are visited more than twice in a
shortest Properly Edge-Colored s − t. Next, we find a shortest Properly Edge-
Colored s1 − t1 path P in Hc by Algorithm 1. Then, by using path P of Hc,
come back and construct a shortest Properly Edge-Colored s − t trail T in Gc.
Remember that each subgraph Hc

xy of Hc is associated with some edge xy of Gc.
Furthermore, observe that a Properly Edge-Colored path between xi and yj in
Hc

xy contains exactly 3 edges. Thus, in order to obtain T in Gc from P in Hc, it
suffices to replace each xi −xj path of P in Hc

xy with the corresponding edge xy
in Gc. Therefore, we obtain a shortest s − t trail with cost(T ) = cost(P )/3. The
correctness of this algorithm is guaranteed by the Lemma 1 and Theorem 5.

As a final comment, we can easily adapt these ideas to find a shortest Properly
Edge-Colored cycle (closed trail) in Gc, provided that one exists. See [1] for
further details.

2.3 The Longest Properly Edge-Colored s − t Path/Trail Problem

The problem of finding the longest Properly Edge-Colored s−t path in arbitrary
c-edge-colored graphs is obviously NP-complete since it generalizes the Hamil-
tonian Path problem in non-directed graphs. Based on the maximum weighted
perfect matching problem (see [10,12] for details), we propose a polynomial time
procedure for finding the longest Properly Edge-Colored s − t path (trail) in
graphs with no Properly Edge-Colored cycles (closed trails).

Theorem 6. Assume that Gc has no Properly Edge-Colored cycles. Then, we
can always find in polynomial time a longest Properly Edge-Colored s − t path
or else decide that such a path does not exist in Gc.

Proof: Construct the weighted Edmonds-Szeder graph G and compute the max-
imum weighted perfect matching M in G (if any), otherwise, we would not have
a Properly Edge-Colored path between s and t. Now, to determine the associated
s − t path P in Gc, we construct a new non-colored graph G′ by just contract-
ing subgraphs Gx to a single vertex x. It is easy to see that G′ will contains a
(non-colored) s − t path, cycles and isolated vertices, associated respectively to
a Properly Edge-Colored s − t path, Properly Edge-Colored cycles and isolated
vertices in Gc . However, by hypothesis Gc does not contains Properly Edge-
Colored cycles. Therefore, all edges with unitary costs in M will be associated
with edges of P and vice-versa. Then, since M is a maximum weighted perfect
matching in G, the associated path P will define a longest Properly Edge-Colored
s − t path in Gc.

Observe in the longest s − t path problem above that every vertex is visited at
most once and we do not have Properly Edge-Colored cycles in Gc. However, to
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find a longest Properly Edge-Colored s−t trail we do not know how many times a
given vertex x ∈ V (Gc)\{s, t} will be visited. Nonetheless, we can construct the
trail-path graph p−Hc for p = �(n−1)/2� (associated to Gc) and then compute
the longest Properly Edge-Colored s1 − t1 trail in p − Hc. Formally, we have:

Theorem 7. Let Gc be a c-edge-colored graph with no Properly Edge-Colored
closed trails and two vertices s, t ∈ V (Gc). Then, we can always find in polyno-
mial time, a longest Properly Edge-Colored s − t trail in Gc, provided that one
exists.

Notice in the Theorem 7 that, since Gc does not contain Properly Edge-Colored
closed trails, the associated trail-path graph p − Hc will not contains Properly
Edge-Colored closed cycles and the Theorem 6 may be applied after changing
Gc by p − Hc. The details are left to the reader.

3 The k-Path/Trail Problem

Let k-pvdp and k-pedt be the decision versions associated respectively with
Maximum Properly Vertex Disjoint Path (mpvdp) and the Maximum Properly
Edge Disjoint Trail (mpedt) problems, i.e., given a c-edge-colored graph Gc, two
vertices s, t ∈ V (Gc) and an integer k ≥ 2, we want to determine if Gc contains at
least k Properly Edge-Colored vertex disjoint paths (respectively, edge disjoint
trails) between s and t. We can show that both k-pvdp and k-pedt are NP-
complete even for k = 2 and c = Ω(n2). In particular, in graphs with no properly
colored cycles (respectively, closed trails) and c = Ω(n) colors, we can prove that
k-pvdp (respectively, k-pedt) is NP-complete for an arbitrary k ≥ 2. Next, at
the end of the section, we establish some approximation results and polynomial
algorithms for special cases of both mpvdp and mpedt problems.

3.1 NP-Complete Results for General Graphs and Graphs with no
Properly Edge-Colored Cycles (Closed Trails)

The Theorem 8 stated below guarantees that both 2-pvdp and 2-pedt are NP-
complete for 2-edge-colored graphs. In view of that theorem, let us first describe
two auxiliary results concerning directed cycles and closed trails in (non-colored)
digraphs. Let u and v be two fixed vertices in a digraph D. Deciding if D contains
or not a directed cycle containing both u and v (represented here by dc, for short)
is known to be NP-complete [9]. We can prove that deciding if D contains or
not a directed closed trail containing both u and v is also NP-complete (see [1]
for details). We denote this last problem by Directed Closed Trail (dct). Now,
using both dc and dct problems we prove the following result:

Theorem 8. Both the 2-pvdp and 2-pedt problems are NP-Complete for 2-
edge-colored graphs.

Proof: We can easily check in polynomial time that both 2-pvdp and 2-pedt

problems are in NP. To show they are NP-hard, we propose polynomial time
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reductions from the dc and dct problems, respectively. Consider two vertices
u and v in a digraph D . We show how to construct in polynomial time, a 2-
edge-colored graph Gc and a pair of vertices a, b ∈ V (Gc), such that there is
a direct cycle (closed trail) containing u and v in D, if and only if, there are
2 vertex-disjoint a − b paths (2-edge-disjoint a − b trails) in Gc. Let us first
define from D another digraph D′ by replacing u by two new vertices s1, s2 with
N−

D′(s2) = N−
D (u), N+

D′(s1) = N+
D(u). Similarly replace t1, t2 and N−

D′(t2) =
N−

D (v), N+
D′(t1) = N+

D (v). Finally, add the arcs (s2, s1) and (t2, t1) in D′. Now
in order to define Gc replace each arc �xy of D′ by a colored segment xzy where z
is a new vertex and edges xz, zy are on colors red and blue, respectively. Finally,
we define z = a for z between s1 and s2, and z = b for z between t1 and t2.
Observe now that there is a directed cycle (directed closed trail) containing u
and v in D, if and only if, there are two vertex-disjoint Properly Edge-Colored
a − b paths (Properly Edge-Colored edge-disjoint a − b trails) in Gc.

Intuitively speaking, note that both 2-pvdp and 2-pedt problems became easier
when 3 colors or more are considered (an extreme case is when all edges of Gc

have different colors). As a consequence of that, an interesting question is to
study the NP-completeness of these problems for graphs with many colors. Thus,
we have established the following result (proved in [1]):

Theorem 9. Both 2-pvdp and 2-pedt problems remain NP-complete even for
arbitrary graphs with Ω(n2) colors.

In addition, we can prove that k-pvdp (respectively, k-pedt) for k ≥ 2, remains
NP-complete even for 2-edge-colored graphs with no Properly Edge-Colored cy-
cles (respectively, closed trails). Recall that, as discussed in previous sections, the
existence or not of Properly Edge-Colored cycles or closed trails in edge-colored
graphs may be checked in polynomial time. The next result was initially based
on some ideas similar to those used by Karp [16] for the Discrete Multicommod-
ity Flow problem for non-oriented (and non-colored) graphs (usually known in
the literature as the Vertex Disjoint Path problem).

Theorem 10. Let Gc be a 2-edge-colored graph without Properly Edge-Colored
cycles (respectively, closed trails). Given two vertices s, t of V (Gc) and an integer
k ≥ 0, to decide if there exist k Properly Edge-Colored vertex-disjoint s− t paths
(respectively, edge-disjoint s − t trails) in Gc is NP-complete.

Similarly to Theorem 9, we can prove that both k-pvdp and k-pedt problems re-
main NP-complete even for c-edge-colored graph without Properly Edge-Colored
cycles (respectively, closed trails) and Ω(n) colors (see [1] for details).

3.2 Some Approximation and Polynomial Results

In this section, we describe greedy procedures for both mpedt and mpvdp,
based in the determination of shortest Properly Edge-Colored s − t trails (re-
spectively s−t paths). Their performance ratio are based on the same arguments
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used for the Edge/Vertex Disjoint Path problem between k pairs of vertices
in non-directed graphs [15,17] and are omitted here. We conclude this section
by presenting some polynomial results for some particular instances of both
problems.

At each steep of the greedy procedure for the mpedt problem, we find a
shortest properly edge-colored s − t trail T in Gc . We then delete all edges in
this trail and repeat the process until no s − t trails are found. We denote this
procedure by Greedy-ED, for short.

Now consider the following definitions: we say that a trail T1 hits a trail T2,
or equivalently, that T2 is hitted by T1, if and only if T1 and T2 share a common
edge. If Γ denotes the set of all Properly Edge-Colored s − t trails, we define
I ⊆ Γ as the subset of trails obtained by the greedy procedure and J ⊆ Γ the
subset of trails associated to an optimal solution. Then, we have the following:

Theorem 11. Algorithm Greedy-ED has performance ratio equal to O( 1√
m

).

In order to give some idea about the determination of the value
√

m above,
suppose that a trail T1 hits k trails of J \ I1 at the first step of the Greedy-ED.
Note that, one edge of T1 can hit at most one other trail of J and therefore T1

has length at least k. Since T1 is a shortest s − t trail, all other trails in J \ I1

also have at least k edges. Therefore, k2 ≤ m, so k =
√

m. This idea may be
inductively applied for the remaining steps of the greedy procedure.

Note that we can easily modify the Greedy-ED to solve the mpvdp. In this
case, after the determination of a shortest s−t path P in Gc, it suffices to remove
all vertices belonging to P \{s, t}. We repeat this process until no Properly Edge-
Colored s − t paths are found. We call this new procedure Greedy-VD. Using
the same ideas as described in Theorem 11, we can prove that Greedy-VD has
performance ratio equal to O(1/

√
n) for the mpvdp problem.

We end this section with some polynomial results for some specific families
of graphs. To begin with, we introduce the following definition: given an edge-
colored graph Gc, we say that a cycle Cx = xa1 · · ·ajx with x �= ai for i = 1, . . . , j
is an almost properly colored cycle (closed trail) through x in Gc, if and only if
c(xa1) = c(xaj) and both paths (respectively trails) x−a1 and x−aj are properly
colored. If c(xa1) �= c(xaj), then Cx define a properly edge-colored cycle (closed
trail) through x. In the sequel, we show how to solve the mpvdp (respectively,
mpedt) problem in polynomial time for graphs containing no properly or almost
properly colored cycles (respectively, closed trails) through s or t. Notice that
to check if an edge-colored graph Gc contains or not a properly or an almost
properly cycle (closed trail) through x, it suffices to define an auxiliary graph
Gc

x obtained from Gc by replacing x with two new vertices xa and xb and setting
NGc

x
(xa) = NGc(x) and NGc

x
(xb) = NGc(x). Now, using Theorem 2 (respectively,

Theorem 3) we compute, if any, a Properly Edge-Colored xa − xb path (trail)
in Gc

x. Clearly if no such xa − xb path (trail) exists in Gc
x, then there exists no

properly or almost properly edge-colored cycle (closed trail) through x in Gc.
Initially, given an integer k ≥ 1, we consider the k-pvdp (decision version

associated with the mpvdp) restricted to graphs with no (almost) Properly Edge-
Colored cycles through s or t.
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Theorem 12. Consider an integer k ≥ 1 and a c-edge-colored graph Gc with no
(almost) Properly Edge-Colored cycles through s or t. Then, the k-pvdp problem
may be solved in polynomial time.

Proof: Suppose, w.l.o.g., that we do not have (almost) properly colored cycles
through vertex s in Gc. Notice for instance, that (almost) properly colored closed
trails through s with vertex repetitions are allowed.

If k = 1, the problem is polynomially solved by Edmonds-Szeider’s Algorithm.
For k ≥ 2, we construct an auxiliary non-colored graph G′ in the following way.
As discussed in Section 1, we first define W = V (Gc) \ {s, t}, and non-colored
graphs Gx for every x ∈ W (see the first part in the definition of the Edmonds-
Szeider’s graph). Now, define Sk = {s1, . . . , sk}, Tk = {t1, . . . , tk} and proceed
as follows:
V (G′) = Sk ∪ Tk ∪ (

⋃
x∈W V (Gx)), and

E(G′) =
⋃

j=1,...,k

(⋃
i∈Ic

(
{sjxi|sx ∈ Ei(Gc)} ∪ {xitj |xt ∈ Ei(Gc)}

))
∪

(⋃
i∈Ic

{xiyi|xy ∈ Ei(Gc)}
)

∪
(⋃

x∈W E(Gx)
)
.

Now, find a perfect matching M (if any) in G′ and contract each subgraph
Gx into a single vertex x. Let G′′ this new graph. Observe that all paths in G′′

are defined by edges belonging to M ∩ E(G′′). In addition, we cannot have a
path between si and sj in G′′ (otherwise, we would have a (an almost) properly
cycle though s in Gc). In this way, all paths in G′′ begins at vertex si ∈ Sk and
finish at some vertex tj ∈ Tk. Finally, we construct a non-colored graph G′′′ by
contracting Sk and Tk respectively to vertices s and t. In this way, note that
non-colored s − t paths in G′′′ are associated to Properly Edge-Colored s − t
paths in Gc and vice-versa. Therefore, if the construction of a perfect matching
M in G′ is possible (what is done in polynomial time), we obtain k properly
edge-colored s − t paths in Gc.

Since the perfect matching problem is solved in polynomial time, we can easily
construct a polynomial time procedure for the mpvdp in graphs with no (almost)
properly colored cycles through s or t. To do that, it suffices to repeat all the
steps described in Theorem 12 for k = 1, . . . , n−2 until some non-colored graph
G′ containing no perfect matchings is found.

Similarly, using the Fundamental Lemma and Theorem 12, we can apply the
same ideas to solve the mpedt in graphs with no (almost) properly colored
closed trails through s or t. The details are left to the reader.

4 Conclusions and an Open Problem

In this work, we have considered path and trail problems in edge-colored graphs.
We generalized some previous results concerning Properly Edge-Colored paths
and cycles in colored graphs, which allowed us to devise efficient algorithms for
finding them. On the negative side, we proved that finding k properly vertex/edge
disjoint s − t paths/trails is NP-complete even for k = 2 and c = Ω(n2). In ad-
dition, we showed that both problems remain NP-complete for arbitrary k ≥ 2
in graphs with no Properly Edge-Colored cycles (closed trails) and c = Ω(n),
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which led us to investigate approximation. Finally, we showed that both mpvdp

(mpedt) are solved in polynomial time when restricted to graphs with no (al-
most) Properly Edge-Colored cycles (closed trails) through s or t. However, the
following question is left open. Is the problem below NP-complete?

Input: Given a 2-edge-colored graph Gc(V, E) with no Properly Edge-Colored
cycles, two vertices s, t ∈ V and a fixed constant k ≥ 2.
Question: Does G contains k Properly Edge-Colored vertex/edge disjoint paths
between s and t?

As a future direction, another important question is to consider the approxima-
tion performance ratio (as well as inapproximability results) for both mpvdp and
mpedt for general colored graphs or for graphs with no Properly Edge-Colored
cycles (closed trails).
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Abstract. We describe a simple combinatorial approximation algorithm
for finding a shortest (simple) cycle in an undirected graph. For an undi-
rected graph G of unknown girth k, our algorithm returns with high
probability a cycle of length at most 2k for even k and 2k + 2 for odd

k, in time O(n
3
2
√

log n). Thus, in general, it yields a 2 2
3 approximation.

We study also the problem of finding a simple cycle of minimum to-
tal weight in an undirected graph with nonnegative edge weights. We
present a simple combinatorial 2-approximation algorithm for a min-
imum weight (simple) cycle in an undirected graph with nonnegative
integer edge weights in the range {1, 2, ..., M}. This algorithm runs in
time O(n2 log n log M).

1 Introduction

The girth of an undirected graph G is defined as the length of a shortest cycle in
G, or infinity if G is acyclic. The notion of girth is closely connected with other,
important characteristics of a graph, such as chromatic number, connectivity,
genus, and many more (cf. [13,14]).

The problems of determining the girth and finding a shortest simple cycle
in an undirected graph, or more generally, a minimum weight simple cycle in
an undirected graph with non-negative edge weights belong to the basic algo-
rithmic graph problems [2,3,9,12,17,26,27,28,29]. For instance, they occur in the
construction of minimum cycle bases of graphs [19,20] and the maximum cycle
packing problems [8,21,22].

In a seminal paper from 1978, Itai and Rodeh [17] showed in particular that a
shortest cycle in an undirected graph can be found in the same asymptotic time
as Boolean matrix multiplication. They also observed that the direct algorithm
for a shortest cycle consisting in running breadth first search from each vertex
has an O(nm) time behavior, where n and m are the number of vertices and
edges in the input graph respectively (see p. 413 and 415 in [17]).

Observe that by the upper bounds on the number of edges of a graph G in
terms of the girth of G established by Bollobas in [7] 1, the aforementioned direct
algorithm detects a shortest (simple) cycle of G in time O(n2+ 1

�(g−1)/2� ), where

1 If a graph G on n vertices has girth ≥ 2k + 1 then it has at most n1+ 1
k edges.

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 736–746, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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g is the girth of G. Already for graphs of girth greater than four this simple
combinatorial method is substantially sub-cubic and for graphs of girth greater
than six it is faster than the aforementioned algorithm for a shortest cycle due to
Itai and Rodeh based on fast matrix multiplication and running in time O(nω),
where ω < 2.376 is the exponent of square matrix multiplication.

Itai and Rodeh also modified the direct algorithm to provide a simple
quadratic-time heuristic which outputs a cycle whose length is within the mini-
mum plus one in [17].

Surprisingly enough, in spite of large number of deep and interesting papers on
related cycle problems in undirected, unweighted graphs [2,3,18,28,14,23,28,29],
the aforementioned upper time bounds from 1978 could not be subsumed. Even
more surprisingly, no substantially sub-quadratic-time constant-approximation
heuristics for a shortest cycle in an undirected graph seems to be known in the
literature.

For non-negatively edge weighted graphs on n vertices, the problem of finding
a simple cycle of minimum total edge weight is closely related to the all-pairs
shortest path problem, where the length of a path means its total edge weight
[11] Since the fastest known algorithm for the all-pairs shortest path problem
for edge weighted graphs has time complexity O(n3 log3 log n/ log2 n) [9], the
aforementioned relationship does not lead to a substantially sub-cubic algorithm
for finding a shortest cycle at present.

The situation changes if one can accept a reasonable approximation of a min-
imum weight cycle. There are several known approximation algorithms for the
all-pairs problem [31]. For instance, Kavitha et al. use the following ones to ap-
proximate a shortest cycle in order to construct an approximation of minimum
cycle basis of a graph with nonnegative edge weights in [19,20]:

- the all-pairs 2-stretch algorithm of Cohen et al. running in time 2 Õ(n3/2m1/2)
[10], where m is the number of edges, or

- the all-pairs (1 + ε)-stretch algorithm of Zwick running in time
Õ(mnω/ε log(W/ε)) [30], where W is the largest edge weight, or

- the structure of Thorup et al. for (2k−1)-approximate shortest path queries
constructible in expected time Õ(kmn1/k) [25].

Unfortunately, each of the approaches requires either substantially super-
-quadratic time or yields an approximation factor substantially larger than 2.
Almost quadratic time is known to be sufficient to achieve solely stretch 3 [10],
or more recently, stretch between 3 and 2 [4,5]. For the vast literature on the
very related problem of all-pairs shortest paths in graphs with edge weights and
their approximation the reader is referred to the excellent survey by Zwick [31],
and especially for the more recent developments to the introduction sections of
the recent papers by T. Chan (see e.g. [9]).

For the related problems of finding minimum weight (simple) cycles composed
of k edges (for a fixed k) in a graph with nonnegative edge weights and those

2 The notation �O(f(n)) stands for O(f(n) logc n) for some positive constant c.
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of finding minimum weight (simple) cycles in undirected graphs with vertex
weights or Euclidean edge weights, which both can be regarded as a subclass of
edge weighted undirected graphs, the reader is referred to [9,12,26,27].
Our contributions: Our main result is a simple combinatorial approximation
algorithm for finding a shortest (simple) cycle in an undirected graph (Section 2).
It combines the idea of “halting BFS” from the simple heuristic of Itai and
Rodeh with the idea of small dominating sets for large degree vertices used in
the algorithms for shortest paths with additive approximation factors from [1,15].
For an undirected graph G of unknown girth k, our algorithm returns with high
probability a cycle of length at most 2k for even k and 2k + 2 for odd k, in time
O(n

3
2
√

log n). Thus, in general, it yields a 2 2
3 approximation.

Our approximation algorithm for a shortest cycle leads also to more time-
efficient implementations of the best heuristics for maximum packing of edge
disjoint cycles as well as vertex disjoint cycles in an undirected graph, due to
Krivelevich et al. [21] and Salavatipour et al. [22], respectively.

We also study the problem of finding a shortest (simple) cycle, i.e., a sim-
ple cycle of minimum total weight, in an undirected graph with nonnegative
integer edge weights (Section 3). We apply a a similar “halting” approach to a
specially derived variant of Dijkstra’s single-source shortest paths algorithm [11]
in order to derive a 2-approximation algorithm for this problem. For an undi-
rected graph with nonnegative integer edge weights in the range {1, 2, ..., M},
our 2-approximation algorithm runs in time O(n2 log n log M).

2 The Unweighted Case

For an undirected graph G, we shall denote its girth, i.e., the minimum number
of edges in a simple cycle in G, by girth(G).

Our approximation algorithm for finding a short cycle in an unweighted graph
G combines the idea of the algorithm of Itai and Rodeh that returns a cycle of
length at most girth(G)+1 [17] with the ideas behind the algorithms for shortest
paths problems with additive approximation factors from [1].

The algorithm of Itai and Rodeh is very simple. It conducts a breadth-first
search from each vertex v of G and halts when the first non-tree edge is detected
(we shall term such a partial BFS as halting BFS). It follows that the running
time is at most quadratic. If the first non-tree edge induces a simple cycle of even
length passing through v , then this cycle is easily seen to be a shortest even
cycle passing through v in G. Therefore, if girth(G) is even, the algorithm of
Itai and Rodeh detects a shortest cycle. Also, if the first non-tree edge induces a
simple cycle of odd length passing through v then the cycle has to be the shortest
one passing through v in G. Thus, the algorithm of Itai and Rodeh may fail to
detect a shortest cycle only in the case when girth(G) is odd and it repetitively
detects shortest even cycles passing through start vertices belonging to shortest
cycles (as seen in Fig. 1).

Our approximation algorithm in part relies on the following lemma.
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Fig. 1. The detection of a cycle can result in either an even cycle as in (a), or in an
odd cycle as in (b)

Lemma 1. If v is at distance l from u, and there is a simple cycle C of length k
going through v then the halting BFS from u will report a simple cycle of length
less or equal to k + 2l if k is even, and k + 2l + 1 if k is odd.

Proof. Suppose first that k is even. At most at the (l + k/2 − 1)-th level of the
BFS tree rooted at u, we are guaranteed to find a cycle. It will be either the
cycle C, or another one found while relaxing some vertex w at this level. The
distance from u to w is at most (l + k/2 − 1), so the length of the cycle reported
can be at most 2(l + k/2 − 1) + 2, i.e, at most k + 2l.

If k is odd, we will find a cycle while relaxing a vertex at the l + �k/2�-th
level, and the cycle reported will be of length at most 2(l + �k/2�) + 2, i.e., at
most 2l + k + 1. ��

A deterministic version of the following simple combinatorial fact (Remark 2.8
in [1]) lies behind the algorithms for shortest paths with additive approximation
factors from [1,15]. For our purposes, we shall use the original randomized version
in order to minimize time complexity.
Fact 1. Let H be the set of all vertices with a degree greater or equal to s, and
let β ≥ 2. A set of βs−1n ln n vertices of G chosen uniformly at random is a
dominating set for H with probability at least 1 − 1/(nβ−1).

Our algorithm ApproxUnweightedCycle is depicted in Fig. 2.

Lemma 2. For an unweighted undirected graph G of girth k and β ≥ 2, the pro-
cedure ApproxUnweightedCycle(G) outputs with probability at least 1− 1/nβ−1

a cycle of length at most 2k if k even, and of length at most 2k + 2 if k is odd.

Proof. To begin with, recall that the k-th power of a graph G = (V, E) is a
graph Gk = (V, Ek) such that (u, v) ∈ Ek if and only if there is a path of length
at most k connecting u with v in G.

Let v be a vertex belonging to a cycle of length k in G.
Suppose first that k is even. Then the halting BFS from v either will detect a

cycle of length at most k while relaxing a vertex at the k/2 − 1 level of the BFS
tree rooted at v or it will stop because of visiting nε vertices on levels 1 through
k/2. In the latter case, the vertex v has at least nε neighbors in the power graph
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Algorithm ApproxUnweightedCycle(G)
Input: an undirected unweighted graph G = (V, E), and a positive real ε.
Output: if G contains a cycle then a simple cycle C.

1. Perform the halting BFS from each vertex v, running at most nε

steps. If a cycle F is detected and C is either unspecified or it is a
cycle longer than F then set C to F.

2. Set D to a set of βn1−ε ln n vertices of G chosen uniformly at random.
3. For each vertex v in D, perform the halting BFS. If a cycle F is

detected and C is either unspecified or it is a cycle longer than F
then set C to F.

4. Output C.

Fig. 2. The procedure ApproxUnweightedCycle

Gk/2. It follows by Fact 1 that v is dominated by a vertex u in D in Gk/2 with
high probability. Hence, by Lemma 1, the halting BFS from u will detect a cycle
of length at most k + 2k/2, i.e., at most 2k.

The proof when k is odd is analogous. The halting BFS from v will either
detect a cycle of length at most k+1 while relaxing a vertex at the (k−1)/2 level
of the BFS tree rooted at v, or it will stop because of having visiting nε vertices
on levels 1 through (k − 1)/2+1. In the latter case v is dominated by a vertex u
in D in G(k−1)/2+1 with high probability. Hence, analogously by Lemma 1, the
halting BFS from u will detect a cycle of length at most k +2((k −1)/2+1)+1,
i.e., at most 2k + 2. ��

Lemma 3. For an unweighted undirected graph G on n vertices, Approx −
UnweightedCycle(G) runs in time O(max{n2−ε log n, n1+ε}).

Proof. The first step takes O(n1+ε) time whereas the second one can be imple-
mented in time O(n). Finally, since the set D is of size O(n1−ε log n), the third
step requires O(n2−ε log n) time. ��

By Lemmata 2 and 3, and by setting ε = (1 + log log n
log n )/2, we obtain:

Theorem 1. For β ≥ 2 and an unweighted undirected graph G on n vertices,
the procedure ApproxUnweightedCycle(G) detects with probability at least 1 −
1/nβ−1 a cycle of length at most 2girth(G) if girth(G) even, and of length at
most 2girth(G) + 2 if girth(G) is odd in time O(n

3
2
√

log n).

Corollary 1. For an unweighted undirected graph G on n vertices and β ≥
2, the procedure ApproxUnweightedCycle(G) detects with probability at least
1 − 1/nβ−1 a cycle of length at most 2 2

3girth(G).

The NP-hard problem of packing a maximum number of edge disjoint cycles in
an undirected (or directed) graph is fundamental in algorithmic graph theory
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[8,21]. Krivelevich et al. provided the best known polynomial-time approximation
heuristics for this cycle packing problem both in the undirected and directed case
[21]. For an undirected graph on n vertices, their heuristic yields an O(

√
log n)

approximation factor. Their heuristic is a combination of an earlier modified
greedy heuristic due to Caprara et al. [8] with the ordinary greedy algorithm
repetitively detecting a shortest cycle in the current graph and removing the
edges of the cycle. In all the three aforementioned heuristics the most time-
consuming step is repetitively detecting a shortest cycle in the current graph.
Caprara et al. and Krivelevich et al. do not discuss the time complexity of their
heuristics, totally concentrating on the derivation of bounds on their approxi-
mation factor in [8,21].

Interestingly, their derivation of the O(
√

log n) upper bound on the approxi-
mation factor in [21] can be trivially adapted to the situation when a constant-
approximation heuristic for a shortest cycle is used instead of an exact algorithm.
Hence, since one can pack at most m/3 edge-disjoint cycles in a graph on m
edges, we obtain the following theorem by using our approximation algorithm
for a shortest cycle in an undirected graph (Corollary 1) instead of an exact
algorithm for a shortest cycle.

Theorem 2. For α ≥ 1, with probability at least 1−1/nα, one can approximate
the problem of maximum packing of edge disjoint cycles in an undirected graph
on n vertices and m edges within a factor of O(

√
log n) in time O(mn

3
2
√

log n).

Similarly, the problem of packing a maximum number of vertex disjoint cycles
in an undirected graph is a fundamental NP-hard problem in algorithmic graph
theory [22]. Salavatipour et al. showed that this problem admits an O(log n) ap-
proximation in polynomial time [22]. Their heuristic is also based on repetitively
detecting a shortest cycle in the current graph resulting from consecutive con-
tractions (see p. 55 in [22]). Hence, our approximation algorithm for a shortest
cycle leads to a more efficient implementation of the best heuristic for maximum
packing of vertex disjoint cycles in an undirected graph too.

3 The Weighted Case

In this section, we assume that the input graph G = (V, E) has non-negative
real edge weights weight(e), e ∈ E, and the task is to find a shortest cycle in G,
i.e., a simple cycle of minimum total weight in G.

Given the close connection between the problem of finding shortest paths and
the problem of finding a shortest cycle, it is a natural question to ask whether
one could similarly halt Dijkstra’s algorithm as one can halt breadth-first search
in the unweighted case in order to obtain much faster close approximation of a
shortest (simple) cycle.

To elaborate on this question, we have to recall the key concept of edge re-
laxation from the standard Dijkstra’s algorithm [11]. For v ∈ V, let d(v) be the
current estimation of the distance from the source vertex in Dijkstra’s algorithm
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and let π(v) stand for the predecessor of v on a currently shortest path from the
source vertex. Then, for (u, v) ∈ E, the relaxation of (u, v) is defined as follows.

Relax (u,v)
if d(v) > d(u) + weight(u, v) then
d(v) ← d(u) + weight(u, v)
π(v) ← u

In the standard Dijkstra’s algorithm, when a new vertex u is inserted in the set
S of vertices for which the shortest distance to the source vertex s is already
determined, all edges incident to u are relaxed. Some of them can close cycles
(in the shortest-path tree spanning S) whose total weight might be much larger
than that of a shortest cycle in G.

To deal with this difficulty, we shall consider a variant of Dijkstra’s algorithm
where only a lightest among edges incident to u with the other endpoint outside
S is relaxed. To extract such an edge, we shall use a priority queue Qu for edges
incident to u. We use a standard heap implementation of our priority queue
[11]. Also, when a new vertex u is inserted into S, then a new, currently lightest
edge incident to its predecessor π(u) in S with the other endpoint outside S is
extracted from the priority queue Qπ(u). We shall term this variant of Dijkstra’s
algorithm as Priority Dijkstra, see Fig. 3.

procedure Priority Dijkstra(G, s)
Input: a graph G = (V, E) given by priority queues Qu, u ∈ V, of edges (u, v)
incident to u ordered by their weight, and a distinguished start vertex s ∈ V.
Output: for each vertex v ∈ V, its distance d(v) from s, and the predecessor π(v)
on a shortest path from s to v.

1. for v ∈ V do
(a) d(v) ← ∞;
(b) π(v) ← NIL;

2. d(s) ← 0
3. S ← ∅;
4. Q ← a priority queue of vertices ordered by d(v);
5. while Q �= ∅ do

(a) Extract a vertex u of G of minimum d(u) from Q;
(b) S ← S ∪ {u};
(c) Extract an edge (u, v) satisfying v /∈ S of minimum weight(u, v) from Qu;
(d) if (u, v) is defined then Relax(u, v);
(e) Extract an edge (π(u), v′) satisfying v′ /∈ S of minimum weight(π(u), v′)

from Qπ(u);
(f) if (π(u), v′) is defined then Relax(π(u), v′);

Fig. 3. The procedure PriorityDijkstra
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By the definition of Priority Dijkstra, the following holds:
For each u ∈ S, an edge (u, v) incident to u, where v /∈ S, of minimum weight (if
any) is relaxed, i.e., d(v) ← min{d(v), d(u)+weight(u, v)}, before the choice of
a new vertex for insertion into S.

It follows by induction on the cardinality of S that when the next vertex v is
inserted into S, it has the same value d(v), as the one inserted by the standard
Dijkstra’s algorithm, and hence, we may assume without loss of generality that
it is the same vertex as the one inserted by the standard Dijkstra’s algorithm.
Hence, analogously as for the Dijkstra algorithm, we can obtain the following
lemma.

Lemma 4. If we run Priority Dijkstra procedure on an edge weighted directed
(or, undirected) graph G = (V, E) with nonnegative weight function w and source
s then for each vertex u ∈ V after its insertion in S, d(u) is equal to the distance
from s to u, and d(v) ≤ d(u) for all v inserted into S prior to u.

Of course, the preprocessing in the form of the priority queue already requires
super-quadratic time, however as we show later it can be reused for the runs for
all starting vertices.

As for halting Priority Dijkstra(G, s) when an edge closing a cycle in the
shortest-path tree of the current S is encountered, we still face the problem that
the weight of such an edge can be much larger than that of a shortest cycle in
G passing through s.

To tackle with the latter problem, we introduce a t-bounded variant of Priority
Dijkstra, Bounded Priority Dijkstra (BPD for short), where t is a positive real.
BPD(G, s, t) simply disregards steps 5(c,d) if the currently lightest edge in Qu

has weight exceeding t−d(u). Similarly, it disregards steps 5(e,f) if the currently
lightest edge in Qπ(u) has weight exceeding t − d(π(u)).

It is easy to observe that BPD(G, s, t) computes correct distances for all
vertices u of G whose distance from s is at most t.

Now, let us modify BPD further so it halts whenever it detects an edge (u, v)
satisfying d(u) + weight(u, v) ≤ t and v ∈ S in step 5(c), or an edge (π(u), v′)
satisfying d(π(u))+weight(π(u), v′) ≤ t and v′ ∈ S in step 5(e), and reports the
simple cycle closed respectively by (u, v) or (π(u), v′) in the shortest-path tree
spanning the current S. Let HBPD denote the so modified procedure.

Lemma 5. HBPD(G, s, t) runs in time O(n log n).

Proof. Each iteration of the block under the while instruction which does not
detect a cycle takes O(log n) time (including updating Q after the relaxation of
(u, v) or (π(u), v′)). Reporting the detected cycle takes O(n) time by using the
pointer function π. ��
Lemma 6. If HBPD(G, s, t) detects a cycle then the weight of the cycle is at
most 2t.

Proof. Let (u, v) be an edge that closes the detected cycle. Then, the weight of
the cycle is at most d(u) + weight(u, v) + d(v). By the t-boundedness, we have
d(u) + weight(u, v) ≤ t. Since v already belongs to S, we have also d(v) ≤ t. ��
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Lemma 7. If the input graph G has a cycle of weight not exceeding t then there
is a vertex s in G such that HBPD(G, s, t) detects a cycle.

Proof. Let C be a cycle in G of weight not greater than t. By Theorem 4 in [16],
there is a vertex s and an edge (u, v) in C such that C consists of shortest, i.e.,
minimum weight, paths from s to u and v, respectively, and the edge (u, v). Run
HBPD(G, s, t). We may assume without loss of generality that HBPD(G, s, t)
never detects a cycle, thus, all vertices of G are in the final S. We may also
assume without loss of generality that v is inserted before u into S. The queue
Qu cannot be discarded before the edge (u, v) is considered and relaxed since
d(u) + weight(u, v) ≤ t. We obtain a contradiction, since when (u, v) is relaxed
the cycle C should be detected. ��
By running HBPD with all possible start vertices, we obtain the following the-
orem by Lemmata 6, 7.

Theorem 3. If G is known to contain a cycle of weight at most t, then one can
detect a cycle of weight at most 2t in G in time O(n2 log n).

Proof. By combining Lemmata 6, 7, we conclude that HBPD(G, s, t) detects a
cycle of weight at most 2t if s belongs to a cycle of weight at most t.

To recover the priority queues Qn, we can store the elements extracted from
them on corresponding separate lists and then use the lists to reinsert the el-
ements back into the queues. This modification does not alter the asymptotic
time complexity of HBPD. ��
By combining Theorem 3 with a binary search, we obtain our second main result.

Theorem 4. Let G be an undirected graph with nonnegative integer edge weights
in the range {1, 2, ..., M}. A 2-approximation to a minimum weight (simple) cycle
in G can be determined in time O(n2 log n log M).

4 Final Remarks

It is an interesting open problem whether or not there is a substantially sub-
quadratic-time c-approximation algorithm for a shortest cycle in an unweighted
undirected graph for c ≤ 2.

It is also an interesting openproblemwhether or not there is a roughly quadratic-
time c-approximationalgorithmfor aminimumweight cycle in anundirectedgraph
with nonnegative integer edge weights of polynomial size for c < 2.
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Abstract. For intersection graphs of disks and other fat objects, polynomial-time
approximation schemes are known for the independent set and vertex cover prob-
lems, but the existing techniques were not able to deal with the dominating set
problem except in the special case of unit-size objects. We present approximation
algorithms and inapproximability results that shed new light on the approxima-
bility of the dominating set problem in geometric intersection graphs. On the one
hand, we show that for intersection graphs of arbitrary fat objects, the dominat-
ing set problem is as hard to approximate as for general graphs. For intersec-
tion graphs of arbitrary rectangles, we prove APX-hardness. On the other hand,
we present a new general technique for deriving approximation algorithms for
various geometric intersection graphs, yielding constant-factor approximation al-
gorithms for r-regular polygons, where r is an arbitrary constant, for pairwise
homothetic triangles, and for rectangles with bounded aspect ratio. For arbitrary
fat objects with bounded ply, we get a (3 + ε)-approximation algorithm.

1 Introduction

We study the approximability of the minimum dominating set problem in geometric in-
tersection graphs. Given an undirected graph G = (V, E), a set D ⊆ V is a dominating
set if every v ∈ V is in D or has a neighbor in D. The aim of Minimum Dominating
Set (MDS) is to compute for a given graph a dominating set of minimum cardinality.
Although for general graphs the approximability of MDS has been settled [15,8], the
problem is open for numerous graph classes, such as geometric intersection graphs.

Geometric intersection graphs are graphs in which the vertices represent geometric
objects and two vertices are adjacent if the corresponding objects intersect. Studying
approximation algorithms for fundamental graph optimization problems on such graphs
has led to several new techniques, in particular the geometric shifting technique [17],
which can be used to obtain polynomial-time approximation schemes (PTASs) for a
number of problems, such as Maximum Independent Set and Minimum Vertex Cover
in unit disk graphs [18] and in general disk graphs [13,6,26]. These algorithms extend
to any constant number of dimensions and arbitrary fat objects (including e.g. squares
or other regular polygons in the two-dimensional case).

Interestingly, as pointed out in [13], these techniques do not seem sufficient for
handling MDS in intersection graphs of objects of different sizes. To the best of our
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knowledge, there are no results for intersection graphs of disks, squares, etc. beyond
the (1 + lnn)-approximation ratio that can be achieved by the greedy algorithm. In
particular, we know of no constant-factor approximation algorithm or approximation
hardness results. In this paper, we address this open problem by studying the minimum
dominating set problem for intersection graphs of different types of fat objects and pro-
viding new insights into its approximability.

In Sect. 3 we present a new general approach to deriving approximation algorithms
for MDS on geometric intersection graphs. We apply it to obtain the first constant-
factor approximation algorithms for MDS on intersection graphs of r-regular polygons,
of pairwise homothetic triangles, and of rectangles of bounded aspect-ratio.

We also obtain a constant-factor approximation algorithm for MDS on disk graphs
of constant ply (see Sect. 4). A surprising corollary of this is a constant integrality gap
for MDS on planar graphs. For disk graphs of bounded ply, this result can be improved
to a (3 + ε)-approximation algorithm by using a new variant of the shifting technique.
This algorithm extends to intersection graphs of arbitrary fat objects of bounded ply.

The type of fat objects considered impacts the approximability of MDS: We prove
that for n arbitrary fat objects, approximation ratio (1 − ε) ln n is not achievable for
any ε > 0, unless NP ⊂ DTIME(nO(log log n)). We also solve an open problem of
Chlebı́k and Chlebı́ková [9], who asked whether their APX-hardness results for inter-
section graphs of d-dimensional axis-parallel boxes extend to the case d = 2. We affirm
this by showing that MDS is APX-hard for rectangle intersection graphs.

1.1 Known Results

MDS in general graphs is essentially equivalent to Minimum Set Cover. For n-vertex
graphs, approximation ratio 1+lnn is achievable by a greedy algorithm, and one cannot
get ratio (1 − ε) ln n for any ε > 0, unless NP ⊂ DTIME(nO(log log n)) [15,8].

Even though geometric intersection graphs have properties exploitable to approxi-
mate several problems [13,6,26], only few approximation algorithm are known for MDS
in such graphs. For unit disk graphs, Marathe et al. [22] gave a constant-factor approx-
imation algorithm, before a PTAS was presented by Hunt et al. [18] and Nieberg et al.
[25]. MDS in unit disk graphs seems harder in the weighted than in the unweighted
case, but has a constant-factor approximation algorithm by Ambühl et al. [2].

On the negative side, MDS cannot have an FPTAS (unless P=NP), as it is NP-hard
for geometric intersection graphs (even for simple classes such as unit disk graphs [10]).
Chlebı́k and Chlebı́ková [9] have shown that for any d ≥ 3, Minimum Dominating Set
and several other problems are APX-hard on intersection graphs of d-dimensional axis-
parallel boxes. It follows from Marx [23] that Minimum Dominating Set cannot have
an EPTAS (Efficient PTAS) for unit square/disk graphs (unless FPT=W[1]).

Some of our algorithms use ε-nets, which were used to approximate geometric opti-
mization problems before, e.g. geometric hitting set [5,14], geometric set cover [11].

2 Preliminaries

A ρ-approximation algorithm for a minimization problem is an algorithm that runs
in polynomial time and always produces a solution whose value is at most ρ · OPT ,
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where OPT is the optimal objective value. The value ρ is also referred to as the ap-
proximation ratio. An algorithm that achieves approximation ratio 1 + ε, for arbitrary
ε > 0, and whose running-time is polynomial in the size of the input for any fixed ε,
is called a polynomial-time approximation scheme or PTAS. If its running-time is poly-
nomial also in 1

ε , it is called a fully polynomial-time approximation scheme or FPTAS.
A c-asymptotic fully polynomial-time approximation algorithm or c-FPTAAω is an al-
gorithm giving for any ε > 0 a feasible solution in time polynomial in 1

ε and the size
of the input, such that the objective value of the solution is at most (c + ε)OPT if the
size of the input is at least cε, where cε is a constant depending only on ε. If c = 1, it is
called an asymptotic fully polynomial-time approximation scheme or FPTASω.

2.1 ε-Nets

Our main algorithmic results rely on the availability of small ε-nets. Given a universe
U and a family S of n subsets of U (called objects), we say R ⊆ S is an ε-net for S
if any element u ∈ U covered by more than ε |S| sets in S is also covered by R (i.e.,
covered by

⋃
R). The size of the net is equal to the cardinality of R. Suppose that

for objects of a certain type (e.g. disks in the plane), we have a decomposition bound
function f(n) bounding the number of simple regions in a canonical decomposition of
the complement of the union of n such objects. Then Clarkson and Varadarajan have
proved the following result.

Theorem 1 ([11]). For any 0 < ε ≤ 1, there is an ε-net for S of size O(f(1/ε) + 1/ε).

Such a net can be found by a randomized algorithm with polynomial expected running
time. For details and a formal definition of f , we refer to [11]. By derandomizing the
algorithm using the method of conditional expectations, we obtain the following result.

Theorem 2. For any 0 < ε ≤ 1, we can find an ε-net for S of size O(f(1/ε) + 1/ε) in
time polynomial in |S|, 1/ε, and f(1/ε).

Pseudo-disks (subsets of the plane bounded by simple closed Jordan curves where each
pair of curves intersects at most twice) have a linear decomposition bound function
[19,11], giving a linear sized net.

3 Domination in Geometric Intersection Graphs

We introduce the novel notion of �-dominating sets, which we use with ε-nets to ap-
proximate geometric dominating set. Let � be a binary reflexive relation on the vertices
of a graph G = (V, E). An example, say for geometric intersection graphs, is that u � v
if the object representing u is at most as large as the object representing v. We call v ∈ V
�-larger than u ∈ V if u � v. Denote by N�(u) = {v ∈ V | (u, v) ∈ E, u � v}
the set of �-larger neighbors of u and u’s closed �-larger neighborhood by N�[u] =
N�(u) ∪ {u}.

Call a set D ⊆ V a �-dominating set if for any u ∈ V , u ∈ D or there is a �-larger
neighbor of u in D, i.e. D ∩ N�[u] 
= ∅. In light of the following theorem, we will be
interested in binary reflexive relations � where the �-factor (the size of a minimum �-
dominating set divided by the size of a minimum dominating set) is at most a constant.
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Theorem 3 (Main Theorem). Let G be the intersection graph of a set S = {su ⊆
R

d | u ∈ V (G)} of closed topological balls with decomposition bound function f . Let
� be a binary reflexive relation on the vertices of G with �-factor c1 such that for any
vertex u there exist c2 points in su jointly hitting all objects sv with v ∈ N�(u). If
the size of a minimum dominating set of G is k, then we can find in polynomial time a
dominating set of size O(f(2c1c2k) + c1c2k).

Proof. Solve the LP-relaxation of the �-dominating set problem. The integer LP is

z∗I = min
∑

u∈V xu

s.t.
∑

v∈N�[u] xv ≥ 1 (∀u ∈ V )
xu ∈ {0, 1} (∀u ∈ V ).

Observe that z∗I ≤ c1k. In the relaxation, the last constraint is replaced by xu ≥ 0 (∀u ∈
V ). Let x∗ be a vector attaining the optimum fractional value z∗. Since for any vertex
u all objects sv with v ∈ N�(u) can be hit by c2 points in su, each su contains a point
p such that

∑
v:p∈sv

x∗
v ≥ 1/c2.

Now construct a set S′ from S by taking x∗
u · |S|/z∗� copies of each object su.

Following the previous observation, this means that for any object s ∈ S there is a
point p in s such that at least |S|/(c2z

∗) objects of S′ contain p. Furthermore,

|S′| =
∑

u∈V x∗
u · |S|/z∗� <

∑
u∈V (1 + x∗

u · |S|/z∗) = |S| + |S|
z∗

∑
u∈V x∗

u = 2|S|.

Applying Theorem 2, we find a set R′ ⊆ S′ of size O(f(2c2z
∗)+2c2z

∗) such that any
point covered by more than |S′|/(2c2z

∗) objects of S′, and thus also any point covered
by at least |S|/(c2z

∗) objects of S′, is covered by R′. Then R′ intersects each object of
S and thus R′ is a dominating set of G. It has size

O(f(2c2z
∗) + 2c2z

∗) ≤ O(f(2c2z
∗
I ) + c2z

∗
I ) ≤ O(f(2c1c2k) + c1c2k).

Following Theorem 2, R′ can be found in polynomial time. ��

Hence the integrality gap1of the LP relaxation of �-MDS is O(c1f(2c2z
∗)/z∗ + c1c2).

In the remainder, we do not distinguish between a vertex v ∈ V and the geometric
object sv it represents, i.e., v can refer both to the vertex and to the geometric object.

Before we can apply Theorem 3, we need more concrete relations �. Consider the
intersection graph of a set S of closed topological balls in R

d. Define a relation �Leb

such that u �Leb v if and only if the Lebesgue measure of u is at most the Lebesgue
measure of v. Clearly, �Leb is a (total) preorder (i.e. �Leb is reflexive and transitive).
The following two easy lemmas are sufficient to show that the �Leb -factor is a constant
for many intersection graph classes. We use N(u) to denote the set {v | (u, v) ∈ E}.

Lemma 1. Let � be a binary reflexive relation on the vertices of G such that for any
vertex u a minimum �-dominating set for Uu = {v | v 
� u, v ∈ N(u)} has size at
most c. Then the �-factor is at most c + 1.

The observation here is that if D is a dominating set of G and Du is a minimum �-
dominating set for Uu, then D ∪

⋃
u∈D Du is a �-dominating set. In fact, a bound on

the size of a minimum �-dominating set for Uu is only needed for vertices u appearing
in a particular minimum dominating set.
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Lemma 2. Let � be a total preorder on the vertices of G s.t. for any vertex u the size
of any independent set of N�(u) is bounded by c. Then the �-factor is at most c + 1.

These lemmas also hold for the fractional �-factor (the ratio of the value of the opti-
mum fractional �-dominating set and fractional dominating set). By Thm. 3, the inte-
grality gap1 of MDS is O(f(2c2c3z

∗)/z∗+c2c3) if the fractional �-factor is at most c3.

3.1 Regular Polygons

We apply Theorem 3 to give constant-factor approximation algorithms for Minimum
Dominating Set on intersection graphs of regular polygons. We assume the polygons
are pairwise homothetic: one polygon can be obtained from another by scaling and
translating (i.e. rotations are not allowed). Applying results of Kim, Kostochka, and
Nakprasit [20] (bounding sizes of independent sets in neighborhoods of larger objects)
and Lemma 2, we can show that the �Leb -factor is at most 5 for intersection graphs of
homothetic parallelograms and at most 6 for intersection graphs of homothetic copies
of any other planar convex object (including disks and regular polygons).

For even regular polygons (i.e. 2r-regular polygons), 2r points suffice to hit all �Leb -
larger neighbors of a vertex (take the corners2 of the polygon). As pairwise homothetic
regular polygons are pseudo-disks, we can apply Theorem 3 with a linear decomposi-
tion bound to yield the following.

Theorem 4. Let r > 0 be an integer. There is a polynomial-time O(r)-approximation
algorithm for Minimum Dominating Set on intersection graphs of pairwise homothetic
2r-regular polygons.

Corollary 1. Minimum Dominating Set on square intersection graphs is in APX.

Although Theorem 4 also works for intersection graphs of 2-regular polygons (i.e. in-
terval graphs), a linear-time exact algorithm exists in this case [7].

The �Leb relation does not seem sufficient to give a constant-factor approximation
algorithm for odd regular polygons, as it is not possible to hit all �Leb -larger neighbors
of a vertex by a constant number of points inside the object, even though a constant
number of points outside the object would suffice. The algorithm of Theorem 3 does
not seem to extend to this case. However, we can introduce a more restrictive relation
� such that u � v if in addition to u �Leb v, v also covers a constant fraction of
the boundary of u or covers a corner of u. For this relation, a constant number of points
inside an object suffices to hit all �-larger neighbors. We can also show it has a constant
�-factor for odd regular polygons. Detailed analysis reveals the restriction that u �Leb

v is not necessary. So for two vertices u, v ∈ V , define u �1/3 v if and only if v contains
a corner of u or v covers at least one third of a side of u. We first consider triangles.

Theorem 5. There is a polynomial-time O(1)-approximation algorithm for Minimum
Dominating Set on intersection graphs of pairwise homothetic equilateral triangles.

1 The integrality gap is the ratio of the optimum integral and optimum fractional value of an LP.
2 To disambiguate between vertices of a graph and vertices of a polygon, vertices of a polygon

will be referred to as corners.
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Fig. 1. Triangles u, vt, vr , and
w of the proof of Theorem 5.
The two dots represent p and
the barycenter of w.
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Fig. 3. The intersection graph of The-
orem 15. If (v1, v2) ∈ E, then the
shaded rectangle S1,2 is in G′.

Proof. All �1/3 -larger neighbors of a vertex can be hit by 9 points inside the triangle
(its three corners and two points equidistantly on each side). To apply the �1/3 relation
with Theorem 3, we show that the �1/3 -factor is at most 7. Let S be a set of equilateral
triangles with base parallel to the x-axis. Consider a triangle u that is not fully contained
in any other triangle of S and let U = {v | v 
�1/3 u, v ∈ N(u)}. For any v ∈ U , u
does not contain a corner of v. Hence all v ∈ U must contain a corner of u. Look at
one particular corner of u, say the left corner, and let Ul ⊆ U be the set of triangles
intersecting it. Now let vt be a vertex in Ul such that the top corner of vt has the largest
distance to the altitude3 of the left corner of u. Similarly, let vr ∈ Ul be a vertex such
that the right corner of vr has the largest distance to this altitude (see Fig. 1). We claim
vt, vr, and u form a �1/3 -dominating set for Ul.

Let w be a vertex in Ul. We may assume w has no corner in vt, vr, or u. Then w
contains a corner of vt, vr, and u. Furthermore, by the choice of vt and vr, w cannot
fully contain either vt or vr, as the top (right) corner of w would be further from the
altitude than the top (right) corner of vt (vr). Triangles vt, vr, and u share a common
point p inside w (the leftmost corner of u). There must be a side of w such that p is at
least as far from this side as the barycenter4 of w. Suppose w.l.o.g. that vr protrudes this
side. Then the corner of vr in w is at least as far from this side as p, and thus at least
as far from the side as the barycenter of w. An easy calculation shows that vr covers at
least one third of the side of w.

Similarly, two triangles can be chosen for the other two corners of u. This gives a
�1/3 -dominating set for U of size at most 7. There is a minimum dominating set D
such that no triangle in D is strictly contained inside another triangle of S. As we can
find a �1/3 -dominating set for U of size at most 7 for any u not fully contained in some
other triangle of S, it follows similar to Lemma 1 that the �1/3 -factor is at most 7. ��

3 An altitude of a triangle τ is the line through a corner of τ , perpendicular to the side opposite
the corner.

4 The barycenter or centroid of a triangle is the intersection point of the three straight lines
going through a corner of the triangle and the midpoint of the opposite side.
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For odd regular polygons with a larger number of sides, a similar proof as in Theo-
rem 5 bounds the �1/3 -factor. However, we can do better. Define a relation �1/2 such
that u �1/2 v if and only if v contains a corner of u or v covers at least half of a side
of u. Using the �1/2 relation yields the following result.

Theorem 6. For any r ∈ Z>1, there is a polynomial-time O(r2)-approximation algo-
rithm for MDS on intersection graphs of pairwise homothetic (2r+1)-regular polygons.

Our results imply O(1)-approximation algorithms for Minimum Connected/Total Dom-
inating Set on intersection graphs of r-regular polygons, for constant r. Also the results
imply a constant bound on the integrality gap of the LP relaxation for these problems,
as the bounds on the integral �Leb -, �1/3 -, and �1/2 -factors extend easily to their frac-
tional variants by the fractional versions of Lemma 1 and 2.

3.2 More General Objects

The proof of Theorem 5 also goes through for pairwise homothetic triangles in general.
Alternatively, one can use an affine transformation to map pairwise homothetic triangles
into an equivalent set of pairwise homothetic equilateral triangles (i.e. two mapped
triangles intersect if and only if they do so in the original set) and then apply Theorem 5.

Theorem 7. There is a polynomial-time O(1)-approximation algorithm for Minimum
Dominating Set on intersection graphs of pairwise homothetic triangles.

We also consider intersection graphs of axis-parallel rectangles whose aspect-ratio (the
ratio of the length of the longer side over that of the shorter side) is bounded by an
integer constant c. It is easy to see that any rectangle with aspect-ratio at most c can
be represented as the union of at most c squares. Hence the union of n axis-parallel
rectangles of aspect-ratio at most c is also the union of cn axis-parallel squares. This
implies that the decomposition bound function is O(cn) (as squares are pseudo-disks).
Furthermore, a �Leb -larger rectangle intersecting a rectangle u must contain a corner
of u or a 1

c -fraction of a side of u. Hence O(c) points in u suffice to hit all �Leb -larger
rectangles intersecting u and the �Leb -factor is O(c). Now apply Theorem 3.

Theorem 8. For any c > 1, there is a polynomial-time O(c3)-approximation algorithm
for MDS on intersection graphs of axis-parallel rectangles with aspect-ratio at most c.

These methods do not seem to extend to intersection graphs in higher dimensions.

4 Disk Graphs of Bounded Ply

We do not know how to use the above approach to obtain a constant-factor approxima-
tion algorithm for Minimum Dominating Set in general disk graphs, even though the
�Leb -factor is 6. However, this low �Leb -factor can be used to give an approximation
algorithm if the ply of the set of disks is bounded. The ply of a set of objects is the
maximum over all points p of the number of objects strictly containing p [24].

Using Theorem 3, we can give an O(γ)-approximation algorithm for MDS on disk
intersection graphs of ply γ. Different techniques however can improve the hidden con-
stant of this result and make it explicit.
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Theorem 9. The integrality gap of the LP relaxation of Minimum Dominating Set on
disk intersection graphs of ply γ is at most 54 · γ. If the ply is 1, the gap is at most 42.
Hence the gap of the LP relaxation of MDS on planar graphs is at most 42.

Proof (Sketch). We transform the minimum �Leb -dominating set problem on the input
graph to a Minimum Set Cover (MSC) instance in which the element frequency is at
most maxu∈V |N�Leb

[u]|. Following a result of Hochbaum [16], the integrality gap of
the MSC instance is at most the element frequency. But then the integrality gap of the
original problem is at most the fractional �Leb -factor times maxu∈V |N�Leb

[u]|. Using
an area bound, one can show that the closed �Leb -larger neighborhood of a disk in a
set of disks of ply γ has size at most 9 · γ [24]. If the ply is 1, the size is at most 7. The
theorem then follows from the fact that the fractional �Leb -factor for disk graphs is 6.

The bound for planar graphs follows immediately from the above and the fact that
planar graphs are disk graphs of ply 1 [21,24]. ��
A PTAS for MDS on planar graphs is known [3], but we are not aware of any previous
results on the integrality gap of the LP relaxation for this class of graphs.

By using Bar-Yehuda and Even’s approximation algorithm for MSC instances of
bounded element frequency [4], we can give a linear-time (54 · γ)-approximation algo-
rithm for Minimum Dominating Set on disk intersection graphs of ply γ.

We can improve on the O(γ) ratio given above by using the shifting technique. One
way is to approximate Minimum �Leb -Dominating Set.

Theorem 10. Minimum �Leb -Dominating Set on disk graphs of bounded ply, i.e. of ply
γ = γ(n) = o(log n), has an FPTASω. Hence Minimum Dominating Set on disk graphs
of bounded ply has a 6-FPTAAω.

The proof of Theorem 10 is omitted. Instead we use similar ideas to give a simpler
algorithm for Minimum Dominating Set with better approximation ratio. The algorithm
uses a new variant of the classic geometric shifting technique [17,26]. Assume the disks
in a set D are scaled such that the smallest disk has radius 1

2 . Partition the disks into
levels. A disk with radius r has level j (j ∈ Z≥0) if 2j−1 ≤ r < 2j . The level of the
largest disk is denoted by l. Define D=j as the set of disks in D having level j. Similarly,
D≥j denotes the set of disks having level at least j, and so on.

For each level j, define a grid by lines y = hk2j and x = vk2j (h, v ∈ Z) for
some k ≥ 9 (an odd multiple of 3), whose value we determine later. The grid partitions
the plane into squares of size k2j × k2j , called j-squares. A j-square is contained in
precisely one (j + 1)-square and each (j + 1)-square contains exactly four j-squares.
Let DS denote the set of disks intersecting a j-square S and Db(S) the set of disks
intersecting the boundary of S. Similarly, Di(S) = DS − Db(S) is the set of disks fully
inside S. Combinations such as Db(S)

=j should be self-explanatory. The level of a square

S is denoted j(S). Let Db =
⋃

S Db(S)
=j(S) be the set of disks intersecting the boundary

of a j-square at their level.

Theorem 11. Let D be a set of n disks of ply γ, k ≥ 9 an odd multiple of 3, and
OPT a minimum dominating set. Then in time O(k2n2 332kγ/π216kγ/π416(k+1)γ/π),
we can find a set DS ⊆ D dominating D − Db =

⋃
S Di(S)

=j(S) such that |DS | ≤
∑

S |OPTS
=j(S)|, where the union and the sum is over all squares S.
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The proof of this theorem is quite involved and is omitted due to space limitations.
The shifting technique is applied in the following novel way. For an integer a (0 ≤

a ≤ k − 1), a line of level j is active if it has the form y = (hk + a2l−j)2j or
x = (vk + a2l−j)2j (h, v ∈ Z). The active lines partition the plane into j-squares as
before, but are shifted w.r.t. a. However, we can still use the algorithm of Theorem 11.

Let DSa denote the set returned by the algorithm for the j-squares induced by a and
let Db

a be the set Db for these j-squares (0 ≤ a ≤ k − 1). We join three such sets to
ensure we dominate the entire graph. So let DS3

i = DS i ∪ DS i+k/3 ∪ DS i+2k/3 for
each i = 0, . . . , k/3 − 1. This is properly defined, as k is a multiple of 3. Denote the
smallest DS3

i by DS3
min.

Theorem 12. There is a 3-FPTAAω for Minimum Dominating Set on disk graphs of
bounded ply, i.e. of ply γ = γ(n) = o(log n). If γ = O(1), there is a (3 + ε)-
approximation algorithm for any fixed ε > 0.

Proof. We first show DS3
i is a dominating set of D, for any i ∈ {0, . . . , k/3 − 1}.

A level j disk is in Db
a if and only if it intersects an active line of level j for a. We

know ([26], Lemma 9) that any disk intersects an active horizontal line for at most
two (consecutive) values of a and an active vertical line for at most two (consecutive)
values of a. As k ≥ 9 is an odd multiple of 3, k/3 > 1, and thus i, i + k/3, i + 2k/3
are non-consecutive integers (modulo k). Hence any disk is in at most two of the sets
Db

i , Db
i+k/3, Db

i+2k/3. Theorem 11 shows that DSa is a dominating set for D − Db
a.

Given the previous argument, (D − Db
i ) ∪ (D − Db

i+k/3) ∪ (D − Db
i+2k/3) = D. Then

DS3
i is a dominating set of D.

We now prove
∣
∣DS3

min

∣
∣ ≤ (3 + 36

k ) |OPT |. A level j disk is in Db
a for at most 4

values of a ([26], Lemma 9). Therefore
∑k−1

a=0

∣
∣Db

a

∣
∣ ≤ 4 |D| and

∑k−1
a=0

∣
∣OPT ∩ Db

a

∣
∣ ≤

4 |OPT |.
Also, for fixed a, any level j disk intersects at most 4 j-squares. Hence |DSa| ≤

∑
S

∣
∣
∣OPTS

=j(S)

∣
∣
∣ ≤ |OPT | + 3

∣
∣OPT ∩ Db

a

∣
∣ and thus

1
3k

∣
∣DS 3

min

∣
∣ ≤

k/3−1∑

i=0

∣
∣DS3

i

∣
∣ ≤

k−1∑

a=0

(
|OPT | + 3

∣
∣OPT ∩ Db

a

∣
∣
)

≤ (k +12) |OPT | .

Then DS3
min ≤ (3 + 36

k ) |OPT |. Choose k as the smallest odd multiple of 3 greater
than 9 and 36

ε and apply Theorem 11 to get the (3 + ε)-approximation for constant ply
and fixed ε. The 3-FPTAAω is obtained along similar lines using methods of [26]. ��

Analogously, we can obtain 3-FPTAAω’s for arbitrary fat objects of bounded ply. The
algorithms of this section extend to d-dimensional fat objects for any constant d. We
do not know if the shifting technique can be used to give a constant approximation (or
even a PTAS) for MDS on disk graphs of arbitrary ply, because (1) there is no upper
bound on the number of ‘large’ disks intersecting a j-square in the dominating set, and
(2) we cannot track which j-square is ‘responsible’ for dominating a disk intersecting
more than one j-square on its level. We avoided (1) by assuming bounded ply and (2)
by considering �Leb -dominating sets (Thm. 10), or by disregarding the domination of
disks intersecting a boundary on their level and combining three result sets (Thm. 12).
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5 Hardness Results

The approximation schemes [6,13,26] for Maximum Independent Set and Minimum
Vertex Cover on disk intersection graphs extend easily to fat object intersection graphs.
It is unlikely that an approximation algorithm for MDS would extend this way, as on
intersection graphs of fat objects that are almost disks, MDS becomes hard to approxi-
mate. A convex subset s of R

2 is α-fat for some α ≥ 1 if the ratio between the radii of
the smallest disk circumscribing s and the largest disk inscribed in s is at most α [12].

Theorem 13. For any α > 1 and any ε > 0, MDS on α-fat object intersection graphs
is not approximable within (1 − ε) ln n, unless NP ⊂ DTIME(nO(log log n)).

Proof. Reduce from Minimum Set Cover (MSC). For instance x of MSC with universe
U and collection F = {S1, . . . , Sm} of subsets of U, construct instance y of MDS on
α-fat object intersection graphs as in Fig. 2. Each u ∈ U corresponds to a ‘small’ disk
du. Each Sj corresponds to a disk dj with the top replaced by a polyhedral structure
such that dj intersects du if and only if u ∈ Sj . Packing the du close together makes
the fatness of the construction arbitrarily close to 1. As any object dominated by a du is
also dominated by a dj for which u ∈ Sj , we have |OPTx| = |OPTy|. Constructing y
takes time polynomial in |U| and m. The theorem follows from Feige [15,8]. ��
An object has constant description complexity if it is a semialgebraic set defined by a
constant number of polynomial (in)equalities of constant maximum degree [12]. The
objects modeling the Sj are the intersection of a disk with a polyhedron (each dj can
be described by one quadratic inequality and |Sj | + 1 linear inequalities) and might not
have constant description complexity. So for constant description complexity objects,
better approximation ratios than ln n could be attained. However, we can prove APX-
hardness by reducing from Minimum k-Set Cover, the variant of MSC where |Sj | ≤ k
for any Sj ∈ F . This problem is APX-hard for k = 3 (follows e.g. from [1]). Using the
same gadget as before, the objects of Theorem 13 have constant description complexity.

Theorem 14. For any α > 1, MDS on α-fat, constant description complexity object
intersection graphs is APX-hard. Hence it has no PTAS (unless P=NP).

These results say something about intersection graphs of fat objects in general, and
of fat almost disks in particular. But we can easily prove similar results for almost
squares, almost bounded aspect ratio rectangles, almost triangles, etc. Basically, if we
slightly relax the shape constraints for a given object, Minimum Dominating Set on the
intersection graphs of such relaxed objects is hard to approximate.

The above reductions can also be used to prove the hardness of other problems,
including Minimum Connected Dominating Set and Minimum Total Dominating Set.
Furthermore, by replacing each disk du in the reductions by a point, we obtain theorems
equivalent to Theorem 13 and 14 for the ln n-hardness of Geometric Set Cover on
general α-fat objects and α-fat almost disks, almost squares, etc. and APX-hardness if
these objects have constant description complexity.

Finally, we solve an open problem of Chlebı́k and Chlebı́ková [9] by proving that
Minimum Dominating Set is APX-hard for intersection graphs of 2-dimensional boxes.
The reduction can be extended to Minimum Connected/Total Dominating Set, to ellipse
intersection graphs, and to Geometric Set Cover on rectangles and ellipses.
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Theorem 15. MDS on rectangle intersection graphs (MDSr) is APX-hard.

Proof. We give an L-reduction from the APX-hard [1] problem Minimum Vertex Cover
on graphs G = ({v1, . . . , vn}, E) of degree three (MVC3) to MDS in a rectangle in-
tersection graph G′. Rectangles Rh

i and Rv
i represent vertex vi, and are connected by

three plates, the largest of which is the big plate Pi (see Fig. 3). Edge (vi, vj) ∈ E for
i < j corresponds to rectangle Si,j in the intersection of rectangles Rv

i and Rh
j .

Let C be a minimum vertex cover of G and let k = |C|. Construct a set D from C
by adding Rh

i and Rv
i to D for each vi ∈ C and adding Pi for each vi 
∈ C. By the

construction of D, all Rh
i , Rv

i , and all plates are dominated. As C is a vertex cover,
D dominates each Si,j . Since the graph has degree three, |C| ≥ n/4, and thus |D| ≤
2 |C| + (n − |C|) = n + k ≤ 5k.

Let D be a dominating set of G′. We can assume that D contains only rectangles
of type Rh

i , Rv
i and Pi. Construct a set C from D by adding vi to D if Rh

i or Rv
i

is in D. Because D dominates all Si,j , C is a vertex cover. Let R2[D] be the set of
rectangles for vi for which both Rh

i and Rv
i occur in D, R1[D] the set for vi for which

only one of Rh
i and Rv

i occurs in D, and P [D] the set of big plates in D. To dominate
all small plates, |P [D]|+

∣
∣R2[D]

∣
∣ /2 ≥ n. Then |D| ≥ |P [D]|+

∣
∣R1[D]

∣
∣+

∣
∣R2[D]

∣
∣ ≥

n +
∣
∣R1[D]

∣
∣ +

∣
∣R2[D]

∣
∣ /2 ≥ n + k. Hence OPTMDSr(G′) = n + k. Suppose |D| =

OPTMDSr(G′) + c, for a certain c ≥ 0. Then |D| = n + k + c and thus
∣
∣R1[D]

∣
∣ +∣

∣R2[D]
∣
∣ /2 + n ≤ n + k + c, implying |C| − OPTMV C3(G) ≤ c. ��

6 Conclusion

The immediate open question is whether Minimum Dominating Set admits a constant-
factor approximation algorithm or even a PTAS for disk graphs of arbitrary ply. The
hardness results of Sect. 5 show that for objects whose boundaries can intersect an
arbitrary number of times, MDS is very hard to approximate. On the contrary, if object
boundaries intersect at most twice (i.e. the objects are pseudo-disks), the decomposition
bound is linear and at least for cases such as r-regular polygons with constant r or
rectangles with bounded aspect-ratio, we get constant-factor approximation algorithms.
An intriguing question is whether MDS on disk graphs is harder to approximate than
for other intersection graph classes such as intersection graphs of squares, or whether
the algorithmic ideas can be extended to disks or maybe even to arbitrary pseudo-disks
(the decomposition bound starts to fail ‘naturally’ beyond pseudo-disks).
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Abstract. In this paper we extend the algorithm for extraspecial groups
in [12], and show that the hidden subgroup problem in nil-2 groups, that
is in groups of nilpotency class at most 2, can be solved efficiently by
a quantum procedure. The algorithm presented here has several addi-
tional features. It contains a powerful classical reduction for the hidden
subgroup problem in nilpotent groups of constant nilpotency class to the
specific case where the group is a p-group of exponent p and the sub-
group is either trivial or cyclic. This reduction might also be useful for
dealing with groups of higher nilpotency class. The quantum part of the
algorithm uses well chosen group actions based on some automorphisms
of nil-2 groups. The right choice of the actions requires the solution of
a system of quadratic and linear equations. The existence of a solution
is guaranteed by the Chevalley-Warning theorem, and we prove that it
can also be found efficiently.

1 Introduction

Efficient solutions to some cases of the hidden subgroup problem (HSP), a par-
adigmatic group theoretical problem, constitute probably the most notable suc-
cess of quantum computing. The problem consists in finding a subgroup H in a
finite group G hidden by some function which is constant on each coset of H and
is distinct in different cosets. The hiding function can be accessed by an oracle,
and in the overall complexity of an algorithm, a query counts as a single com-
putational step. To be efficient, an algorithm has to be polylogarithmic in the
order of G. While classically not even query efficient algorithms are known for
the HSP, it can be solved efficiently in abelian groups by a quantum algorithm. A
detailed description of the so called standard algorithm can be found for example
in [19]. The main quantum tool of this algorithm is Fourier sampling, based on
the efficiently implementable Fourier transform in abelian groups. Factorization
and discrete logarithm [23] are special cases of this solution.
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After the settling of the abelian case, substantial research was devoted to the
HSP in some finite non-abelian groups. Beside being the natural generalization of
the abelian case, the interest of this problem is enhanced by the fact, that impor-
tant algorithmic problems, such as graph isomorphism, can be cast in this frame-
work. The standard algorithm has been extended to some non-abelian groups
by Rötteler and Beth [21], Hallgren, Russell and Ta-Shma [8], Grigni, Schulman,
Vazirani and Vazirani [6] and Moore, Rockmore, Russell and Schulman [17]. For
the Heisenberg group, Bacon, Childs and van Dam [1] used the pretty good mea-
surement to reduce the HSP to some matrix sum problem that they could solve
classically. Ivanyos, Magniez and Santha [11] and Friedl, Ivanyos, Magniez, San-
tha and Sen [5] have efficiently reduced the HSP in some non-abelian groups to
HSP instances in abelian groups using classical and quantum group theoretical
tools, but not the non-abelian Fourier transform. This latter approach was used
recently by Ivanyos, Sanselme and Santha [12] for extraspecial groups.

The so far unknown complexity of two special cases of the HSP would be of
particular interest. The first one is the hidden subgroup problem in the symmet-
ric group because it contains as special instance the graph isomorphims problem.
Recently Moore, Russell and Sniady [18] have shown that no algorithm based
one a particular approach can solve the graph isomorhism problem efficiently.
The other one is the hidden subgroup problem in the dihedral group because of
its relation to certain lattice problems investigated by Regev [20].

In this work we extend the class of groups where the HSP is efficiently solv-
able by a quantum algorithm to nilpotent groups of nilpotency class at most 2
(shortly nil-2 groups). These are groups whose lower (and upper) central series
are of length at most 2. Equivalently, a group is nil-2 group if the derived group
is a subgroup of the center. Nilpotent groups form a rich subclass of solvable
groups, they contain for example all (finite) p-groups. Extraspecial groups are,
in particular, in nil-2 groups. Our main result is:

Theorem 1. Let G be a nil-2 group.Let us given an oracle f which hides the
subgroup H of G. Then there is an efficient quantum procedure which finds H.

The overall structure of the algorithm presented here is closely related to the
algorithm in [12] for extraspecial groups, but has also several additional features.
The quantum part of the algorithm is restricted to specific nil-2 groups, which
are also p-groups and are of exponent p. It consists essentially in the creation
of a quantum hiding procedure (a natural quantum generalization of a hiding
function) for the subgroup HG′ of G. The procedure uses certain automorphisms
of the groups to define some appropriate group actions, and is analogous to what
have been done in [12] for extraspecial p-groups of exponent p.

While dealing with extraspecial p-groups of exponent p basically solves the
HSP for all extraspecial groups (the case of remaining groups, of exponent p2,
easily reduces to groups of exponent p), this is far from being true for nil-2 groups.
Indeed, one of the main new features of the current algorithm is a classical
reduction of the HSP in nil-2 groups to the HSP in nil-2 p-groups of exponent
p, where moreover the hidden subgroup is either trivial or of cardinality p. In
fact, our result is much more general: we prove an analogous reduction in nil-k
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groups for any constant k. We believe that this general reduction might be
useful for designing efficient quantum algorithms for the HSP in groups of higher
nilpotency class.

Our second main novel feature concerns the quantum hiding procedure. While
in extraspecial groups it was reduced to the efficient solvability of a single
quadratic and a single linear equation modulo p, here we look for a nontriv-
ial solution of a homogeneous system of d quadratic and d linear equations,
where d can be any integer. The reason for this is that while in extraspecial
groups the derived subgroup is one dimensional, in nil-2 groups we have no a
priori bound on its dimension. If the number of variables is superior to the global
degree of the system then the solvability itself is an immediate consequence of
the Chevalley-Warning theorem [3,24]. In fact, we are in presence of a typical
example of Papdimitriou’s complexity class of total functions [16]: the number
of solutions is divisible by p and therefore there is always a nontrivial one. Our
result is that if the number of variables is sufficiently large, more precisely is of
O(d3), then we can also find a nontrivial solution in polynomial time.

The structure of the paper is the following. In Section 2 we shortly describe
the extension of the standard algorithm for quantum hiding procedures, and then
we discuss some basic properties of nilpotent groups, in particular nil-2 p-groups
of exponent p. Section 3 contains the description of the classical reduction of
the HSP in groups of constant nilpotency class to instances where the group
is also p-group of exponent p, and the subgroup is either trivial or cyclic of
order p (Theorem 2). Section 4 gives the description of the quantum algorithm
in nil-2 p-groups of exponent p: Theorem 3 briefly describes the reduction to
the design of an efficient hiding procedure for HG′, and Theorem 4 proves the
existence of such a procedure. Finally Section 5 gives the proof of Theorem 5, the
efficient solvability of the system of quadratic and linear equations. The proof
of Theorem 1 follows from Corollary 1 and Theorems 3 and 4.

Even if the hidden subgroup problem is hard for the symmetric group and
also for general solvable groups, it may happen that there is an efficient solution
in nilpotent groups. The works [1,12] and this paper can be considered as the
first steps in investigating the complexity of the HSP in that group family.

2 Preliminaries

2.1 Extension of the Standard Algorithm for the Abelian HSP

We will use standard notions of quantum computing for which one can consult
for example [15]. For a set X , let |X〉 = 1√

|X|
∑

x∈X |x〉. We denote by supp(|Ψ〉)
the support of |Ψ〉, that is the set of basis elements with non-zero amplitude.

The standard algorithm for the abelian HSP repeats polynomially many times
the Fourier sampling involving the same hiding function, to obtain in each iter-
ation a random element from the subgroup orthogonal to the hidden subgroup.
In fact, for the repeated Fourier samplings, the existence of a common hiding
function can be relaxed in several ways. Firstly, in different iterations different
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hiding functions can be used, and secondly, classical hiding functions can be re-
placed by quantum hiding functions. This was formalized in [12], and we recall
here the precise definition. A set of vectors {|Ψg〉 : g ∈ G} from some Hilbert
space H is a hiding set for the subgroup H of G if:

• |Ψg〉 is a unit vector for every g ∈ G,
• if g and g′ are in the same left coset of H then |Ψg〉 = |Ψg′〉,
• if g and g′ are in different left cosets of H then |Ψg〉 and |Ψg′ 〉 are orthogonal.

A quantum procedure is hiding the subgroup H of G if for every g1, . . . , gN ∈ G,
on input |g1〉 . . . |gN〉|0〉 it outputs |g1〉 . . . |gN〉|Ψ1

g1〉 . . . |ΨN
gN

〉, where {|Ψ i
g〉 : g ∈ G} is a

hiding set for H for all 1 ≤ i ≤ N .
The following fact whose proof is immediate from Lemma 1 in [11] recasts the

existence of the standard algorithm for the abelian HSP in the context of hiding sets.
Fact 1. Let G be a finite abelian group. If there exists an efficient quantum procedure
which hides the subgroup H of G then there is an efficient quantum algorithm for finding
H.

2.2 Nilpotent Groups

Let G be a finite group. For two elements g1 and g2 of G, we usually denote their
product by g1g2. If we conceive group multiplication from the right as a group action
of G on itself, we will use the notation g1 · g2 for g1g2. We write H ≤ G when H is
a subgroup of G, and H < G when it is a proper subgroup. Normal subgroups and
proper normal subgroups will be denoted respectively by H � G and H � G. For a
subset X of G, let 〈X〉 be the subgroup generated by X. The normalizer of X in G
is NG(X) = {g ∈ G : gX = Xg}. For an integer n, we denote by Zn the group of
integers modulo n, and for a prime number p, we denote by Z

∗
p the multiplicative group

of integers relatively prime with p.
The commutator [x, y] of elements x and y is x−1y−1xy. For two subgroups X and

Y of G, let [X, Y ] be 〈{[x, y] : x ∈ X, y ∈ Y }〉. The derived subgroup G′ of G is
defined as [G, G], and its center Z(G) as {z ∈ G : gz = zg for all g ∈ G}. The
lower central series of G is the series of subgroups G = A1 � A2 � A3 . . . , where
Ai+1 = [Ai, G] for every i > 1. The upper central series of G is the series of subgroups
{1} = Z0 � Z1 � Z2 . . . , where Zi+1 = {x ∈ G : [x, g] ∈ Zi for all g ∈ G} for every
i > 0. Clearly A2 = G′ and Z1 = Z(G). The group G is nilpotent if there is a natural
number n such that An+1 = {1}. If n is the smallest integer such that An+1 = {1}
then G is nilpotent of class n. It is a well known fact that G is nilpotent of class n if
and only if Zn = G in the upper central series. Nilpotent groups of class 1 are simply
the nontrivial abelian groups. A nilpotent group of class at most n is called a nil-n
group.

A detailed treatment of nilpotent groups can be found for example in Hall [7]. Let us
just recall here that nilpotent groups are solvable, and that every p-group is nilpotent,
where a p-group is a finite group whose order is a power of some prime number p.

2.3 Nil-2 p-Groups of Exponent p

It is clear from the definition of nilpotent groups that G is a nil-2 group exactly when
G′ ≤ Z(G). It is easy to see that this property implies that the commutator is a bilinear
function in the following sense: for every g1, g2, g3, g4 in G, we have [g1g2, g3g4] =
[g1, g2][g1, g3][g2, g3][g2, g4].
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The quantum part of our algorithm will deal only with special nilpotent groups of
class 2, which are also p-groups of exponent p. The structure of these special groups is
well known, and is expressed in the following simple fact.

Fact 2. Let G be a p-group of exponent p and of nilpotency class 2. Then there exist
positive integers m and d, group elements x1, . . . , xm ∈ G and z1, . . . , zd ∈ G′ such that:
(1) G/G′ ∼= Z

m
p and G′ ∼= Z

d
p,

(2) ∀g ∈ G, ∃!(e1, . . . , em, f1, . . . fd) ∈ Z
m+d
p such that g = xe1

1 . . . xem
m zf1

1 . . . z
fd
d ,

(3) G = 〈x1, . . . , xm〉 and G′ = 〈z1, . . . , zd〉.
We will say that a nil-2 p-group G of exponent p has parameters (m, d) if G/G′ ∼= Z

m
p

and G′ ∼= Z
d
p. In those groups we will indentify G′ and Z

d
p. Thus, for two elements z and

z′ of G′, the product zz′ is just z ⊕ z′ where ⊕ denotes the coordinate-wise addition
modulo p. If G is a such a group then |G| = pm+d. The elements of G can be encoded
by binary strings of length O((m + d) log p), and an efficient algorithm on input G has
to be polynomial in m,d and log p.

For j = 1, . . . , p − 1, we consider on generators the maps xi to xj
i . It turns out that

these maps extend to automorphisms φj of G. We also define the map φ0 by letting
φ0(g) = 1, for every g ∈ G.

Proposition 1. Let G be a p-group of exponent p and of nilpotency class 2. Then the
mappings φj have the following properties:

(1) ∀j ∈ Zp, ∀z ∈ G′, φj(z) = zj2 ,

(2) ∀g ∈ G, ∃zg ∈ G′, ∀j ∈ Zp, φj(g) = gjzj−j2

g .

3 Groups of Constant Nilpotency Class: Classical
Reductions

In order to present the reduction methods in a sufficiently general way, in this section
we assume that our groups are presented in terms of so-called refined polycyclic pre-
sentations (RPP) [9]. Such a presentation of a finite solvable group G is based on a
sequence G = G1 � . . . � Gs+1 = {1}, where for each 1 ≤ i ≤ s the subgroup Gi+1 is
a normal subgroup of Gi and the factor group Gi/Gi+1 is cyclic of prime order ri. For
each i ≤ s we choose gi ∈ Gi \ Gi+1. Then gri

i ∈ Gi+1. Every element g of G can be
uniquely represented as a product of the form ge1

1 · · · ges
s , called the normal word for g,

where 0 ≤ ei < ri.
In the abstract presentation the generators are g1, . . . , gs, and for each index 1 ≤

i ≤ s, the following relations are included:

• gri
i = ui, where ui = g

ai,i+1
i+1 · · · gai,s

s is the normal word (n.w.) for gri ∈ Gi+1,

• g−1
i gjgi = wij for j > i, where wij = g

bi,j,i+1
i+1 · · · gbi,j,s

s is the n.w. for g−1
i gjgi ∈ Gi+1.

Using a quantum implementation [11] of an algorithm of Beals and Babai [2], RPP
for a solvable black box group can be computed in polynomial time. We assume that
elements of G are encoded by normal words and there is a polynomial time algorithm in
log |G|, the so called collection procedure, which computes normal words representing
products. This is the case for nilpotent groups of constant class [10]. If there is an
efficient collection procedure then RPP for subgroups and factor groups can be obtained
in polynomial time [9]. Also, the major notable subgroups including Sylow subgroups,
the center and the commutator can be computed efficiently. Furthermore, in p-groups
with RPP, normalizers of subgroups can be computed in polynomial time using the
technique of [4], combined with the subspace stabilizer algorithm of [14].
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Our first theorem is a classical reduction for the HSP in groups of constant nilpotency
class. The proof is given by the subsequent three lemmas.

Theorem 2. Let C be a class of groups of constant nilpotency class that is closed under
taking subgroups and factor groups. Then the hidden subgroup problem in members of
C can be reduced to the case where the group is a p-group of exponent p, and the the
subgroup is either trivial or of cardinality p.

Corollary 1. The hidden subgroup problem in nil-2 groups can be reduced to the case
where the group is a p-group of exponent p, and the the subgroup is either trivial or of
cardinality p.

Lemma 1. Let C be a class of groups of constant nilpotency class that is closed under
taking subgroups and factor groups. Then the HSP in C can be reduced to the HSP of
p-groups belonging to C.

Lemma 2. Let C be a class of p-groups of constant nilpotency class that is closed under
taking subgroups and factor groups. Then the hidden subgroup problem in members of
C can be reduced to the case where the subgroup is either trivial or of cardinality p.

Proof. Assume that we have a procedure P which finds hidden subgroups in C under
the promise that the hidden subgroup is trivial or is of order p. Let G be a group in
C and let f be a function on G hiding the subgroup H of G. We describe an iterative
procedure which uses P as a subroutine and finds H in G. The basic idea is to compute
a refined polycyclic sequence G = G1 � . . . � Gs � 1 for G and to proceed calling P
on the subgroups in the sequence starting with Gs. When P finds for the first time
a nontrivial subgroup generated by h, then we would like to restart the process in
G/〈h〉, and at the end, collect all the generators. Since 〈h〉 is not necessarily a normal
subgroup of G we will actually restart the process instead in NG(〈h〉). More formally,

if f hides H in G, and �H be some subgroup of H . Then f hides NG( �H)∩H in NG( �H),

and therefore (NG( �H) ∩ H)/ �H in NG( �H)/ �H . We consider the following algorithm:

Algorithm 1.

success:= TRUE, �H = {1}.
WHILE success=TRUE DO
IF G �= �H THEN compute NG( �H)/ �H = G1 � . . . � Gs � 1 a RPP, i := s,

WHILE i > 0 DO call P on Gi,
IF P → 〈h〉 THEN �H := 〈 �H ∪ {h}〉, i := 0
ELSE i := i − 1

IF i = 0 THEN success := FALSE
ELSE success:=FALSE

Algorithm 1 stops when the subgroup �H is such that (NG( �H)∩H)/ �H = {1}, that is

when NG( �H) ∩ H = �H. We claim that this implies �H = H . Indeed, suppose that �H is
a proper subgroup of H . Since in nilpotent groups a proper subgroup is also a proper
subgroup of its normalizer, �H is also a proper subgroup of NH( �H) = NG( �H) ∩ H .

Finally observe that the whole process makes O(log2
p |G|) calls to P . ��

Lemma 3. Let C be a class of p-groups of constant nilpotency class that is closed under
taking subgroups and factor groups. Then the instances of the hidden subgroup problem
in members of C, when the subgroup is either trivial or of cardinality p, can be reduced
to groups in C of exponent p.
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Proof. If p is not larger than the class of G, the algorithm of [5] is applicable. Otherwise
the elements of order p or 1 form a subgroup G∗, see Chapter 12 of [7]. The hidden
subgroup H is also a subgroup of G∗ since |H | ≤ p. The function hiding H in G also
hides it in G∗, therefore the reduction will consist in determining G∗.

We design an algorithm that finds G∗ by induction on the length of RPP. If |G| = p
then G∗ = G. Otherwise, let G = G1 � G2 � . . . � Gs � {1} be a RPP with s ≥ 2. It is
easy to construct a presentation where Gs is a subgroup of the center of G, which we
suppose from now on. For the ease of notation we set M = G2 and N = Gs.

We first describe the inductive step in a simplified case, with the additional hypoth-
esis (G/N)∗ = G/N . Observe that the hypothesis is equivalent to saying that the map
φ : x �→ xp sends every element of G into N . From this it is also clear that the hypoth-
esis carries over to M , that is (M/N)∗ = M/N . We further claim that either G∗ = G
or G∗ is a subgroup of G of index p. In fact this follows Theorem 12.4.4 of [7] which
states that the map φ is constant on cosets of G∗ and distinct on different cosets. From
a polycyclic presentation of G it can be read off whether or not G = G∗. If G∗ = G we
are done. Otherwise we compute inductively M∗. If M∗ = M then G∗ = M . If M∗ is a
proper subgroup of M then M∗ has index p2 in G. Pick an arbitrary u ∈ M \ M∗ and

y ∈ G\M . By the assumptions, up = gju
s for some integer 0 < ju < p, and yp = g

jy
s for

some integer 0 ≤ jy < p. Recall that in the polycyclic presentation model, computing
normal words for up and yp – using fast exponentiation – amounts to computing ju

and jy . Set x = ujyj−1
u . For this x we have xp = yp, and therefore xy−1 ∈ G∗. Since

xy−1 ∈ G∗ \ M∗, we have G∗ = 〈M∗, xy−1〉.
In the general case first (G/N)∗ is computed inductively. If (G/N)∗ = G/N then

one proceeds as in the simplified case. Otherwise we set K = (G/N)∗N . We claim that
G∗ = K∗. For this we will show that. G∗ ⊆ K. To see this, let x be an element of G∗.
Then x = yz where y ∈ G/N and z ∈ N . We show that y is in (G/N)∗ which implies
that x ∈ K. Indeed, yp = ypzp = (yz)p = 1, where the first equality follows from
|N | = p, the second from N ≤ Z(G) and the third from x ∈ G∗. Finally observe that
(K/N)∗ = K/N since K/N = (G/N)∗. Therefore one can determine K∗ inductively
as in the simplified case.

Let c(s) denote the number of recursive calls when the length of a presentation is
s. In the simplified case the number of calls is s − 1. Therefore in the general case we
have c(s) = c(s − 1) + s − 2, whose solution is c(s) = O(s2). ��

4 The Quantum Algorithm

The quantum part of our algorithm, up to technicalities, follows the same lines as the
algorithm given in [12] for extraspecial groups. Some proofs in this section are emitted,
they are analogous to the ones given there.

Theorem 3. Let G be a nil-2 p-group of exponent p, and let us given an oracle f
which hides a subgroup H of G whose cardinality is either 1 or p. If we have an efficient
quantum procedure (using f) which hides HG′ in G then H can be found efficiently.

Proof. First observe that finding H is efficiently reducible to finding HG′. Indeed, HG′

is an abelian subgroup of G since H is abelian. The restriction of the hiding function f
to HG′ of G hides H . Therefore the standard algorithm for solving the HSP in abelian
groups applied to HG′ with oracle f yields H .

Let us now suppose that G has parameters (m,d). We will show that finding HG′

can be efficiently reduced to the hidden subgroup problem in an abelian group. Let us
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denote for every element g = xe1
1 . . . xem

m zf1
1 . . . zfd

d of G, by g the element xe1
1 . . . xem

m .
We define the group G whose base set is {g : g ∈ G}. Observe that this set of elements
does not form a subgroup in G. To make G a group, its law is defined by g1 ∗g2 = g1g2

for all g1 and g2 in G. It is easy to check that ∗ is well defined, and is indeed a group
multiplication. In fact, the group G is isomorphic to G/G′ and therefore is isomorphic
to Z

m
p . For our purposes a nice way to think about G as a representation of G/G′ with

unique encoding. Observe also that HG′ ∩ G is a subgroup of (G, ∗) because HG′/G′

is a subgroup of G/G′. Since HG′ = (HG′ ∩ G)G′, finding HG′ is efficiently reducible
to finding HG′ ∩ G in G.

To finish the proof, let us remark that the procedure which hides HG′ in G hides
also HG′ ∩ G in G. Since G is abelian, Fact 1 implies that we can find efficiently
HG′ ∩ G. ��

Theorem 4. Let G be a nil-2 p-group of exponent p, and let us given an oracle f
which hides a subgroup H of G. Then there is an efficient quantum procedure which
hides HG′ in G.

Proof. The basic idea of the quantum procedure is the following. Suppose that we could
create, for some a ∈ G, the coset state |aHG′〉. Then the group action g → |aHG′ ·g〉 is
a hiding procedure. Unfortunately, |aHG′〉 can only be created efficiently when p and d
are constant. In general, we can create efficiently |aHG′

u〉 for random a ∈ G and u ∈ G′,
where by definition |G′

u〉 = 1√
|G′|

�
z∈Zd

p
ω−<u,z>|z〉. Then |aHG′

u · h〉 = |aHG′
u〉 for

every h ∈ H , and |G′
u · z〉 = ω<u,z>|G′

u〉. To cancel the disturbing phase we will use
more sophisticated group action via the group automorphisms φj on several copies of
the states |aHG′

u〉.

Lemma 4. There is an efficient quantum procedure which creates
1√
pd

�
u∈Zd

p
|u〉|aHG′

u〉 where a is a random element from G.

Now we claim that due to Proposition 1, the states |aHG′
u〉 are eigenvectors of the

group action of multiplication from the right by φj(g), whenever g is from HG′.

Lemma 5. We have
(1) ∀z ∈ Z

d
p, ∀a ∈ G, ∀u ∈ Z

d
p, ∀j ∈ Zp, |aHG′

u · φj(z)〉 = ω<u,z>j2 |aHG′
u〉,

(2) ∀h ∈ H, ∀a ∈ G, ∀u ∈ Z
d
p, ∀j ∈ Zp, |aHG′

u · φj(h)〉 = ω<u,zh>(j−j2)|aHG′
u〉.

The principal idea now is to take several copies of the states |aiHG′
ui

〉 and choose the
ji so that the product of the corresponding eigenvalues becomes the unity. Therefore
the combined actions φji(g), when g is from HG′, will not modify the combined state.
It turns out that we can achieve this with a sufficiently big enough number of copies.
Let n = n(d) some function of d to be determined later.

For a = (a1, . . . , an) ∈ Gn, u = (u1, . . . , un) ∈ (Zd
p)

n, j = (j1, . . . , jn) ∈ (Zp)
n\{0n}

and g ∈ G, we define the quantum state |Ψa,u,j
g 〉 in C

Gn

by |Ψa,u,j
g 〉 =

�n
i=1|aiHG′

ui
·

φji(g)〉.
Our purpose is to find an efficient procedure to generate triples (a, u, j) such that

for every g in HG′, |Ψa,u,j
g 〉 =

�n
i=1|aiHG′

ui
〉. We call such triples appropriate. The

reason to look for appropriate triples is that they lead to hiding sets for HG′ in G as
stated in the next lemma.

Lemma 6. If (a, u, j) is an appropriate triple then {|Ψa,u,j
g 〉 : g ∈ G} is hiding for

HG′ in G.
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Let us now address the question of existence of appropriate triples and efficient ways
to generate them. Let (a, u, j) be an arbitrary element of Gn × (Zd

p)
n × (Zp)

n \ {0n},
and let g be an element of HG′. Then g = hz for some h ∈ H and z ∈ Z

d
p, and

φji(g) = φji(h)φji(z) for i = 1, . . . , n. By Lemma 5, we have |aiHG′
ui

· φji(z)〉 =

ω<ui,z>j2i |aiHG′
ui

〉, and |aiHG′
ui

· φji(h)〉 = ω<ui,zh>(ji−j2i )|aiHG′
ui

〉, and therefore

|Ψa,u,j
g 〉 = ω

�n
i=1<ui,zh>(ji−j2i )+<ui,z>j2i

�n
i=1|aiHG′

ui
〉.

For a given u, we consider the following system of quadratic equations, written in
vectorial form: ��n

i=1 ui(ji − j2
i ) = 0d�n

i=1 uij
2
i = 0d.

It should be clear that when this system has a nontrivial solution j (that is j �=
0d) then (a, u, j) is an appropriate triple, for every a. In fact, the Chevalley-Warning
theorem [3,24] implies that the following equivalent system of vectorial equations has
a nontrivial solution for every u, whenever n > 3d.��n

i=1 uij
2
i = 0d�n

i=1 uiji = 0d.
(1)

Moreover, if we take a substantially larger number of variables, we can find a solution
in polynomial time.

Theorem 5. If n = (d + 1)2(d + 2)/2 then we can find a nontrivial solution for the
system (1) in polynomial time.

The proof of Theorem 5 will be given in the next section. To finish the proof of Theo-
rem 4 we describe the efficient hiding procedure. On input |g〉, it computes, for some
a ∈ Gn, the superposition 1

pd

�n
i=1

�
ui∈Zp

|ui〉|aiHG′
ui

〉, which by Lemma 4 can be
done efficiently, and then it measures the registers for the ui. Then, by Theorem 5 it
finds efficiently a nontrivial solution j for system (1). Such a triple (a, u, j) is appro-

priate, and therefore by Lemma 6 {|Ψa,u,j
g 〉 : g ∈ G} is hiding for HG′ in G. Using the

additional input |g〉, the procedure finally computes |Ψa,u,j
g 〉. ��

5 Solving the System of Equations

This section is fully dedicated to the proof of Theorem 5. If p = 2 then the d quadratic
and the d linear equations coincide, and the (linear) system can easily be solved in
polynomial time. Therefore, from now on, we suppose that p > 2. Let us detail sys-
tem (1), where we set ui = (u1,i, u2,i, . . . , ud,i). We have the following system of d
homogenous quadratic and d homogenous linear one equations with n variables:�

∀� ∈ [|1, d|],
�n

i=1 u�,ij
2
i = 0

∀� ∈ [|1, d|],
�n

i=1 u�,iji = 0.
(2)

We start by considering only the quadratic part of the (2), that is for some integer n′:�
∀� ∈ [|1, d|],

�n′

i=1 u�,ij
2
i = 0. (3)

Claim. If n′ = (d + 1)(d + 2)/2 then we can find a nontrivial solution for (3) in
polynomial time.
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Proof. For the ease of notation we are going to represent this system by the d × n′

matrix M = (u�,i)1≤�≤d,1≤i≤n′ .
We will present a recursive algorithm whose complexity will be polynomial in d

and in log p. When d = 1, the unique quadratic equation is of the form u1,1j
2
1 +

u1,2j
2
2 + u1,3j

2
3 = 0. According to a special case of the main result in the thesis of

van de Woestijne (Theorem A3 of [25]), a nontrivial solution for this can be found in
polynomial time in log p.

Let us suppose now that we have d equations in n′ = (d + 1)(d + 2)/2 variables. We
can make elementary operations on M (adding two lines and multiplying a line with
a nonzero constant) without changing the solutions of the system. Our purpose is to
reduce it with such operations to d − 1 equations in at least d(d + 1)/2 variables. If
the system is of rank less than d, then we can erase an equation and get an equivalent
system with only d − 1 equations in the same number of variables. Otherwise, we
perform Gaussian elimination resulting in the matrix

M1 =

���������

1 0 0 . . . 0 u
(1)
1,d+1 . . . u

(1)
1,n′

0 1 0 . . . 0 u
(1)
2,d+1 . . . u

(1)
2,n′

...
. . .

...
...

...

0 . . . 0 1 0 u
(1)
d−1,d+1 . . . u

(1)
d−1,n′

0 . . . 0 0 1 u
(1)
d,d+1 . . . u

(1)
d,n′

	






�
.

Since checking quadratic residuosity is simple, and for odd p, half of the elements
of Z

∗
p are squares, we can easily compute a quadratic non-residue λ in probabilistic

polynomial time. Then every quadratic non-residue is the product of a square and λ.
We will look at column d + 1 of M1. If the column is everywhere 0 then jd+1 = 1 and
ji = 0 for i �= d + 1 is a nontrivial solution of the whole system. Otherwise, without
loss of generality, we can suppose that for some (k1, k2) �= (0, 0) the first k1 elements
are squares, the following k2 elements are the product of λ and a square, and the
last d − k1 − k2 elements are zero. Thus there exist v1, . . . , vk1+k2 different from 0,

such that u
(1)
i,d+1 = v2

i for 1 ≤ i ≤ k1, and u
(1)
i,d+1 = λv2

i for k1 + 1 ≤ i ≤ k1 + k2.
Once we have a quadratic non-residue, the square roots v1, . . . , vk1+k2 can be found
in deterministic polynomial time in log p by the Shanks–Tonelli algorithm [22]. We set
the variables jk1+k2+1, . . . , jd to 0, and eliminate columns k1 + k2 + 1, . . . , d from M1.
Then for i = 1, . . . , k1 + k2, we divide the line i by v2

i . Introducing the new variables
j′
i = jiv

−1
i for 1 ≤ i ≤ k1 +k2, the matrix of the system in the n′ −d+k1 +k2 variables

j′
1, . . . , j

′
k1+k2 , jd+1, . . . jn′ is

M2 =

�����������������������

1 0 . . . 0 1 u
(2)
1,d+2 . . . u

(2)
1,n′

0
. . .

...
...

...

1
. . .

... 1 u
(2)
k1,d+2 . . . u

(2)
k1,n′

...
. . . 1 λ u

(2)
k1+1,d+2 . . . u

(2)
k1+1,n′

. . . 0
...

...
...

0 . . . 0 1 λ u
(2)
k1+k2,d+2 . . . u

(2)
k1+k2,n′

0 . . . 0 u
(2)
k1+k2+1,d+2 . . . u

(2)
k1+k2+1,n′

...
...

...
...

...

0 . . . 0 u
(2)
d,d+2 . . . u

(2)
d,n′

	




















�

.
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In M2 we subtract the first line from lines 2, . . . , k and line k1 + 1 from lines k1 +
2, . . . , k1+k2. Then we set the variables j′

2, . . . , j
′
k1 to j′

1, and variables j′
k1+2, . . . , j

′
k1+k2

to j′
k1+1. The corresponding changes in the matrix are eliminating columns 2, . . . k1 and

k1 + 2, . . . k1 + k2 and putting in columns 1 and k1 + 1 everywhere 0 but respectively
in line 1 and line k1 +1. Finally, by exchanging line 2 and line k1 +1, we get the matrix

M3 =

���������

1 0 1 u
(3)
1,d+2 . . . u

(3)
1,n′

0 1 λ u
(3)
2,d+2 . . . u

(3)
2,n′

0 0 0 u
(3)
3,d+2 . . . u

(3)
3,n′

...
...

...
...

...

0 0 0 u
(3)
d,d+2 . . . u

(3)
d,n′

	






�
in variables j′

1, j
′
k1+1, jd+1, . . . , jn′ .

To finish the reduction, we will distinguish two cases, depending on the congruency
class of p modulo 4. When p ≡ 1, the element −1 is a square, and in polynomial time
in log p we can find s such that s2 = −1. We set j1 = sjd+1, eliminate column 1 from
matrix M3, put 0 in line 1 column d + 1, and exchange line 1 and line 2. When p ≡ 3
modulo 4, the element −1 is not a square, and therefore we can choose λ = −1. We
set j2 = jd+1, eliminate column 2, and put 0 in line 2 column d + 1. In both cases we
end up with a matrix of the form

M4 =

������
1 α u

(3)
1,d+2 . . . u

(3)
1,n′

0 0 u
(3)
2,d+2 . . . u

(3)
2,n′

...
...

...
...

0 0 u
(3)
d,d+2 . . . u

(3)
d,n′

	



�
in the variables j′, jd+1, . . . , jn′ where α = λ and j′ = j′

k1+1 when p ≡ 1, and α = 1
and j′ = j′

1 otherwise. Without the first line it represents a system of d − 1 equations
in n′ − (d + 1) = d(d + 1)/2 variables for which we can find a nontrivial solution by

induction. Let jd+2, . . . , jn′ such a solution, and set b =
�n′

k=d+2 u
(3)
1,kjk. To give values

to the remaining two variables we have to solve the equation j′2 + αj2
d+1 + b = 0. It

is easy to see that the equation is always solvable, and then by Theorem A3 of [25] a
solution can be found deterministically in polynomial time.

Gaussian elimination on M can be done in time O(d4). Finding a nontrivial solu-
tion for a quadratic homogeneous equation in 3 variables takes time q1(log p), solving
a quadratic equation in two variables takes time q2(log p), and finding a square roots
modulo p takes time q3(log p) where q1, q2 and q3 are polynomials. Therefore the com-
plexity of solving system (1) is O(d5 + d2q3(log p) + dq2(log p) + q1(log p)). ��

We now turn to the system (2). Let n′ = n/(d + 1), and for 0 ≤ k ≤ d, consider the
the system of d quadratic equations in n′ variables:�

∀� ∈ [|1, d|],
�(k+1)n′

i=kn′+1 u�,ij
2
i = 0.

By Claim 5, each of these systems has a nontrivial solution that we can find in poly-
nomial time. For each k, let (jkn′+1, . . . , j(k+1)n′) such a solution of the kth quadratic
system. Then the set

{(λ0j1, . . . , λ0jn′ , . . . , λdjdn′+1, . . . , λdj(d+1)n′) : (λ0, . . . , λd) ∈ Z
d+1
p }

is a d+1 dimensional subspace of of Z
n
p whose elements are solutions of the d quadratic

equations in (2). Since in (2) there are d linear equations, we can find a a nontrivial
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(λ0, . . . , λd) ∈ Z
d+1
p such that (λ0j1, . . . , λ0jn′ , . . . , λdjdn′+1, . . . , λdj(d+1)n′ ) is a (non-

trivial) solution of the linear part of (2), and therefore of the whole system. ��
Observe that the only probabilistic part of the algorithm is the generation of a quadratic
non-residue modulo p
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Abstract. Testing efficiently whether a finite set Γ with a binary opera-
tion · over it, given as an oracle, is a group is a well-known open problem
in the field of property testing. Recently, Friedl, Ivanyos and Santha have
made a significant step in the direction of solving this problem by show-
ing that it it possible to test efficiently whether the input (Γ, ·) is an
Abelian group or is far, with respect to some distance, from any Abelian
group. In this paper, we make a step further and construct an efficient
quantum algorithm that tests whether (Γ, ·) is a solvable group, or is far
from any solvable group. More precisely, the number of queries used by
our algorithm is polylogarithmic in the size of the set Γ .

1 Introduction

In property testing, the problem considered is to decide whether an object given
as an oracle has some expected property or is far from any object having that
property. This is a very active research area and many properties including alge-
braic function properties, graph properties, computational geometry properties
and regular languages were proved to be testable. We refer to, for example,
[13,17] for surveys on classical property testing. Quantum testers have also been
studied [6,9,14], and they are known to be strictly more powerful than classical
testers in some cases [6,14].

In this paper, we focus on testing group-theoretical properties. A famous
example is testing whether a function f : G → H , where H and G are groups,
is a homomorphism. It is well known that such a test can be done efficiently
[4,5,18]. Another kind of of problems deals with the case where the input is
a finite set Γ and an oracle of a binary operation · : Γ × Γ → Γ over it. A
classical algorithm testing associativity of the oracle · using O(|Γ |2) queries to
the oracle has been constructed by Rajagopalan and Schulman [16], and Ergün et
al. [7] have proposed an algorithm, using a number of queries polynomial in |Γ |,
testing if f corresponds to the multiplication of a group. But notice that, since
each element in Γ needs Θ(log |Γ |) bits to be encoded, the query complexities of
these algorithms can be considered as exponential in the input length when not
Γ , but only |Γ | is given (e.g., Γ is supposed to be the set of binary strings of
length �log2 |Γ |�). Designing an algorithm deciding whether (Γ, ·) is a group that

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 772–783, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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uses a number of queries to · polynomial in log |Γ | is indeed a well-known open
problem. Recently, Friedl et al. [8] have made a significant step in the direction
of solving this problem by constructing a classical algorithm with query and time
complexities polynomial in log |Γ | that tests whether (Γ, ·) is an Abelian group
or is far from any Abelian group.

In this work, we make a step further and construct an efficient quantum
algorithm that tests whether (Γ, ·) is a solvable group or the distance between
(Γ, ·) and any solvable group is at least ε|Γ |2. More precisely, our algorithm uses
a number of queries polynomial in log |Γ | and ε−1, and its time complexity is
polynomial exp((log log |Γ |)2) and ε−1, i.e. subexponential in log |Γ |. Notice that
the class of solvable groups is far much larger than the class of Abelian groups
and includes a vast class of non-Abelian groups. To deal with those groups,
we introduce new ideas relying on the ability of quantum computation to solve
fundamental group-theoretical problems, such as finding orders of elements or
working with superpositions of all the elements of a subgroup.

Besides the theoretical interest of this result, our algorithm can be used when
studying group-theoretical problems where the input is a black-box solvable
group (i.e., given as a set a generators and an oracle performing group opera-
tions). In these problems, the input is usually promised to be a solvable group.
By applying our algorithm, in the quantum setting, we can relax this promise,
obtaining the new promise that the input corresponds to a solvable group or is
far from any solvable group. We thus obtain robust versions of the quantum algo-
rithms already known for solvable black-box groups [11,12,20]. We also hope that
this will be useful to design new quantum property testers or group-theoretical
quantum algorithms. In particular, our tester may be useful when considering
quantum versions of classical algorithms solving problems over black-box solv-
able groups [1,2,3] as well.

Finally, we believe that our quantum algorithm may also be a first step in
the direction of designing efficient classical testers for solvable groups. Indeed,
the efficient classical tester for Abelian groups proposed by Friedl et al. [8] was
inspired by a quantum algorithm solving the same problem. In this case, they
were able to “dequantumize” the algorithm. A similar approach may be possible
for our algorithm too.

2 Definitions

2.1 Distances Between Sets

Let Γ be a set and · : Γ × Γ → X a binary operation over it, where X is some
set. We say that such couple (Γ, ·) is a pseudo-magma. If X ⊆ Γ , we say that
(Γ, ·) is a magma. When there is no ambiguity we will denote a pseudo-magma
or a magma (Γ, ·) simply by Γ . We now define a distance between two pseudo-
magmas. In this paper we adopt the so-called edit distance. This is the same
distance as the one used by Friedl et al. [8].
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Define a table of size k as a k × k matrix of dimensions k × k. We consider
three operations to transform a table to another. An exchange operation replaces
elements in a table by arbitrary elements and its cost is the number of replaced
elements. An insert operation at index i inserts a row and a column of index i.
Its cost is 2k + 1 if the original table is of size k. A delete operation at index i
deletes both the row of index i and the column of index i, giving a table of size
(k − 1) × (k − 1). Its cost is (2k − 1).

Let (Γ, ·) be a pseudo-magma, with · : Γ × Γ → X . A multiplication table
for Γ is a table of size |Γ | with entries in X for which both rows and columns
are in one-to-one correspondence with elements in Γ , i.e. there exists a bijection
σ : {1, · · · , |Γ |} → Γ such that the element in the i-th row and the j-th column
is equivalent to σ(i) · σ(j). The distance between two pseudo-magmas is defined
as follows.

Definition 1. The edit distance between two tables T and T ′ is the minimum
cost needed to transform T to T ′. The edit distance between two pseudo-magmas
Γ and Γ ′, denoted d(Γ, Γ ′), is the minimum edit distance between T and T ′

where T (resp. T ′) runs over all tables corresponding to a multiplication table of
Γ (resp. Γ ′). For δ ≥ 0, we say that a pseudo-magma Γ is δ-close to another
pseudo-magma Γ ′ if d(Γ, Γ ′) ≤ δ. Otherwise we say that Γ and Γ ′ are δ-far.

Notice that if the sizes of Γ and Γ ′ are the same, then the edit distance becomes
the minimal Hamming distance of the corresponding tables.

2.2 Property Testing of Group Solvability

In this paper we assume that the reader is familiar with the standard notions of
group theory. We refer to any standard textbook for details. For completeness,
we only recall the definition of solvable groups.

Definition 2. A group G is solvable if there exists a collection of normal sub-
groups G0, . . . , Gk such that {e} = G0 ⊆ · · · ⊆ Gk = G and Gi/Gi−1 is Abelian
for 0 < i ≤ k.

We now give our definition of a quantum property tester of group solvability.
We define such a tester as a quantum algorithm A receiving as input a magma
(Γ, ·). More precisely, the actual input of the algorithm is the value |Γ |, and two
oracles are available: an oracle that generates random elements in Γ (the details
of the implementation of this oracle are not essential because this oracle will only
be used in a classical subprocedure), and a quantum oracle that performs the
binary operation ·. Since the elements of Γ can be encoded by binary strings of
length k = �log2 |Γ |�, we identify the elements with their encoding and suppose
that this quantum oracle performs the map |g〉|h〉|c〉 	→ |g〉|h〉|c ⊕ g · h〉, where
g and h are elements in Γ and c is a string in {0, 1}k. We denote by A (Γ ) the
behavior of the algorithm A on an input (Γ, ·) given in this way. A more formal
definition of a quantum property tester can be given but the following definition
will be sufficient for our purpose.
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Definition 3. Let d be the distance defined in Subsection 2.1. A quantum ε-
tester of group solvability is a quantum algorithm A such that, for any magma
(Γ, ·), the following holds:

{
Pr[A (Γ ) accepts] > 2/3 if d(Γ, S ) = 0
Pr[A (Γ ) rejects] > 2/3 if d(Γ, S ) > ε|Γ |2.

Here we use d(Γ, S ) to represent infG∈S d(Γ, G), where S denotes the set of
finite solvable groups.

Notice that, a priori, requiring that the oracle is quantum may seem to give a
problem different than in the classical setting, where the oracle is classical. But
this is not really the case: if a classical procedure that computes the product g ·h
from g and h is available, such a quantum oracle can be effectively constructed
for standard techniques of quantum computation [15].

The main result of this paper in the following theorem.

Theorem 1. There exists a quantum ε-tester of group solvability that uses a
number of queries polynomial in log |Γ | and ε−1. The running time of this algo-
rithm is polynomial in exp((log log |Γ |)2) and ε−1.

2.3 Quantum Algorithms for Solvable Groups

As stated in the following theorem, efficient quantum algorithms for studying
the structure of solvable groups have been constructed by Watrous [20]. Our
algorithm deeply relies on these algorithms.

Theorem 2. ([20]) Let G be a solvable group given as a black-box group. Then
there exists a quantum algorithm running in time polynomial in log |G| that
outputs, with probability at least 3/4, t elements h1, . . . , ht of G and t integers
m1, . . . , mt such that, if we denote Hi = 〈h1, . . . , hi〉 for 1 ≤ i ≤ t, the following
holds.

(a) {e} = H0 � H1 � · · · � Ht−1 � Ht = G;
(b) Hi/Hi−1 is cyclic, for 1 ≤ i ≤ t, with |Hi|/|Hi−1| = mi.

Moreover, given any 0 ≤ i ≤ t, and any element h in Hi, there exists a quantum
algorithm running in time polynomial in log |G| that outputs, with probability at
least 3/4, the (unique) factorization of g over Hi, i.e. integers a1, . . . , ai with
each ak ∈ Zmk

, such that h = hai

i h
ai−1
i−1 · · · ha1

1 .

In the algorithm of Theorem 2, the group is supposed to be input as a black-box
group. A black-box group is a representation of a group G where elements are
represented by strings (of the same length, say k = �log G�). The input is a set
of strings representing a set of generators of the group and an oracle performing
the group product is available. The oracle necessary for Watrous’s algorithm [20]
is the map : |g〉|h〉|c〉 	→ |g〉|h〉|c⊕g ·h〉, for any elements g, h ∈ G and any string
c in {0, 1}k. Notice that this is the same oracle as the one given to a quantum
tester of group solvability as defined in Subsection 2.2.
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3 Our Quantum Algorithm

In this section we describe our quantum algorithm. We first give an overview of
the algorithm in Subsection 3.1. Then, in Subsection 3.2, we explain the details.
Finally, we analyse its correctness and complexity in Subsection 3.3.

3.1 Outline of Our Algorithm

Our algorithm consists in four parts.

Decomposition of Γ
We first construct, using Theorem 2, t = O(log2(|Γ |)) elements h1, . . . , ht of Γ
that satisfy, if Γ is a solvable group, the relations {e} = H0 � H1 = 〈h1〉 � · · · �
Hi = 〈h1, · · · , hi〉 � · · · � Ht = 〈h1, · · · , ht〉 = Γ, where each Hi is a subgroup
of Γ , normal in Hi+1, such that Hi/Hi−1 is cyclic. If Γ is a solvable group,
this decomposition gives a so-called power-conjugate presentation of Γ . If Γ is
not a solvable group, these elements h1, . . . , ht still define some sets H0, . . . , Ht,
although in general these sets satisfy no group-theoretical property.

Test of embedding
Then, we take sufficiently many elements of Γ and check that they are all in
Ht. Success of this test implies that |Γ\Ht| is small enough. Of course, if Γ is a
solvable group, then Γ = Ht with high probability and this test always succeed.
Assume that Γ is far from any solvable group H̃t. If the test succeed, since the
inequality d(Γ, H̃t) ≤ d(Γ, Ht) + d(Ht, H̃t) holds for any solvable group H̃t, this
will imply that Ht is far from any solvable group H̃t too (because the value of
d(Γ, Ht) is basically a function of |Γ\Ht|, and thus small).

Construction of the group Gt

We construct, using the information about the structure of Γ obtained at the first
part of the algorithm, t solvable groups G1, . . . , Gt and a function ψ : Gt → Ht

in a way such that, if Γ is a solvable group, then ψ is a group isomorphism from
Gt to Ht.

Test of homomorphism
Finally, the algorithm will test whether ψ is “almost” an homomorphism. We
will show that this test is robust: is ψ is close to an homomorphism, then Ht is
close to the solvable group Gt. If Ht is far from any solvable group, then this
cannot hold and the homomorphism test must fail with high probability.

Again, the similar idea of constructing a group G, a function ψ : G → Γ
and use homomorphism tests was at the heart of the property tester for Abelian
groups proposed by Friedl et al. [8] and inspired this work (notice that the Friedl
et al. first constructed a quantum property tester for Abelian groups, and then
were able to remove the quantum part in their algorithm). However there are new
difficulties that arise when considering property testers for solvable groups. The
first one is that analyzing the decomposition the Hi’s is more difficult and the
power of quantum computation seems necessary to perform this task efficiently.
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The second complication is that, now, the group Gi’s we are considering are
solvable, i.e. in general not commutative. In this case, we have to be very careful
in the definition of Gi’s and additional tests have to be done to ensure that the
Gi’s we define are really groups.

3.2 Algorithm

Our algorithm appears in Figure 1 and each of the four parts are explained in
details in Subsections 3.2.1 to 3.2.4. If all the tests performed succeed, we decide
that Γ is a solvable group. Otherwise we decide that Γ is (ε|Γ |2)-far from any
solvable group.

PART I: Decomposition of Γ
1. Take O(log |Γ |) elements of Γ .
2. Use the first algorithm of Theorem 2 on them and obtain the set {h1, . . . , ht} and

integers m1, ..., mt.
3. Compute the decompositions of all hmi

i and h−1
i ·(hk ·hi) over Hi−1, for i ∈ {1, . . . , t}

and k ∈ {1, . . . , i − 1}, and check the obtained decompositions.

PART II: Test of embedding
4. Check that |Γ | = m1 × · · · × mt and |Γ\Ht|/|Γ | < ε/4.

PART III: Construction of the group Gt

5. For j from 2 to t check that conditions (a), (b) and (c) of Proposition 1 hold.

PART IV: Test of homomorphism
6. Check that Prx,y∈Gt [ψ(x ◦ y) = ψ(x) · ψ(y)] > 1 − η with η = ε/422.

Fig. 1. Quantum ε-tester of group solvability

3.2.1 Decomposition of Γ
The first step in our algorithm finds a power-conjugate representation of Γ when
Γ is a solvable group. We will prove that when Γ is far from any solvable group,
then the output of this step cannot be a power-conjugate representation of a
group close to Γ and that this can be detected by our algorithm at part II, III
or IV.

First, we pick s = Θ(log |Γ |) random elements α1, · · · , αs from the ground
set Γ . For simplicity, suppose first that Γ is a solvable group. Denote Γ ′ =
〈α1, · · · , αs〉. Then, with high probability, Γ = Γ ′. Here we rely on the stan-
dard fact in computational group theory that Θ(log |Γ |) random elements of Γ
constitute, with high probability, a generating set of Γ . We now run the first
algorithm of Theorem 2 with input Γ ′ presented as a black-box group as follows:
α1, · · · , αs is the set of generators and the operation · is the oracle performing
group multiplication. The output of the algorithm is then, with high probability,
a set of t elements h1, . . . , ht of Γ and t integers m1, . . . , mt such that, if we
denote Hi = 〈h1, . . . , hi〉 for 1 ≤ i ≤ t, the following holds:
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(a) {e} = H0 � H1 � · · · � Ht−1 � Ht = Γ ′; and
(b) Hi/Hi−1 is cyclic for 1 ≤ i ≤ t and satisfies |Hi|/|Hi−1| = mi.

Moreover, we further analyse the structure of Γ ′ and use the second algorithm
of Theorem 2 to decompose the elements hmi

i and hmi−1
i · (hk · hi) over Hi−1,

for each i ∈ {2, . . . , t} and each k ∈ {1, . . . , i − 1}. Notice that, indeed, each hmi

i

and hmi−1
i · (hk · hi) = h−1

i · hk · hi are in Hi−1 when Γ is a solvable group. We
denote the decompositions obtained by

hmi

i = h
r
(i)
i−1

i−1 ·
(

· · · ·
(

h
r
(i)
3

3 ·
(

h
r
(i)
2

2 · h
r
(i)
1

1

)))

for 2 ≤ i ≤ t, (1)

hmi−1
i ·(hk·hi) = h

s
(i)
k,i−1

i−1 ·
(

· · · ·
(

h
s
(i)
k,3

3 ·
(

h
s
(i)
k,2

2 · hs
(i)
k,1

1

)))

for 1 ≤ k < i ≤ t, (2)

where each r
(i)
� and each s

(i)
k,� are in Zm�

.
In general, we do not know whether Γ is a solvable group or not but we do

exactly the same as above: we first run the first algorithm of Theorem 2 on
the set {α1, · · · , αs} with the oracle ·. If this algorithm errs or outputs some-
thing different from a set of elements h1, . . . , ht and a set of integers m1, . . . , mt,
we conclude that Γ is not a solvable group (this decision is correct with high
probability because, if Γ is a group, then the algorithm of Theorem 2 succeeds
with high probability). Now suppose that we have obtained elements h1, . . . , ht

and a set of integers m1, . . . , mt. We define the following sets by recurrence:
H1 = {ha

1 |a ∈ Zm1}, and, for 2 ≤ j ≤ t, Hj = {ha
j · h|a ∈ Zmj , h ∈ Hj−1}.

Here, and in many other places in this paper, we use the notation hr, for h ∈ Γ
and r ≥ 1, to denote the product h · (· · · · (h · (h · h))), since · is not in general
associative. Moreover we use the convention h0 = hm1

1 for any h ∈ Γ .
Notice that, in general, the Hi’s have no group-theoretical structure at all.

Then we run the second algorithm of Theorem 2 to decompose the elements hmi

i

and hmi−1
i ·(hk ·hi) over Hi−1, for each 2 ∈ {1, . . . , t} and each k ∈ {1, . . . , i−1}.

If the algorithm errs or outputs something irrelevant, we conclude that Γ is not
a solvable group. Suppose that the algorithm succeeds and outputs decomposi-
tions. We use the notations of equations (1) and (2) to denote the decompositions
obtained. We check whether these decompositions are correct, i.e. we compute
the right sides of equations (1) and (2) and check that they match the left sides.
If they are correct, we move to the next step (Subsection 3.2.2). Else, we conclude
that Γ is not a solvable group.

3.2.2 Test of Embedding
In the second part of our algorithm, we first check that |Γ | = m1 × · · · × mt.
Then, we want to check whether |Γ\Ht| is small enough. Otherwise we conclude
that Γ is not a solvable group. Indeed, if Γ is a group, then with high probability
(on the choice of α1, . . . , αs and on the randomness of the algorithm of Theorem 2)
Γ = Γ ′ = Ht.

More precisely we check whether |Γ\Ht|/|Γ | < ε/4 holds. In order to perform
this test, we simply take c1 elements of Γ and check whether they are all in
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Ht (by using the second algorithm of Theorem 2 and checking the obtained
decompositions). It is easy to show that, when taking c1 = Θ(ε−1), we can
detect whether |Γ\Ht|/|Γ | > ε/4 with constant probability.

3.2.3 Construction of the Group Gt

We now construct the abstract group Gt defined by the power-conjugate presen-
tation found in Part I of our algorithm (relations (1) and (2)) when such a group
exists, i.e. when the presentation is consistent with the definition of a group.

We first define by recurrence the family of magmas {Gj}1≤j≤t, where each Gj

is equal (as a set) to Zmj ×· · ·×Zm1 . G1 is defined as the cyclic group (Zm1 , +),
where + is the addition modulo m1. For any i ∈ {2, . . . , t}, denote by ui the
element (r(i)

i−1, . . . , r
(i)
1 ) of Gi−1 and, for any i ∈ {2, . . . , t} and k ∈ {1, . . . , i−1},

denote by vi,k the element (s(i)
k,i−1, . . . , s

(i)
k,1) of Gi−1.

Definition 4. Define G1 = (Zm1 , +) and, for 2 ≤ j ≤ t, let Gj be the magma
(Zmj × Gj−1, ◦j) with

(a, x) ◦j (b, y) =

⎧
⎨

⎩

(
a + b, φ

(b)
j (x) ◦j−1 y

)
if a + b < mj

(
a + b − mj , uj ◦j−1 φ

(b)
j (x) ◦j−1 y

)
if a + b ≥ mj

where φj : Gj−1 → Gj−1 maps any element (aj−1, · · · , a1) of Gj−1 to the element
φj((aj−1, · · · , a1)) = v

aj−1
j,j−1 ◦j−1

(
· · · ◦j−1

(
va2

j,2 ◦j−1 va1
j,1

))
.

We will usually denote ◦j or ◦j−1 simply by ◦ when there is no ambiguity.
In order to illustrate this definition, let us consider the case where all the

Hj ’s are solvable groups. In this case, each Hj = {h
aj

j · · · · · ha1
1 | aj ∈ Zmj }

is in bijection with Zmj × · · · × Zm1 . Fix a j and consider Hj . Each element
h

aj

j · · ·ha1
1 is associated with the element (aj , . . . , a1) of Gj . Now the element

φj(aj−1, · · · , a1) corresponds to the element

h−1
j · (haj−1

j−1 · · · ha1
1 ) · hj =

(

h
s
(j)
j−1,j−1

j−1 · · · hs
(j)
j−1,1

1

)aj−1

· · ·
(

h
s
(j)
1,j−1

j−1 · · · hs
(j)
1,1

1

)a1

.

In other words, the map φj in Gj−1 corresponds to the inner automorphism
h 	→ h−1

j hhj of Hj . For any two elements g and g′ in Hj−1, since ha
j · g · hb

j · g′ =
ha+b

j · (h−b
j · g · hb

j) · g′ we see that the the Gj ’s are defined to be isomorphic to
the Hj ’s in the case where the Hj ’s are solvable groups.

If the Hj ’s are not groups, then the Gj ’s constructed in Definition 4 are not
necessarily groups. But we now show that when some additional conditions are
satisfied, the Gj ’s become groups. In the next proposition, we denote by xj,k,
for 1 ≤ k ≤ j ≤ t, the element of Gj with one 1 at the index k (from the right)
and zeros at all the other indexes.

Proposition 1. Let 1 < j < t. Suppose that Gj−1 is a solvable group. Assume
that the following three conditions holds.
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(a) φj(xj−1,k) ◦ φj(xj−1,i) = φj(xj−1,i) ◦ φj(vk,i) for all 1 ≤ k < i ≤ j − 1; and
(b) φj(uj) = uj; and
(c) φ

(mj)
j (xj−1,i) = u−1

j ◦ xj−1,i ◦ uj for all 1 ≤ i ≤ j − 1.

Then Gj is a solvable group.

Proof. If φj is an automorphism of Gj−1, then conditions (b) and (c) imply that
Gj is a cyclic extension of Gj−1 and thus a solvable group (see [19, Section 9.8]).
It is easy to check that condition (a) implies that φj is a homomorphism. Since
φ

(mj)
j is an automorphism from condition (c), φj is thus an automorphism too.

��

Notice that the three conditions of Proposition 1 obviously hold when (Γ, ·) is
a group: conditions (b) and (c) come from the fact that uj in Gj−1 corresponds
to the element h

mj

j and condition (a) follows from equations (2) and from the
fact that φj is a homomorphism when (Γ, ·) is a group.

For each j ∈ {2, . . . , t}, testing that conditions (a) and (b) hold can be
done using a number of multiplications in the group Gj−1 polynomial in log |Γ |.
The best known classical algorithm for computing products in a solvable group
given as a power-conjugate presentation is an algorithm by Höfling [10] with
time complexity O(exp((log log |Gj−1|)2)) = O(exp((log log |Γ |)2)). Notice that
if condition (a) holds then φj is a homomorphism. Then each term φ

(mj)
j (xj−1,i)

in condition (c) can be computed using a polynomial number of group prod-
ucts by computing, step by step for increasing 	 from 0 to �log mj�, the values

φ
(2�)
j (xj−1,k) for all 1 ≤ k ≤ j − 1. The total time complexity of checking that

all the Gi’s are solvable groups is thus O(exp((log log |Γ |)2)). No query to the
oracle · is needed.

3.2.4 Test of Homomorphism
We now suppose that the Gi’s have passed all the tests of Proposition 1 and
thus Gt is a solvable group. Let ψ be the function from Gt to H defined as

ψ(at, at−1, · · · , a1) = hat
t · (hat−1

t−1 · (· · · · (ha2
2 · ha1

1 )).

We will test whether ψ is a homomorphism from Gt to Ht. If (Γ, ·) is a solvable
group, then ψ is an homomorphism by construction. We now show that this test
is robust.

Proposition 2. Suppose that η < 1/120. Assume that |Ht| > 3|Gt|/4. Suppose
that

Prx,y∈Gt[ψ(x ◦ y) = ψ(x) · ψ(y)] > 1 − η. (3)

Then there exists a solvable group H̃t that is (211η|Γ |2)-close to Ht.

Proof. From condition (3), Theorem 2 of [8] implies that there exists a group
(H̃t, ∗) with |H̃t| ≤ |Gt|, and a homomorphism ψ̃ : Gt → H̃t such that:

(a) |H̃t\Ht| ≤ 30η|H̃t|;
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(b) Prh,h′∈H̃t
[h ∗ h′ �= h · h′] ≤ 91η; and

(c) Prx∈Gt[ψ̃(x) �= ψ(x)] ≤ 30η.

Notice that, strictly speaking, Theorem 2 of [8] can be used only if Ht is a
magma, i.e. closed under ·. This is not the case here because Ht may not be a
magma, but only a pseudo-magma. However, careful inspection of the proof of
Theorem 2 of [8] shows that the same result holds for pseudo-magmas too. The
distance between H̃t and Ht is determined by the number of elements being a
member of either set and the number of pairs of two elements for which the result
of the multiplication differ. In particular, this distance has for upper bound the
cost of the following transform: starting from the table of H̃j , we first delete
rows and columns corresponding to elements in H̃t\Ht, insert rows and columns
corresponding to elements in Ht\H̃t, and then exchange multiplication entries
which differ between two tables. It follows from (a) and (b) that the number of
elements in H̃t\Ht is less than 30η|H̃t| and the number of pairs (h, h′) ∈ H̃t ×H̃t

such that h ∗ h′ �= h · h′ is less than 91η|H̃t|2. It remains to show that Ht\H̃t is
small enough too and that H̃t is a solvable group.

Suppose towards a contradiction that |ψ̃(Gt)| < |Gt|. Then |ψ̃(Gt)| ≤ |Gt|/2.
From condition (c), we obtain |ψ(Gt)| ≤ |Gt|/2 + 30η|Gt| ≤ 3|Gt|/4. This gives
a contradiction. Thus |ψ̃(Gt)| = |H̃t| = |Gt| and ψ̃ is an isomorphism from Gt

to H̃t. Since Gt is a solvable group, H̃t is solvable too. Since |Ht| ≤ |Gt|, it also
follows that |Ht| ≤ |H̃t| and thus |Ht\H̃t| ≤ |H̃t\Ht| ≤ 30η|H̃t|.

Deleting |H̃t\Ht| rows and column from the table of H̃t costs

2|H̃t||H̃t\Ht| − |H̃t\Ht|2 ≤ 60η|H̃t|2.

Then inserting |Ht\H̃t| rows and columns similarly costs at most 60η|H̃t|2 too.
Thus the distance between Ht and the solvable group H̃t and is at most [(60 +
60 + 91)η|H̃t|2] ≤ 211η|Γ |2. ��

More precisely, we perform the following test. We want to test which of
Prx,y∈G[ψ(x ◦ y) = ψ(x) · ψ(y)] = 1 and Prx,y∈Gt[ψ(x ◦ y) = ψ(x) · ψ(y)] ≤ 1 − η
with η = ε/422 holds. We take c2 pairs (x, y) of elements of Gt and test whether
they all satisfy ψ(x ◦ y) = ψ(x) · ψ(y). It is easy to show that, when taking
c2 = Θ(η−1) = Θ(ε−1), we can decide which case holds with constant probability.

3.3 Correctness and Complexity

We now evaluate the performance of our algorithm. This gives the result of
Theorem 1.

First, suppose that the magma (Γ, ·) is a solvable group. With high probability
the set of elements taken at step 1 is a generating set of Γ and the first algorithm
of Theorem 2 succeeds on this set. In this case, each of the tests realized at steps 3
and 4 succeeds with high probability (since the success probability of the second
algorithm of Theorem 2 can be amplified), and then all the tests at steps 5 and
6 succeed with probability 1. Thus the global error probability is constant.
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Now, we would like to show that any magma Γ that is (ε|Γ |2)-far from any
solvable group is rejected with high probability. Take such a magma Γ . Then Ht

is ( ε
2 |Γ |2)-far from any solvable group H̃t or |Γ\Ht|/|Γ | > ε

4 . This assertion holds
because for any solvable group H̃t, the inequalities ε|Γ |2 < d(Γ, H̃t) ≤ d(Γ, Ht)+
d(Ht, H̃t) hold and d(Γ, Ht) = 2|Γ\Ht||Γ |− |Γ\Ht|2 ≤ 2|Γ\Ht||Γ | since Ht ⊆ Γ
and the operation is the same. If the latter holds, it should be rejected with
high probability at test 4. Now suppose that the former holds and that all the
steps 1–5 succeed. Then with high probability |Ht| ≥ 3|Γ |/4 = 3|Gt|/4. From
Proposition 2 this implies that Prx,y∈G[ψ(x◦y) = ψ(x) ·ψ(y)] ≤ 1− ε/422. This
is detected with high probability at step 6.

The algorithm queries the oracle Γ a number of times polynomial in log |Γ |
at each steps 1, 2 and 3, and a number of times polynomial in log |Γ | and ε−1 at
steps 4 and 6. Additional computational work is needed at steps 5 and 6 to com-
pute a polynomial number of products in the groups Gi’s. Since each product can
be done (without queries) using O(exp((log log |Gi|)2)) = O(exp((log log |Γ |)2))
time using the algorithm by Höfling [10], the total time complexity of the algo-
rithm is polynomial in exp((log log |Γ |)2) and ε−1.
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Proceedings of the 14th Annual ACM-SIAM Symposium on Discrete Algorithms,
pp. 873–882 (2001)

7. Ergün, F., Kannan, S., Kumar, R., Rubinfeld, R., Viswanathan, M.: Spot-checkers.
Journal of Computer and System Sciences 60(3), 717–751 (2000)

8. Friedl, K., Ivanyos, G., Santha, M.: Efficient testing of groups. In: Proceedings of
the 37th Annual ACM Symposium on Theory of Computing, pp. 157–166 (2005)



Quantum Property Testing of Group Solvability 783

9. Friedl, K., Magniez, F., Santha, M., Sen, P.: Quantum testers for hidden group
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Abstract. In his seminal paper, Grover points out the prospect of faster
solutions for an NP-complete problem like SAT. If there are n variables,
then an obvious classical deterministic algorithm checks out all 2n truth
assignments in about 2n steps, while his quantum search algorithm can
find a satisfying truth assignment in about 2n/2 steps.

For several NP-complete problems, many sophisticated classical algo-
rithms have been designed. They are still exponential, but much faster
than the brute force algorithms. The question arises whether their run-
ning time can still be decreased from T (n) to Õ(

�
T (n)) by using a quan-

tum computer. Isolated positive examples are known, and some speed-up
has been obtained for wider classes. Here, we present a simple method to
obtain the full T (n) to Õ(

�
T (n)) speed-up for most of the many non-

trivial exponential time algorithms for NP-hard problems. The method
works whenever the widely used technique of recursive decomposition is
employed.

This included all currently known algorithms for which such a speed-
up has not yet been known.

1 Introduction

Grover’s [1,2] quantum algorithm for searching a database to ”find a needle in a
haystack” has an obvious application for solving many hard combinatorial prob-
lems. In the example of SAT (Satisfiability of boolean formulas), the quantum
computer goes into a uniformly weighted superposition of 2n states representing
all possible truth assignments to the n variables, each represented by a binary
string of length n.

For a given formula and a given truth assignment the trivial satisfiability test
runs in polynomial time. The quantum algorithm uses the same kind of test,
but runs it simultaneously for all the 2n truth assignments. Every one of the
2n superpositioned computations stores the result in the same boolean variable.
Then all auxiliary results are erased by an operation sometimes referred to as
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“uncomputing.” If there are successful truth assignments, then their values are
Grover’s needles in the haystack. With constant probability, one of them is found
in time Õ(2n/2)1.

This example seems to suggest that Grover’s method can only be applied to
a class of very simply structured brute force search algorithms. It is certainly
unrealistic to believe that a method could be designed that could speed up every
thinkable satisfiability test by the use of quantum computers.

Nevertheless, Angelsmark, Dahllöf, and Jonsson [3] have shown that for some
nontrivial nicely structured classical algorithms, a significant speed-up by using
quantum computers is indeed possible. They present a quantum algorithm for
constraint satisfaction problems and a special version for 3-coloring running in
time Õ(1.2185n). This is in drastic contrast to our approach. Our goal is to
provide a quadratic speed-up for every known deterministic test. This is pos-
sible, because all such non-trivial tests are based on recursive decomposition.
We can take any state of the art classical algorithm based on recursive decom-
position, like Eppstein’s [4] 3-coloring algorithm with a provable running time
of Õ(1.3289n). We immediately obtain a quantum algorithm running in time
Õ(1.3289n/2) = Õ(1.1527n). Our method applies as well to all the known deter-
ministic algorithms for other NP-complete decision problems.

Our method does not provide a mechanical transformation from classical de-
cision algorithms to quantum algorithms. To build the quantum algorithm, we
have to take the time analysis of the classical algorithm too, and build it into
the quantum algorithm.

A different approach has been taken by Cerf et al. [5]. For well structured
classical solutions, they propose to speed up the search by doing many nested
quantum searches, applied to subtrees of a given search tree. Our method is
much simpler, more widely applicable, and provides a higher speed-up.

Cerf et al. [5] cut a search tree at a small number of levels. Useless subtrees
rooted at a cut level can be omitted. The others have still to be fully searched
down to the next level. They obtain a quadratic speed-up compared to a classical
algorithm that also searches these complete subtrees. But naturally, a classical
algorithm has no need to fully search these sutrees and could often stop ear-
lier. Therefore, instead of speeding up from T (n) to Õ(

√
T (n)), their quadratic

speed-up is from the running time of an artificially slow classical algorithm. As
an example, the authors point out that while the currently best classical algo-
rithm for 3-SAT runs in time Õ(20.446n), their quantum algorithm runs in time
Õ(20.34n). As this is a significant improvement, they consider it a success for
their algorithm, even though the exponent is far from being divided by 2.

A more widely applicable method has been proposed by Brassard, Høyer,
Mosca and Tapp [6]. They show how any randomized classical algorithm with
one-sided error can be transformed into a faster quantum algorithm. The idea
is to run a superposition of the computations with all possible strings produced
by coin tossing. The needles in the haystack are then the accepting computation
paths.

1 Here, Õ refers to upper bounds up to polynomial factors.
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In their expository articles, Ambainis [7] as well as Dantsin et al. [8] point out
in particular that Schöning’s classical algorithm [9], as well as its later improve-
ments can easily be modified for a quantum computation with a quadratic speed
up. The reason is that these algorithms do many runs of the same procedure from
different starting points. Where these algorithms use sequential repetitions, a
quantum algorithm just uses quantum amplitude amplification instead, in effect
doing many searches from different starting points in parallel.

If a classical randomized algorithm with one-sided error succeeds with proba-
bility c−n in polynomial time T (n), then the directly corresponding quantum al-
gorithm running these superpositions also has a success probability of order c−n.

In the classical setting the algorithm can be repeated cn times to obtain con-
stant success probability and running time O(T (n)cn). The quantum algorithm
instead can use amplitude amplification [6], which is a generalization of Grover’s
searching algorithm. Using amplitude amplification, a constant success proba-
bility can already be obtained by a quantum computation with running time
O(T (n)c

n
2 ). This is a quadratic improvement, because T (n) is a polynomial.

The resulting running time is much better than the time obtained by a direct
application of Grover’s method to a trivial algorithm. The classical randomized
algorithm running in time T (n) does not have to be the brute force search
algorithm that tosses a coin for every boolean variable and checks whether it
defines a satisfying assignment. Instead, the classical algorithm can already be
a sophisticated search algorithm. Hence, this is a significant generalization of
Grover’s algorithm.

In the current paper we do something similar, corresponding to (sophisticated)
deterministic exponential time algorithms. We focus on the wide middle ground
between simplistic brute force approaches or other well structured algorithms
on one hand, and unstructured or arbitrarily structured methods on the other
hand. There might be some mere heuristics, but in all algorithms published with
a complexity analysis, there is just enough regularity to allow the full quantum
search speed-up. We are considering the broad class of algorithms using recursive
decomposition based on self reducibility known as the Davis-Putnam [10,11] pro-
cedure. Thus our method applies to all the classical and recent exponential time
algorithms for NP-hard problems based on recursive decomposition, including
dynamic programming and search tree pruning techniques. For a recent survey
see Woeginger [12].

For our method to work, we have to assume that the recursive decomposition
does not happen completely irregularly. It can be quite complicated, but it has
to be so predictable as to allow the proof of a rigorous complexity bound for the
classical algorithm. Thus all the many algorithms based on recursive decomposi-
tion qualify, if they have been published together with a provable time analysis
(upper bound). The presentation of such an efficient exponential time algorithm
always comes in two quite distinct parts, the definition of the algorithm and the
analysis of its running time. Here, we use both, a classical algorithm and also its
time analysis as building blocks for a quantum algorithm. Thus to be precise,
our algorithm does not produce a quadratic speed-up form an unknown running
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time of an arbitrary classical algorithm, but from the currently provable upper
bound on the classical running time of such an algorithm.

Our quantum algorithm directly applies to all deterministic exponential time
algorithms for NP-hard search problems, that have been published with rigorous
time bounds. Our method is not directly applicable to the few randomized algo-
rithms in this area, like the one based on the approach pioneered by Schöning
[9]. His method is based on local search starting from random points.

As mentioned before, a quadratic speed-up is possible for Schöning’s algorithm
due to its regularity. Our algorithm can easily handle the derandomized version
of his algorithm [13]. The important point is that this derandomized version
is based on a computation tree with strict bounds on the sizes of its subtrees
rooted at any internal node.

Alternatively, we can easily extend our method using the ideas of Brassard et
al. [6]. Every coin toss is expanded to a branching where both paths are followed.
It does not matter that the resulting deterministic algorithm would be too slow.
When many paths are accepting, then the amplitude amplification is less costly.

In this way we could also handle algorithms that might be composed of ran-
domized parts and parts based on recursive decomposition. For example, one
could imagine an algorithm for SAT based on a random selection of sub-clauses
followed by a sophisticated deterministic satisfiability test of the resulting for-
mula by recursive decomposition.

2 The Classical Analysis of Algorithms Based on
Recursive Decomposition

Typical recursive decomposition algorithms for SAT branch on a variable x oc-
curring in the boolean formula with n variables. Two branches are created by
setting x true and false respectively, and simplifying the resulting formulas. A
bound on the branching depth of n and a bound on the number of leaves of
2n follows immediately. Many more efficient exponential time algorithms have a
computation tree with only Õ(cn) leaves for some c < 2.

Typical efficient exponential algorithms for this and other problems can be
quite complicated and involve many cases. This implies a little more program-
ming, but is not an obstacle for obtaining a fast quantum algorithm based on
our general design.

Just to illustrate the principle, let us consider a simple but still much improved
algorithm for 3SAT. Instead of branching on an arbitrary variable, it branches on
a variable occurring in a shortest clause. Naturally, clauses of size 1 just simplify
without any branching. If we are always lucky and find a clause with 2 variables,
then on one branch the occurring literal is set to false and the other literal is
forced to be true for free. This would result in a computation tree with at most
L(n) leaves, where L(n) satisfies the following recurrence.

L(n) ≤ L(n − 1) + L(n − 2)
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The resulting running time is also L(n) up to a polynomial factor. Clearly in
the worst case we would not always be so lucky. Sometimes, we have to branch
on variables from 3 literal clauses. Still on one branch we have then produced a
2 literal clause, resulting in

L(n) ≤ L(n − 1) + L(n − 2) + L(n − 3)

Using the terminology of Kullmann [14,15], we say that in the first case, the
corresponding node ν in the tree has 2 branches labeled 1 and 2. The branching
tuple for ν is (1, 2). In the second case, the corresponding node ν′ in the tree
has 3 branches and a branching tuple of (1, 2, 3), representing the decreases of
the number of variables in each branch.

When a node has a branching tuple (t1, . . . , td), then its branching number is
the unique positive real solution of the equation

d∑

j=1

x−tj = 1

It is important to notice that the branching number is not at all an upper
bound on the degree of the computation tree, even though for a trivial brute-
force algorithm, the branching number is just 2. In general the branching number
is a tool to measure the progress in one recursive step even when the tree is very
unbalanced and not nicely structured.

If x is the largest branching number in a tree, then xn is an upper bound on
the number of leaves (and thus an upper bound on the corresponding running
time up to a polynomial factor).

For various NP-complete problems, many nontrivial (but still exponential
time) algorithms have been designed based on this principle. Sometimes, such
algorithms need an elaborate case analysis. Nevertheless, they are immediately
amenable to our solution.

3 The Quantum Algorithm Based on Recursive
Decomposition

We consider a problem in NP for which we know a classical exponential time
algorithm based on recursive decomposition. This means that the problem is self
reducible, and a computation consists of repeated reductions of a current instance
to a finite number of smaller instances. The size of an instance is measured by
a real parameter value p. Often the parameter is actually restricted to be a
non-negative integer, like p = n, the number of variables in our 3SAT example.

We represent the algorithm by a computation tree. The children of a node
can be viewed as the recursive calls made form that node. Hence, a sequential
algorithm traverses the whole computation tree. On a parallel machine with an
unbounded number of processors, one could handle all nodes of the same depth
simultaneously, resulting in a parallel running time given by the height of the
computation tree.
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This is not how our quantum algorithm works. Its running time is the square
root of the upper bound on the number of leaves (up to a polynomial factor), as
long as the height is polynomial. For the sequential algorithm, this upper bound
on the number of leaves (based on using the worst case branching number in
each vertex) is the proved upper bound on the running time (up to a polyno-
mial factor). The corresponding quantum algorithm runs a superposition of the
computations corresponding to all paths from the root to any leaf.

The root of the computation tree represents the input instance. Every node in
the tree represents an instance and its children represent the smaller instances
to which the parent instance is reduced. Every node has a branching number,
based on the decreases of the parameter value from the parent to its children,
as defined in the previous section. We know an upper bound on all branching
numbers in the tree. Typically, we have a small fixed number of possible types
of nodes (2 in our simple 3SAT example) and thus a small number of different
branching numbers.

If x is an upper bound on the branching numbers of a computation tree, then
it is easy to see that every subtree of a node with size parameter p has at most
xp leaves. Imposing an arbitrary fixed order on the children of every node, it
is very easy to compute an estimate of the number of leaves to the left of the
subtree of a currently visited node, inductively assuming that such an estimate
is available for the parent node, and that the type of branching in the parent
node is known.

As x is just a real algebraic number, there might well be some rounding
problems involved, because we want our estimate not just to be an approximate
value, but an exact upper bound. On the other hand, the bound does not have to
be tight. By just doubling the estimate and rounding, we are safe. Every partial
result 2xp is rounded to any one of the two adjacent integers. (If we cannot
easily figure out what the 2 integers are, then we are actually very close to one
of them, and we obviously choose that one.)

What we have done in effect is enumerating the leaves from left to right, but
with using at most half the numbers in the appropriate range. The gaps between
any two numbers assigned to adjacent leaves fluctuate due to the rounding errors,
with additional gaps introduced by overestimation of some branching numbers by
the maximal branching number. But in any case, the leaves are enumerated from
left to right, and no two leaves are assigned the same number. The differences
between adjacent numbers assigned to leaves are at least 1 (and in the average
at least 2).

We assume now that our problem instance has just one solution. Then the
quantum algorithm proceeds as follows.

Algorithm A:
Let x be the maximal branching number and p the size parameter value for the
input.
Let k = �log2(2xp)� = �p log2 x + 1�.
Start with the input and the string 0k

Apply a Fourier transform to obtain a superposition of all non-negative integers less
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than 2k, represented by all 0-1-strings s of length k, each with amplitude 2−k/2.
In parallel for each s in the superposition execute the one branch of the exponential
size classical computation tree that leads to the leaf numbered s (if it exists). (This
takes polynomial time.)
Produce a result bit b of 1, if the searched branch of the computation has found a
solution. The result bit is 0, if no solution has been found. The latter includes the
case where s does not occur as the name of any leaf (because there is a gap at this
point).
Undo the computation, erasing auxiliary partial results, just keeping the result bit b
(together with s and the input).
Run Grover’s algorithm to search for b = 1.

This algorithm is of the 1-sided Monte Carlo type. If solutions exist, then one
of them is found with high probability, but no proof of nonexistence of solutions
is accomplished.

As the running time is dominated by Grover’s search algorithm, we obtain
the following result.

Theorem 1. Let P be a problem in NP that has a classical solution by recursive
decomposition. Assume the maximal branching number is x with respect to a
parameter with initial value p. Further assume, the input is an instance with a
unique solution. Then with constant probability, the quantum Algorithm A finds
the solution in time Õ(

√
xp).

If the problem instance possibly has multiple solutions, then we employ the
generalization of Grover’s algorithm to multiobject search by Boyer, Brassard,
Høyer and Tapp [16]. The algorithm A′ obtained by this replacement gives us
the following result.

Theorem 2. Let P be a problem in NP that has a classical solution by recur-
sive decomposition. Assume the maximal branching number is x with respect to
a parameter with initial value p. Then with constant probability, the quantum
Algorithm A′ finds the solution in time Õ(

√
xp).

One could also use any one of a newer class of search algorithms by Grover
[17,18]. These algorithms have been extended to multiobject search by Chen
and Sun [19].

Repeating A′ polynomially often immediately produces the following result.

Corollary 1. Let P be a problem in NP that has a classical solution by recursive
decomposition. Assume the maximal branching number is x with respect to a
parameter with initial value p. Then there is a polynomial time algorithm solving
P with exponentially small error probability by making a polynomial number of
calls to an Õ(

√
xp) time quantum algorithm.

Note that under the conditions of the Corollary, the corresponding classical
algorithm takes time Õ(xp).
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4 Applications

There are plenty of applications. After a slow start, many sophisticated and
efficient exponential time deterministic algorithms have appeared over the last
dacade, e.g., [20,14,21,4,22,23,24]. All of these algorithms for NP-hard problems
fit into the scheme of recursive decomposition. This includes algorithms for Sat-
isfiability, Maximum Independent Set, Graph Coloring, and other Constraint
Satisfaction Problems. The method works fine for optimization problems too.
One just applies binary search for the optimal value. Thus, for example, to find
a maximum independent set, one would run the quantum algorithm with a log-
arithmic number of choices for the size of such a set.
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9. Schöning, U.: A probabilistic algorithm for k-SAT and constraint satisfaction prob-
lems. In: 40th Annual Symposium on Foundations of Computer Science (FOCS
1999), Washington - Brussels - Tokyo, pp. 410–414. IEEE, Los Alamitos (1999)

10. Davis, M., Putnam, H.: A computing procedure for quantification theory. Journal
of Association Computer Machinery 7, 201–215 (1960)

11. Davis, M., Logemann, G., Loveland, D.: A machine program for theorem-proving.
Communications of the ACM 5(7), 394–397 (1962)

12. Woeginger, G.: Exact algorithms for NP-hard problems: A survey. In: Jünger, M.,
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15. Dahllöf, V., Jonsson, P., Wahlström, M.: Counting models for 2SAT and 3SAT
formulae. Theoretical Computer Science 332(1-3), 265–291 (2005)

16. Boyer, M., Brassard, G., Høyer, P., Tapp, A.: Tight bounds on quantum searching.
Fortsch. Phys. 46, 493–506 (1998)

17. Grover, L.K.: Quantum computers can search rapidly by using almost any trans-
formation. Physical Review Letters 80, 4329–4332 (1998)

18. Grover, L.K.: Rapid sampling through quantum computing. In: Proceedings of
the 32nd Annual ACM Symposium on Theory of Computing (STOC 2000), pp.
618–626 (2000)

19. Chen, G., Sun, S.: Generalization of Grover’s algorithm to multiobject search in
quantum computing, Part II: general unitary transformations. In: Brylinski, R.,
Chen, G. (eds.) Mathematics of Quantum Computation. Computational Mathe-
matics, pp. 161–168. Chapman & Hall/CRC, Boca Raton, London, New York,
Washington, D.C (2002)

20. Tarjan, R.E., Trojanowski, A.E.: Finding a maximum independent set. SIAM J.
Comput. 6(3), 537–546 (1977)

21. Beigel, R.: Finding maximum independent sets in sparse and general graphs. In:
SODA 1999. Proceedings of the tenth annual ACM-SIAM symposium on Discrete
algorithms, Society for Industrial and Applied Mathematics, pp. 856–857 (1999)

22. Dantsin, E., Hirsch, E.A., Ivanov, S., Vsemirnov, M.: Algorithms for SAT and upper
bounds on their complexity. Technical Report TR01-012, Electronic Colloquium on
Computational Complexity (ECCC) (2001)
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24. Fürer, M., Kasiviswanathan, S.P.: Exact Max 2-SAT: Easier and faster. In: van
Leeuwen, J., Italiano, G.F., van der Hoek, W., Meinel, C., Sack, H., Plášil, F.
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