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Abstract. Nowadays it becomes more and more popular to process
rapid data streams representing real-time events, such as large scale fi-
nancial transfers, road or network traffic, sensor data. Analysis of data
streams enables new capabilities. It is possible to perform intrusion de-
tection while it is happening, it is possible to predict road traffic basing
on the analysis of the past and current vehicle flow. We addressed the
problem of real-time analysis of the stream data from a radio-based mea-
surement system. The system consists of large number of water, gas and
electricity meters. Our work is focused on data delivery from meters to
the stream data warehouse as quick as possible even if transmission fail-
ures occur. The system we designed is intended to increase significantly
system reliability and availability. During this demonstration we want to
present an example of the system capabilities.
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1 Introduction

These days it becomes more common to process continuous data streams. It may
have application in many domains of our life such as: computer networks (e.g.
intrusion detection), financial services, medical information systems (e.g. patient
monitoring), civil engineering (e.g. highway monitoring) and more.

Thousands or even millions of energy meters located in households or fac-
tories can be sources of meter readings streams. Continuous analysis of power
consumption may be crucial to efficient electricity production. Unlike other me-
dia such as water or gas, electricity is hard to store for further use. That is why a
prediction of energy consumption may be very important. Real-time analysis of
the media meter readings may help to manage the process of energy production
in the most efficient way.

There are many systems for processing continuous data streams and they are
still developed [1]. In [2] there is presented a fault tolerant Borealis system. This
is a dedicated solution for applications where a low latency criterion is essen-
tial. Another system facing infinite data streams is described in [3]. Authors of
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Fig. 1. Layered structure of the distributed telemetric system

the work deal with sensors producing data continuously, transferring the mea-
sured data asynchronously without having been explicitly asked for that. They
proposed a Framework in Java for Operators on Remote Data Streams (Fjords).

In our research we have focused on processing data originating from a radio-
based measurement system [4]. We carried research on efficient recovery of
interrupted ETL jobs and proposed a few approaches [5,6] based on the Design-
Resume algorithm [7].

Basing on the previous experience, we have focused on fault-tolerance and high
availability in a distributed stream processing environment. In [8] we proposed
a new set of modules increasing the probability that a failure of one or more
modules will not interrupt the processing of endless data streams. Then we
prepared a model [9,10] of data sources to estimate the amounts of data to be
processed useful in the configuration of the environment. In this paper we want
to present how the system works in practice and how it has been implemented.

2 Research System

Our research is based on a telemetric system [4] for remote and automatic reading
of media consumption meters. It’s main task is transferring data from particular
meters using wireless communication to local collecting nodes (further called
data stream sources). Next, the data streams need to be transferred to a stream
data warehouse (SDW) in which the data can be processed analysed.

Our goal is to assure the continuity and correctness of the data streams being
transmitted into a stream data warehouse. We want the process to run continu-
ously, and we want it to be failure resistant. There are two goals to be achieved:
(a) transferring all the data, (b) transferring data as fast as possible, minimizing
the delay between measurement and loading into SDW. To achieve the above
mentioned goals we introduce three additional layers to the system structure [8]
(Fig. 1): RBF remote buffers, RIF persistent integrators, FTI detector.

Data sources (collecting nodes) are very simple devices comparable to LAN
routers. Their task is to receive data from meters and send it further to the
destination. The most important feature of the data sources is their inability to
buffer data. If the outgoing connection is lost, the outgoing data is lost also. To
avoid such situations each data source transmit data to many RBF buffering
modules. If one connection is lost, the others remain.

RBF buffers are simple and low-cost buffering modules. Because they are
cheap, they can be used in many copies. The more RBFs receive data from
a data source, the lower is the probability of data loss. The RBFs not only
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receive data from sources, they also transmit it to the subsequent system layer.
They also support short-term buffering which avoids loss of data in case of short
communication failures. Unfortunately, it does not protect the system against
data loss during longer communication breaks.

We also introduce a layer of RIF persistent integrators. RIF modules extend
the RBF functionality. They offer persistent buffering based on a persistent
storage (e.g. hard disk). Another task of an RIF module is integration of stream
parts from many RBFs into a single data stream. It is necessary when one RBF
fails, and the RIF starts to receive data from another one. The data safely
received can be processed now.

Behind the RIF layer we placed the layer of ETL modules. ETL stands for
Extraction, Transformation and Loading. In this layer the data streams received
from RIF modules are processed (filtered, transformed, recalculated, joined, ag-
gregated). The ETL process is described using Directed Acyclic Graph. Graph
nodes are responsible for data processing, whereas graph edges define tuple flow
directions. Graph nodes belong to one of three node classes: extractors respon-
sible to retrieving data to be processed, transformations in which tuples are
processed, and inserters which save data in a destination. The ETL process sup-
ports three resumption algorithms: Design-Resume (DR) [7], hybrid DR-based
resumption [5] and checkpoint-based algorithm [6]. In stream processing only
checkpointing is applicable.

The FTI layer is responsible for merging redundant data stream from repli-
cated ETL processes. It also checks the correctness of received data comparing
all received stream copies. Finally the data is stored in the data warehouse.

The use of checkpointing enables replication and migration of ETL process.
Saved ETL process state can be easily copied and used to restart ETL on another
machine or network node. The checkpointing algorithm uses filtration known
from DR algorithm. It enables synchronization with streams incoming from RIFs
and delivered to the last FTI layer.

3 Technical Details

For research purposes the system has been implemented in Java. We have built
the stream data generator which works similarly to the real collecting nodes.
RBF and RIF modules are also implemented in Java, although in real world
RBFs should be a small and simple devices based on microcontrollers e.g. AVR
or ARM equipped with necessary communication interfaces. The RIF module
can be built similarly to RBF using microcontroller; however, it is not to be used
in so many copies as RBFs, so its functionality can be realized in a PC running
necessary software.

ETL module is a set of Java classes implementing ETL process, communica-
tion with RIF and FTI layers and resumption algorithms. Each instance of an
ETL process is started in a separate Java Virtual Machine (JVM).

Each system module (data generator, RBFs, RIFs, ETLs, FTI) runs on a sep-
arate instance of JVM. This references the complete independence of modules
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in real world. The communication between layers uses RMI and TCP/IP con-
nections. RMI interfaces of modules are required to locate needed services and
initialize the communication. When the modules agree for the connection options
after exchange of host IPs and port number, they exchange data via TCP/IP
connections, which are much more efficient than RMI.

During experiments failures are simulated in two ways: by ”unexpected” ter-
minating of random system modules or by breaking the connections between
system modules. In both cases the system is expected to handle the failure cor-
rectly and continue the processing without any data loss.

Our demonstration is going to be preceded by a short slideshow clarifying
how the system works. During the demonstration we want to show the working
system using the software simulator running on a PC-class machine. We are
going to simulate module failures and observe the system reaction.
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