


Springer Tracts in Advanced Robotics
Volume 44

Editors: Bruno Siciliano · Oussama Khatib · Frans Groen



Herman Bruyninckx, Libor Přeučil,
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Foreword 
 
 
 
 
 
 
 
 
 
 
 
At the dawn of the new millennium, robotics is undergoing a major transformation in 
scope and dimension. From a largely dominant industrial focus, robotics is rapidly 
expanding into the challenges of unstructured environments. Interacting with, assist-
ing, serving, and exploring with humans, the emerging robots will increasingly touch 
people and their lives. 

The goal of the Springer Tracts in Advanced Robotics (STAR) series is to bring, in 
a timely fashion, the latest advances and developments in robotics on the basis of their 
significance and quality.  It is our hope that the wider dissemination of research de-
velopments will stimulate more exchanges and collaborations among the research 
community and contribute to further advancement of this rapidly growing field. 

The European Robotics Symposium (EUROS) was launched in 2006 as an interna-
tional scientific single-track event promoted by EURON, the European Robotics 
Network linking most of the European research teams since its inception in 2000. 
Since then, EUROS has found its parental home under STAR, together with the other 
thematic symposia devoted to excellence in robotics research: FSR, ISER, ISRR, 
WAFR. 

The Second edition has been prepared by Herman Bruyninckx, the new EURON 
Coordinator, together with Miroslav Kulich and Libor Přeučil, the local organizers of 
the event. The four key areas of the symposium are: cognition, autonomy, adaptivity, 
and robustness. The contents of the thirty-five−chapter volume represent a cross-
section of forefront robotics research, with contributions on: vision and navigation, 
localization and mapping, cooperation, coordination and multirobot systems, hu-
man−robot interaction, and robotics applications. Thanks to the conscientious coop-
eration of the contributors, to the committed work of the international programme 
committee, and last but not least to the devotion of the editors, this volume has been 
prepared in a record time to be available at the symposium. 

From its warm social program to its excellent technical program, EUROS 
culminates with this unique reference about robotics research in Europe and beyond. 
A fine confirmation in the STAR series! 

 
 

Naples, Italy Bruno Siciliano 
January 2008 STAR Editor 

 



Preface

The European Robotics Research Network (EURON) together with the Czech Techni-
cal University in Prague is proud to present the second European Robotics Symposium
2008 (EUROS 2008). The event aims to bring participants into the symbolic and at-
tractive environment of Prague, Czech Republic, the birthplace of the word ”robot” and
bids to be very successful successor of the 1st EUROS 2006 in Palermo, founding a new
robotics symposia track in Europe.

EUROS 2008 continues to provide a single-track and high quality scientific forum
and presents leading edge research on robotics across the latest topics in fundamental
research and applications. This years’ symposium key areas cover topics as: COG-
NITION, AUTONOMY, ADAPTIVITY and ROBUSTNESS in robotics with main
targeting on the issues related namely to: Vision and Navigation, Localization and Map-
ping, Cooperation, Coordination and Multirobot Systems, Human-Robot Interaction,
and Robotics Applications.

The initial and core objective for organizing EUROS track of symposia is to cross-
breed latest research and application results in order to improve mutual interlinking
of the European robotics community in the field of academia with industrial partners.
Moreover, this years’ added value of the EUROS 2008 stands in implementation of a
”2in1 concept” representing both the top-quality scientific event as well as promotion
of extended features for young researchers and PhD students. The young scientists are
offered to come in touch with European leading research labs co-workers and their re-
sults. This is aimed to create a space to establish ”Ph.D. to industry” meetings with
present robotics companies and research labs representatives via informal presentation
of own research, to launch fruitful discussions, and even to found future co-operations
and other joint R&D activities.

EUROS track of symposia has always been organized in terms to ensure the best
possible quality European event, paying a special attention to stay a single-track event
and to set high demands on the accepted papers. All contributions submitted to this
symposium were reviewed by at least two independent reviewers and selection of 20
best papers for oral presentation and 15 poster presentations from 95 papers submitted
can be found hereunder.



X Preface

Therefore, the organizing committee would like to thank all the authors, reviewers
and many others for their contributions and excellent work spent in order to make the
EUROS 2008 possible.

EUROS 2008 Herman Bruyninckx
Libor Přeučil

Miroslav Kulich
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Libor Přeučil Czech Technical University in Prague, Czech Republic

General Chair

Herman Bruyninckx Katholieke Universiteit Leuven, Belgium

Local Chair
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José Maŕıa Mart́ınez-Otzeta,
Robotics and Autonomous Systems
Group, University of Basque Country,
Paseo de Manuel Lardizábal, 1, 20018
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Summary. Resources consumption control is crucial in the autonomous rover context. Most
of the time, the resources consumption is probabilistic. During execution time, the rover has to
adapt its resources consumption, in order to keep more resources for important tasks or avoid
to fail. Progressive processing is a model that describes tasks that can be performed in several
ways. Therefore, it allows the agent to adapt and to control its resources consumption during the
mission. The resource control is obtained via a Markov decision process that we solve off-line.
In its original form, Progressive processing could only control one resource : time. We present
an extension for multiple resources. Our main contribution is a new state space representation for
multiple consumable resources, which is compact and has suitable access time.

Introduction

Resources consumption control is crucial in the autonomous rover context. For exam-
ple, a rover must know when to go back to a docking station before having no energy
left. Resources are multiple, it can be batteries, memory capacity, or for example a wa-
ter tank for a fire fighter robot. The questions for the agent are : where, when, and the
resources quantity it has to spend for a particular task. We want this agent to be adaptive
: it has to choose the resources quantity to consume in each task by taking into account
the tasks priority. For these reasons, we use resource-bounded reasoning based on pro-
gressive processing [8] to model and to control the mission. This model of reasoning
describes tasks that can be performed progressively, with several options at each step.
The resources consumption is probabilistic. Progressive processing provides an optimal
meta-level resources consumption control via a Markov decision process. In its original
form, Progressive processing could only control one resource : time [10]. We present
an extension for multiple resources. While we are facing to a combinatory explosion
problem, we propose an aggregate state space representation.

This paper is divided into four main sections. In the next section, we present some
related works. In the second section, we present Progressive Processing. Firstly, we
explain how to model the agent mission, and especially the progressive processing mul-
tiple resources extension. Secondly we show how to represent the corresponding MDP.
Finally, we study the complexity of the control calculation. In the third section, we

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 1–11, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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propose an algorithm that uses the smart multiple resources state space representation
and solve the MDP. The algorithm principle is illustrated. In the final section, we com-
pare time performance for the MDP solving with and without the aggregate state space
representation.

1 Related Work on Resource-Bounded Reasoning

Some recent researches deals with handling multiple resources for an autonomous agent.
[7] propose to deals with multiple continuous resources. They avoid to enumerate the
state space by using an hybrid AO* algorithm [6]. The heuristic is based on the previous
work developed in [5]. In a specific military context, [2] are interesting in building a
planner that must choose between multiple tasks that consumes multiple resources.

In our context, we want the agent to be adaptive, and control resources that can
be either time, battery level, or any kind of consumable resource like a water tank.
Each resource quantity is decreasing during the mission. In this paper, we assume the
resources quantity to be discrete. In [1], we first tried to represent the corresponding
MDP state space in a smart way. Although the state space was represented compactly,
the access to the state data was time consuming. Indeed, the access time to a state value
is crucial while the agent is solving the MDP.

Progressive Processing is a way to model and to control a set of tasks that can be
performed progressively. It also allows an agent to perform its tasks in many several
ways. It is suitable for agents that have to be adaptive, especially in a time consump-
tion context. This processing has been used in some applications such as railway train
control [9] and an information retrieval engine [3]. There is also an autonomous rover
application proposition [4]. This rover mission is depicted in Figure 1. Before we start
discussing the problem of handling multiple resources, let us first introduce resource-
bounded reasoning called progressive processing and its suitability to the control of the
operations of robots.

2 Progressive Processing

The problem formalism will be presented hierarchically: the mission is divided into
Progressive pRocessing Units (PRU), which are splitted up into levels.

2.1 Formalism

A mission is a set of tasks, and each task is an acyclic graph vertice (see Figure 1).
To facilitate access to the formalism, we assume that this acyclic graph is an ordered
sequence. This involves no loss of generality. You can see this sequence as a particular
path in the graph (for example A, B, E, F). There are P tasks in the sequence. Each task
is modelled by a progressive processing unit. A progressive processing unit (PRU) is
structured hierarchically. Each PRUp, p ∈ {1, . . . ,P} is a level ordered finite sequence
[Lp,1, . . . ,Lp,L]. An agent can process a level only if the preceding level is finished. The
process can be interrupted after each level. It means that the agent can stop the PRU
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execution, but it receives no reward for it. Other situations have been proposed when
the agent can have a reward at each level. However, in our case, only the end of the
accomplishment of the task provides a reward.

Picture analysis
Weather analysis

Rock analysis

Start

End

COROCOP
scenario

Site
B

Site
D

E
Site

F
Site

C
Site

A
Site

Fig. 1. A mission

Each level Lp,� contains one or more modules [mp,�,1, . . . ,mp,�,M]. A module is a spe-
cific way to execute a level. The agent can only execute one module per level. The
execution of a module mp,�,m produces a quality Qp,�,m and consumes some resources.
A progressive processing unit definition is illustrated on Figure 2 for a picture task. The
execution is performed from bottom to top.
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Fig. 3. Resources consumption probability
distribution

The quality Qp,�,m ∈ R
+ is a criterion to measure the module execution impact. There

is no immediate reward after each level processing. The agent receives the sum of all
the Qp,�,m only when the last level is performed.

The resource consumption in a module mp,�,m is probabilistic. We denote as Prp,�,m
the probability distribution of resources consumption depicted in Figure 3. We make
no particular assumption on this joint probability distribution. However, we assume the
resources to be discrete. It is required that the supports of all the Prp,�,m are discrete
and bounded (or finite).
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Resources are denoted as : r = (r1, . . . ,rω , . . . ,rΩ ). There are exactly Ω different
resources. Each rω ∈ R

+ is a remaining resource quantity.

2.2 Mission Control

The problem of control we address in this paper consists of a robot exploring an area
where it has some sites to visit and perform some exploration tasks. The problem is that
the robot cannot know in advance its resource consumption, and then, it has to develop
a policy how to behave at each site according to its local state. The decision depends
only on the current state and consequently the modelisation can be Markovian. We use
then a Markov decision process to control the mission. The agent is supposed to be
rational. It must maximise the mathematical expected value. It computes a policy that
correspond to this criterion before executing the mission. The on-line mission control
process consists in following this policy. In the next section, we present the Markov
decision process model and the control policy calculation. At each site the agent must
make a decision to stay for continuing the exploration or to move to another site.

Modelling the Mission as an Markov decision process

Formally, a Markov decision process is tuple {S ,A ,Pr,R} where :

• S is a finite set of states,
• A is a finite set of actions,
• Pr is a transition model mapping S ×A ×S → [0,1],
• R : S → R is a reward function.

Given a particular rational criterion, algorithms for solving MDP can return a policy
π , that maps from S to A , and a real-valued function V : S → R. Here, the criterion
is to maximise the expected reward sum.

States

In the progressive processing model, a state is a tuple 〈r,Q,p, �〉. r indicates the amount
of remaining resources. Q is the cumulated quality since the beginning of the current
PRU. p and � indicates the last executed level Lp,� done. The failure state, denoted
as sfailure is reachedwhen at least one resource is negative. Indeed, each rω is a real
positive number. The reward is assigned to the agent only when the last level of the PRU
has been succesfully executed. Then, it is necessary to store the cumulated quality Q
in the state description. We have introduced level 0 in order to represent the situation
where the agent is at the beginning of the PRU execution.

Actions

There are two kinds of actions in the progressive processing model. An agent can exe-
cute only one module in the next level or move to the next PRU. These two actions are
depicted in Figure 4. When the agent reaches the last level in a PRUp, it directly moves
to the next PRUp+1.

Actually, Em is an improvement of the the current PRU whereas M is an interrup-
tion. The agent can progressively improve the PRU execution, it can also stop it at any
moment. Formally, A = {Em,M}.
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E 2E 1

Ms

m m

m 2, 3

next PRUcurrent PRU 

m 1, 1

Level 1

Level 3

Level 2
m 2, 1 m 2, 2

3, 1 3, 2

Level 2

Level 3

Level 1
m 1, 1

Fig. 4. Actions

Transitions

M is a deterministic action whereas Em is not. Indeed, the module execution consumes
resources and this consumption is probabilistic. After executing a given module, the
agent always cumulates a fixed quality. the uncertainty is related to the resources con-
sumption probability distribution depicted in Figure3. Thus,

Pr(〈r,Q,p, �〉,M,〈r,0,p+1,0〉) = 1 (1)

Pr(〈r,p,Q, �〉,Em,〈r− Δr,Q + Qp,�,m,p, �+ 1〉) = Pr(Δr|mp,�,m) (2)

Reward

A reward is given to the agent as soon as it finishes a PRU. This reward corresponds
to the cumulated quality through the modules path. If the agent leaves a PRU without
finished it, it receives no reward. This makes a sense for exploration task where the
robot has no reward if the task is not completely finished.

R(〈r,Q,p,Lp〉) = Q (3)

R(〈r,Q,p, � < Lp〉) = 0 (4)

where Lp is the number of levels in PRUp.

Value Function

The control policy π : S → A depends on a value function that is calculated thanks to
the Bellman equation 5. We assume that V (sfailure) = 0.

V (〈r,Q,p, �〉) =
{

0 if ∃ω ,rω < 0 (failure)
R(〈r,Q,p,Lp〉)+ max(VM,VE) otherwise

(5)

VM(〈r,Q,p, �〉) =
{

0 if p = P
V (〈r,0,p+1,0〉) otherwise

(6)
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VE(〈r,Q,p, �〉) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 if � = Lp

max
Em

∑
Δr

Pr(Δr|mp,�,m).V (〈r′,Q′,p, �+1〉)

where Q′ = Q + Qp,�,m

and r′ = r− Δr

(7)

Equation 6 shows that action M is deterministic. It consumes no resources. Equa-
tion 6 shows that action E consumes resources. We consider that the failure value is
0. Hence, we do not write the values that corresponds to a failure. Action E consumes
some resources. The agent will execute the module that gives it the best expected value.

2.3 Complexity Study

Since we are dealing with an MDP, the size of the state space S really matter. Further-
more we are facing to an acyclic graph in which the resources are decreasing. Hence,
the complexity of the algorithm that we use to solve the control problem is proportional
to #s ∈ S . Figure 5 shows a state space example for three PRU composed of two levels
with only one module.

PRU 1 PRU 2 PRU 3

r2
max

P = 3
C = 2

r1
max

level 0
level 1

level 2

Fig. 5. State space enumeration

A state is a 4-uplet 〈r,Q,p, �〉. The state space size depends on this for attributes. For
all the PRU in the mission, the state space size is:

#s ∈ S ≤
P

∑
p=1

(( Ω

∏
ω=1

P

∑
p′=p

rmaxωp′
)
×

(
1 +

Lp

∑
�=1

�

∏
�′=1

#mp,�′,
))

, (8)

where P is the number of PRU in the mission, Ω the number of different resources, rω
is a resource. The right part of this equation represent the number of different accumu-
lated quality Q. To make this equation more understandable, we can consider that all
PRU are identical and all resources rω are defined on the same interval.

#s ∈ S ≤
( P

∑
p=1

pΩ )
.
(
rmaxP

)Ω
.C,

where C represents the average number of modules in a PRU. The value function eval-
uation algorithm is linear in the state space size. Our objective is to reduce this state
space size, in order to address real exploration missions.
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3 Algorithm

To calculate the value function, we can process backward chain among the whole state
space (from the end to the beginning). Because there is no cycle in the MDP, each state
is evaluated only once. First, we generate the states for the last PRUP. We begin with
the states in the sub spaces SQ,P,L (for all Q), then we evaluate the sub spaces SQ,P,L−1

until the level 0. Each SQ,P,� has a size of rmaxP . We continue in the same way to obtain
a value for each possible state. Each evaluation step generates a value function The
problem is that the state space remains exponentially large. That’s why we propose an
other state space representation, based on some properties of the value function.
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Fig. 6. Value function on a subspace SQ,p,�

3.1 Value Function Properties

On a given subspace : SQ,p,�, the value function V is increasing with the remaining
resources. ∀ω ,ra

ω < rb
ω ⇒ V (〈ra,Q,p, �〉) < V (〈rb,Q,p, �〉). Thus, we propose to ex-

ploit this property to avoid some state evaluation. On a subspace : SQ,p,�, the value
function V is stable for some states (see the white lines in Figure 6.a). We call these
white lines floors. In this Figure, the agent must consume two different resources r1
and r2 to execute each module. If there is not enough resource r1, even if the agent has
an infinite among of r2, it will not be able to perform a module that consumes many r1
resources.

We formalise this as follows (Q,p and � are fixed):

∀r1∈R,∃rmax
2 ∈R,∀r2∈R, V (〈(r1,r2)〉) ≤ V (〈(r1,rmax

2 )〉),
∀r2∈R,∃rmax

1 ∈R,∀r1∈R, V (〈(r1,r2)〉) ≤ V (〈(rmax
1 ,r2)〉)

Therefore, we only have to calculate the states values which are in the ”middle” of
the value function (see Figure 6.b).
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3.2 Bounded Space Data

Basically, when the agent has to take 2 different resources into account, each SQ,p,� is
a rectangle. Typically, if we want to evaluate each state, we have to path through the
grid line per line or column per column. Instead of using this basic sweep, we propose
to follow the sweep shown on Figure 7.b. The advantage of this particular path is that
we follow the gradient of the value function.
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Fig. 7. Diagonal path trough a 2-dimensional state space

Furthermore, we know that the value function is bounded. When we reach a state
which value is a max value, we know that all the states in this line have the same value.
We neither calculate their value nor create them. We save both memory and computation
time. To really take avantage of this method, we have first to calculate the bounds (see
Figure 8.a). In the case of two resources, two value bounding functions V1 = V (r1,+∞)
and V2 = V (+∞,r2) are calculated. After that, we calculate V (r1,r2) (see Figure 8.b
and Algorithm 1). The floors are now aggregated in the max value functions V1 and V2.
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Fig. 8. Fast value function calculation

Where evaluate is the value function given in Equation 5. The global backward
valuation algorithm consists in evaluating the last level in the last PRU, and so on until
the level 0 of the first PRU is evaluated. Thus, at each evaluation step, we have to access
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Algorithm 1. A calculation step of V , on a subspace SQ,p,�

1 idiag = 0; jdiag = 0;
2 while idiag ≤ rmax

1 et jdiag ≤ rmax
2 do

3 for i in [idiag, rmax
1 ] do

4 value = evaluate
(
[(i, jdiag),Q,p, �]

)
5 if value == V([(rmax

1 , jdiag),Q,p, �]) then break
end

6 for j in [ jdiag, rmax
2 ] do

7 value = evaluate
(
[(idiag, j),Q,p, �]

)
8 if value == V([(idiag,rmax

2 ),Q,p, �]) then break
end

9 idiag ++; jdiag ++;
end

to values in the previous step. It is crucial to have a quick access to theses values. The
data structure is divided in many sub spaces SQ,P,� (see Figure 5). Each sub space (in
a 2-resources example) is composed of a diagonal list that contains the values for the
states where r1 = r2 (see Figure 7.c). Each cell of this diagonal list is connected to
two states lists : the one where r1 > r2 (the row) and the other one where r1 < r2 (the
column).

The getValue function works as follow : for a given point (r1,r2) (for example (4,0),
we look for the minimum (here ) betweenr1 and r2. Then, at this index (0) in the diagonal
list, we look for the list that correspond to the maximum between r1 and r2. If there is
a point at the given index in this list, we find the value (example with (2,3)), else this
value is stored in the corresponding bounding value function (example with (4,0)).

This technique also works for more than Ω > 2 resources. We just have to compute
Ω bounding value functions. For each Ω bounding value functions, we have to calculate
Ω − 1 functions on a Ω − 2 dimensional state space. The calculation of the bounding
values functions does not provide any extra calculation, because we should calculate
them anyway if we didn’t aggregate the state space.

Theorem 3.1. The policy obtained with the backward-chaining based on Algorithm 1
is optimal.

Proof. The state space aggregation technique is exact, and non-uniform. Then, there is
no approximation in the value function. As the previous technique provides an optimal
policy, this policy is also optimal.

4 Experiment and Results

We have made some experiments with different PRU. We compare the time that the
agent needs to calculate the policy with and without the aggregation. In an example
with 2 resources, we can now calculate an optimal policy for a mission of 10 PRU
in 10 seconds while it takes 2 minutes without aggregation technique. The number of
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Fig. 9. Computation time and memory saved

generated states is divided per 100000 for this experiment. The global complexity for
the value function calculation remains in #PRU3, but there is less states to explore.
Now, the agent will be able to calculate an optimal policy for larger missions..

In the worst case, our algorithm takes as much time as the basic one. This worst
case is a mission where all the modules are : (R,R)[0,1] → R, ma : (1,0),1 → 1, mb :
(1,1),1 → 2 and mc : (0,1),1 → 1. In this particular case, there is no floor in the value
function.

Conclusion and Discussion

We can now model and manage multiple resources consumption for an autonomous
robot using the progressive processing. The progressive processing task are adaptive
and interruptible. With this model of reasoning we can calculate an optimal policy for
the resources consumption. We have succeeded in limiting the size of the state space
with an aggregating technique. Furthermore, we have reduced the computation time by
creating a suitable state space representation.

We have already implement some experiments on a real robot (Koala) with only one
resource : time. In the rover context, the first level in each PRU is compulsory. Indeed,
it is not possible to interrupt the rover during the movement between two sites. The M
action can not represent a movement between two sites because it does not consume any
resource. M is just a way to interrupt the current PRU execution. In the rover model, the
movement is then included in the first level which must absolutely be performed. The
resulting behaviour is interesting because of the optimal time consumption control. We
intend also to implement the multiple resources extension on a real robot in a near future.
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Summary. A benchmarking facility for snake robot locomotion is presented, including the de-
sign of a snake-like robot extended with a sensor setup combining three-dimensional vision and
an array of force sensors to register friction and impulse forces. A surrounding, modular environ-
ment consisting of a reconfigurable obstacle course and a ceiling mounted camera system is also
presented. This enables research into adaptive obstacle-based and non-obstacle-based movement
patterns for robotic snakes. Experimental results show possibilities for detailed data analysis of
snake robot locomotion. Thus, the facility may be a common reference on which to experiment
and evaluate future ideas.

Keywords: Snake robot, autonomous mobile robot, benchmarking facility.

1 Introduction

Snake-like robots have proven to be flexible and adaptable in environments considered
difficult for more conventional robots ([9],[16],[20],[21]). The ability to make use of its
own body as both propulsive force and operation tool, combined with a slim appearance,
makes for a worthy candidate for operations ranging from search-and-rescue in difficult
environments to subsea operations, pipe inspection, service robots, and even fire fight-
ing ([11]). Snake robot locomotion studies have generally been conducted as single
experiments showing the ability of robotic snakes to locomote theirselves in specific
and, in general, easy terrain. Thus, no conclusion regarding the quality of locomotion
is easily made. This paper presents a novel benchmarking facility for investigating the
quality of snake robot locomotion in terms of path planning, velocity over ground, tar-
get acquisition and adaptivity to the environment. The benchmarking facility consists of
a robotic snake, connected sensor setup and research environment giving reproducible
and reconfigurable experiments. Thus, the facility provides a complete setup for re-
search into adaptivity and autonomy for robotic snake locomotion.

Research into snake robots and snake robot locomotion can be dated as far back as
Hirose’s first snake robot from 1972 ([4]). More recent research robots include the JPL
serpentine robot ([16]), the ACM-R5 ([21]) and the Perambulator-II ([22]), amongst
others. Research has been aimed at mathematical formulation of snake motion, both
kinematics ([14]) and dynamics ([12]), using robotic snakes with wheels ([21]), crawler

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 13–22, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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tracks ([9]) or only the snake body itself ([11]). Additionaly, simulation studies on adap-
tive snake robot locomotion have also been conducted using genetic programming tech-
niques ([17]).

The presented sensor setup allows for detailed data collection from the environment,
and the facility gives reproducible and reconfigurable experiments. The aim for these
additions is to open a path leading to further insight into and more focused results
on locomotion using obstacles as the main propulsive mechanism, possibly in combi-
nation with or as a modulation of already existing locomotion gaits. The locomotion
approaches use only the snake body itself as the propulsive mechanism; no passive
or active wheels or crawler tracks are attached, and friction against floor and walls is
isotropic. Locomotion strategies are thus not restricted to specific conditions, but rather
a general approach independent of underlying terrain.

Experiments outline the inherent possibilities in the benchmarking facility, show-
casing a path planning and execution example, and readouts from force sensors from
moving and connecting with obstacles.

The paper is organized as follows. Section 2 describes the robotic snake, Section
3 describes in more detail the sensor setup connected to the snake, and Section 4 the
environment. In Section 5, results from experiments using the benchmarking facility
are presented and discussed, and conclusions are given in Section 6.

2 The Snake Robot

The snake robot Aiko was originally created as a small-scale locomotion research model
of another robotic snake developed at SINTEF; the water hydraulic fire-fighting snake
robot Anna Konda ([11]). Earlier published work using Aiko for experimental verifi-
cation includes 2D and 3D mathematical modeling of obstacle-aided locomotion by
Transeth et al. ([19]).

2.1 Mechanical Design

Aiko consists of 10 identical segments, a special head segment, and 10 joints connecting
the segments. The snake is shown in Fig. 1a. The joints act as cardan joints, using two 6
W DC-electromotors for the two degrees of freedom, as shown in Fig. 1b. Note that the
motors are situated in the joints, and not in the segments. The length of each segment
is Li = 0.122 m, the radius ri = 0.115 m, and the mass mi = 0.682 kg, where i ∈ [1,10]
enumerates the segments from head to tail, head segment not included. Each joint has
a pitch and yaw angle limitation of ±45o, and maximum joint moment is 2.5 Nm.
The head segment is special in that it does not contain the same internals as the other
segments, but rather makes room for a camera and three IR distance sensors. This gives
the head segment a length of Lh = 0.136 m, and a radius of rh = 0.112 m. The sensor
setup is further described in Sect. 3.

2.2 Control System Design

This section describes hardware design, motion patterns and control concepts currently
used in the robotic snake Aiko.
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(a) The robotic snake Aiko (b) Connected segments as cardan joints

Fig. 1. Physical apperarance of the robotic snake Aiko

Each segment is equipped with a microcontroller of type Atmel ATmega128, and
necessary external components for data collection, communication and motor control.
This makes each segment independently responsible for controlling its pitch and yaw
in relation to the preceeding segment. The head segment does not contain any circuits
for controlling its angles in relation to preceeding segments, as there are no segments
preceeding it. Each segment communicates directly with an external cognition and pat-
tern generation module, in the form of a 2.40 GHz, 1 GB RAM PC running Windows
XP and Matlab/Java.

The cognition module handles higher level of reasoning, choice of action and au-
tonomy, and HMI. Communication between the cognition module and the segments is
handled by a type of field bus referred to as a CAN-bus, similar to the choice of bus for
the ACM-R5 ([21]) and the GMD-Snake ([20]). The bus is a multidrop serial bus with
automatic arbitration and broadcasting abilities. There is also a built-in bus-off mecha-
nism for faulty communication and/or segment operation, making a robust system ca-
pable of single-segment shutdown. Fig. 2 shows how the total system is constructed
conceptually.

Fig. 2. Illustration of control system concept

Reference positions for the relative pitch- and yaw-angles are sent from the CPG
(Central Pattern Generator) to each segment, which implements a local controller to
ensure that the reference angle is reached. Currently implemented angle controllers
include P- and PD-controllers. Current angles may also be returned from each segment
on a request basis, which allows for an alternative centrally appointed controller.

The ATmega128 has a built-in 8 port 10 bit ADC which is used for data collection.
All segments have three FSRs (Force Sensing Resistors) connected to ADC-ports, and
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segment 1 also has three IR distance sensing diodes of type Sharp 2D120X connected
to ADC-ports, facing left, right and forward. Transmission of data samples are done in
a request manner as for the angle measurements. A broadcasted request of samples will
return the corresponding sample from all connected segments.

2.3 Motion Patterns

The CPG mentioned in Sect. 2.2, and shown in Fig. 2, constructs patterns correspond-
ing to the wishes of the cognition module. The base pattern for which locomotion is
achieved, is chosen in analogy to several earlier works, summarized by amongst others
[5] and [12]; by partitioning the motion into a separate horizontal and vertical repeating
pattern, more specifically a sine pattern. This is given in Eq. (1)

(
qi,θ
qi,φ

)
=

(
Aθ sin(ωθ t +(i− 1)δθ + δ0,θ )
Aφ sin(ωφ t +(i− 1)δφ + δ0,φ )

)
+

(
ψθ
ψφ

)
. (1)

where qi,θ is the yaw, or rotation about the horizontal axis for segment i, and qi,φ is
the pitch, or rotation about the vertical axis for segment i. A is the amplitude of the
corresponding wave, ω the angular frequency, δ the phase offset, and ψ the angular
offset. The difference between δ0,θ and δ0,φ gives the phase difference between the
horizontal and vertical wave. Parameters δθ and δφ may also be seen as the sinusoidal
frequency in segments for the two waves, as it can be given as

δθ ,δφ =
2π
k

. (2)

where k gives the wavelength in segments.

Lateral undulation

is a simple sine motion only in the horizontal plane, i.e. Aφ = 0. This motion will not
by itself produce any significant forward or sideways motion with isotropic friction.

Sidewinding

motion can be achieved by setting ωθ = ωφ , δθ = δφ , δ0,θ = 0 and δ0,φ = δ0,θ ± π
4 . It

was first described by [1], and makes the snake move laterally with respect to its initial
straight heading by consecutive lifting and placing of contact points along the robotic
snake. The parameter δ0,φ will direct the direction of lateral movement.

Sinus-lifting

motion is described in [15], and is achieved by setting ωφ = 2ωθ and δφ = 2δθ . This
gives a vertical wave with half the wavelength in segments travelling at double angular
frequency. The parameter δ0,θ = 0 and δ0,φ = δ0,θ + π

2 will produce ground contact at
the snake’s lateral center, whilst δ0,φ = δ0,θ − π

2 makes ground contact at the lateral
extremities - in [15] this is referred to as a 3D pedal wave without stretching. The
resulting motion makes the robotic snake move forwards.
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Rotation

is achieved by varying the sinus-lifting pattern, allowing for rotation around an arbitrary
vertical rotation axis along the robotic snake corresponding to a segment.

3 Sensor Setup

The two main additions to the Aiko robotic snake, in relation to other robotic research
snakes, are the force sensing snake skin and 3D sensing. Combining these measure-
ments allows for a more detailed view of the snake’s surroundings, which is advanta-
geous in areas such as obstacle-aided locomotion and localization and mapping (e.g.
for SLAM purposes).

3.1 Snake Skin

Earlier snake robot designs have had a tendency to focus more on articulation and ac-
tuation, and less on properties of the snake skin. There are several snake robots using
wheels ([18],[22]), which achieves larger lateral than longitudinal friction. Other robotic
snakes use only a rigid shell structure ([16]), possibly with contact switches alongside
the segments ([20]).

As with Anna Konda ([11]), the snake robot Aiko uses FSRs for force measurements
which alter their electrical resistance as a function of applied pressure. In the case of
[11], a hard shell was rigidly secured outside the FSRs, which limited the FSR mea-
surements to register contact forces. Differently from [11], the protective shell lining
the FSRs is now floating, which means that any force acting on the shell laterally will
displace it in relation to the underlying segment. Connecting the protective shell to the
segment is a compliant material placed over the FSRs, and the protective shell is also
pre-tensioned, keeping it in place and giving an initial bias to the FSRs.

Fig. 3 shows a concept illustration of the shell fastened outside the segment, and
Fig. 1a shows the entire robotic snake equipped with these shells at the segments. The
three locations of the FSRs were chosen to enable measurment of lateral forces, and
simultaneously measure the force of pressure against the ground. Lateral forces are
measured as a total difference of force increase on one side versus force decrease on the
other, and vertical pressure as an increase on the bottom FSR.

3.2 3D Sensing

The head segment may include different sensor technologies to provide a test-bed
for e.g. SLAM. The snake robot is currently equipped with a SwissRanger SR-3000
time-of-flight 3D camera. The camera provides 3D range measurements at each of its
176x144 pixels at a speed of up to 40 frames/second. Range images are measured by
combining a 2D imaging sensor with a NIR light source modulated at 20 MHz. By sam-
pling the modulated light at 4 temporally equidistant intervals, the range at each pixel
location can be computed by analyzing the phase shift between the light emitted and the
light returned to the pixel. The SR-3000 has already been used in several mobile robots
([2],[6]), in order to provide range data for 3D mapping. The attached IR sensors can
also be used for redundancy and calibration for the 3D camera.
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Fig. 3. Illustration of the protective outer shell connected via a compliant material to a segment
and the FSRs

4 Research Environment

Little work has been done in the field of creating an artificial benchmarking environ-
ment in the case of snake robot locomotion. There have been some rudimentary ad hoc
obstacle courses like in the instance of [3], as well as the simulation environment ([17]),
but to the authors’ knowledge no dedicated benchmarking facility exists.

Evaluation of motion patterns and path planning strategies requires a facility which
should (1) give reproducible experiments, and (2) be reconfigurable. This paper presents
a modular obstacle course and attached ceiling mounted camera system allowing an
object’s position to be determined at fixed or variable time intervals. The position fix
is crucial to evaluate robot performance, as it gives the trajectory travelled, which in
turn enables performance benchmarking parameters such as speed over ground (see
e.g. [17]) and traversability.

4.1 Modular Obstacle Course

The obstacle course is shown in Fig. 4, and consists of a floor with holes spaced as
equilateral triangles with side length 15 cm. This pattern is used both as placing points
for obstacles, and position references for the camera system. Obstacles are structures

Fig. 4. Modular obstacle course as seen from ceiling mounted camera
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of varying size and geometrical shape, with two rods underneath allowing for rigid
placement on the obstacle course. The modular obstacle course is presently equipped
with obstacles based on squares and circles, with side lengths 20 cm and 30 cm for
the squares, and radius 10 cm and 15 cm for the circles. All obstacles presently have a
height of 20 cm, and a third dimension may be added to the obstacle course by placing
objects of height no greater than the climbing proficiency of a robotic snake allows. The
obstacle shapes are not limited to the described shapes, but may be of arbitrary shape
and material.

4.2 Ceiling Mounted Camera System

A 1.3 megapixel uEye camera, manufactured by IDS Imaging Development Systems,
is mounted in the ceiling above the obstacle field. By detecting two reflective markers
on the head segment of the snake robot, the camera tracks the position and heading 4
times each second. While tracking the head, image processing algorithms simultane-
ously detect the position of the snake robot along its entire length. These algorithms
can assist in analysis of snake robot locomotion, and provide additional input to the
cognitive module to determine segment angles and contact points of the snake robot.

5 Experimental Results

Two experiments were conducted to showcase the various aspects of the benchmarking
facility, described as following.

5.1 Path Planning Using Forward Motion and Rotation

The snake robot was laid out according to Fig. 5, and a path planning algorithm based
on Dijkstra’s algorithm and a cost map encouraging straight movement and avoidance
of obstacles was used to make the robot autonomously move to the desired location
on the obstacle course. Position and orientation data from the ceiling mounted camera
system gave feedback to the algorithm. Allowed motion primitives by the CPG were
either direct forward motion in the form of sinus lifting, or a rotating motion around
the fifth segment. Resulting path of the snake head and distance to target is shown in
Fig. 5. This simple experiment shows the ease of which the benchmarking facility may
be used for evaluating motion patterns and path planning strategies. In addition to the
snake head, arbitrary points on the snake may be tracked in the same way, allowing for
a detailed analysis of the snake’s movements through the course.

The aforementioned 3D camera has been tested in initial mapping experiments, and
found to be insufficient to provide good 3D mapping in the research environment. An
example of the accuracy problem occurs when bright objects near the camera distort
the range of distant objects by reducing the range to these objects. Thus, a wall 1 meter
distant from the camera might appear 70 cm distant if the camera is placed near or
on a bright floor, which was the case in the environment. These problems with the
camera accuracy have been described in [7] and [8], and ongoing work suggests that
the accuracy of the 3D camera can be improved significantly ([10],[13]).
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(a) Head segment movement. (b) Distance to target.

Fig. 5. Path planning through obstacle course

5.2 Force Readings from Obstacle Interference

The snake robot was set up using lateral undulation motion with an amplitude of 0.61
radians. Two circular obstacles of radius 15 cm were introduced to the right and left
of the snake at a distance of 10 cm at timestep 300, with centerline coinciding with
the snake’s lateral centerline at the third segment. Results from the FSRs of the third
segment are shown in Fig. 6b, and corresponding relative angles of the third segment
as opposed to the second are shown in Fig. 6a. Presented results from the FSRs have
deducted the static bias, which is found by reading the corresponding FSRs at stand-
still. The differential magnitude responses of the FSRs from friction and impulse forces
can be seen in Fig. 6b. Each FSR sensor must be calibrated to remove the effect of
pretensioning and nonlinear operation response. Calibrated sensor readouts may range
from simple contact - no-contact responses to direct force measurements.

(a) Angle readouts (b) FSR readouts

Fig. 6. Angle and FSR data from lateral undulation with and without obstacle interference, intro-
ducing the interference at timestep 300
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6 Conclusions

This paper has presented a benchmarking facility allowing reproducible, reconfigurable
experiments in a controlled environment with data collection possibilities both from the
environment and the snake itself.

Future research on adaptive snake robot locomotion needs some platform to evaluate
robustness and adaptibility of experimental designs, as well as detailed data from both
snake and environment. This benchmarking facility is a step further in this direction,
and the modularity of the setup enables easy interchanging of sensors and sensor setup
to experiment on different configurations.

There is still much work to be done to discover some optimal sensory means in
combination with a gait adapting to and using its close environment, and the presented
facility enables a common reference on which to experiment and evaluate future ideas.
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Summary. It is usually expected that the intelligent controlling mechanism of a robot is a com-
puter system. Research is however now ongoing in which biological neural networks are being
cultured and trained to act as the brain of an interactive real world robot – thereby either com-
pletely replacing or operating in a cooperative fashion with a computer system. Studying such
neural systems can give a distinct insight into biological neural structures and therefore such re-
search has immediate medical implications. In particular, the use of rodent primary dissociated
cultured neuronal networks for the control of mobile ‘animats’ (artificial animals, a contraction
of animal and materials) is a novel approach to discovering the computational capabilities of
networks of biological neurones. A dissociated culture of this nature requires appropriate em-
bodiment in some form, to enable appropriate development in a controlled environment within
which appropriate stimuli may be received via sensory data but ultimate influence over motor
actions retained. The principal aims of the present research are to assess the computational and
learning capacity of dissociated cultured neuronal networks with a view to advancing network
level processing of artificial neural networks. This will be approached by the creation of an ar-
tificial hybrid system (animat) involving closed loop control of a mobile robot by a dissociated
culture of rat neurons. This ‘closed loop’ interaction with the environment through both sensing
and effecting will enable investigation of its learning capacity This paper details the components
of the overall animat closed loop system and reports on the evaluation of the results from the
experiments being carried out with regard to robot behaviour.

Keywords: Dissociated neurones, robotic animats, culture stimulation, neural plasticity.

1 Introduction

The cognitive and motor abilities of animals suggest that the nervous system is capable
of solving sensory-motor tasks which pose considerable challenges for current compu-
tational approaches. Prior work has used simplified models of the nervous system in the
form of artificial neural networks for tasks such as controlling a mobile robot. However,
these models differ from their real world counterparts, not only in accuracy but also in
flexibility and power.

For the purpose of the present research, it is necessary that the disembodied cell cul-
ture is provided with embodiment, since a dissociated cell culture growing in isolation

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 23–31, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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and receiving no sensory input is unlikely to develop useful operation since sensory in-
put significantly affects neuronal connectivity and is involved in development of mean-
ingful relationships necessary for useful processing. As a result, the use of different
animats seems the most logical solution to the re-embodiment problem.

Typically, in vitro neuronal cultures consist of thousands of neurones, hence signals
generated by them are highly variable and multi-dimensional. In order to extract from
such data components/features of interest which are representative of the network’s
overall state, appropriate pre-processing and dimensionality reduction techniques must
be applied.

The electrically-evoked and spontaneous responses of the neuronal network are cou-
pled to the robot architecture via a machine learning interface mapping the features of
interest to specific actuator commands. Mapping sensory data from the robot to a set of
suitable stimulation protocols delivered to the neuronal network closes the robot-culture
loop. Thus, signal processing can be broken down into two discrete areas: ‘culture to
robot’, an output machine learning procedure processing recorded neuronal activity and
‘robot to culture’, an input mapping process, from sensor to stimulus.

Several animats reported in the literature have been constructed in order to investi-
gate the control capacity of hybrid systems. Notably, Shkolnik created a very interest-
ing control scheme for a simulated robot [1]. Two channels of a Multi-Electrode Array
(MEA) were selected for stimulation. A stimulating signal consisted of a +/-600mV,
400μs biphasic pulse delivered at varying intervals. The concept of information coding
is formed by testing the effect of exciting with a given time delay called the Inter-Probe
Interval (IPI) between two probes i.e. electrode pulses. This technique gives rise to a
characteristic response curve which forms the basis for deciding the animat’s direction
of movement using basic commands (forward, backward, left and right).

Other groups have used a simulated rat [2] which moved inside a four-wall envi-
ronment including barrier objects, or the physical robots such as ‘Koala’ and ‘Khepera’
robots [3]. The latter were used in an embodiment experiment wherein one of the robots
(‘hybrid living robot - hybrot’) would attempt to maintain a constant distance from the
other which moved under random control. The Koala robot managed to successfully
approach the Khepera and maintain a fixed distance from it.

DeMarse investigated the computational capacity of cultured networks and intro-
duced the idea of implementing the results in a “real-life” problem, such as that of
controlling a simulated aircraft’s flight path (e.g. altitude and roll adjustments) [4].

It is clear that even at such an early stage animat re-embodiments (real or virtual)
have a prevailing role in the study of biological learning mechanisms. Our proposed
physical and simulated animats provide the starting point for creating a proof-of-
concept control loop around the neuronal culture and a basic platform for future more
specific reinforcement learning experiments. As the fundamental problem is the cou-
pling of the robot’s goals to the culture’s input output mapping the design of the ani-
mat’s architecture discussed in this paper emphasises the need of flexibility and the use
of machine learning techniques in search of such coupling.

The next section describes the main elements of the closed loop control of the animat
and details the current system’s architecture and section 3 describes the initial tests
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and our preliminary results. Finally, section 4 concludes with an overview of current
progress and a discussion on planned future extensions.

2 Closing the Loop

Our animat system is constructed with a closed-loop, modular architecture in mind.
Neuronal networks exhibit spatiotemporal patterns with millisecond precision [5], pro-
cessing of which necessitates a very rapid response from neurophysiological recording
and robot control systems. The software developed for this project runs on Linux-based
workstations communicating over ethernet via fast server-client modules, thus provid-
ing the necessary speed and flexibility required when working with biological systems.

The study of cultured biological neurones has in recent years been greatly facilitated
by the availability of commercially available systems such as the MEA’s manufactured
by MultiChannel Systems GmbH [7]. These consist of a glass culture petri-dish lined
with an 8x8 array of electrodes as shown in Figure 1 next.

 
a)

 

  200μm 

 

200μm 

 

 

200μm 

b) c)

Fig. 1. a) Typical glass MEA, showing large contact pads which lead to the electrode column –
row arrangement b) Electrode arrays in the centre of the MEA, as typically seen under an optical
microscope, c) Single electrode close-up, showing a number of neuronal cells in close proximity
along with a vast number of neural connections between them
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A standard MEA measures 49 mm x 49 mm x 1 mm and its electrodes provide a
bidirectional link between the culture and the rest of the system. The data acquisition
hardware is provided by MCS and includes the head-stage (MEA connecting inter-
face), amplifier, stimulus generator and PC data acquisition card. The remaining com-
ponents of the system include the equipment manufactured by MCS such as the MEA
petri-dishes which host the cultured networks and the recording hardware controlled by
the MCCard (Peripheral Component Interconnect (PCI) – based); the Miabot Pro [7],
a small mobile robot exhibiting very accurate motor precision (<0.5 mm) and speed
(˜3.5 m/s;) (Merlin Robotics [8]); a PCI-DAS1200 DAQ card (Measurement Comput-
ing Corp) [9]; and stimulating hardware. The primary software used for signal recording
is the Linux-based MEABench toolkit [10]. The modular approach to the problem as
discussed earlier, can be seen in more detail in Figure 2 below.

 

Fig. 2. Modular Layout of Animat/MEA System

The Miabot is wirelessly controlled via Bluetooth. Most Miabot development soft-
ware is developed under Windows. However, we also utilised for the project the Linux-
based ‘Player’ project [11], which provides an interface compatible with the Miabot.
Player provides an appropriate set of interfaces such as position and sensor commands
thus constituting a generic robot OS. To complete the robot control system, appropriate
control drivers must be included. For this purpose we used an open source software, Mi-
abot Plugin [12], [13], which interfaces with the Player project allowing control of most
of the Miabot’s functions. Player can connect to the Miabot wirelessly via Bluetooth,
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and client-side software written in C++ allows connecting to Player over a Transmission
Control Protocol (TCP) socket in order to send motor commands and read sonar data.
Subsequent control programs were written in C++ or Matlab “Mex” files (converted
C++ code) which communicate over TCP ports.

In order to visualise the sonar data in a more effective way than the basic command
prompt output and to provide a simulated environment for the experiments, the virtual
reality Matlab toolbox [14] was employed to display a virtual Miabot, its sonars and
the immediate environment around it, i.e. the wooden playpen. The 3D model, sensory
representations and surrounding environment were designed under the 3DStudio Max
modelling package (Autodesk Inc. [15]) and exported as a Virtual Reality Modelling
Language (VRML) file. Also, the current simulation model can be used to generate
course-plotting graphs of the robot’s path inside its constrained space over any required
period of time.

The main advantage of any simulated device over its real-life counterpart is of course
the avoidance of all potential real-life noise sources and physical constraints imposed
upon the experiment. The simulation enables rapid deployment of experiments without
dealing with real-time problems, power consumptions etc. An added advantage is that
noise parameters can be modelled to emulate real-life conditions if required by the ex-
periment. However, a real-life robot is the ultimate aim of the project, since its principal
objective is the evaluation of the potential of live cultures in real-life problem solving
situations; with all the related noise and disturbances included.

Real-life and simulated representations of the animat embodiments can be seen in
Figure 3 below. The Miabot may be extended with further multiple sensory inputs such
as sonar arrays, camera modules etc.

  
a) b)

Fig. 3. a) Miabot Pro with 8-way sonar array pack, b) Virtual animat designed using mainly basic
geometrical primitive shapes and exported as VRML file

In order to control the stimulus applied to the culture we have developed a custom
set of libraries which interface with existing available low-level drivers, along with a
flexible and easy-to-use GUI front-end.

The modular approach to the architecture has resulted in a system with easily re-
configurable components. The obtained closed-loop system can efficiently handle the
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information-rich data that is streamed via the recording software. A typical sampling
frequency of 25 kHz of the culture activity recording leads to a very large required
bandwidth and in consequence vast data storage space for raw data. For this reason,
on-the-fly streaming of spike-detected data is the preferred method when investigating
real-time closed-loop learning techniques.

A Linux-based system constitutes the core of our developed software incorporating
freely available recording and data analysis toolkit, MEABench, a tried-and-tested soft-
ware kit used by many leading research groups around the world (Georgia Tech [1],
Caltech, [2] and the University of Florida [3]).

3 Preliminary Results

Initial proof-of-concept tests of the developed system were split in two parts. An initial
interfacing test was set up in order to validate the animat’s modular control architec-
ture using pre-recorded neuronal data files. The activity of each electrode, in terms of
its detected mean firing rate, is determined from the samples of the recorded set. The
four most active electrodes are selected. The mean firing rate between the first two
chosen electrodes is used to determine the Miabot’s forward/backward direction of mo-
tion, with the analogous coupling of the remaining two electrodes activity for left/right
direction.

A second set of tests used live streamed spike data as actuator commands. The robot’s
forward-backward and left-right movements were controlled by the activity levels of 4
of the most active MEA electrodes in terms of firing frequency. The electrode array was
split into four quadrants mapped onto four directional robot commands. The later demo
was used to test the control loop’s stability and processing speed with respect to the
recording software and possible lags due to data stream buffering.

Live data streaming and inclusion of the stimulation procedure all in an online man-
ner have enabled us to consider how acquired data should be pre-processed and subse-
quently mapped into output commands.

Finding a mapping between the external goals set for the robot onto the mechanisms
involved in information processing in the culture has been one of the most significant
challenges facing animat development. The presently developed system permits analy-
sis of culture activity patterns and its response to external stimuli which are instrumental
in defining such mapping and identification of underlying plasticity mechanisms. Such
investigations make possible the offline identification of electrodes used in conditioning
experiments aimed at creating culture responses onto which the robot actions may be
mapped.

The developed stimulus software allowed us to perform the preliminary experiments
on Long Term Potentiation (LTP) and tetanisation protocols, with promising results.

4 Conclusions

4.1 Overview

The project, although still in early stages, has achieved a number of milestones and
overcome a large array of technological challenges.
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The culture preparation techniques are constantly being refined and have lead to suc-
cessful and stable cultures that exhibit both spontaneous and induced spiking/bursting
activity.

A stable robotic infrastructure has been set up, tested and is in place for future ma-
chine learning and culture behaviour experiments. The animat platform consists of both
a hardware element and a software simulation element. The current rate of progress
could be the inspiration for offspring projects investigating culture-mediated control of
a wide array of additional robotic devices, such as robotic arms/grippers, mobile robot
swarms and multi-legged walkers to name but a few.

4.2 Future Work

There are a number of ways in which the current system will be expanded in the fu-
ture. The Miabot may be extended to include additional sensory devices such as extra
sonar arrays, mobile cameras and other range-finding hardware. A considerable current
limitation is the battery power supply of an otherwise autonomous robot. A main fu-
ture consideration is the inclusion of a powered-floor, which would provide the robot
with relative autonomy for a longer period of time while the suggested machine learn-
ing techniques are applied and the culture’s behavioural responses are monitored. The
future work will adapt a Miabot to operate on an in-house powered floor, so the animat
can be provided with a constant power supply; this feature is necessary since machine
learning and culture behaviour tests will be carried out for many minutes and even hours
at a time. At present however the robotic simulation provides an alternative solution to
continuous operation of the closed loop avoiding current hardware limitations.

A variety of custom stimulation techniques utilising the effect of weak electric fields
on whole-network activity are also being constructed [19]. This will provide an inter-
esting alternative stimulation method, particularly considering that neurons are much
more sensitive to such fields than had been previously believed. A number of hardware
approaches have been proposed, keeping in mind the hardware constraints of the MEA
recording system. The stimulus generating electrodes are controlled by a PCI-DAS1200
Measurement Computing data acquisition card, which is in turn controlled by appropri-
ate software through the Linux environment.

Using the full dimensionality of the culture-generated outputs will require the dimen-
sionality reduction procedures extracting useful information for animat control. They
will take inspiration from established data-processing algorithms such as data cluster-
ing techniques, Self Organising Maps (SOM’s) [20], Generative Topographic Mapping
[21] and Principal Component Analysis.

The current hardcoded mapping between the robot goals and the culture input output
relationships will be extended to reinforcement learning techniques such as Q-Learning
[22] and Temporal Difference Methods [23] which will reduce or even eliminate the
need for a priori mapping choice.

Also, progression of the project will require benchmarking both the machine learn-
ing techniques and the results obtained by the culture. In order to achieve this, we will
aim to develop a simulation of the neural network, based on the culture’s observed
connectivity density and activity. This behavioural evaluation model is likely to provide
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great insight into the workings of the neuronal network by comparing the model’s per-
formance versus the culture’s performance as well as learning capabilities as expressed
by changes in its neural plasticity.
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Summary. Robustness is pivot for robots operating in all-terrain environments. This demand
comes mainly due to the highly heterogeneous and unstructured nature of the terrain. Two partic-
ular topics are sensitive to this problem: locomotion control and wheel odometry. A behaviour-
based approach is proposed for the locomotion control system, whereas a heuristic exploiting the
kinematic and dynamical constraints of the robot is used to enhance wheel odometry accuracy.
Experimental results on the Ares robot, which is a 1.5m2 vehicle with four independently steered
wheels, show the ability of the proposed methods to cope with all-terrain environments. In addi-
tion, the modules for localisation, mapping, and obstacle avoidance are also addressed in order to
provide a global perspective over the Ares robot’s control system.

1 Introduction

Robot mobility is a hot topic if robots are to be used in all-terrain. Wheeled, legged,
tracked, and hybrid solutions have been considered, being the tracked solutions the
most successful in domains like urban Search & Rescue and EOD (e.g. IRobot’s1 Pack-
bot). Wheeled platforms have been the choice for interplanetary rovers (e.g. NASA
MARS rovers2) though. In opposition to the success of wheeled and tracked solutions,
the complexity and cost of legged solutions have been hampering their application in
real-life applications. Addressing the topic of medium size affordable service robots
capable of operating in all-terrain environments, the wheeled solution emerged as natu-
ral. Wheel-based robotic platforms require less maintenance, and are typically cheaper,
more efficient, and lighter than their tracked counterparts.

The wheeled robot herein proposed, i.e. the Ares robot, has been developed to fill
the gap between improved indoor robots for outdoor environments (e.g. MobileRobots
Inc.3 Pioneer 3-AT) and complex solutions as those considered in interplanetary mis-
sions. To our knowledge, no other robot is endowed with the mobility degree of the Ares
robot at such a low cost, and with so little maintenance requirements. These features are
essential to enable mass production robots for all-terrain environments.

Robustness is also key for robots operating in all-terrain environments. This demand
arises mainly from the highly heterogeneous and unstructured nature of the terrains in

1 http://www.irobot.com/
2 http://marsrover.nasa.gov/
3 http://www.activrobots.com/
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question. Two particular topics are sensitive to this problem: (1) locomotion control and
(2) wheel odometry. A behaviour-based approach is proposed for the locomotion con-
trol system, whereas an heuristic exploiting the kinematic and dynamical constraints
of the robot is used to enhance wheel odometry accuracy. Experimental results on the
Ares robot show the ability of the proposed methods to cope with all-terrain environ-
ments. In addition, the modules for localisation, mapping, and obstacle avoidance are
also addressed in order to provide a global perspective over the Ares robot’s control
system.

This paper is organised as follows. The Ares robot platform is presented in Sec. 2,
followed by the description of the major software components in Sec. 3. Afterwards,
field trials are reported in Sec. 4. Finally, some conclusions and future work ideas are
drawn in Sec. 5.

2 The Ares Robot

This section overviews the main characteristics of the physical robot considered in this
paper. All-terrain robots must be able to adapt themselves to the unevenness of the
terrains in which they will be deployed, and at the same time, be agile enough to dodge
unexpected obstacles. To reduce mechanical stress and energy costs, the robot must be
able to produce smooth trajectories avoiding slippage as much as possible. With its four
independently steered wheels, the Ares robot (see Fig. 1)[8] has been developed to take
all these issues into account.

(a) (b)

Fig. 1. The Ares robot in a) and its four locomotion modes in b): turning-point (top-left), lateral
(top-right), displacement (bottom-left), and double Ackerman (bottom-right)

The degrees of freedom Ares possesses allow it to displace in several modes. In par-
ticular, (1) in double Ackerman mode the robot is able to produce circular trajectories,
(2) in turning-point mode it rotates around its own geometric centre, (3) in displacement
mode it produces linear trajectories along a limited set of directions ([−π/4,π/4] rela-
tive to robot’s front), and (4) in lateral displacement mode it moves sideways. The robot
is composed of two main blocks (with two wheels each), the front and the rear ones.
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These blocks can freely and independently rotate around a longitudinal axis. By having
this passive joint, the robot is capable of being compliant with respect to uneven ter-
rain. The upper bounds of the volume occupied by the robot are 1.5m x 1.4m x 0.7m.
The actual volume varies according to the selected locomotion mode. By using bicycle
wheels, the tires can be easily replaced in order to better comply with the needs of a
given terrain. These two characteristics allied to the 40cm height to the ground endow
the Ares robot with great flexibility. Being able to surpass most natural obstacles, the
perception requirements for safe navigation drop.

Due to its low-cost and versatility (e.g. useful for both localisation and environment
perception), stereo vision has been selected as primary sensory modality. The key hard-
ware components are a Videre Design STOC stereo head, a Honeywell HMR 3000
attitude sensor, a Novatel DGPS OEMV-1 system, four RoboteQ AX3500 boards for
speed control of the eight Maxon 150 W motors, a Diamond Systems Hercules EBX
PC-104 stack as on-board computer for direct robot control, and a Pentium M 2.0 GHz
laptop running stereo vision, mapping, and navigation algorithms. Both computers run
the operating system Linux.

3 Control Software

The architecture follows the behavioural paradigm [2], in which the robot’s control is
distributed over several perception-action loops (called behaviours). In addition to be-
haviours, the system also encompasses a set of functional modules. Briefly, localisation
and attitude estimation (cf. Section 3.2) is the basis for the creation of the environ-
ment’s map. Based on the obstacles present in the map and robot’s estimated localisa-
tion/attitude, the obstacle avoidance behaviour directs the robot according to a desired
direction and a desired speed (cf. Section 3.3). Two particular higher level behaviours
sending requests to the obstacle avoidance behaviour are the recording and path follow-
ing. At the bottom of the architecture lays the locomotion control system, behaviour-
based as well, which controls the robot’s actuators according to the output generated by
the obstacle avoidance behaviour (cf. Sec. 3.1).

3.1 Locomotion Control

Classical control theory is usually concerned with optimal set-points following. When
the set-points are highly dynamic (i.e. hardly reachable) and the robot’s interactions
with the environment highly non-linear and discontinuous, classical solutions collapse
drastically. Bearing this in mind, in [9] a novel behaviour-based approach focused on ro-
bustness instead of optimality has been proposed for the locomotion control of the Ares
robot. In such approach, each wheel has an independent controller composed of a set
of behaviours (i.e. units linking perception to action) generating force vectors accord-
ing to a given criterion. The resulting force is applied to the wheel’s steering actuator.
Besides the well known local minima problem, behaviour fusion alone has not enough
expressiveness to handle exceptional situations, which typically have a discontinuous
nature.

The following describes an enhanced version of the method, which in addition to be-
haviour fusion, also considers behaviour arbitration among other biologically inspired
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features. In the case of an arbitration node, the action generated by the behaviour with
higher priority is passed on. In a fusion node a weighed average of each behaviour out-
put is considered instead, being the weights related to each behaviour’s priority. There-
fore, arbitration nodes are more interesting to allow changing the global behaviour in
a sudden and qualitative way. On the other hand, fusion nodes are better to enable co-
operation among behaviours, and in particular, to have one behaviour modulating other
behaviour’s output.

Fig. 2 depicts the model of each wheel controller. Data flowing from perception to
behaviours, from behaviours to coordination nodes, and from behaviours/coordination
nodes to actuators are conveyed through information links. In order to allow
hierarchical decomposition and run-time adaptation, behaviours can activate (excite)
or deactivate (inhibit) other behaviours or information links through activation
links.

Fig. 2. The behaviour-based wheel controller. Arrows refer to information links. The thickest the
arrow, the higher the priority of the behaviour. Lines with dotted and triangular end points refer to
excitatory and inhibitory activation links, respectively. Arbitration and fusion nodes are denoted
by circles with labels S and Σ , respectively.

Higher control layers can modulate the locomotion controllers for a given direction
of motion, speed, and locomotion mode. Activating a locomotion mode reflects in the
activation of the corresponding hierarchical higher behaviour (“Mode” labelled boxes).
The desired speed feeds directly the behaviours responsible for controlling the robot’s
speed (“Speed” labelled boxes), whereas the desired direction feed into the perceptual
entities (“Ref Error” labelled boxes) responsible for computing the wheel’s steering
error.
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Due to space limitations, only the double Ackerman mode will be detailed. The
reference control behaviour seeks to steer the wheel towards the angle that al-
lows the robot to turn towards the desired motion direction. Hence, each wheel will seek
to reach its target regardless of the existence of any other slower or faster wheel. The
transient control behaviour adapts the output of the reference control
behaviour so as to maintain the Ackerman geometry. If the controlled wheel is drift-
ing from the Ackerman geometry (when compared to the other three wheels), it must
be slowed down or speeded up, depending on the situation. As all wheels tend to
do the same, eventually they all converge to the Ackerman geometry, provided that
the system’s parameters have been carefully tuned. Upon reaching an upper threshold
of the current in the wheel steering actuator, the stiffness control behaviour
suppresses the output resulting from the fusion of both reference control and
transient control. Hence, if a too strong force is projected onto the wheel in
such a way that contradicts the current steering speed, the wheel is asked to stop for a
given period. Each time the current level reaches the aforementioned upper threshold
before the stopping period expires, the period is incremented by a time constant and its
counting restarted, implementing a kind of fatigue effect. Here fatigue results from an
external behaviour, which progressively inhibits other behaviours’ outputs for a longer
period, whereas in [3] fatigue arises as an intrinsic property of each behaviour. When
the period expires its default value is restored for the next time the behaviour gets ac-
tivated. When this behaviour becomes active, it excites a shared variable, i.e. it
sets a shared flag to one, which in turn will inhibit all wheels reference control
behaviours. The outcome is that all other three wheels will no longer pursue the desired
direction in order to focus all the effort in maintaining the Ackerman geometry.

As soon as the stiffness control behaviour becomes active, the wheel stops,
and as a result the current applied to the steering motor drops. Therefore, the fatigue
effect would never occur in this situation. In order to fix this, an active perception mech-
anism was developed and implemented in the stiffness confirmation beha-
viour. This behaviour is active a few seconds before the inactivation of the stiffness
control behaviour. When active, it suppresses other behaviours output and asks the
actuator to turn in the direction it was turning before the activation of the stiffness
control behaviour for a while, and then to turn in the opposite direction for the same
amount of time. If the obstacle is still present, the current will rise and the stiffness
control behaviour will trigger the fatigue effect. Otherwise the wheel will turn
in one direction, then in the opposite one, staying roughly in the same place before
the stiffness confirmation behaviour was activated. Then, the stiffness
control behaviour will timeout and the operations are resumed normally. This swing
behaviour of the wheel induces other wheels to follow it in order to maintain the Ack-
erman geometry. To avoid this, the steering angle percept of the wheel in question is
frozen (i.e. gated) during that period, meaning that the other wheels will not be sensi-
tive to the swinging. The transient control 2 behaviour compels the robot to
stop when the steering actuators geometry error reaches a given threshold. This beha-
viour ensures that the mechanical structure does not collapse in extreme, unexpected,
situations.
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Active perception, perceptual gating, fatigue, and behavioural modulation are all
ubiquitous mechanisms in nature, and herein exploited to build up a locomotion control
system well adapted to handle exceptional situations.

3.2 Localisation

Despite being error prone, odometry is always a relevant aspect of a localisation system,
and can in fact provide very useful results in extreme situations [7]. Thus, rather than
using expensive inertial systems, odometry has been taken as main mechanism to cope
with GPS dropouts. The state estimator first predicts the current state based either on
visual odometry [1] or on wheel odometry in case the former fails to produce accurate
results. Then, in the correction step the estimation approaches both GPS and attitude
sensor outputs in order to guarantee global convergence. The convergence speed to-
wards the global references is a function of the sensor’s error estimates. The following
proposes a wheel odometry method that exploits the kinematic and dynamical charac-
teristics of the Ares robot.

Based on the kinematic model of the locomotion mode in question (e.g. the bicy-
cle model [12] for Double Ackerman motion), the robot’s displacement and heading
variation, (Δxi,Δyi,Δψi), can be estimated by taking into account both steering an-
gle and travelled linear distance of any wheel i ∈ {1,2,3,4}. The redundancy intro-
duced by the possibility of calculating wheel odometry based on a single wheel re-
quires a decision on which wheel to consider. Observations on the dynamical beha-
viour of the robot suggest that all wheels affect each other strongly, meaning that wheel
odometry computation benefits from considering all wheels rather than just a single
one. Hence, all wheels estimates contribute to the global estimate, (Δx,Δy,Δψ) =
(Σ4

i=1wi · Δ xi, Σ4
i=1wi · Δ yi, Σ4

i=1wi · Δψi), where the weight of each contribution, wi,
is,

wi =
1 − ei/Σ4

j=1e j

Σ4
k=1(1 − ek/Σ4

j=1e j)
(1)

being ei = |δ̂i −δi| the difference between the expected angle for wheel i, δ̂i, and its cur-
rent steering angle, δi. δ̂i = 1

3 ·∑ j �=i Φ(δ j), where Φ(δ j) returns the steering angle wheel
i should have in order to be coherent (according to the locomotion mode in question)
with the steering angle of wheel j.

Intuitively, the odometry computed based on each wheel is weighed for the global
estimate according to a function of its estimated error, ei, normalised with the other
wheels estimated errors. Since it is impossible to determine which wheel is failing to
meet the kinematic constraints of the locomotion mode, the error of each wheel is com-
puted in relative terms by considering that all other wheels are in the correct position.

3.3 Mapping and Obstacle Avoidance

An obstacle detection algorithm for stereo vision based on [5] updates an Occupancy
Grid (OG) [4] featuring an aging mechanism. A time-stamp is associated to each cell
in the OG each time an obstacle is detected therein. In [11] the age of a cell is used to
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reduce the certainty of a cell containing an obstacle. Here a threshold on the age of a
cell is used to avoid considering older obstacles in the obstacle avoidance algorithm,
and not to remove them from the map. By considering only the newest obstacles, the
problems associated to erroneous localisation in the map are diminished.

A set of arcs of trajectory are considered when selecting the next action to perform.
The utility of each arc is computed by weighing the following criteria: (1) the distance
it is possible to travel along the arc before hitting an obstacle; (2) the predicted heading
error (relative to the desired one) the robot will have after travelling for a given small
period of time along the arc; (3) the arc’s index distance to the previously selected; and
(4) the distance of the closest obstacle in a given arc’s neighbourhood (i.e. neighbour
arcs). The first component promotes arcs with farther obstacles, the second one directs
the robot towards a given desired direction, the third one avoids intermittent switching
between similarly good arcs, whereas the fourth one pushes the robot away from lateral
obstacles.

The arc of trajectory, ao
c , that would lead a point of the robot’s contour, c = (xc,yc),

to collide against a point obstacle o = (xo,yo), is computed according to a closed-form
solution [6]. The distance, do

c , the robot can travel before hitting the obstacle is also
computed with a closed-form solution. Being the contour of the robot composed of a
set of contour points c ∈ C, computing the effect obstacles have in all arc trajectories
requires performing the previous computations c · o times, with o ∈ O, being O the
set of obstacles considered for obstacle avoidance. To avoid this computational load
in runtime, a set of lookup tables are computed at the mission’s onset, similar to the
approach taken in [10].

In runtime each time an obstacle is detected, the possible distance to traverse in each
arc of trajectory without colliding against the obstacle is obtained with a direct lookup
in the table. Obstacles are obtained directly from the map. As mentioned, only the
obstacles below a given age (e.g. 30 sec.), are considered. The speed is then selected
according to the terrain’s roughness, closest obstacle to the robot, desired speed, and
dynamical constraints of the robot (i.e. taking into account that the robot should be able
to stop before hitting the closest obstacle in the selected arc).

4 Field Trials

In a first experiment (see Fig. 3) the robot was manually driven in a highly slopped and
rough terrain. The goal was to test the locomotion control under demanding conditions.
The amount of times the stiffness control behaviour triggered (see figure
bottom-left) reflects the complexity of the terrain as well as the ability of the method
to cope with it. The forces projected onto the robot’s wheels were so high that the
steering motors could not maintain the pure Ackerman geometry most of the time. See
for instance (figure bottom-right) the largest error the front-left wheel has relative to the
other three wheels at each instant, while trying to maintain the Ackerman geometry.

Fig. 4 illustrates a second experiment in which the obstacle avoidance behaviour
is modulated by a path following behaviour. The goal of the latter is to maintain the
robot over a given path at an approximate desired speed of 0.5ms−1. This path is pre-
viously recorded as a set of 1m spaced waypoints by manually driving the robot. Only
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Fig. 3. Experimental setup to test the locomotion control system in which the robot was manually
driven along a given path (represented as a black line in top-left). Snapshots of situations A, B,
C, and D (top-right) illustrate the complexity of the considered terrain, which resulted in several
activations of the stiffness control behaviour (bottom-left), and considerable error
on front-left wheel steering angle (bottom-right).

(a) (b)

Fig. 4. Resulting 33mx27m map produced by the robot while autonomously following a given
path (see text) in a). Only wheel odometry and compass information were considered. Both start-
ing and ending points of the path are in location S. The travel direction is represented by the arrow.
Black, white, and dark gray pixels represent obstacles, non-obstacle regions, and unmapped re-
gions, respectively. The closed-loop line represents the estimated location of the robot during
the run. The discontinuous path segment (top-left) represents a portion of the recorded path. The
thicker segment of the followed path illustrates the effect of an external magnetic field on the
compass. Snap-shots of situations A, B, C, and D in b).
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wheel odometry and compass information is considered in order to test the ability of
the wheel odometry method to handle a terrain where wheel friction is high, and conse-
quently the wheels geometry is harder to maintain. In order to check the ability of the
robot to avoid unexpected obstacles, the waypoints composing the recorded path were
translated by 3m in the direction of the arrow. This way the path to be followed is no
longer free of obstacles. A sketch of a portion of the recorded path before the transla-
tion is presented to highlight the differences to the followed path. In A the robot faced
a too close obstacle and consequently had to move backwards before aligning between
that obstacle and another one. In B, C, and D the robot also had to dodge unexpected
obstacles. After arriving its final destination, the robot’s offset relative to the position
where it has departed was measured to be roughly 2m.

5 Conclusions and Future Work

Major software components of a four independently steered wheels robot for off-road
environments have been presented. The most significant contributions of this paper are
three folded. First, a behaviour-based solution for the locomotion problem has been
used, allowing the control system designer to focus on robustness on an experimen-
tal basis. The heterogeneous and unstructured nature of all-terrain environments makes
this approach more suited than one mostly concerned with optimal behaviour under a
constrained set of operating ranges, as pursued in classical control theory. The second
contribution is the heuristic employed to reduce wheel odometry errors, which exploits
in a simple way the kinematic and dynamical constraints of the robot. Finally, the ex-
perimental results show Ares robot to be a successful case-study of a middle size af-
fordable all-terrain robot. Calibration and adaptation of both locomotion control and
wheel odometry parameters will be the main focus of future work. In addition, other
heuristics for improvement of wheel odometry will be pursued.
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Hélder Monteiro for the development of the robot’s mechanical platform, and Carlos
Grilo and António Manso for their fruitful comments. This work was partially supported
by FCT/MCTES grant No. SFRH/BD/27305/2006.

References

1. Agrawal, M., Konolige, K.: Real-time Localization in Outdoor Environments using Stereo
Vision and Inexpensive GPS. In: Proc. of the 18th Int. Conf. on Pattern Recognition (ICPR
2006), Washington, DC, USA, vol. 3, pp. 1063–1068. IEEE Computer Society, Los Alamitos
(2006)

2. Arkin, R.C.: Behavior-Based Robotics, May 1998. MIT Press, Cambridge (1998)
3. Correia, L., Abreu, A.: Forgetting and fatigue in mobile robot navigation. In: Bazzan, A.L.C.,

Labidi, S. (eds.) SBIA 2004. LNCS (LNAI), vol. 3171, pp. 434–443. Springer, Heidelberg
(2004)



42 P. Santana et al.

4. Elfes, A.: Sonar-based real-world mapping and navigation. Int. J. Rob. Autom. 3(3), 249–265
(1987)

5. Manduchi, R., Castano, A., Talukder, A., Matthies, L.: Obstacle detection and terrain classi-
fication for autonomous off-road navigation. Autonomous Robot 18, 81–102 (2003)

6. Minguez, J., Montano, L., Santos-Victor, J.: Abstracting Vehicle Shape and Kinematic Con-
straints from Obstacle Avoidance Methods. Autonomous Robots 20(1), 43–59 (2006)

7. Ojeda, L., Reina, G., Cruz, D., Borenstein, J.: The FLEXnav precision dead-reckoning sys-
tem. Int. Journal of Vehicle Autonomous Systems 4(2–4), 173–195 (2006)

8. Santana, P.F., Barata, J., Correia, L.: Sustainable robots for humanitarian demining. Int. Jour-
nal of Advanced Robotics Systems (special issue on Robotics and Sensors for Humanitarian
Demining) 4(2), 207–218 (2007)

9. Santana, P.F., Cândido, C., Santos, V., Barata, J.: A motion controller for compliant four-
wheel-steering robots. In: Proc. of the IEEE Int. Conf. on Robotics and Biomimetics (ROBIO
2006), Kunming, China (December 2006)

10. Schlegel, C.: Fast local obstacle avoidance under kinematic and dynamic constraints for a
mobile robot. In: Proc. of the IEEE/RSJ Int. Conf. on Intelligent Robots and Systems (IROS
1998), Victoria, B.C. Canada, pp. 594–599 (1998)

11. Singh, S., Simmons, R., Smith, T., Stentz, A., Verma, V., Yahja, A., Schwehr, K.: Recent
progress in local and global traversability for planetaryrovers. In: Proc. of the IEEE Int.
Conf. on Robotics and Automation (ICRA 2000), San Francisco, April 2000, vol. 2 (2000)

12. Wang, D., Qi, F.: Trajectory planning for a four-wheel-steering vehicle. In: Proc. of the IEEE
Int. Conf. on Robotics and Automation (ICRA 2001), vol. 4 (2001)



Balancing the Information Gain Against the Movement
Cost for Multi-robot Frontier Exploration

Arnoud Visser and Bayu A. Slamet

Intelligent Systems Laboratorium Amsterdam, Universiteit van Amsterdam (UvA) Kruislaan
403, 1098 SJ, Amsterdam, The Netherlands
arnoud@science.uva.nl

Summary. This article investigates the scenario where a small team of robots needs to explore
a hypothetical disaster site. The challenge faced by the robot-team is to coordinate their actions
such that they efficiently explore the environment in their search for victims.

A popular paradigm for the exploration problem is based on the notion of frontiers: the bound-
aries of the current map from where robots can enter yet unexplored area. Coordinating multiple
robots is then about intelligently assigning frontiers to robots. Typically, the assignment of a par-
ticular frontier to a particular robot is governed by a cost measure, e.g. the movement costs for the
robot to reach the frontier. In more recent approaches these costs are traded off with the potential
gain in information if the frontier would be explored by the robot.

In this paper we will further investigate the effect of balancing movement costs with informa-
tion gains while assigning frontiers to robots. In our experiments we will illustrate how various
choices for this balance can have a significant impact on the exploratory behavior exposed by the
robot team.

1 Introduction

This paper will investigate a multi-robot exploration approach that was designed with
the disaster sites of the RoboCup Rescue Competitions in mind. These scenarios can
be simulated in the real world [7] or virtually within the USARSim simulator [1]. In
either case, the team of robots is challenged to explore the site and locate victims in
a constrained amount of time. Afterwards, the efforts of the robot team are evaluated
on the amount of covered area, the quality of the produced map and most importantly
the number of located victims. See [2] for a more detailed discussion on this scoring
process.

The exploratory efforts exposed by our robots have so far been governed by strictly
reactive behavior (2006) and tele-operation (2007). Although the autonomous behavior
has demonstrated good robustness and obstacle avoidance, any seemingly ’intelligent’
autonomous exploration effort was due to randomizations that were inherent to the be-
havior control design [11].

A well-known paradigm to address the multi-robot exploration challenge in a more
intelligent fashion is frontier-based exploration. The frontiers are typically defined as
the boundaries of the currently mapped free area where the robot can enter yet unex-
plored area [14]. Collaborating robots can use these frontiers to coordinate their actions

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 43–52, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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[3, 14, 15], i.e.: assign robots to frontiers such that the robots simultaneously explore
multiple yet unexplored parts of the environment. This shifts the exploration problem
to a frontier assignment problem.

Most approaches use a cost measure to evaluate the utility of a frontier. The antici-
pated traveling distance to reach a frontier or the associated motion costs are examples
of such cost measures. In [6] and [13] however, frontier evaluation approaches were
presented that focus on the opposite measure: the information gain that can be expected
if the frontier would be explored. This gain is expressed as an estimate for the amount
of area that lies beyond the frontier. While [6] uses a sampling method that extrapolates
the current map to estimate the information gain, the approach of [13] directly measures
the expected gain from the current map.

This paper will look more carefully at the balance between the cost and the gain.
In the following Section we will present our multi-robot exploration strategy. Subse-
quently, the balance between information gain and movement costs is varied in a num-
ber of the experiments in Section 3. This will lead to the conclusions in Section 4.

2 Multi-robot Rescue Site Exploration

Exploration addresses the challenge of directing a robot through an environment such
that its knowledge about the environment is maximized [12]. A mobile robot typically
maintains its knowledge about the external world in a map m. Increasing the knowledge
represented by m is achieved by either reducing the uncertainty about current infor-
mation, or by inserting new information. The latter occurs when the map coverage is
extended as the robot visits areas in the external world not yet covered by m before.

The approach in [11] was to passively acquire the information to store in the map, i.e.
while the robot was wandering around pursuing other objectives like finding victims.
In this work however, the focus is on active exploration: to explicitly plan the next
exploration action a which will increase the knowledge about the world the most. In
this paradigm victim finding becomes the side-effect of efficient exploration.

Occupancy grids [8] are a convenient representation for m in order to address the
exploration challenge as they lend themselves excellently for storing probabilistic in-
formation about past observations. Each cell x corresponds to a region in the external
world and holds the value p(x) that denotes the aggregated probability that this region
in the real world is ’occupied’, i.e. is (part of) an obstacle. The objective of active ex-
ploration can then be seen as to minimize the information entropy H(m) [5] of the
probability distribution defined over all x ∈ m:

H(m) = − ∑
x∈m

p(x)log(p(x)) (1)

Initially each grid cell has unknown occupancy, so p(x) = 0.5 for all x ∈ m and the
entropy of the map H(m) is maximum. For exploration purposes the absolute value of
H(m) is not of interest, what is relevant is the difference in entropy before H(m) and
after H(m|a) a particular exploration action a: the information gain Δ I(a) [9, 10].

Δ I(a) = H(m|a)− H(m) (2)
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Note that the exploration action a could be a complex maneuver, consisting of a
number of controls ui and observations zi that spans multiple time steps i. Hence, for
predictions about Δ I(a) that lie multiple timestamps in the future, the set of possible
exploration actions can grow rather fast. In many current exploration strategies this
issue is addressed by evaluating only a limited set of future states. These approaches
consider only the situations where a robot actually enters yet unexplored area, which
are by definition the locations where open area borders on unknown area: the frontiers
[14]. The borders can be easily derived from the occupancy grid map m; the unknown
area involves all the cells x for which the occupancy p(x) is still at its initial value
p(x) = 0.5 and the open area involves all the cells for which p(x) is sufficiently close
to zero.

2.1 Estimating Beyond Frontiers on Occupancy Grids

A good autonomous exploration algorithm should navigate the robot to optimal target
observation points. The approach presented in [13] enables a robot to distinguish these
locations using a method that is based on ’safe regions’. The idea is that the robot si-
multaneously maintains two occupancy grids: one based on the maximum sensing range
rmax of the range sensing device and another one based on a more conservative safety
distance rsa f e. Typical values for rmax and rsa f e are 20 meters and 3 meters respectively.
The result is that the safe region is a subset of the open area. Frontiers can then be ex-
tracted on the boundaries of the safe region where the robot can enter the free space.
Subsequently, the area beyond the frontier can be estimated directly from the current
map by measuring the amount of free space beyond the safe region.

Greedy exploration could continuously focus the robot to the frontier f with largest
area A( f ) and which will ultimately lead to a complete coverage of the environment.
More efficient exploration can be expected when also the distance d( f ) is considered
in a utility function U( f ) that trades off the costs of moving to the frontier with the
expected information gain. In our experiments we used the equation:

U( f ) = A( f )/dn( f ) (3)

The parameter n can be tuned to balance the costs against the gains, simular to the
constant λ used in the utility function of [6]:

U( f ) = A( f )e−λ d( f ) (4)

2.2 Multi-robot Coordination

After the frontier extraction method illustrated in Section 2.1 and the utility function
from Equation (3) we are left with the challenge to intelligently assign frontiers to the
members of a multi-robot team.

Given the set of frontiers F = { f} and team of robots R = {r} the full utility matrix
U = [ui j] can be computed that stores the utility ui j for all possible assignment of robots
ri ∈ R to frontiers f j ∈ F . This matrix U is calculated with an Euclidian distance measure
deu( f ). The Euclidean distance deu gives a lower bound of the actual distance to be
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Algorithm 1. The algorithm for the assignment of frontiers to robots
Data: the identity of the current robot rc ∈ R and the map m as known by rc.

Data: the set of robots ri in R. Each ri consist of the tuple (xri ,yri ,θri).
Data: the set of frontiers f j in F . Each f j consist of the tuple (x f j ,y f j ,A f j ).

Result: the pair rc, fc and the path pc to the location (x fc ,y fc )
for each robot ri in R do

for each frontier f j in F do

deu =
√

(x f j −xri)2 +(y f j −yri)2;

ui j = A( f j)/dn
eu;

end
end
umax = maxui j;
repeat

for robot ri and frontier f j of umax do
p=PathPlanning from (xri ,yri) to (x f j ,y f j ) on map m;
dpp=length of path p;
ui j = A( f j)/dn

pp;

end
if maxui j = umax then

Assign f j to ri;
Prune U from i and j;

end
umax = maxui j;

until robot rc is Assigned;
pc=last path p

traveled. This means that the utility values [ui j] are optimistic when n > 1. The actual
distance to be traveled can be calculated by performing a path-planning operation, but
this is typical a computation intensive operation. The efficiency of our algorithm is
optimized by recalculating only a few elements of the matrix; only the highest utility
ui j ∈ U is recalculated. Thereafter it is checked if this value is still the maximum value.
Otherwise the new maximum value is recalculated with a distance measure based on
path-planning. When the path-planned value is the maximum, the frontier f j is assigned
to robot ri and the rows and columns of the utility matrix U are pruned. This process
continues until a frontier is assigned to the current robot rc. The pseudo code of this
algorithm is given in Algorithm 1.

Note that the algorithm makes no assumption about the numbers of frontiers and
robots. When this algorithm is applied in real time the computational consequences of
a large number of frontiers and robots have to be studied, but typically the two step
approach described above limits the path-planning operation to one or two frontiers per
robot. So, this algorithm scales nearly linearly with the number of robots. Also, when
there are less frontiers than robots some robots will not be assigned a frontier. However,



Balancing the Information Gain Against the Movement Cost 47

in our experience these occasions are rather rare as robots usually find more frontiers
than they can close.

2.3 Planning Safe Paths

In the second part of the algorithm a check is made if an obstacle free path exists to
a frontier. The same occupancy grid that was used to extract the frontiers can also be
used to plan safe paths that avoid obstacles. If paths would planned on the free-space
robots may be guided to locations that are dangerously close to obstacles. This is a
well-studied problem in robotics [4] and several solutions exist.

Because path-planning has to be performed for several robot-frontier combinations,
a simple method has been applied that gives fast reasonable path. The occupancy map
is converted into a safety map by convoluting the obstacles with the shape of the robot.
When the shape of the robot is non-holonomic, the convolution can be performed by
taking the Minkowski sum. For holonomic robots, as used in this study, the convolution
can be approximated by employing a Gaussian convolution kernel. On this approxi-
mated safety map path-planning is performed with a breath-first algorithm.

This completes the set of tools necessary to enable coordinated frontier-based explo-
ration by a team of robots. In the subsequent section the method will be applied to guide
robots through to a virtual disaster site from two start positions.

3 Experiments and Results

Our experiments will be based on the ’Hotel Arena’ that was used extensively during the
RoboCup Rescue competitions of 20061. Figure 1 shows a blue-print of this office-like
environment. The wide vertical corridor in the center connects the lobby in the south
with several horizontal corridors that go east and west. Numerous rooms border on all

Fig. 1. A blue-print of the Hotel Arena, the virtual environment used for our experiments

1 USARSim simulator, the simulated worlds used in these experiments and documentation are
available on http://www.sourceforge.net/projects/usarsim. The maps used
in 2007 are unfortunately not publicly available yet.

http://www.sourceforge.net/projects/usarsim


48 A. Visser and B.A. Slamet

the corridors. For the competition runs, robots would typically be spawned in the lobby
or at the far ends of corridors, e.g. in the north-east, north-west or south-east corners.

Following the same setup as in the RoboCup competition each experiment will in-
volve a run of 20 minutes. So the comparisons will focus on the amount of area that the
robots were able to explore in this fixed time-window.

3.1 Results Based on Coordinated Exploration

These experiments involve multi-robot exploration using the presented approach. We
used two spawn positions which were frequently used in the competitions of 2006.
For each set of spawn positions a number of runs with a team of two collaborating
robots were performed, each time with another formula for the utility function U( f ) =
A( f )/dn( f ). In Figure 2 and 3 the resulting maps are given, for an inverse linear (n = 1),
quadratic (n = 2) and cubic (n = 3) dependence on the distance d( f ).

On the maps the following color-coding is used:

• blue (dark grey) indicates unknown terrain,
• shades between light-blue (light grey) and white indicate the probability that the

area is free from obstacles
• black indicates obstacles
• solid grey indicates ’safe region’, as introduced in Section 2.1
• red indicates a victim
• light-green (light grey) line inside safe region indicates the path of the robots

In Figure 2 the robots started in the north-east corner. In Figure 2(a) the first robot
(called Hercules) starts exploring the north-east corridor, while the second robot (called
Achilles) explores the first two rooms. Hercules arrives at the T-junction, and decides to
go south in the direction of the lobby. In the mean time Achilles is ready with the second
room, and favors the unexplored corridors above exploring the nearby third room. The
east corridor is chosen, which is explored till the end. Hercules explores firstly the west
side and secondly the east side of the lobby. When the lobby is well covered, Hercules
continues the exploration in the south-east corridor. This corridor is explored till the
end, and the robot has time enough to enter a last chamber (a maze called the Yellow
arena). This was a very successful run. More area can only be covered when Achilles
would not have explored the first two rooms, but would instead explore the north-west
corridor. Such a decision should be based on heuristics, because the existence of this
corridor can only be known when a robot arrives at the T-junction. Until that time, the
exploration of the nearby rooms is a good choice.

With an inverse quadratic dependence, the robot behavior is more tuned to nearby
frontiers. As can be seen in Figure 2(b), with n = 2 the first three rooms are explored
(one by Hercules, two by Achilles). Hercules goes again towards the lobby, while
Achilles explores the north-west corridor. Hercules enters first the Yellow arena, be-
fore he continues with the south-east corridor. Notice in the north-west corridor that
the localization is a few degrees off, because the robot Achilles had a lot of trouble to
navigate in a confined space near the victim in the third room.

With an inverse cubic dependence, even the fifth room along the north-east corridor is
entered (the entrance to the fourth room is blocked by a victim). Unfortunately, Achilles
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got stuck at that location, and the exploration has to be continued by the other robot.
Hercules enters the large room west of the north-south corridor, and finds two victims.
Afterwards, the north-south corridor and even the lobby is explored.

It should be clear from these examples that for a smaller n the robots have a tendency
to stay in the corridors. This is a good strategy to cover a large area. On the other hand,
a larger n can be used to direct the robots into the rooms. In those rooms victims can
be found, but the confined space is more difficult to navigate, and the chance exists that
the robot will not be able to leave the room anymore.

(a) A( f )/d( f ) (629 m2, 6 victims) (b) A( f )/d2( f ) (619 m2, 8 victims)

(c) A( f )/d3( f ) (486 m2, 8 victims)

Fig. 2. Exploration from the north-east corner with two robots

The experiments from the other start location show that tuning the parameter n not
always leads to different behavior. For instance, in Figure 3(a-c) it can be seen that
Hercules always explores the lobby, enters the south-east corridor and part of the Yellow
arena. The south-east corridor is a dead-end, with enough free space to explore. Against
the time that one is finished with this corridor, no time is left for any other choices.

The difference between the maps is mainly due to Achilles. In Figure 3(a) Achilles
enters the north-south corridor and explores the east corridor. At the end of the cor-
ridor (again an dead-end), Achilles turns and goes back to the north-south corridor. In
Figure 3(b) Achilles explores the north-east corridor and three rooms at the last corridor.
In Figure 3(c) Achilles first checks the south-west corridor, before it heads towards the
north-east corridor. Due to the detour there is only time left to explore a single room at
the north-east corridor, but the area seen in the south-west corridor compensates more
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than enough. During its exploration, Achilles mainly encounters large corridors. In-
creasing the parameter n resulted in different behavior, because different corridors are
chosen. This illustrates that difference in behavior doesn’t always have the same effect.
In Figure 3 an increase of n has as result more area and fewer victims, but this was
mainly due to the particular layout of the corridors.

(a) A( f )/d( f ) (454 m2, 6 victims) (b) A( f )/d2( f ) (512 m2, 6 victims)

(c) A( f )/d3( f ) (570 m2, 4 victims)

Fig. 3. Exploration from the lobby with two robots

Notice that the number of victims found by the two robots in the previous experi-
ments is comparable to the number of victims found in the semi-final by teams with
four to eight robots [2]. Experiments with only two robots are not enough to make
strong claims about the scalability of the algorithm to larger teams, but detailed anal-
ysis of the experiments indicated that in our current implementation the performance
bottleneck is in merging the observations of multiple robots into a shared map. Plan-
ning the exploration on this shared map goes rather efficiently and is more a function of
the length of the resulting path (e.g. when backtracking from a long dead-end corridor)
than the number of robots or frontiers. Future experiments have back up this claim.

4 Conclusions

This paper investigated a frontier-based exploration approach that can be used to coor-
dinate a team of robots. The approach assigns utilities to frontiers using a measure of the
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information gain that can be estimated directly from the current map. This information
gain is balanced by the movement costs. In a first approximation these movement costs
are estimated by the Euclidian distance. The actual movement costs are checked by per-
forming path-planning on the map. Subsequently, a frontier with the highest utility is
assigned to the members of a robot team.

The information gain and the movement costs can be balanced by a parameter. In
the presented experiments is shown that tuning this parameter can change the overall
behavior from exploring mainly corridors towards exploring nearby rooms. This pa-
rameter could be further tuned towards the scoring-function as applied in the RoboCup
[2], but before this tuning is applied, the underlying navigation should be optimized.
Currently, corridors and rooms are explored with the same care and speed. Inside the
corridors the speed can be increased, to allow fast coverage of large areas. Inside the
rooms the care could be increased, to guarantee that a room once entered could also be
leaved.

In our experiments we have shown that this approach leads to efficient rescue site
coverage. In future work we would like to investigate the possibilities for multi-robot
coordinated exploration with more than two robots, study the influence of a-priori data,
the effect of distributed decision making and the conditions where only limited com-
munication is possible.
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Summary. This paper presents an approach to create POMDP models, used for decision making
by an autonomous service robot, from background knowledge. This allows the power of POMDP
decision making to be applied on multimodal service robots with quite distinct stochastic dy-
namics in different modalities and a generally high model complexity. The two tiered approach
presented allows both fine grained model adaptation as well as semantically more transparent
knowledge representation and easy composition of new scenarios. The application of the process
on a realistic mission scenario performed by a physical service robot is presented as an example.

1 Introduction

When building control systems which operate service robots, autonomy and robustness
are primary goals. However, the complexity of the real world, especially limitations
of perceptive methods and the dynamic, not completely deterministic course of events,
make it a tough challenge. Thus, real world environments in which service robots oper-
ate can be described formally as partially observable, stochastic, dynamic and sequen-
tial. Methods and systems which employ autonomous control and decision making on
service robots therefore need to take into account these characteristics explicitly. Au-
tonomous behavior of a service robot can be accomplished by utilizing the measure-
ments of multiple sensors of the robot and combining them with existing knowledge
about properties of the world to derive actuator commands which are expected to lead
to mission success.

This paper centers around this most abstract level of control, where decisions are
made on a scenario level, including perceptions of all available sensor complexes and
utilizing all available actuator complexes. On this level, abstract and symbolic partially
observable Markov decision processes (POMDPs) are a framework for decision mak-
ing for which algorithms with the ability to calculate approximately optimal decisions
exist. However, to calculate decision policies, models are needed which describe the
stochastic nature of the environment, the uncertainty of measurements and the mission
objectives.

The use of POMDPs for decision making has shown promising results in simplified
mono-modal domains like autonomous vehicles, dialog systems and primitive grasping
where simple models can be used. Yet, in the complex mission environment of multi-
modal service robots the question of how to acquire models which describe the scenario
settings is mostly unsolved.

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 53–62, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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In this paper, a system utilizing POMDP decision making for a real, highly multi-
modal service robot is outlined while methods are presented to compile POMDP models
from more abstract and reusable background knowledge.

2 State of the Art

The control systems of multi-modal autonomous robots are usually organized in lay-
outs of some kind of architecture to manage the complexity of many different compo-
nents and the amount of data. Three layer architectures have proven to be an efficient
design [4]. The first layer processes the observations of individual sensor measure-
ments into more general perceptions and controls actuators closely. The second layer
sequences and supervises individual tasks of a mission while the third layer delibera-
tively selects those symbolic, abstract tasks.

In the scope of partially observable, stochastic and dynamic environments as encoun-
tered by physical service robots, methods like classical planning are unfeasible as those
characteristics are not regarded. However, probabilistic decision theory models deci-
sion making of rational agents when facing uncertainty. An already usable framework
within general probabilistic decision theory are partially observable Markov decision
processes (POMDPs) [1], especially the class of discrete, model based POMDPs.

A POMDP is an abstract environment model for decision making under uncertainty
[12], [2]. A POMDP models a flow of events in abstract states and discrete time. A spe-
cific POMDP model is represented by the 8-tupel (S,A,M,T,R,O,γ,b0). S is a finite set
of symbolic states, A is a discrete set of actions and M is a discrete set of measurements.
The transition model T (s′,a,s) describes the probability of a transition from state s to
s′ when the agent has performed action a. The observation model O(m,s) describes the
probability of a measurement m when the intrinsic state is s. The reward model R(s,a)
defines the numeric reward given to the agent when being in state s and executing ac-
tion a. The parameter γ controls the time discount factor for possible future events. The
initial belief state is marked by b0. As POMDPs handle partially observable environ-
ments, there exists only an indirect representation of the intrinsic state of the world.
In POMDPs, the belief state, a discrete probability distribution over all states in a sce-
nario model, forms this representation. At each time step, the belief state is updated by
Bayesian forward-filtering.

A decision about which action is most favorable for the agent when executed next,
can be retrieved from a policy which contains information about the most favorable
action for any possible belief distribution. The policy incorporates balancing the prob-
abilities of the course of events into the future with the accumulated reward which has
to be maximized.

While there exist different classes of approaches to compute a policy, those which
utilize an explicit model have shown superior performance so far. Whereas comput-
ing exact, optimal policies from explicit models by value iteration is computation-
ally intractable [6], approximate solutions as PBVI [10], discrete PERSEUS [13] or
HSVI2 [11] deliver satisfying results while taking a reasonable amount of computation
time for mid-sized senarios.
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Fig. 1. The diagram shows the three layer architecture. Low level components processing per-
ception are on the left, controlling actuators on the right. The midlevel perception filtering and
fusion as well as the sequencer are at the center. The deliberative layer is at the top.

Explicit POMDP models used by those algorithms have been quite simple, even
when having a large number of states and limited to mono-modal domains so far. Most
research has dealt with navigation of autonomous vehicles [3] but there has also been
work with dialog systems [14] and recently grasping by robot manipulators [5]. How-
ever, models for more abstract decision making of multi-modal service robots are less
homogenous, making the acquirement of those models more difficult.

3 Application Domain

The methods for compiling models from abstract background knowledge as described
in section 4 are based on the requirements arising from the capabilities and layout of the
control system of a multi-modal service robot. Thus, our service robot with its decision
and control system will be described shortly, first. The control architecture, shown in
fig. 1, is designed along the classical structure of a three-layer architecture, with low-
level control at the lowest, measurement filtering and execution supervision at midlevel
and decision making at the top level. Three different capability domains exist at the
control level: mobility, human-robot interaction and manipulation. Low level modules
control the corresponding hardware directly, closely managing low level commands
while processing sensor readings and delivering measurements, including uncertainty,
to the layer above. The available capabilities in the mobility domain are driving and self-
localization. Human-robot interaction is possible by speech output, speech recognition,
robot arm/hand gestures and human activity recognition by a state-of-the-art procedure
[8, 9]. Manipulation capabilities include arm movement, hand grasping as well as force-
torque measurements.

The midlevel perceptive component filters and fuses perception into symbolic, ab-
stract observations, usable by POMDP decision making. At the top level, the decision
process chooses a symbolic, abstract action, based on the abstract observation and a
POMDP policy, computed for the scenario. The abstract, symbolic action is interpreted
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as a sequential, flexible program [7] and is processed by the sequencer at midlevel which
coordinates low level actuation components.

In typical assignments, the service robot utilizes all different capability domains to
interact with humans, grasp and release objects and to move around between different
locations. Especially scenarios where the robot performs waiter duties employ all three
domains intensively.

4 Model Generation

The mission scenarios have to be modeled as POMDPs which includes observation un-
certainties, stochastic world dynamics and mission objectives. In flat representations for
which the mentioned, fastest policy computation methods exist, the size of the models
grows quickly with the number of states and actions. For grid based navigation, the
most popular POMDP application, transitions and observations are limited to local re-
gions, leading to uniform and sparsely populated models which are easy to create even
for large numbers of states.

When using POMDP reasoning in a multi-modal context on an abstract level, how-
ever, the models are far more complex, even with small state spaces. Different kinds of
stochastic world dynamics like human behavior, navigation glitches or slippery objects
overlap or are linked in the transition and observation models while there may be many
mission objectives influencing the reward model.

Because superior, straight forward policy calculation methods exist for non-factored
POMDPs, the presented approach maps several subspaces, representing different modal-
ities into a single, unified state space:

s = (s0,s1, ...,sn) ∈ S = S1 × S2 × ...× Sn

A state s is hereby defined by a mapping from a unique set of sub-states in the respec-
tive Si single-modality state-spaces. Apart from being able to utilize the mentioned al-
gorithms, this approach maintains flexibility in modeling transition cross-dependencies
between different modalities as well as combining unused and therefore redundant sub-
state combinations.

In the following sections, a two tiered approach for compiling the observation, transi-
tion and reward models from simple, abstract and reusable descriptions of the scenario
and environment properties is presented. This is crucial as the size of the transition
model, a third grade tensor, grows cubically with state and action space. Additionally,
by following this approach, the knowledge of the robot is organized in more meaningful
semantics, covering different modalities which helps comprehensibility.

4.1 Direct Model Programming

The first layer, which can also be used standalone, is formed by a direct rule based
programming system, which compiles the model matrices from compact, parameterized
functions. A central element of the process are tables which keep temporary results of
calculations based on those functions. All tables, whether designated for observation
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model, reward model or individual actions within a transition model, have a unified
layout:

T : {1, ...,k}×{1, ...,m}×{1, ...,n} �→ R (1)

Where k and m are row and column size of the corresponding model matrix and n is
the number of sub-spaces which correspond to explicit modalities. By using a unified
layout, calculation rules can be applied to all models equally well. After final results for
all tables have been calculated, the model can be calculated by forming the product of
all sub-states and then scaling for row or column sum 1.0 where necessary:

M : {1, ...,k}×{1, ...,m} �→ R, M(i, j) =
n

∏
l=1

T (i, j, l) (2)

The tables themselves are built and calculated step by step. First, the single-modality
state-spaces have to be defined. This is either done by declaring states directly
state(modality,name) or by loading an externally defined graph. This graph e.g. rep-
resents a driving graph of the mobile platform for navigation, including nodes and
distances or e.g. a dynamic Bayes network modeling a dialog. In this case, states are
automatically generated from the nodes, while the edges are kept in a data structure
for use by calculation rules later on. Actions are declared explicitly on this level: ac-
tion(name,tags). After the tables have been created, their values are then computed by
the application of rules. Rules can alter individual entries, rows, columns or whole ta-
bles while performing different kinds of arithmetic operations on them. A generic rule
is defined as:

rulename(tableid,k,m,n,n/action,op,parameters). By using wildcards for k, m or tableid,
rows, columns and whole tables can be modified. In the transition model this makes it
possible to apply rules to all transitions from one state, all transitions to one state, all
transitions of an action or even the whole model. As the tables cover the whole (product)
state-space, transitions, observations or rewards depending on several modalities can be
calculated. Yet, by calculating the rules in a modality-specific entry before calculating
the final values, rule application is kept in semantically coherent groups.

Simple rules
directly set values or perform arithmetic operations on the addressed target set. In the
following only the rule names and specific parameters are explained, although rules also
contain the address parameters explained previously. Some selected simple arithmetic
rules, where v denotes a value of an entry in the target set, are:

• absolute(x) : sets v to x.
• equals(x): sets v to x on the main diagonal of a symmetric table.
• relative(x, op) : performs arithmetic operation v = v{+|− | ∗ |/}x.
• param(s, op, i1, ..., in): where s addresses row or column and i j are indices of it with

op is +, −, ∗ or /, sets v = si1 ,∀k ≥ 2 : v = op(v,sik)
• offsetscale(i, a, b, c, d): with row r, col l, sets v = a + b ∗ ri + c ∗ li + d ∗ (li − ri).
• linear v(a, b, s, e): with i the row-index of the current v, calculates weighted inter-

polation a +(b − a)∗ (i− s)/(e−a)
• linear h(a, b, s, e): as previous, but on columns.
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Simple rules can be used to set the values of whole rows, diagonals or columns
efficiently, to model simple arithmetic relations or to fine-tune a model. Simple rules
are generated by more abstract second tier knowledge (see sec. 4.2).

Special rules
perform calculation tailored to more specific needs. Some selected special rules are:

• loadedges(g): directly sets individually addressed transitions to values from an ex-
ternally defined graph.

• gaussrelative(l, s, o, σ1, ... , σn): calculates gaussian distribution on a graph in its
n-dim space defined by indices l and s for node o with additional scaling φ(): v =

∏l
i=1

1√
2πφ(σi)

2 exp

(
− 1

2

(
ms+i−os+i

φ(σi)

)2
)

• gaussfixed(l, s, o, σ1, ... , σn): as previous, but with φ = id.
• gauss(l, s, σ1, ... , σn): as previous, but with o = k.
• linearrelative(o, p, d): calculates the transition probabilities on a graph using geo-

metric distance instead of nodes to the goal with scaling φ():

v =

{
max(0, p + iφ(d)) , if m = ith node on the shortest path from o to k

0, otherwise
• linearfixed(o, p, d): as previous, but based on the number of nodes passed on the

way.

Linearfixed/relative are an example for the usage of modality specific calculation. As
the navigation of the service robot is realized by a graph based system in the low level
component, navigational glitches and failures relate closely to that structure. Specific be-
havior of that system is modeled by the linear fixed rule: the more nodes a driving action
has to pass towards the target state, the less likely will it arrive there. When not arriving,
it will most likely end up in the node directly before the target node. less likely one be-
fore and so on. The rule linearrelative can include the length of connecting edges into the
consideration. Together the rules model the real stochastic behavior of the navigation of
the real robot quite closely for arbitrary input graphs, which exist for navigation.

4.2 Generation from Abstract Knowledge

While only direct model programming rules and functions make the creation of models
with more than a few states feasible, their manual use is still intricate. New rules have
to be created for any new scenario and they do hardly contain semantically sound and
reusable knowledge about the world. Therefore a second, more abstract tier of rules and
world modeling is necessary. Instead of arithmetic rules, knowledge domains are the
main conceptual structure at this second tier. Knowledge from this conceptual structure
is used for both transition and reward models.

The observation model on the other hand is derived from more specific analysis of
the measurement uncertainties of individual modalities. For self-localization the uncer-
tainty is calculated from distances, both topological on the graph and geometric dis-
tance, between states. For speech recognition it is calculated from utterance similarities
based on the speech recognizer methodology. Considering human activity recognition,
the uncertainty is calculated from an activity similarity metric which takes into account
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angles and velocities of body parts. By these means, a realistic observation model can be
calculated easily for each modality set used in a specific scenario without any necessary
manual modeling and no further knowledge based approach is necessary:

O(i, j) =
n

∏
l=1

(1 −〈i, j〉l) (3)

With single-modality l distance metric 〈., .〉l .
For transition and reward model building different knowledge domains can be uti-

lized. For practical application, direct model programming rules will be generated from
the abstract knowledge. Important domains are:

1. General descriptive attributes of robot, humans and environment.
2. Modality specific state knowledge.
3. Action type specific knowledge.
4. Robot independent environment dynamics.
5. General interaction knowledge.

Examples for domain 1 are robot::explorative or robot::efficient which will influ-
ence the state specific reward model rules. The attribute human::friendly on the other
hand can serve as a global parameter to general interaction knowledge (domain 5) in
the transition model. An example for domain 2 is assigning location states a danger
and a benefit value which are then scaled by global attributes for the reward model. In
domain 3 cost metrics for an action can be scaled, e.g. the penalty per execution time
where the action penalty is calculated from the complexity of the sequential program
for grasping actions or the navigation graph for driving actions. Domain 4 contains dy-
namic environment behavior independent of the actions of the robot, e.g. how often
a new person enters the scene and thus contains reusable transition knowledge for the
idle/NOP action. Domain 5 organizes specific interaction elements into abstract classes,
e.g. informal protocol like greetings, acknowledgments, facings, commands or descrip-
tive attributes. Generally, some knowledge expressions do not only modify transition
and reward model, but can also lead to the inclusion of additional actions, e.g. dialog
stimulating or specific information gain actions.

Second tier knowledge items have a rule description containing the first tier rules
which are created when utilizing the knowledge and the parametrization taking place.
When applied in practice, the knowledge is addressed in rules looking quite similar to
first tier rules, but without arithmetic parameters.

5 Experiments and Results

While the approach is quite general, the main goal is practicability, as creating a POMDP
model for a mission scenario of a real, multi-modal service robot without any compila-
tion mechanism is totally infeasible. Therefore, the system has been used for creating a
model of a realistic mission scenario, which was then utilized by the decision and control
system to manage the behavior of the physical service robot in the modeled scenario.

As basic setting, a simple waiter mission was chosen for evaluation with common
aspects of domestic service robot scenarios: verbal and non-verbal human-robot inter-
action, navigation and object delivery. Although being still somewhat limited in size,
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the scenario was designed as being mostly natural: the robot waits for potentially inter-
ested persons, engages in interaction while keeping awareness about body postures and
offers its services to persons who are considered interested. When requested, it fetches
a cup from a fixed position, then addresses the human again to request to which of two
destinations it shall it shall be delivered, expecting an instruction with both gesture and
speech. If the robot is unsure about the perception, it may request again, if it is sure
enough, it delivers the cup and returns to a position, waiting for new ”clients”. Only
onboard sensors are used, speech recognition is using an onboard microphone, activity
recognition the onboard time-of-flight camera and navigation the onboard laser scanner.
Thus, measurement uncertainties are high and POMDP reasoning makes perfect sense,
modeling human behavior and navigation glitches as stochastic.

Grasping was handled in the sequential programs in this case, thus the modality
domains utilized were navigation, dialog and human body activity. For navigation, 8
nodes were chosen as relevant states from the navigation graph, for dialog 5 states
were used, as were for body activity. As in most nodes, not all interaction stages are
performed, there are many redundant product states, which were combined to speed up
policy computation. In the end, there were 28 unique POMDP states.

The following shows the second tier rules for the model compilation process (”Labor*”

are names of navigation nodes/states):

Idle("Environment::standard", "Human::friendly");
Explore("Robot::cautious");
Interact("LaborOstVoodoo", "Robot::patient", "Human::unfriendly",

"Environment::UserUnknown") -> Target("Bring cup/FaceRobot");
Interact("LaborPlanck", "Robot::patient", "Human::unfriendly",

"Environment::UserUnknown") -> Target("To Fermi/PointFront"),
Target("To West/PointBack");

On("LaborOstVoodoo/Bring cup/FaceRobot", "Important") ->
PickUp("LaborPlanck", "Cup");

On("LaborPlanck/To Fermi/PointFront", "LessImportant") ->
PutDown("LaborFermi", "Cup");

On("LaborPlanck/To West/PointBack", "LessImportant") ->
PutDown("LaborWestTisch", "Cup");

It should be noted, that much information is present in the navigation graph, which
however already exists for the navigation component. Additional background infor-
mation is present with dialog transition probabilities for different kinds of people
(friendly/unfriendly, familiar/strangers etc.) for simple dialog elements like greetings
and commands. Reassurance and navigation actions are added automatically by sec-
ond tier rule processing, leading to 11 distinct POMDP actions, which are mapped to
compound sequential programs. This leads to a reward model with 308 entries, an ob-
servation model with 784 probabilities and a transition model with 8624 probabilities.
Superimposing effects in reward, observation and transitions are managed by the pro-
cess. Creating such a model manually would be infeasible.

The policy was calculated from the model by the PBVI algorithm and then used
on the physical robot by the system presented in sec. 3. A controlled experiment was
made, where a human supervisor, distinct from the interacting person in the experiment,
recorded true states of the world, true requests made and the behavior of the robot. The
robot performed the waiter duties for scheduled 30 minutes while interacting persons
were to behave on average according to the modeled stochastic behavior template. Al-
though the measurements were quite noisy as indicated by automated recordings, the
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Fig. 2. A picture from an experiment run. The robot Albert fetched the cup and requested the
destination. At the background a live projection of the POMDP decision making process is visible
as transmitted via wireless network from the robot. The belief state can be seen plotted on top,
while a 3D cut of the 28D policy is visible below.

robot was able to balance annoying reassurance questions and executing a bring/fetch
action quite optimally. All fetch operations were performed when requested while 7
out of 9 times, the cup was brought to the correct location. Figure 2 shows the robot
interacting with a human while performing the presented mission scenario.

6 Conclusion and Outlook

The presented approach makes creating POMDP models for service robot mission sce-
narios feasible. A scenario model can be composed out of semantically meaningful
building blocks and at the same time put emphasis on the important stochastic proper-
ties in each modality. Next, methods to organize and utilize much larger sets of knowl-
edge to build very different kinds of scenarios will be investigated as well as using a
knowledge based approach for incremental, online model learning.

References

1. Aström, K.J.: Optimal control of markov decision processes with incomplete state estima-
tion. Journal of Mathematical Analysis and Applications 10 (1965)

2. Cassandra, A.R., Kaelbling, L.P., Littman, M.L.: Acting optimally in partially observable
stochastic domains. In: Proceedings of the Twelfth National Conference on Artificial Intelli-
gence (1994)



62 S.R. Schmidt-Rohr et al.

3. Foka, A., Trahanias, P.: Real-time hierarchical pomdps for autonomous robot navigation.
Robot. Auton. Syst. 55(7), 561–571 (2007)

4. Gat, E.: On three-layer architectures. In: Artificial Intelligence and Mobile Robots,
MIT/AAAI Press, Menlo Park (1997)
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Daniel Göhring, Heinrich Mellmann, and Hans-Dieter Burkhard

Institut für Informatik, LFG Künstliche Intelligenz Humboldt-Universität zu Berlin,
Unter den Linden 6, 10099 Berlin, Germany
goehring@informatik.hu-berlin.de
http://www.aiboteamhumboldt.com

Summary. Modeling the environment is crucial for a mobile robot. Common approaches use
Bayesian filters like particle filters, Kalman filters and their extended forms. We present an al-
ternative and supplementing approach using constraint techniques based on spatial constraints
between object positions. This yields several advantages: a) the agent can choose from a va-
riety of belief functions, b) the computational complexity is decreased by efficient algorithms.
The focus of the paper are constraint propagation techniques under the special requirements of
navigation tasks.

1 Introduction

Modeling the world state is important for many robot tasks. But usually robots have a
limited field of view, which makes it hard to acquire the whole surrounding from one
image. Bayesian filters [3] have been very successful in solving this problem by incor-
porating sensor data over time. A very famous member of the Bayesian filter family is
the Kalman filter [6] using Gaussian distribution functions. But many distributions can
neither be processed by a Kalman filter nor by one of its extensions. For non gaussian
distributions particle filters have become very popular. But the calculation of the sample
set can become very costly, making it inappropriate for real time applications.

Given an image of a scene, we have constraints between the objects in the image
and the objects in the scene. Object parameters, image parameters and camera parame-
ters are dependent by related constraints. Given odometry (or control) data, subsequent
positions are constrained by measured speed and direction of movements. They can be
combined with sensor measurements [5].

We have to deal with incomplete or with noisy measurements. With incomplete mea-
surements, the result of constraint propagation will be ambiguous, while noisy mea-
surements may lead to inconsistent constraints. Related quality measures have been
discussed in our paper [4]. In this paper we discuss constraint propagation methods for
solving navigation problems.

The main difference to classical propagation is due to the fact that navigation tasks
do always have a solution in reality. For that, inconsistencies have to be resolved e.g.
by relaxing constraints. Moreover, navigation tasks are not looking for a single solu-
tion of the constraint problem. Instead, all possible solutions are interesting in order
to know about the ambiguity of the solution (which is only incompletely addressed by

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 63–72, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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particle filters). For that, the notion of conservative propagation functions is introduced.
It can be shown that this notion coincides to some extend to the classical notion of local
consistency (for maximal locally consistent intervals).

The paper is structured as follows: Section 2 gives an introduction and an example
for description and usage of constraints generated from sensor data. In Section 3 we
present the formal definitions and the backgrounds for usage of constraints. Basics of
constraint propagation in the context of navigation tasks are discussed in Section 4, and
an efficient algorithm is presented.

2 Perceptual Constraints

A constraint C is defined over a set of variables v(1),v(2), ...,v(k). It defines the values
those variables can take:

C ⊆ Dom(v(1))× ...× Dom(v(k))

We start with an example from RoboCup where the camera image of a robot shows
a goal in front and the ball before the white line of the penalty area (Figure 1). It is
not too difficult for a human interpreter to give an estimate for the position (xB,yB) of
the ball and the position (xR,yR) of the observing robot. Humans can do that, regarding
relations between objects, like the estimated distance dBR between the robot and the
ball, and by their knowledge about the world, like the positions of the goalposts and of
the penalty line.

The program of the robot can use the related features using image processing. The
distance dBR can be calculated from the size of the ball in the image, or from the angle
of the camera. The distance dBL between the ball and the penalty line can be calculated,
too. Other values are known parameters of the environment: (xGl ,yGl),(xGr,yGr) are the
coordinates of the goalposts, and the penalty line is given as the set of points {(x,bPL)|−
aPL ≤ x ≤ aPL}. The coordinate system has its origins at the center point, the y-axis
points to the observed goal.

The relations between the objects can be described by constraints. The following
four constraints are obvious by looking to the image, and they can be determined by the
program of the observing robot:

C1: The view angle γ between the goalposts (the distance between them in the image)
defines a circle (periphery circle).

C2: The ball lies in the distance dBL before the penalty line.
C3: The distance dBR between the robot and the ball defines a circle such that the robot

is on that circle around the ball.
C4: The observer, the ball and the left goal post are on a line.

The points satisfying the constraints by C1 (for the robot) and by C2 (for the ball) can
be visualized immediately on the playground as in Figure 1.

The constraint by C3 does not give any restriction to the position of the ball. The ball
may be at any position on the playground, and then the robot has a position somewhere
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Fig. 1. Example from RoboCup (Four legged league): A robot is seeing a goal and the ball before
the penalty line. The first Figure on left side illustrates the scene from the view of the robot. The
next three figures show the related constraints that can be used for localization. Left: The picture
shows a part of the field with the goal and the white penalty line, the periphery circle according
to C1, and the line of the Ball-Line-Constraint C2. Middle: The picture shows the Constraint C2
for the ball, some of the circles according to constraint C5, some of the lines according to C4, and
the resulting two lines for C6. Right: Constraints according to C7: The position of the robot is one
of the four intersection points between the periphery circle (C1) and the lines according to C6.

on the circle around the ball. Or vice versa for reasons of symmetry: The robot is on
any position of the playground, and the ball around him on a circle. In fact, we have
four variables which are restricted by C3 to a subset of a four dimensional space. The
same applies to constraint C4.

The solution (i.e. the positions) must satisfy all four constraints. We can consider all
constraints in the four dimensional space of the variables (xB,yB,xR,yR) such that each
constraint defines a subset of this space. Then we get the following constraints:

C1 = {(xB,yB,xR,yR)|arctan
yGl − yR

xGl − xR
− arctan

yGr − yR

xGr − xR
= γ} (1)

C2 = {(xB,yB,xR,yR)|(xB ∈ [−aPL,aPL],yB = bPL − dBL} (2)

C3 = {(xB,yB,xR,yR)|(xB − xR)2 +(yB − yR)2 = d2
BR} (3)

C4 = {(xB,yB,xR,yR)|xR − xB

yR − yB
=

xB − xGl

yB − yGl
} (4)

Then the possible solutions (as far as determined by C1 to C4) are given by the inter-
section

⋂
1,...,4 Ci. According to this fact, we can consider more constraints C5, . . . ,Cn as

far as they do not change this intersection, i.e. as far as
⋂

1,...,n Ci =
⋂

1,...,4 Ci . Especially,
we can combine some of the given constraints.

By combining C2 and C3 we get the constraint C5 = C2 ∩C3 where the ball position
is restricted to any position on the penalty line, and the player is located on a circle
around the ball. Then, by combining C4 and C5 we get the constraint C6 = C4 ∩C5

which restricts the positions of the robot to the two lines shown in Figure 1 (middle).
Now intersecting C1 and C6 we get the constraint C7 with four intersection points

as shown in Figure 1 (right). According to the original constraints C1 to C4, these four
points are determined as possible positions of the robot. The corresponding ball posi-
tions are then given by C2 and C4.
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3 Formal Definitions of Constraints

We define all constraints over the set of all variables v(1),v(2), ...,v(k) (even if some of
the variables are not affected by a constraint). The domain of a variable v is denoted by
Dom(v), and the whole universe under consideration is given by

U = Dom(v(1))×·· ·× Dom(v(k))

For this paper, we will consider all domains Dom(v) as (may be infinite) intervals of
real numbers, i.e. U ⊆ Rk.

Definition 3.1. (Constraints)

1. A constraint C over v(1), ...,v(k) is a subset C ⊆ U.
2. An assignment β of values to the variables v(1), ...,v(k), i.e. β ∈ U, is a solution

of C iff β ∈ C.

Definition 3.2. (Constraint Sets)

1. A constraint set C over v(1), ...,v(k)is a finite set of constraints over those vari-
ables: C = {C1, ...,Cn}.

2. An assignment β ∈ U is a solution of C if β is a solution of all C ∈ C , i.e. if
β ∈ ⋂

C
3. A constraint set C is inconsistent if there is no solution, i.e. if

⋂
C = /0

The problem of finding solutions is usually denoted as solving a constraint satisfaction
problem (CSP) which is given by a constraint set C . By our definition, a solution is
a point of the universe U , i.e. an assignment of values to all variables. For navigation
problems it might be possible that only some variables are of interest. This would be
the case if we are interested only in the position of the robot in our example above.
Nevertheless we had to solve the whole problem to find a solution.

In case of robot navigation, there is always a unique solution of the problem in reality
(the positions in the real scene). This has an impact on the interpretation of solutions
and inconsistencies of the constraint system (cf. Section 4).

The constraints are models of relations (restrictions) between objects in the scene.
The information is derived from sensory data, from communication with other robots,
or from knowledge about the world – as in the example from above. Since information
may be noisy, the constraints may not be as strict as in the introductory example from
Section 2. Instead of a circle we get an annulus for the positions of the robot around the
ball according to C3 in the example. In general, a constraint may concern a subspace of
any dimension (e.g. the whole penalty area, the possible positions of an occluded object,
etc.). Moreover, constraints need not to be connected: If there are indistinguishable
landmarks, then the distance to such landmarks defines a constraint consisting of several
circles.

Other constraints are given by velocities: Changes of locations are restricted by the
direction and speed of objects. This means that a position cannot change too much
within a short time.

There are many redundancies which are due to all available constraints. Visual in-
formation in images usually contain lots of useful information: Size and appearance
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of observed objects, bearing angles, distances and other relations between observed
objects, etc. Only a very small part of this information is usually used in classical lo-
calization algorithms. This might have originated in the fact, that these algorithms have
been developed for range measurements. Another problem is the large amount of nec-
essary calculation for Bayesian methods (grids, particles). Kalman filters can process
such large amounts, but they rely on additional presumptions according to the underly-
ing statistics.

Like Kalman filters, the constraint approach has the advantage, that it can simulta-
neously compute positions of different objects and the relations between them. Particle
filters can deal only with small dimensions of search spaces.

For constraint methods, we have the problem of inconsistencies. According to the
noise of measurements, it may be impossible to find a position which is consistent with
all constraints. In our formalism the intersection of all constraints will be empty in such
a case. Inconsistency in constraint satisfaction problems means usually that there does
not exist a solution in reality. But in our situation, the robot (and the other objects)
do have their coordinates, only the sensor noise corrupted the data. Related quality
measures for constraint sets have been investigated in [4].

4 Constraint Propagation

Known techniques (cf. e.g. [1] [2]) for constraint problems produce successively re-
duced sets leading to a sequence of decreasing restrictions

U = D0 ⊇ D1 ⊇ D2,⊇ . . .

Restrictions for numerical constraints are often considered in the form of k-
dimensional intervals I = [a,b] := {x|a ≤ x ≤ b} where a,b ∈ U and the ≤-relation is
defined componentwise. The set of all intervals in U is denoted by I . A basic scheme
for constraint propagation with

• A constraint set C = {C1, ...,Cn} over variables v(1), ...,v(k) with domain U =
Dom(v(1))× ...× Dom(v(k)).

• A selection function c : N → C which selects a constraint C for processing in each
step i.

• A propagation function d : 2U × C → 2U for constraint propagation which is
monotonously decreasing in the first argument: d(D,C) ⊆ D.

• A stop function t : N → {true, f alse}.

works as follows:

Definition 4.1. (Basic Scheme for Constraint Propagation, BSCP)

Step(0) Initialization: D0 := U, i := 1
Step(i) Propagation: Di := d(Di−1,c(i)).

If t(i) = true: Stop.
Otherwise i := i+ 1, continue with Step(i).

We call any algorithm which is defined accordingly to this scheme a BSCP-algorithm.
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The restrictions are used to shrink the search space for possible solutions. If the shrink-
age is too strong, possible solutions may be lost. For that, backtracking is allowed in
related algorithms.

To keep the scheme simple, the functions c and t depend only on the time step. A
basic strategy for c is a round robin over all constraints from C , while more elabo-
rate algorithms use some heuristics. A more sophisticated stop criterion t considers the
changes in the sets Di. Note that the sequence needs not to become stationary if only
Di = Di−1. Actually, the sequence D0,D1,D2, . . . needs not to become stationary at all.

For localization problems with simple constraints it is possible to compute the solu-
tion directly:

Corollary 4.1. If the propagation function d is defined by d(D,C) := D∩C for all D ⊆
U and all C ∈ C , then the sequence becomes stationary after n = card(C ) steps with
the correct result Dn =

⋂
C .

For simpler calculations, the restrictions Di are often taken in simpler forms (e.g. as
intervals) and the restriction function d is defined accordingly.

Usually constraint satisfaction problems need only some but not necessarily all so-
lutions. For that, the restriction function d does not need to regard all possible solutions
(i.e. it need not be conservative according to definition 4.3 below). A commonly used
condition is local consistency:

Definition 4.2. (Locally consistent propagation function)

1. A restriction D is called locally consistent w.r.t. a constraint C if

∀d = [d1, ...,dk] ∈ D ∀i = 1, ...,k ∃d′ = [d′
1, ...,d

′
k] ∈ D∩C : di = d′

i

i.e. if each value of a variable of an assignment from D can be completed to an
assignment in D which satisfies C.

2. A propagation function d : 2U × C → 2U is locally consistent if it holds for all
D, C: d(D,C) is locally consistent for C.

3. The maximal locally consistent propagation function dmaxlc : 2U × C → 2U is
defined by dmaxlc(D,C) := Max{d(D,C)|d is locally consistent}.

Since the search for solutions is easier in a more restricted the search space (as provided
by smaller restrictions Di), constraint propagation is often performed not with dmaxlc,
but with more restrictive ones. Backtracking to other restrictions is used if no solution
is found.

For localization tasks, the situations is different: We want to have an overview about
all possible poses. Furthermore, if a classical constraint problem is inconsistent, then the
problem has no solution. In localization problem, there does exist a solution in reality
(the real poses of the objects under consideration). The inconsistency is caused e.g. by
noisy sensory data. For that, some constraints must be relaxed or enlarged in the case of
inconsistencies. This can be done during the propagation process by the choice of even
a larger restrictions than given by the maximal locally consistent restriction function.

Definition 4.3. (Conservative propagation function)
A propagation function d : 2U ×C → 2U is called conservative if D∩C ⊆ d(D,C)

for all D and C.
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)b)a

Fig. 2. Constraint propagation with intervals D for a) a circular constraint C b) a rectangular
constraint C. Intervals of Projection w.r.t. C ∩D are illustrated.

Note that the maximal locally consistent restriction function dmaxlc is conservative. We
have:

Proposition 4.1. Let the propagation function d be conservative.

1. Then it holds for all restrictions Di :
⋂

C ⊆ Di.
2. If any restriction Di is empty, then there exists no solution, i.e.

⋂
C = /0.

If no solution can be found, then the constraint set is inconsistent. There exist different
strategies to deal with that:

• enlargement of some constraints from C ,
• usage of only some constraints from C ,
• computation of the best fitting hypothesis according to C .

We have discussed such possibilities in the paper [4].
As already mentioned above, intervals are often used for the restrictions D, since

the computations are much easier. Constraints are intersected with intervals, and the
smallest bounding interval can be used as a conservative result. Examples are given in
Fig. 2.

Definition 4.4. (Interval Propagation)

1. A propagation function d is called an interval propagation function if the values
of d are always intervals.

2. The minimal conservative interval propagation function dminc : 2U ×C → I is
defined by dminc(D,C) := Min{I|I ∈ I ∧D∩C ⊆ I)} for all D and C.

The results by minimal conservative interval propagation functions can be computed
using projections.

Definition 4.5. (Interval of projection)
The (one-dimensional) Interval of projection w.r.t. to a set M ⊆ U for a variable v

is defined as the smallest interval containing the projection Πv(M) of M to the variable
v: Iv(M) = Min{I|I ⊆ R∧ Πv(M) ⊆ I}. It can be computed as I = [a,b] with a :=
Min(Πv(M)) and b := Max(Πv(M)).
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Both, maximal local consistency and minimal conservatism leads to the same results,
and both can be computed using the projections (Figure 2):

Proposition 4.2

1. dmaxlc(D,C) = dminc(D,C)
2. dminc(D,C) = Iv(1)(D∩C)× ....× Iv(k)(D∩C).

While local consistency is the traditional approach (to find only some solutions), the
approach with conservative intervals is more suited for localization tasks because it
can be modified w.r.t. to enlarging constraints during propagation for preventing from
inconsistency. In case of inconsistencies, the algorithm below is modified accordingly
in step 6. The related work is still under investigation.

The following simple and practicable algorithm is used for propagation.The stop con-
dition compares the progress after processing each constraint once. Since stabilization
needs not to occur, we provide an additional time limit. Note that the step counting s is
not identical to the steps i in the basic scheme BSCP (but could be arranged accordingly).

Algorithm 1. Constraint Propagation with Minimal Conservative Intervals, MCI-
algorithm

Input: constraint set C = {C1, ...,Cn} with variables V = {v1, ...,vk} over domain U
and a time bound T

Data: D ← U , s ← 1, Dold ← /0
Result: minimal conservative k-dimensional interval D

1 while s < T & D = Dold do

2 Dold ← D;
3 foreach C ∈ C do

4 foreach v ∈ V do

5 D(v) ← Iv(D∩C);
end

6 D ← D(v1)×·· ·×D(vn);
end

7 s ← s+1;
end

4.1 Experimental Results

In our experiments within the RoboCup soccer domain (see section 2), we compared a
standard implementation of a Monte-Carlo particle filter with the algorithm described
above.

We used constraints given by fixed objects like goalposts, flags and field lines iden-
tified in the images by the camera of the robot. It was easy to derive the related con-
straints: distances to landmarks are defined by circular rings in a generic form, where
only the distances derived from the vision system of the robot have to be injected.
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Constraints given by observed field lines are defined by rectangles and angles, the dis-
tances and the horizontal bearings are sufficient to define these constraints. All this can
be done automatically.

While the particle filter used data from odometry, the constraint approach was tested
with only the actual vision data. Since we were able to exploit various redundancies for
the MCI, the accuracy of the results were comparable.

Our experiments showed that the MCI algorithm works several times faster than a
related particle filter. We performed experiments with a different number of particles.
Even with very small sample sets (about 50 particles) the computational costs for the
MCPF were several times higher than for MCI. A disadvantage of particle based ap-
proaches is that many particles are necessary to approximate the belief which comes at
high computational costs.

In further experiments we investigated more ambiguous data (i.e. when only few con-
straints are available). In this case, the MCI provided a good estimation of all possible
positions (all those positions which are consistent with the vision data). The handling
of such cases is difficult for MCPF because many particles would be necessary. Re-
lated situations may appear for sparse sensor data and for the kidnapped robot problem.
Odometry can improve the results in case of sparse data (for MCPF as well as with
additional constraints in MCI). But we would argue that the treatment of true ambiguity
by MCI is better for the kidnapped robot problem.

5 Conclusion

Constraint propagation techniques are an interesting alternative to probabilistic ap-
proaches. From a theoretical point of view, they could help for better understanding
of navigation tasks at all. For practical applications they permit the investigation of
larger search spaces employing the constraints between various data. Therewith, the
many redundancies in images can be better used. This paper has shown how sensor data
can be transformed into constraints. We presented an algorithm for constraint propaga-
tion and discussed some differences to classical constraint solving techniques. In our
experiments, the algorithm outperformed classical approaches like particle filters.

The different strategies for dealing with inconsistencies have to be investigated in
more detail. This will be done by connecting the results from this paper with our results
from [4]. In further work we will analyze constraint based approaches for cooperative
object modeling tasks as well as very dynamic situations with quickly changing object
states.
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Summary. This paper presents the development of a mini unmanned aerial vehicle (UAV) with
wingspan of 2.5 m. A flight control system is constructed using small and light components. The
logical interconnection and schematic layout of the Automatic Flight Control are presented. The
UAV has been successfully tested carrying a high resolution camera, and was able to acquire the
images and the video of the fly zone and transmit them back to the ground station.

1 Introduction

This work is an in-depth examination of others [11, 12, 13] and pertains to a mini UAV
design.

The availability of unmanned autonomous systems is a key issue in rescue and secu-
rity operations and, among the class of unmanned vehicles, UAV’s are of special interest
in view of their flexibility and efficiency. Literature on UAV’s is quite large, with con-
tributions ranging from complete control of a single UAV to team coordination.

Accurate description of the control scheme for a single UAV is given, among many
others, in [1, 2, 3] and the references therein, while team coordination is addressed,
among many others, in [4, 5] and the references therein. The case of rescue applications
has been addressed, among others, in [6].

In this paper, attention is focused on the description of a single UAV, comprising the
three main management layers, namely Mission Planning, Guidance and Control. Also,
the system has a bidirectional telemetry communication system, allowing continuous
monitoring of on-board signals and real-time interaction with the vehicle. Such a feature
is of paramount importance in rescue and security, where missions adjustment and re-
planning is the normal way of operation.

Section 2 describes system requirements and design, Section 3 describes system re-
alization, while some experimental results are reported in Section 4. Finally, Section 5
draws some conclusions and outlines future developments.

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 73–82, 2008.
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2 System Design

The purpose of the system described in this paper is to pursue autonomous aerial mon-
itoring and surveillance of a given region. System requirements comprise: about one
hour flight endurance and 10 km data link range, a cargo bay suitable to lodge a video
cam and a high resolution camera weighting 0.5 kg, electric propulsion. Automatic
landing is carried out with a low speed spiral descent.

To achieve these requirements, an integrated design approach has been used, whereby
the mechanical and aerodynamic design have been carried out together with the design
of the electronics and of the automatic control system. The total weight resulted less
than 4 kg (payload 0.5 kg, battery 1.2 kg, avionics 0.5 kg, structure, motor and pro-
peller 1.8 kg) with 2.5 m wingspan, allowing either catapult or hand launching. The
aircraft is shown in Fig.1.

(a) SH-H3 vehicle (b) Launcher

Fig. 1. The aircraft

The realized complete aerial unmanned system is composed of a fixed-wing aircraft,
an autopilot, a launcher (Fig. 1) and a Ground Control Station (GCS). The GCS is im-
plemented on a PC through which it is possible to monitor the state of the aircraft flight
and send mission data to the autopilot. The mission data consist of a list of waypoints
(WPs) that the aircraft must follow. Every WP is described by GPS position, altitude
and approach speed. Moreover, through the GCS it is possible to control the payload
(a digital video-camera or a thermocamera) and to program an automatic photo relief
session at the engaging of a desired WP.

The whole control system of any unmanned aerial vehicle comprises three main
layers, namely Mission Planning (MP), Flight Guidance (FG), and Automatic Flight
Control (AFC).

The Mission Planning level is mostly based on the use of suitable Man Machine In-
terfaces (see Fig. 3), and therefore requires some form of human intervention. Mission
Planning is usually carried out in advance, off-line. Depending on the mission objec-
tives, continuous re-planning may be required on-line, such as in the case of rescue and
security applications. In this case, the MP layer could benefit from additional utilities
for decision support. The MP consists in defining the list of the coordinates of the points
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Fig. 2. The control system

that must be reached by the UAV. We distinguish among four kinds of points: take off,
landing, way-points and orbits. The take-off point is automatically set by the GPS mea-
surement; the landing point is the second point that must be defined. The way-points are
the positions that must be reached with an assigned error, while the orbit points specify
the positions that must be maintained for a certain time, with the UAV orbiting around.
The path can be modified in real time: in particular it is possible to insert new points,
modify them, specify if the orbit must continue or stop. As for the speed, it is defined
in correspondence of each point for the subsequent route.

(a) MMI (b) Waypoints

Fig. 3. Man Machine Interface

The Flight Guidance layer is responsible for converting the planned mission into a
suitable trajectory that can be actually followed by the vehicle. The route, defined during
the mission planning, is a sequence of segments characterized by the angle they form
with the geographic north, and the length. The transition from a segment to the sub-
sequent one is determined by the following rules: i) way-point: the distance is smaller
than a prescribed value; ii) orbit-point: a certain number of orbits was completed or
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by a command from the ground station. The desired heading angle is discontinuous at
the transition instants; to avoid possible actuator saturation, the heading angle function
is smoothed by a first order low pass filter. Both mission planning and flight guidance
layers run on a base station PC.

The Automatic Flight Control layer is responsible for ensuring system stability and
performance, i.e., the tracking of the assigned trajectories. The vehicle described in
this paper is a fixed wing tail-less aircraft. This architecture has been chosen, because
it offers some advantages with respect to a more traditional one (wing, fuselage and
tail). In fact, the tail surfaces and the fuselage generate additional drag; the fuselage is
a weak point in case of crash-landing; finally, removing tail and fuselage reduces the
weight. On the other hand, the tail absence gives rise to a certain lack of maneuvrabil-
ity; for instance, the ”de-crabbing” during the landing or the sideslip are not possible,
because they require the vertical rudder. These restrictions are not critical for the appli-
cation, because the required maneuvers are only level flight, steady climb/descent and
level/climb/descent bank-to-turn. The main task of the tail surfaces, namely the longitu-
dinal and lateral stabilization of the aircraft, can be ensured by a proper wing design and
suitable control algorithms, using only the two wing elevons. The tail absence requires
that the spiral and dutch-roll modes must be asymptotically stable, because they can be
controlled mainly by the rudder and the vertical tail fin. To this purpose, the tip winglet
design plays an important role. The other aircraft modes (phugoid, short-term and roll
modes) can be controlled by the elevons, if stability augmentation is required.

The AFC layer relies on a number of sensors on board: an Inertial Measurement
Unit (IMU) including a magnetic compass for attitude measurement, a Pitot probe for
the indicated air speed, a baroaltimeter and a GPS receiver. The AFC is organized into
three partly independent regulators, responsible for speed, altitude and direction control
(Fig. 2).

Speed control. The speed control subsystem consists of a single linear regulator Rv

and employs the indicated air speed measured by the Pitot probe. The measurements
are filtered by a 4th order FIR filter. The regulator is

Rv(z) = c0v(1 − c1V)/(1 − c1V z−1) (1)

The low pass term is introduced to prevent current spikes that are non effective for the
speed control and increase the power consumption. A trim command is introduced to
improve the climbing maneuver:

Ttrim = mgsin(Vc/V ) (2)

where Vc and V are respectively the climbing and aircraft speeds, and mg is the aircraft
weight.

Altitude control. The altitude control is performed by the elevons, commanded sym-
metrically. The scheme consists of an inner loop for the stability augmentation around
the pitch axis and an external loop for the altitude regulation. The inner loop employs
the pitch angle provided by the IMU; the pitch angle reference is computed by the
regulator Rh in function of the desired altitude and the measured one, provided by the
baroaltimeter. The pitch controller Rθ is a lead-lag network.

The altitude control is performed by a PI regulator. The altitude measurement is fil-
tered by a 4th order FIR filter. A trim command is introduced in order to compensate the
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possible altitude decrease during the bank-to-turn maneuvers. In fact, during a banked
turn, the lift force must increase to balance the weight; this is obtained by increasing
the pitching angle with a term θtrim, computed in function of the desired roll angle φdes

θtrim = k(1 − cos(φdes)) (3)

Direction control. The direction control is also performed by the elevons, commanded
antisymmetrically. The scheme consists of an inner loop for the stability augmentation
around the roll axis and an external loop for the heading regulation. The inner loop
employs the roll angle provided by the IMU; the roll angle reference is computed by
the regulator Rd(z) in function of the desired heading and the measured one, provided
by the IMU. In particular, the desired heading is computed in function of the position of
future target and the present one, expressed with latitude and longitude. If the distance
between the waypoints is sufficiently small, the positions can be specified on a tangent
plane to the earth at a certain latitude: therefore, assuming a local earth frame with
(x,y,z) = (North,East,Down), the position errors are

Δx = R(Latdes − Latmeas)
Δy = R(Londes − Lonmeas)cos(Latmeas)

(4)

where R is the local earth radius; the desired heading is H = arctan(Δy/Δx). The head-
ing regulator Rψ is a simple gain. The roll controller is a lead-lag network; the roll angle
is measured by the IMU. The desired roll angle is also employed to compute the trim
command for the pitch control system.

3 System Realization

The architecture of the AFC layer is described in Fig.4. It is based on a modular orga-
nization, centered around the data and power bus, which allows easy communications
among the several modules. The CPU module uses the bus to exchange data with the
measurement and sensor modules, i.e., AFC layer signals, while connections with the
aileron servomotors and with the propulsion brushless motor occur by means of ded-
icated connections; this is required also to increase electromagnetic disturbance rejec-
tion. The data bus is also used to exchange additional information between the UAV
and the ground station, employed by the guidance and mission planning layers. Video
stream is transmitted to the ground station by a 2.4 GHz video transmitter, still to in-
crease disturbance rejection. Photo snaps can be taken on request from the ground sta-
tion or automatically in function of the aircraft coordinates; the images are recorded on
a memory stick on-board.

To increase flexibility, the run-time selectable parameters of all the modules and
subsystems are under control of the on-board CPU and therefore, through the radio link,
they can be modified and adapted during mission execution under supervisor command.

As mentioned in [7], the use of modular COTS-based (Commercial Off-The-Shelf)
systems enabled major breakthroughs in Unmanned Aerial Vehicles performance. The
innovative COTS systems are very useful to UAV developers through their ability to
combine superior performance components within smaller, light-weight chassis. In this
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(a) Avionics logical scheme (b) Electronics

Fig. 4. Autopilot

work this approach was followed mainly to have the possibility to test different modules
and to substitute them quickly, to match and improve performance. To this aim the elec-
tronic project was organized in modular way, in which a central section, shared from
all the modules, supplies signals and powers by a 34 data lines BUS. The CPU module
is able, through the bus, to communicate with all the on board sensors and to calculate
the proper commands for the actuators. The CPU is a module as well and therefore it
can be replaced easily. In fact, to experience the unlike potentialities, we carried out
tests with different CPUs processor and operating systems. The realized and replace-
able electronic sections are five: BUS, CPU, Radio modem (RMO), GPS receiver and
Sensors (SEN). In the BUS board we implemented also DCS (DC sources), for several
power supplies, and the IMU (Inertial Measurement Unit). A logical outline, that shows
how the avionics is connected to the aircraft, is reported in Fig. 4(a). This architecture
allows either automatic on board control (autopilot) or remote control; a commercial ra-
diocommand can control directly the elevons by means of a radio receiver (RCX). This
characteristic is very important during the system tests and allows to accelerate experi-
ments, carrying the aircraft in the wished conditions by the radiocommand, which can
command the insertion of the autopilot in the desired moment.

Nevertheless this architectural approach has the disadvantage of larger size and
weight; therefore it was utilized only to carry out tests, which last one year. The ex-
periments were oriented to select appropriate sensors and validate the modules per-
formances. Finally the various modules were integrated in a single mainboard that is
visible in Fig. 4(b). It was obtained a significative weight and size reduction. The pro-
totype takes up a surface of 221 cm2 and has a mass of 370 g.

In order to process the control algorithms shown in Fig. 2, the main low level loop
represented in Fig. 5(a) was implemented by the CPU. It takes about 2.61 ms for a
complete cycle execution (data acquisition and filtering and computing the actuator’s
commands). The loop frequency execution is 50 Hz and is temporized by an external
signal that produce an ISR (interrupt service routine) call.
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(a) Main flight control loop (b) Secondary position control loop

Fig. 5. Control processing loops

In the idle state the primary loop releases time-machine resources to perform the
secondary loop process (Fig. 5(b)) in which the CPU gets a new position from the GPS
chip, calculates target’s distance and direction error, and checks if the actual waypoint
is engaged. In this case the new GPS target position is fetched from the memory. The
secondary loop has a frequency of 1 Hz (the same of the GPS module). This is possible
as the program runs on a scheduled preemptive multitasking operative system.

4 Experiments

To verify and evaluate the IMU’s performance in like-real conditions, we built a simple
centrifugal machine that was utilized for carried out some simulation in aircraft bank.
This was possible by changing the roll angle of the avionics and measuring radius and
angular velocity.

The proposed UAV has been extensively tested, to exploit its capabilities, and to re-
veal problems and weak points. Experimental tests have been performed to study the
accuracy of the localization system, based on the proper joint use of data from het-
erogeneous sensors. The integration approach used so far is based on heuristic rules,
while the use of data fusion techniques, based on suitable extension of classical ap-
proaches (see [8, 9, 10]) is subject of ongoing activities. An example of test mission is
described. A four WPs path was defined and sent to the autopilot (Fig. 3(b)) and is com-
posed of GPS positions: 1) 12.317187◦E, 43.004414◦N, 2) 12.320230◦E, 43.004662◦N,
3) 12.320409◦E, 43.002823◦N, 4) 12.317057◦E, 43.002502◦N. The altitude was pro-
grammed at 130 m.

The UAV was programmed for execute the path for an endless-loop. Fig. 6 shows a
mission carried out for 32 minutes. The measures in meters are obtained by a cylindrical
projection of GPS’s measure differences around the Ground Control Station position
(12.318906◦E 43.003048◦N). There are visible some trajectories farther than others;
this is due to the wind influence. A tridimensional view of the followed path shows how
the aircraft maintains the altitude at 130 m over the ground.

In some cases the aircraft did not reach the desired waypoint at the first attempt. This
happens when the wind influence perturbs significantly the normal air route.

To test the vehicle ability to perform critical rescue tasks, an experimental champaign
with a thermocamera by FLIR has been also conducted.
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(a) Performed path (meters) (b) Altitude

Fig. 6. Performed paths

Fig. 7. 3D performed paths

(a) Optical (b) Infrared

Fig. 8. Images

An example picture taken from the video stream is reported in Fig. 8(b). Additional
tests have been carried out with a 5 MPixels digital camera. An example picture is
reported in Fig. 8(a). One of the advantages of the UAV presented in this paper is that



A COTS-Based Mini Unmanned Aerial Vehicle (SR-H3) 81

highly detailed images can be taken, because the aircraft can fly also at low altitudes
(20-50 m); in this case resolutions of about 3 cm can be achieved. Finally, the low noise
electrical propulsion makes the UAV suitable for surveillance and security applications.

5 Conclusions

The development of an electrically powered UAV has been described, and experimental
results have been presented. The flight control system is based on small and light-weight
components. The vehicle can carry vision systems, with a real-time data link with the
ground station. The UAV prototype has been successfully tested carrying a high reso-
lution camera, and was able to acquire the images and the video of the fly zone and
transmit them back to the ground station. Future activities will cover more advanced
navigation schemes, adaptive controllers, and team cooperation.
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Summary. The increasing complexity of humanoid robots and their expected performance in
real dynamic environments demand an equally complex, autonomous and dynamic solution. Our
approach for the creation of real autonomy in artificial systems is based on the use of nonlinear
dynamical systems. The purpose of this research is to demonstrate the feasibility of using coupled
chaotic systems within the area of cognitive developmental robotics.

Using a robotic head, we demonstrate that the visual input coming into the head’s eyes is
enough for the self-organization of the axes controlling the motion of eyes and neck. No specific
coding of the task is needed, which results in a very fast adaptation and robustness to perturba-
tions. Another equally important goal of this research is the possibility of having new insights
about how the coordination of multiple degrees of freedom emerges in human infants. We show
that the interaction between body and environment modifies the inner connections of the control-
ling network resulting in the emergence of a tracking behavior.

1 Introduction

Most of today’s humanoid platforms follow an almost 50-year-old tradition of control
theory that started with the industrial automation at the beginning of the 1960s. The
methodology followed by this approach is based on modeling as precise as possible
both the plant and the controller; and filtering or processing as noise the different unex-
pected circumstances that could occur during the operation of the system. This approach
has worked pretty well when the system is in a fixed framework and the environmental
conditions are known and controlled; however, this will not be the case for humanoid
robots of the future. It is absolutely necessary to start working on a different approach if
we want to design and build systems that move and act in the same kind of dynamic en-
vironments where humans move and act. A more adaptive and flexible theory is needed
in order to ’control’ a device that is supposed to move within an ever-changing en-
vironment. These are our first steps towards the design and implementation of a real
autonomous cognitive architecture based on nonlinear dynamical systems.

Although the study of nonlinear dynamical systems and chaos has also a long history,
real applications that make direct use of chaos theory have not been fully developed.
The purpose of this research is to demonstrate the feasibility of using coupled chaotic
systems [1] within the area of cognitive developmental robotics. Based on the model
of behavior emergence introduced by Kuniyoshi et al. [2], we study the coordination of
multiple degrees of freedom in humanoid robots.

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 83–92, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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The task of tracking an object has been fully studied and many solutions presented
before. Based either in position errors or velocity mismatches, some approaches try to
control the activation of motors by means of robust PID controllers [3, 4, 5], while oth-
ers base their controllers in fuzzy logic [6] or neural networks [7]. In any case, the com-
mon methodology in these approaches is to compute expensive Jacobian and kinematic
expressions thinking in all the possible circumstances the system could encounter.

All these works comprehend the state of the art in motor control for tracking systems;
therefore it would not be necessary to develop new solutions. However, the tracking
problem represented the simplest test bed for the study of coupled chaotic systems, both
in a simulated environment and for its implementation in a real platform. Our approach
differs from previous work mainly in two aspects: first, our system does not need to
deal with complex equations of kinematics and dynamics; second, the main goal behind
our research is not to improve the performance of existing algorithms but, through our
experiments, start building the basis of a dynamic model for motion emergence that
embrace as a single entity body and environment. Following Esther Thelen and Linda
Smith’s suggestion that “action and cognition are also emergent and not designed” [8],
another equally important goal of this research is the possibility of having new insights
about how the coordination of multiple degrees of freedom emerges in human infants.

The following section contains a short introduction on chaos and coupled chaotic
systems; as well as a description of the model of behavior emergence proposed in [2].
Section III describes the experimental setup and the results of our experiments from
the implementation of our model when working with constant parameters. In Section
IV it is presented the results of a developmental process in a five degree of freedom
implementation of our approach. Finally, conclusions and guidelines for future work
are summarized in section V.

2 Coupled Chaotic Systems

2.1 A Short Introduction to Chaos

The word ’chaos’ has been used to represent a part of nonlinear dynamical systems
theory that deals with the unpredictable behavior of a system governed by deterministic
rules, [9]. One of the most common, and probably the simplest, deterministic rule that
generates chaos is the logistic map (1). This second-order difference equation was stud-
ied by the biologist Robert May as a model of population growth [10]. In this equation,
the parameter α controls the nonlinearity of the system. In order to keep the system
bounded between -1 and 1, α takes values between 0 and 2, Fig. 1.

f (xn) = 1 − αx2
n−1 (1)

A stand-alone logistic map (internal feedback whitout external influences) stabi-
lizes in an specific behavior depending on its initial condition and the value of α . This
very simple rule can generate fixed points, Fig. 1a; periodic oscillations of period two,
Fig. 1b; period four, Fig. 1c; and following the period doubling path until reaching a
choatic behavior, Fig. 1d.
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Fig. 1. Left, bifurcation plot for logistic map. Right, different outputs for Logistic Map depending
on α .

2.2 Coupled Maps with Adaptive Connections

Coupled Map Lattices (CML) and Globally Coupled Maps (GCM), were introduced
by Kunihiko Kaneko in the middle of the 1980’s as an alternative for the study of
spatiotemporal chaos [1]. In short, this kind of dynamical systems use discrete par-
tial difference equations to study the evolution of a process described by discrete steps
in space and time but with continuous states. Two parameters control the dynamics of
these maps: a chaoticity factor and the strenght of connections among their elements.

Due to the chaotic nature of the system, it is possible to see one of the main proper-
ties of chaotic systems: two slightly different initial conditions amplify their difference
through time. On the other hand, the system tries to synchronize the activations of all
its chaotic elements by coupling them. In between these two states of complete chaos
and complete synchronization, interesting states emerge like the formation of clusters
oscillating in different phases and amplitudes.

The study of dynamically varying the connections among the elements in a GCM
was done by Ito and Kaneko [11, 12]. The model is described by the set of equations
in (2). The first equation correspond to a GCM, where f represents a chaotic map;
(2b) updates each unit’s connections coming from other units in the network; and (2c)
specifies the hebbian rule governing the relationship between all units.

xi
n = f

(
(1 − ε)xi

n−1 + ε
N

∑
j=1

wi j
n x j

n−1

)
, (2a)

wi j
n+1 =

[
1 + δg

(
xi

n,x
j
n
)]

wi j
n

∑N
j=1

[
1 + δg

(
xi

n,x
j
n
)]

wi j
n

, (2b)

g(x,y) = 1 − 2 |x − y| (2c)

In (2b), δ represents the degree of plasticity of the connections and ranges from 0
to 1. The weights wi j in (2b) refer to the influence from unit j going into unit i. All
self-connections were set to 0; and the initial condition for all remaining connections
are equal to 1/(N − 1), N being the number of chaotic units.
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2.3 A Model for Behavior Emergence

The states of each of the elements in a GCM, or a CML, depend only on the internal
dynamics of these systems; they are not influenced in any moment by an external force.
When taking these concepts to robotic applications it is necessary to think in a way of
including the environment within the dynamics of the system.

The model used in this project is based on the approach followed by Kuniyoshi and
Suzuki [2]. Their model uses both, the local interaction (CML) and the global interaction
(GCM) but with the environment as the external force influencing the internal dynamics
of the network. In our case, only GCM was used since no extra benefit was seen when
including local connections; nevertheless the overall approach is the same, Fig. 2.

SENSOR 1

SENSOR n

MOTOR 1

MOTOR n

Agent

GCM
CHAOTIC

ELEMENT (n)

CHAOTIC
ELEMENT (1)

ENVIRONMENT

s1

sn

u1

un

Fig. 2. Body-environment interaction through coupled chaotic fields

3 Implementation

A copy of the iCub’s head, the humanoid platform of the Robotcub’s project [13], was
used in the present work. The head’s hardware and software components will be de-
scribed in the following subsections together with the implementation of the algorithms
used to create a dynamic smooth pursuit.

3.1 Hardware and Software

The head has six degrees of freedom: yaw, pitch and roll for the neck, a single pitch
motion for both eyes and independent yaw motors for each eye. DC-micromotors are
used for moving the different joints; each motor contains an incremental encoder that
provides the position of the joint at any time. All motors and sensors are controlled by
a suite of DSP chips which channel data over a CAN bus to a computer in charge of
iCub’s high-level behavioral control [14].

Due to the large amount of sensori-motor information generated within the plat-
form the iCub’s software was configured to run in parallel on a distributed system of
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computers. An open-source framework for robotics named YARP (Yet Another Robot
Platform) [15] was used for the implementation of the algorithms. It is important to
mention that the focus of this project is not the extraction of saliencies from moving
images, which is in itself a hard problem in computer vision. A tracking algorithm
available in the YARP repository was used as the visual component in charge of pro-
viding us with the horizontal and vertical coordinates of a moving object. With this
information we focus our efforts on the motor control problem.

3.2 Methodology

Each camera provides two quantities: the position of the target in vertical and horizontal
directions. These values modify the position of each motor; thus generating a coupled
chaotic system with 6 logistic maps, Fig. 3. The algorithm governing the dynamics of
the system is governed by (3).

ui
n = f

(
(1 − ε)si

n−1 + ε
N

∑
j=1

wi j
n s j

n−1

)
(3a)

mi
n = Gm(ui

n + Om)

si
n = Gs(ri

n + Os)
(3b)

Where m is the output applied to each motor as speed values, s and u are inputs and
outputs respectively of the chaotic field block, and r is the raw value coming from the
sensors. Finally, Gm, Gs, Om, and Os are gains and offsets of the sensors and motors re-
spectively; these values are applied in the same magnitude to all elements in the system.

The methodology for tuning offsets was done by approximating the average of the
raw output from the logistic map towards a zero average of the motor activation val-
ues. In other words, offsets should be chosen in such a way that the activations from
the logistic map oscillate around zero. Gains Gm were chosen depending on the speed
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Fig. 3. iCub’s sensorimotor diagram, 5dof actuation
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limits of the motors. The following parameters were fixed during all experiments:
Gs=1.0, Os=-0.8, GLY = GRY = GEP=25.0, GNY =70, GNP=35, and Om= 0.0; α = 1.9,
and ε = 0.1.

3.3 Results

The motion of both eyes and the motion of the head is shown in Fig. 4. This plot shows
the motion of the eyes relative to the head and the motion of the head relative to its
fixed position. In this plot is possible to see the coordination between eyes and neck.
The target was moved in random directions and at different speeds. Since the joints of
the neck give approximately an extra 60 degrees on each side and on each direction, an
object can be tracked in a wider space. It was also observed an increase of the tracking
speed when compared to the 3dof case (2-eye tracking). The motors in the neck help the
motors in the eyes to follow the object in a faster way, especially in the yaw direction.
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Fig. 4. Motion of both eyes and neck

The coordination between both eyes and between eyes and neck in each direction
can be more easily appreciated in Fig. 5. Since the tracking algorithm works on inde-
pendent threads in each camera, different points in space are delivered to the GCM.
This ’computer vision’ problem creates the errors observed during some points during
the experiments.

The activations of all units grouped in yaw, Fig. 6, and pitch Fig. 6 directions show
the dynamics of the system. Here is also possible to see the coordination of chaotic
units since all activations are gathered along the diagonal of each plot. The nonlinearity
of the chaotic units give them enough freedom to use the rest of the space when needed
but always staying and returning back to this diagonal.

The development of weak and strong connections among the chaotic units depend
on the level of interaction they have through time, Fig. 7. Even though all connections
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start with the same value, the system takes only a few time steps to separate in groups
of strong and weak connections. A very interesting observation from this plot is that
after approximately 500 steps, the connections arriving to any unit oscillate around the
middle of the permitted strength. Extreme cases are with pitch units in each eye LP and
RP which develop a very strong influence from the pitch motion of the neck NP but
a zero influence from one to another. Yaw units develop a more balanced influence in
their network, oscillating always around 0.5.

At time step 3500 the system has entered in an almost fully developed state where its
internal connections vary very little. In the end, each unit is influenced by no more than
two other units within the whole network, Fig. 8. As expected, two independent sub net-
works emerge after approximately 20 seconds. In one side all chaotic units fed by yaw
motions strengthen their connections while weakening those towards and from ‘pitch’
units; and the same happens with those units fed by pitch motions when compared to
‘yaw’ units.
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4 Conclusions and Future Work

Conclusions

A very simple experiment for demonstrating the feasibility of applying coupled chaotic
systems in the area of cognitive developmental robotics has been shown in this project.
Tracking an object moving in front of a camera has been solved in several ways previ-
ously, from using very simple trigonometric solutions to advanced control algorithms.
However, this task represented the simplest test bed for the study of emergence of a
reactive behavior in a real platform.

A copy of the iCub’s head [13], a 6 DOF robotic platform, was used to replicate the
sensori-motor configuration of a real head. The tracking algorithm used in all exper-
iments was taken from the YARP repository [15]. The experience obtained in previ-
ous experiments with the simulation and implementation of a single eye tracking [16]
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gave us enough confidence to increase the complexity of our model. The present work
contains the results on the development of connections in the eyes-neck coordination
problem (5 DOF).

We have demonstrated that a visual input is enough for the self-organization of a glob-
ally coupled map whose outputs are used as speed values activating each of the joints of
our device. No specific coding of the task is needed, which results in a very fast reactive
behavior. A very simple Hebbian rule was used to study the development of connec-
tions within the core of the system, a globally coupled map. From normalized initial
connections we saw them changing through time, restructuring the ’brain’ according to
the experiences with the environment. In the final stage, two independent sub networks
were formed, one containing yaw-related chaotic units only and the other pitch-related
chaotic units only. The smooth pursuit behavior emerged during this process.

Future Work

The iCub’s head includes also an inertial sensor which will be used in the future as
another element influencing the chaotic field. Several questions should be addressed
regarding the correspondences between this research and the biological counterpart; for
example, if a smooth pursuit behavior emerged from the interaction of chaotic units,
could it be possible to obtain other visual behaviors like vestibulo-ocular reflex (VOR),
vergence or saccades in the same way?

The tracking algorithm used in all experiments does not focus on the same point in
both cameras; consequently a displacement is observed when comparing the centers of
both images. Therefore, this algorithm will be modified in order to visually track the
same point in space.
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Summary. In this work, decentralized formation control of a multi vehicle system is investi-
gated. Each vehicle model considers kinematic constraints of differential drives which is a prin-
cipal approach for various application for mobile robotics in 2D space. A virtual leader is assigned
to navigate the whole cluster in a certain formation via predefined paths. Each vehicle produces
its own control signal via communication with other vehicles and interactions with virtual leader.
These interactions and communications are modeled with formation graphs. Formation graphs
are widely used in multi vehicle decentralized formation control area. They provide a robust and
scalable control approach and tools for designing stable systems.

1 Introduction

Multi-vehicle system control is currently an attractive research area due to the increas-
ing usage of unmanned autonomus vehicles in a wide variety of applications. However,
these systems introduce new problems that do not exist in single-vehicle systems, like
communication, coordinated path planning, sensor fusion and formation control. For-
mation control is one of the most researched of these problems, since almost all multi
vehicle missions require vehicles to shape a desired formation.

Early works on the subject are mostly focued on centralized control methods where
vehicles in the system are directed by a central controller and are not required to com-
municate with each other. Generally speaking, these systems collect the state infor-
mation from all units, calculate globally optimum control signals and transmit back
to the corresponding vehicles. Examples of centralized systems are [1] using various
optimization techniques and [2, 3] using mixed-integer programming.

On the other hand, it is possible to extend the vehicles with communication capa-
bilities. In this case, decentralized control methods become implementable. In decen-
tralized methods, either dynamic or a static neighborhood is defined and vehicles try to
align themselves according to their neighbors using appropriate formation constraints.
This idea is mainly based on the works of biomathematicians like [4] and [5] which pro-
vide insight on animal group behaviors. In these studies it is stated that animal swarms
including bird flocks, fish schools, viral colonies and ant swarms move as a result of
member to member interactions rather than a central leader’s commands of what to do
[6]. As a result of these behaviors, a “swarm intelligence” that exceeds the capabili-
ties any individual member arises from these member-to-member interactions. A very

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 93–101, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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straightforward example to this phenomenon is highway traffic, where cars eventually
form lines and preserve distances from each other.

Various methods for decentralized control are behavior based methods proposed in
[7], artificial potential methods proposed in [8, 9] and graph based methods proposed in
[10]. Formation graphs are also investigated in [11, 12], and [13] where various control
systems using formation graphs are presented along with their stability analyses. Graph
based systems are shown to be successful in terms of achieving a unique stable forma-
tion. However the major drawback of these systems is that they require highly connected
rigid communication patterns in order to guarantee a unique formation that does not de-
pend on initial conditions. An example to this dependency is shown in section 3. The
other missing point in these studies, is that they generally consider the vehicles as a
point mass in order to simplify their kinematics and dynamic models.

This work futher develops the graph based methods and aims to solve unique forma-
tion problem by using a different formation graph. The distance matrix of the graph is
projected onto coordinate axes and resulting projected matrices are used in calculation
of the control signal. Presented system is shown to reach unique desired formations
independent of initial conditions even for loosely connected and non-rigid communica-
tion patterns. Additionally this work extends the kinematic models of vehicles consider-
ing non-holonomic constraints, which play important role in controlling and navigating
them.

The article is organized as follows: In the following section Kinematic and Dynamic
Models of Vehicles are presented. Next, basic definitions and methods are summarized.
After that, illustrative simulations are given and conclusions are presented in the final
section.

2 Kinematic and Dynamic Model of Vehicles

Each vehicle in the vehicle groups has the state vector xi = (qxi qyi θi pi ωi)T , x ∈
ℜ5,where qxi and qyi represent position vector, θirepresents orientation angle and pi,
ωi represents linear and angular velocities respectively for the vehicle i and this can be
shown in figure 1. Dynamical equations the single vehicle can derived by the following
nonlinear equation set:

⎛
⎜⎜⎜⎜⎝

q̇xi

q̇yi

θ̇i

ṗi

ω̇i

⎞
⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎝

picos(θi)
pisin(θi)

ωi

0
0

⎞
⎟⎟⎟⎟⎠+

⎛
⎜⎜⎜⎜⎝

0 0
0 0
0 0

1/mi 0
0 1/Ji

⎞
⎟⎟⎟⎟⎠

(
Fi

τi

)
(1)

where Fi and τiare force and torque inputs affecting center of the vehicle i. As it is seen
in the state equation, state transition terms are nonlinear while the input terms in linear
relationship. Hence the state equation, in general, can be given as xi = f (xi)+giui. It is
obvious that the input vector u for vehicle i is formed as ui =

(
Fi τi

)
. Due to constraints

in the wheels of the vehicles, the input variable F may not cause a motion along some
directions. In our general approach those forces are derived from gradient operator of
the potential fields. Hence, lets assume that the external forces are applied a specific
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Fig. 1. A single vehicle

point instead of the center of the vehicle, namely, handle point, as it is shown in figure 1.
The distance of the point from the center is given by L parameter. Then point hi is
defined by:

hi = qi + Li

(
cos(θi)
sin(θi)

)
(2)

by taking time derivation of both sides of the above equation:

hi =
(

cos(θi) −Lisin(θi)
sin(θi) Licos(θi)

)(
pi

ωi

)
(3)

It is possible to define a closed map such that Σ(xi) : ℜ5 → ℜ5 which maps the state
vector xi into a state vector assigned at handle point hi:

βi = Σ(xi) =

⎛
⎜⎜⎜⎜⎝

qxi + Licos(θi)
qyi + Lisin(θi)

picos(θi)− Liωisin(θi)
pisin(θi)− Liωicos(θi)

θi

⎞
⎟⎟⎟⎟⎠ (4)

βi =
(

β1i β2i β3i β4i β5i

)

The mapping Σ between xi and βi is diffeomorphism [11, 12] and its inverse is given
by:

xi = Σ−1(βi) =

⎛
⎜⎜⎜⎜⎝

β1i − Licos(β5i)
β2i − Lisin(β5i)

β5i

β3icos(β5i)+ β4i sin(β5i)
(−1/Li)β3i sin(β5i)+ (1/Li)β4i cos(β5i)

⎞
⎟⎟⎟⎟⎠

Thus, the inverse mapping supply position and velocity vectors for the handling
point. The orientation of a vehicle θi is uncontrollable as a result of the inverse mapping,
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however the orientation will always be aligned with the velocity vector in translational
motion. For the sake of simplicity, the vehicle dynamic model will then be assumed as
a double integrator in order to get rid of inertial parameters such as mi and Ji. Thus, the
dynamic of vehicle i is represented by:

ḧ = ṗ (5)

formation control of these vehicles is explained in the following chapter.

3 Formation Control with Graphs

In this section, several basic concepts and the control system presented in [11] are sum-
marized. It is important to note that [11] provides the base and the proofs for the ideas
and formulations presented here and interested reader is encouraged to read it also.

A directed graph G = (V,E) consists of a vertice set V = {v1,v2, ..,vn} and an edge
set E . Here E ⊂ V 2 and each ei jelement of E is defined as ei j = (vi,v j) for vertices vi

and v j that have a connection. First element, vi is called “head” and the second element
v j is called “tail” of the edge. If the head and the tail of an edge are the same graph
is said to contain a self-loop at that vertice. Throughout this article we will assume
graphs that contain no self-loops. The connectivity number of vertex vi is defined as the
edges leaving vi and denoted by |vi|. Connectivity number of a vertex is the number of
neighbors of that vertex. The degree of a graph is defined as max(|vi|) where i ∈ [1,n]
and denoted as deg(G). Note that deg(G) is the maximum number of neighbors that
any vertice has in G.

Similarly a formation graph is a triplet G = (Ve,C,D) that consits of an extended
vertice set Ve, a connectivity set C and a distance set D. Ve is defined as {V,v∞} where
v∞ is a virtual vertex at infinity and used only as a notational element in order to make
connectivity numbers for all vertices equal. This is required in order to represent C and
D sets as matrices. C and D are [deg(G) x n] matrices.

C matrix shows the neighboring relations and is defined as in equation 6.

ci j =

{
j ; if vi aligns itself according to v j

∞ ; otherwise
(6)

D matrix shows the distance constraints for each edge and is defined as in equation 7.

di j =

{
||q j − qi|| ; if vi aligns itself according to v j

b ; otherwise
(7)

Note that neighboring relations are one-way, meaning that if v j is a neighbor to vi, vi

may not be a neighbor to v j, thus C and D matrices are not symmetrical.
Here q j and qi show the positions for ith and jth vehicles respectively, and di j is

the desired euclid distance between the two. An example formation graph is shown in
figure 2. Corresponding Ve, C and D matrices are given in equation 8.
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Fig. 2. A formation graph with 4 vehicles

Ve = {v1,v2,v3,v4,v∞} (8)

C =

⎡
⎢⎢⎣

v2 v3 v∞
v1 v3 v∞
v1 v2 v∞
v1 v2 v3

⎤
⎥⎥⎦ (9)

D =

⎡
⎢⎢⎣

a a ∞
a a ∞
a a ∞√
3a a a

⎤
⎥⎥⎦ (10)

Consider n identical vehicles with point mass dynamics described in equation 11
and a formation graph G. Here q is the state information of vehicles. In this work state
information is 2D position information which implies that p and u are similar to velocity
and acceleration respectively.

q̇i = pi (11)

ṗi = ui

In order to obtain the control signal for such a system, artificial structural potantial
V (q) is used. The definition of V (q) is given in equation 12.

V (q) =< Φ(q),Φ(q) > (12)

Here Φ(q) is the structural constraint vector and Φ(q) = {φ1, ..,φs} where s is the edge
count of graph G. φi is defined in equation 13 and may be interpreted as the distance to
the desired di j value for the edge between ith and jth vehicles.

φl(qi,q j) := ||qi − q j||− di j ; (13)

With the help of Langrangian and Hamiltonian equations for the system, Murray et al.
[13] states that the control signal in equation 14 achieves local stabilization of vehicles
to the formation specified by graph G.
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ui =
ū

|Ji| ∑
j∈Ji

λ1σ(||qi − q j||− di j)ui j − ūλ2σ(pi) (14)

ui j =
q j − qi

||q j − qi||
(15)

Here u is an upper bound for u and σ(y) is defined as in equation 16. λ1 and λ2 are two
real numbers such that λ1 + λ2 = 1.

σ(y) =
y√

1 + ||y||2
(16)

As stated and proved in [11] the control law stated above guarantees local formation
stabilization with bounded feedback, which means vehicles starting from any initial
conditions in the space forms and keeps the desired formation. However the direction
of formation is not specified. A graph needs to be rigid and non-foldable in order to be
able to represent a unique formation. Simulations of this system shows that different
initial conditions may yield to different flocking points and formation orientations.

Figure 3-a and 3-b shows two sample runs of a system for a group of 7 vehicles start-
ing from different initial conditions. In each setting, vehicles construct the formation in
different locations and formations are rotated arbitrarily.
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Fig. 3. Effect of initial conditions on flocking

In the following section, a modification to formation graph is presented as a solution
to this problem.

4 Numerical Applications

In this section, some numerical simulations are presented in order to illustrate the be-
havior of various systems.



Formation Graphs and Decentralized Formation Control of Multi Vehicles 99

0 10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

70

80

90

100

X−position

Y
−

po
si

tio
n

300

Fig. 4. 7 vehicles forming a V-shape

The first simulation shows 7 vehicles, whose initial positions are set randomly. The
vehicles form a V-shape formation.

Figure 5 contains two columns of graphs where each column has six graphs that show
the horizontal and vertical positions of all vehicles. Left column contains horizontal
positions and right column contains vertical positions againts time.
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Fig. 5. Position changes of 7 vehicles in figure 4
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Fig. 6. Behavior of 9 vehicles forming a square shape formation graph under randomly chosen
initial conditions
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Fig. 7. Behavior of 5 vehicles forming a linear formation graph under randomly chosen initial
conditions

Figures 6 and 7 illustrate the linear and square-shaped formation graphs. First one
shows two runs of regular formation graphs with arbitrarily chosen initial conditions.

On the contrary, figures 7-a and 7-b shows linear formations under randomly chosen
initial conditions.

5 Conclusions and Future Work

In this work, kinematic constraints have been successfully added to formation graph
method for decentralized multi vehicle system. Various examples of formations are
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given as simulation results. Further study includes definition of a dynamical neigh-
borhood in order to prevent collisions between non-neighboring vehicles in the final
formation.
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Summary. The localization of mobile robots has been studied rigorously in the past. However,
only a few studies have focused on developing specific Genetic Algorithms (GAs) to address the
localization problem effectively. In this study; the global urban localization of an outdoor mobile
platform is considered with the utilization of the odometer, the laser-rangeq finder measurements
and the digital maps created from the relevant satellite images on the Internet. The localization
issue is formulated as a constrained optimization problem. The study proposes a GA-based tech-
nique to solve the problem at hand efficiently.

Keywords: Localization, Mobile Robotics, Genetic Algorithms, Remote Sensing Technology.

1 Introduction

Localization of mobile robots with limited sensory resources has been studied via var-
ious methods in the past including the Extended Kalman Filter (EKF) [1], the Monte
Carlo Localization (MCL) [2] and the Grid Based Localization [3][4]. Despite the ap-
parent success of these methods in controlled environments, they do have some well-
known drawbacks such as numerical instability, divergence (or premature convergence),
and computational cost. For instance, the EKF requires reliable measurement- and pro-
cess noise models with good estimates on the covariance matrices beforehand. Ineffec-
tive noise models often times degrade the performance of the method. Note that in the
long run, the estimates of the EKF may diverge from the optimal states (i.e. true location
of the robot) since the system equations for the EKF is obtained by a first-order Taylor
expansion of the nonlinear dynamic model of the robot. Likewise, the other popular
method, MCL, is an iterative technique that may prematurely converge to an incorrect
location if insufficient number of candidate locations (with poor statistical distribution)
is taken into consideration. Similarly, the grid based localization is generally effective
not only at the cost of huge computational burden, but these methods require significant
amount of storage space as well.

Genetic algorithms (GAs), which may overcome the above-mentioned difficulties
associated with the conventional techniques, have been lately employed as a novel tool
in dealing with robot localization problem [5][6][7]. GAs, which were first introduced
to the scientific community by Dr. John Holland in 1975, have emerged as powerful
optimization tools. Since then, GAs have been applied to several engineering problems

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 103–112, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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successfully. GAs are utilized to optimize structural engineering systems [8][9], pro-
duction planning [10], and control systems [11]. GAs have recently found their use in
mobile robotics research. For instance, Duckett et al. [5] applied GAs to mapping prob-
lem while Moreno et al [6] employed Kalman Filter to enhance the search space of
GAs. Kwork et al. [7] has successfully utilized evolutionary programming to localize a
mobile robot.

Performance of GAs on the Global Urban Localization (GUL) problem is to be stud-
ied in this work. That is, a mobile robot with a Wi-Fi enabled device (such as a laptop,
a PDA or a cell phone) wakes up in an unfamiliar urban setting. Luckily, a wireless
Internet connection is detected in the area so that the IP address obtained through this
connection can be used to identify this region. With the virtue of the wireless connec-
tion, the robot accesses a website (such as Google Earth [12]) where the satellite images
of the earth can be freely downloaded. By simultaneously going over the satellite im-
ages and scanning the environment via short-range sensors, the robot can find common
features that might pinpoint its location or at least prune the search space. If standing
still does not help, robot may start wandering to acquire more useful local information.
Consequently, the robot finds its whereabouts. For short, it performs ‘global localiza-
tion’ limited to urban settings. This problem will be referred to as GUL problem. To
the best of our knowledge, the work presented in this paper, is the first attempt to the
solution of such a problem within a restricted scope.

In this study, an optimization problem for the GUL is first formulated for a mobile
robot (platform) equipped with a laser range finder and odometer. For this purpose, the
relevant sensory inputs as well as the digital maps created from the satellite images (to
be downloaded from the Internet according to the scenario), are used together to ex-
press the localization problem at hand as a constrained optimization problem. In this
scheme, the odometer data is to impose relation among successive moves on the path
while the digital map restricts the plausible positions in the robot’s domain. Once the
optimization problem is formulated, the localization performance thru the GAs is then
to be investigated. The organization of the paper is as follows: in section two, the back-
ground on the GAs are reviewed; in section three, the theory of the proposed solution
together with definition of localization problem suitable for GAs are given. In section
four, the simulation results are presented while the last section focuses on the key results
of the paper.

2 Background

Genetic Algorithms (GAs), which are inspired by the laws of natural selection, are the
search algorithms suitable for the solution of nonlinear optimization problems. By na-
ture, GAs are different than the traditional optimization methods in terms of global
convergence, parallelism, efficiency, and robustness. The basic principal behind GA is
the survival of the fittest individual through stochastic yet structured information ex-
change. Note that GAs work with the coded representation of an optimization problem.
As the basic object of GA, the genetic code (or chromosome), which is generally rep-
resented as finite-length character string, encodes the relevant parameters of a search
domain. The representation of the domain along with the encoding of design vector
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plays a key role in the dynamics of the algorithms. The sequential GAs work with a
collection of genetic codes called population at a particular instant. Since GAs do not
employ auxiliary knowledge such as the gradient of the objective function, they ex-
clusively rely on a properly formulated fitness (cost, or objective) function to evaluate
the merit of each individual string in the population. After the fitness of a given pop-
ulation is evaluated, three stochastic operators (reproduction, crossover, and mutation)
are systematically applied to transform one population to the next sequentially until an
acceptable solution is found.

Even though GAs are frequently employed to solve unconstrained optimization prob-
lems in literature, they can be conveniently modified to handle constraints with the use
of constraint-transformation techniques and penalty functions [13]. To be specific, let
us consider a traditional optimization problem:

Minimize: f (x)
Subject to: g j(x) ≥ 0 j = 1, .....,J

hk(x) = 0 k = 1, .....,K (1)

xl
i ≤ xi ≤ xu

i i = 1, .....,n

where f (x) is the objective function to be minimized; g j(x) are the inequality con-
straints (a total of J); hk(x) are the equality constraints (a total of K). Note that each
element of the design vector (x) has a specific range of

[
xl

i xu
i

]
. A solution to this ob-

jective function is said to be feasible when it also satisfies the imposed constraints. It is
customary to convert a constrained optimization problem given in the form of (1) into
an unconstrained one as

P(x,R,r) = f (x)+
J

∑
j=1

R j
〈
g j(x)

〉2 +
K

∑
k=1

rk [hk(x)]2 (2)

where the objective function is augmented with constraints. Such a scheme usually
works well with GAs that are originally designed to cope with constrained optimiza-
tion problems. Note that the determination of penalty factors (like[R j,rk]) is critical in
the solution of problem. That is, large penalty factors emphasize the constraints whereas
small ones stress the objective function. Large penalty factors will force map and odome-
ter data consistent solution, but put less emphasis on the search capability of objective
function. The magnitude of the penalty factors issue will be revisited at the next chapter.

3 Problem Formulation

In the previous section, the theory of GAs is briefly reviewed. In this part, the local-
ization problem is to be formulated as a constrained nonlinear programming problem.
To study the performance of the proposed technique, a number of field tests are to be
carried out first. During these tests, the odometer of the mobile platform is expected to
yield its incremental position while the laser range finder is to give 180-degree polar
scan of the surroundings. The preliminary studies show that when coupled, these two
information sources may be efficiently employed to localize a mobile robot in the global
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sense with the use of a digital map. Such maps can be created using the satellite images
freely available thru the Internet. The use of these maps enhance the implementation
time greatly and is a vital parts of the localization technique with GAs.

As discussed in previous section, there are two important aspects of GA: the en-
coding of the parameters into chromosomes and finding a simple yet effective objec-
tive/fitness function. Via drawing analogy to the matching algorithms, the objective
function can be simply formulated as

f (x,y) = −
N

∑
i=1

P [Oi|M,{x,y}] (3)

In Equation (3), P [Oi|M,{x,y}] represents the probability of observing a polar scan
data on the given the map M while {x,y} stand for the robot position on this map.
P [Oi|M,{x,y}] is computed by computing the statistical similarity of experimental po-
lar scan with virtual scans taken at various particles distributed on map. The similarity
measure is assumed to be correlation coefficient, and negative correlation values are set
to zero. The fitness value is then computed by using N previous measurements. The po-
sition close to the true location will have higher probability where as the position vector
{x,y} far away from the true location will yield low probability or fitness value.

Note that the odometer data is used as a constraint such that the possible locations
in a sequence representing the true path are connected to each other. No single location
is independent from the location computed before (or after). Since the odometer data
is not precise; a range must be defined around a particular odometer datum. This range
in odometer data also relaxes the constraints leaving a room for search. The inequality
constraints employing the odometer data are designed as follows:

ri+1 < θi+1 − ri < θi ≤ do
i < θ o

i + δ o (i = 1, . . . ,N) (4)

where do
i (distance) and θ o

i (angle) are the odometer readings expressed in polar co-
ordinates. Similarly, riand θidenote the actual location of the mobile robot at the ith

step. Since a search within a circular window centered around each odometer reading
is to be performed, δ o corresponds to a relaxation term for the ith reading. Hence, these
constraints are coupled to form a chain of relevant data.

The equality constraint, which is defined as a double sum over the multiplication of
a candidate path by a masking matrix representing plausible locations, can be given as

Ceq = ∑
(i)

∑
( j)

Apath ⊗ Bmask (5)

where ⊗ stands for the element-wise matrix multiplication. The path (matrix) can be
represented with ones and a viable location in the masking matrix could be charac-
terized by zeros. Thus, the masking matrix is to be filled with ones elsewhere. In the
ideal case, the element-wise multiplication of path- and masking matrices gives a zero-
matrix. If the path coincides with implausible positions, the double sum yields non-zero
terms pointing out to a violation in the equality constraint.
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Consequently, the general objective function of the unconstrained optimization func-
tion that could serve as a fitness function for the GAs, can be expressed as

P(x,R,r) = −
N

∑
i=1

P [Oi|M,{x,y}]+ r∑
i

∑
j

Apath ⊗ Bmasking

N

∑
i=1

Ri {ri+1 < θi+1 − ri < θi − do
i < θ o

i − δ o}
(6)

As pointed out in previous section, the values of penalty factors play a critical role
in the solution: rpenalty factor puts emphasis on the map information while the penalty
factor R accentuates the odometer data and the sequential constraints which determine
the flexible shape of the rough path.

4 Simulation

In order to evaluate the performance of the proposed method, two experimental studies
are conducted. A mobile platform equipped with a laser range finder, a notebook, and a
battery pack is driven inside the campus of the Middle East Technical University. The laser
range finder, which is aligned with the heading of the mobile platform, records the 180-
degree polar scan of the environment in XY plane at a constant elevation. The incremental
displacement of the mobile platform is recorded roughly at each meter of travel with
the utilization of a tape meter that serves as a crude odometer. Fig. 1 shows the mobile
platform used in the experimental study along with a typical laser-range finder polar scan.

Simulation is performed in the MATLABTM environment using the GA toolbox [14].
The experimental data consisting of odometer and laser range finder scans are recorded
in the field and are later fed into the simulation program in an off-line fashion. The
parameters of MATLAB GA toolbox used in the simulation are given in Table 1. The
satellite image of the local environment, which is downloaded from the Google Earth
[12], is shown in Fig. 2 and the segmented image is also shown in the same figure.
Since the approach described here relies on the digital map of the environment, the
segmentation of the satellite image, which is further elaborated in [15], is a vital part of
the proposed paradigm.

For the first case, the path of the mobile platform is illustrated in Fig. 3a. Likewise, the
final path and the corresponding masking matrix are shown in Fig. 3b. As can be seen, the
path found by the GAs precisely matches with the original trajectory. In this simulation,
the mobile platform is localized after it moves approximately 80 meters in a local area
of 56000 square meters. The execution time of the algorithm was approximately 750 s.

To highlight the advantage of GAs over existing (iterative) methods; this particular
case is also simulated using the MCL method in [2]. That is, In the following case, the
Sampling Importance Resampling (SIR) particle filter algorithm is implemented. The
results are illustrated in Fig. 4 where the MCL cannot localize the mobile platform until
it reaches to the 12th step of the simulation and doesn’t yield any useful information
before that instance. It should be pointed out that the GAs also allow the user not only
to compute the final location at a certain instant but also gives the flexibility to calculate
the complete path right from the start. Furthermore, the MCL [2] and the Grid Based
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Fig. 1. Mobile platform used in the study (left) and typical laser range finder data (right)

  

Fig. 2. Satellite image of part of Middle East Technical University nearby Mechanical Engineer-
ing Department (left figure), segmented image (right figure)

Approaches [3], which are iterative in nature, cannot compute the path backwards in
time. Furthermore, these algorithms localize the robot at a certain time slice of the nav-
igation for at least one step with full confidence but they cannot give any hint about
what is going right before that instant in the simulation. This complete path gives us the
opportunity to correlate the shape of the computed path with the one being constructed
with the odometer data (plus a magnetic compass) roughly. This is an alternative check-
point along the way to guarantee a successful localization.

A second simulation is conducted inside a larger environment. The simulation results
are illustrated in Fig. 5. In this simulation, the mobile platform is localized after it has
moved 100 meters within an area of 270,000 square meters. Although the computation
time is longer (5780 seconds), the precision of localization with GAs is quite high since
it takes into account the whole information collected up to the current position. As a
baseline the convergence speed of MCL which runs with m particles is O ∝ m− 1

2 [2].
Performances of GAs for both cases (i.e. statistical attributes) are illustrated in Fig. 6.

In this figure, the current/final best individuals found by GA are demonstrated. Note that
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Table 1. Parameters of Matlab GA toolbox

Crossover Function Uniform
Crossover Fraction 0.8
Elite Count 5/20
Fitness Scaling Function Fitness Scaling Rank
Mutation Function Adaptive Feasible
Population Size 50;200
Population Type Double Vector
Selection Function Stochastic Uniform

  
a) Satellite image and path b) Masking matrix and final path

Fig. 3. Actual robot path printed on satellite image and Possible path printed on the masking
image

 

Fig. 4. Localization of mobile platform with the MCL at the 12th simulation step

the order of the variables is [{x1,y1} ,{x2,y2} , . . . {xi,yi} . . . ,{xN ,yN}]. The optimiza-
tion is terminated in three generations when the change in fitness value drops below a
fixed tolerance.
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a) The true robot path is printed on the
map with red circles

b) The robot path computed with GA is
printed on the map with red circles

Fig. 5. Actual robot path and localization of mobile platform with GAs

Fig. 6. Performance of GA for results published in Figure 3 & 5 (top & bottom figure)

5 Conclusions and Discussion

In this study, the localization of a mobile robot was studied with the utilization of GAs.
First, the localization problem was expressed as a constrained optimization problem.
Using odometer data and a digital map, the necessary constraints of the problem were
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formulated. As discussed earlier, the use of satellite images along with a suitable local-
ization technique allows the solution of GUL problem. Digital map used in this study
was obtained by segmenting the (freely available) satellite images on the Internet. Maps,
which were created with a special segmentation technique, have simplified the out-
door localization significantly. Though it is described elsewhere [15], the segmentation
scheme is a vital part of the localization approach proposed here.

To assess the merit of the proposed approach, two case studies have been conducted.
The preliminary results indicate that this approach is viable and quite precise within
the context of mobile robot localization. Consequently, the performance of the GAs on
GUL problem was found to be satisfactory. That is, localization with GAs seems sig-
nificantly better than its counterparts since the objective function is optimized globally.
When the localization problem is solved with GAs globally, the complete path right
from the start of navigation up to the final location can be found. Thus, a mobile robotic
system with limited resources can locate itself in an urban setting as it moves around the
environment. Here, GAs serve as viable alternatives to existing localization techniques
(like well known techniques like Extended Kalman Filter or Monte Carlo Localization).
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Summary. In this paper, we propose a force control method for robot grippers based on the
degree of slippage using vision-based tactile sensor. Our tactile sensor consists of a CCD camera,
LED lights, an acrylic plate and a spherical elastic body. The feature of this sensor is to measure
“stick ratio”, which indicates the degree of slippage between a robot gripper and a grasped object.
The stick ratio is used to control the grip strength. The proposed method doesn’t require any other
information such as the weight of object and the friction coefficient. The gripper with the control
can hold the grasped object while the robot gives a certain movement to the object. It is shown that
the method makes it possible to achieve dexterous handling only using signals from the tactile
sensor.

1 Introduction

Humans have the ability to sense the degree of slippage between the grasped object
and the contact surface of fingertip with their distributed tactile receptors. The ability
makes it possible for humans to prevent from the slippage of grasped object under var-
ious circumstances. Such dexterous handlings are achieved by feeding back the signals
from the tactile receptors to muscle control system through neural networks. Therefore,
the tactile sensing must be a key point for establishing dexterous handlings by robots
when we want to mimic skilled human functions. So as to establish tactile sensing,
many methods and sensors have been proposed during these three decades, which are
based on electrical resistance, capacitance, electromagnetic component, piezoelectric
component, ultrasonic component, optical component, and strain gauge [1], [2]. There
exist many problems with these sensors to be solved for the practical usages. For an
example, the sensor which consists of elastic body and strain gauges requires an array
with many gauges and the wiring to signal processing devices. Moreover, the process
for obtaining the values of contact forces and the friction coefficients requires a certain
amount of computational resources; thus, it is difficult to achieve the real time process-
ing [3]. On the other hand, vision sensors have been introduced because the wiring is
not required in the contact part to the object [4], [5], [6]. The introduction of vision
sensor makes the size small and the wiring simple. However, the sensing of friction co-
efficient is not considered in those papers. Piezoelectric sensors have a certain potential
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to solve the problems of size and wiring but there has not been a practical solution yet
for measuring friction coefficient [2].

Another aspect for achieving dexterous handling like human is the integrative usage
of sensing information. For preventing from the slippage of grasped object, we have to
take the degree of slippage between the object and the gripper into the consideration
when we determine the grip force. More concretely we have to determine the grip force
based not only on the contact forces/moments but on the degree of slippage such as
friction coefficient. Thus, this point requires multiple usage of force/moment sensors
and extra sensors for the friction coefficient if the coefficient is unknown. However, it
is hard in most cases to implement a number of sensors into the small finger tips of
robot grippers. So as to avoid multiple usage of tactile sensors, we have proposed a
new design of tactile sensors for multiple measuring of contact information including
friction coefficient [8], [9].

In this paper, we discuss the real time estimation of degree of slippage on the contact
surface with a vision based tactile sensor, which has been proposed by the authors [7],
[9]. In addition, we propose a new real time method of image processing to obtain the
degree of slippage, and apply the method to control the grip force. The experimental
results show that the proposed method can achieve a dexterous handling of the object
with the prototype sensor and the gripper of two fingers.

2 Vision Based Tactile Sensor

We proposed a vision-based sensor for multiple measuring of contact information in-
cluding friction coefficient [7]. The configuration is illustrated in Fig. 1. This shows
that the sensor consists of a CCD camera, LED lights, a transparent acrylic plate, and
an elastic body. The elastic body, which is made of transparent silicon rubber and has
grid pattern or dotted pattern on the spherical surface as shown in Fig. 2, is to contact
the object. The CCD camera is to take pictures of the spherical surface from the flat
surface side of the elastic body.

 

Fig. 1. Structure of vision-based tactile sensor

We assume in this study that the elastic body touches a flat surface of rigid object and
the pictures taken by the CCD camera will be used to estimate the contact information
while touching.
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Fig. 2. Examples of shape and pattern on the surface of the elastic body

3 Measurement of Contact Force and Moment

We can estimate the contact area from the brightness of each pixel in a picture of con-
tact surface which is taken by the CCD camera. The relation between the contact area
and the applied normal force is known and can be determined for the specified elastic
material; that is, we can obtain the estimation of the normal force from the contact area.
We have experimentally confirmed this relation [7]. Next, we can also measure the dis-
placements of the dots or the intersection points of the elastic body when both normal
and tangential forces are applied. We found experimentally that the displacements of
dots/intersection-points in the contact plane are a function of the applied normal and
tangential forces. The normalization with the contact area on the displacements cancels
out the effect of the applied normal force. This means that the applied tangential forces
can be estimated from the normalized displacements of the central dot/intersection-
point in the contact area [8].

We can measure the movements of the dots or the intersection points on the body
surface while a moment is applied. The difference between the pre-contact and post-
contact pictures includes the information for the displacements of the dots or the inter-
section points on the surface. Using a technique of signal processing, we can extract
the rotation angles around the center. We recognized that the estimated angles depend
on the applied normal forces. However, the normalization to the applied normal force
makes it possible to estimate the applied moment from the displacements of the dots or
the points.

The obtained relations for a prototype sensor to estimate the applied normal force,
tangential force, and moment are given in [7], [9] with the process of the image pro-
cessing on the pictures.

4 Estimation of Degree of Slippage

4.1 Incipient Slippage and Definition on Degree of Slippage

So as to prevent from the slippage of the grasped object, we need to obtain the condi-
tions of contact surface between the gripper and the object. The coefficient of static fric-
tion is a key for handling the object without slipping. When the contact occurs between
a curved surface and a flat surface, the pressure between the two surfaces distributes in
the contact area. If the pressure of contact surface takes a lower value than the constant
value which is determined by both the surface conditions and the materials, the relative
motion in tangential direction is possible in the area. The pressure distribution between
the gripper and the object divides the contact area into two parts in general. In one part



116 N. Watanabe and G. Obinata

of contact surface, the relative motion in tangential direction is possible. We call the
part of area as incipient slippage region. In the other part, the relative motion is impos-
sible. This part of area is called as stick region. This kind of contact always occurs when
human touches the object with fingertips. This suggests a potential of human sensing
that some groups of receptors in cutaneous sensory system catch the degree of slippage
on the basis of this fact without macroscopic slippage. The schematic view of finger
contact and the definition of the two regions are illustrated in Fig. 3. If we distinguish
the two parts of area from the picture of CCD camera with our sensor, we can estimate
the degree of slippage from the ratio of the stick area to the whole contact area. The
ratio is defined by

φ =
Ss

Sc
=

r2
s

r2
c

(1)

where Ss is stick area, Sc is contact area, rs is radius of stick area, and rc is radius
of contact area. We call the ratio as stick ratio, and it relates directly to the friction
coefficient. In the cases of contact between spherical and flat surfaces, the incipient
slippage occurs in peripheral part of contact.

 

Fig. 3. Schematic view of finger contact and definition of incipient slippage region

4.2 Experimental Result of Behavior on Incipient Slippage

So as to confirm the phenomena of incipient slippage, we conducted an experiment us-
ing a prototype sensor. First, we identified the positions of all dots when only a normal
force was applied. The distance of each dot from the central one in the contact area
is called as initial distance. Next, we applied small additional force in tangential di-
rection and increased the magnitude gradually. The dots in stick region moved in the
same direction as the additional force. The displacements were almost equivalent to the
relative displacement between the sensor and the object because the surface in the stick
region clung to the object while moving. The dots in incipient slippage region moved
shorter distances on the one hand because slippage occurred in the region. It is noted
that macroscopic slippage did not occur at the moment while the surface in stick re-
gion moved with the object. This kind of movement is possible because the sensor body
for contact is elastic. The experimental result is summarized in Fig.4. In the figure, the
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abscissa axis is initial distances from the central dot of contact and the vertical axis is
the displacements of the dots after three levels of tangential forces were applied. The
three kinked lines are corresponding to three levels of the tangential forces. Each rela-
tive displacement between the sensor and the object is also shown. It can be seen that
the dots near the central dot moved the almost same distance as the relative displace-
ment between the sensor and the object and that the dots far from the central dot did
not. Moreover, it is noted that the number of dots moved with the object decreased as
the applied tangential force increased. We can estimate the radius of stick region based
on the displacements of dots. The estimation of radius is also shown with the distance
from the central dot in Fig. 4 Macroscopic slippage will occur when the radius reaches
to zero. This result leads to the possibility for estimating the degree of slippage from
the displacements of the central and peripheral dots.
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Fig. 4. Identifying incipient slippage region

4.3 A New Method for Estimating the Stick Ratio

We propose a new method for estimating the stick ratio only from measurements of the
sensor. The method uses the relative displacements of peripheral dots to the central dot.
The radius of stick region can be determined by comparing the relative displacements
with the threshold.

Fig. 5 shows images captured by a CCD camera before and after the tangential force
is applied. Four dots around the center are colored with red. Those red dots indicate a
reference frame of coordinate. Each dot in every images can be identified the correspon-
dence to the original one with respect to the reference frame. Then the displacement of
each dot dk is measured.

As mentioned in 4.2, the incipient slippage region spreads from the periphery to the
center in the contact area. We can assume that the central dot is always in the stick
region unless macroscopic slippage occurs because the maximum normal pressure is
given around the center of the contact area. This fact was confirmed experimentally
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as shown in Fig.4. In this study, we define the stick region as a smallest circle which
includes dots satisfying the following relation:

|dk − d0| < δ (2)

where d0 and dk are the displacements of the central dot and the dot in stick region
respectively, and where δ is a certain minute threshold.

 

Fig. 5. Displacement of dots

Now we describe the proposed image processing method to find the dots of stick
region which satisfy the relation (2). First, we take two images and convert them into
gray scale . One is a image before applying a tangential force and the other is a image
after applying a tangential force, which are shown in Fig. 5. Second, the initial image
is moved along the direction of the applied tangential force. The moving distance is
taken as that of the central dot. Third, the moved initial image is subtracted wholly
from the image captured after a tangential force is applied. This process makes the
dotted pattern disappear in the stick region because the displacement in the stick region
is almost equivalent to that of central dot. The examples of images are shown in Fig. 6.
In these examples, the normal force keeps at a constant magnitude, and the images are
in order of the tangential force magnitudes. The white circles show the stick regions.
It is confirmed with these images that the proposed method can extract the stick region
and the stick region decreases from peripheral part of the contact area as the tangential
force increase.

stick region

   
(a) (b) (c)

Fig. 6. Transition of stick region decreasing as the applied tangential force increase
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Fig. 7. Estimated stick ratio: μ means friction coefficient

We carried out experiments under the conditions of three levels of friction coeffi-
cient in order to show the effectiveness of the proposed method. The result is sum-
marized in Fig. 7. We used three materials with a certain punctured surface to have
different levels of friction coefficient. The materials are polyethylene, leather, and
polypropylene. We determined the values of friction coefficient with the ratio of tan-
gential force to the normal force at occurrence of the macroscopic slippage. The val-
ues of friction coefficient are shown at the explanatory note in Fig. 7. The abscissa
indicates the ratio of the applied tangential forces to the applied normal forces, and
the vertical axis is the stick ratio which is estimated by our proposed method. The
three types of the markers for each plot are corresponding to the materials, and the
three curved lines are the fitted curves which express the averages for the three dif-
ferent materials. We can see in Fig. 7 that the variance for the three different ma-
terials took a certain magnitude. This is not so curious since it is well known that
the phenomena of friction are sensitive for perturbations of the several factors. In
the extreme regions near one and zero of the friction coefficient, the estimated stick
ratios are not necessarily reasonable to distinguish the different friction coefficients.
However, in the middle range we can see the capability of our method to distinguish
different friction coefficients; that is, the lower stick ratio means the lower friction co-
efficient in the middle range. Note that the middle range is most important to prevent
from macroscopic slippage for robot grippers because the prevention can be achieved
by keeping the stick ratio at a certain value in the middle range and that the grip
force determined from the stick ratio should be suboptimal for most of the practi-
cal usages. Although our proposed method cannot estimate smaller stick ratios un-
der 0.15, we can still use the estimated value at a larger stick ratio to prevent from
slippage because we can keep the value by feedback control of contact force of robot
grippers.
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5 Control System for Robot Grippers Using Tactile Sensor

In this section, we describe the control system design for robot grippers to prevent
from the slippage of the grasped object. The feedback signal from the proposed tactile
sensor is used to control the grip strength for stable handling of the object. Fig. 8 shows
overview of experimental setup for grip force control. The control system consists of
the tactile sensor with image processing software, a voice coil motor, and a simple
proportional controller with gain K, which is shown as the block diagram in Fig. 9. The
grip force fn is controlled by feeding back the stick ratio φ as the following equation:

fn = K (φ∗ − φ) (3)

where K is a feedback gain and φ∗ is the target stick ratio. The controller amplifies the
deviation φ∗ − φ by K, and transmits the calculated value to the amplifier of voice coil
motor. The signal fn is converted to the electrical current by the amplifier. The voice coil
motor generates the grip force under the control and the generated force is proportional
to the provided current. This feedback mechanism keeps the stick ratio around the target
point.

  

Fig. 8. Overview of the experimental setup

 

Fig. 9. Block diagram of grip force control system

In the control experiment, CCD camera (TOSHIBA: IK-SM43H) captured the im-
ages in 30 frames per second. We used image processing tool HALCON 7.1 (MVTec)
in this control system. The processor of the PC machine as the digital controller was
Celeron 2.8 GHz. The tangential force was measured by a load cell and it was used
only for analysis not for the control. In this experiment, the torque around the vertical
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axis to the contact surface was not considered, and the direction of the tangential force
was fixed. However, these conditions of the experiment doesn’t lose generality and can
be expanded to the case where the direction of the tangential force is unknown. The
experimental results of this control system are given by Fig. 10, in which the tangen-
tial force was applied repeatedly by increasing and decreasing. The feedback gain was
set as K=5.0, and the target stick ratio was set as φ* =0.7. The tangential forces were
applied manually; so, the curves in Fig. 10 are not typical functions of time. The manip-
ulated variables of control system correspond to curves in “current” of the second row
which are proportional to the generated normal forces. The current of one ampere is
corresponding to the force of 3.5 N. Before the tangential force was applied, the empty
weight of tactile sensor was applied as the contact force of 4.7N. The estimated stick
ratios show that a macroscopic slippage occurred while the control did not work. More-
over, it is shown in the figure that the control resulted in keeping values of estimated
stick ratio over 0.1. The values around 0.1 are for the macroscopic slippage occurring.
These experimental results prove prevention from slippage by the control. It should be
noted that the control system works only using signals from the tactile sensor.
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Fig. 10. Result of stick area control: Comparison between with and without control

6 Conclusion

We have investigated on a vision-based tactile sensor for measuring multi-dimensional
force and moment of contact. The structure of sensor is simple because the method is
vision-based. We defined the stick ratio as an index for indicating the degree of slippage.
We have also proposed a new method to estimate the stick ratio for preventing from
slippage of grasped object. It is shown with the experiments that the sick ratio is a key
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index for non-slip handling of robot grippers. We demonstrated the control system for
keeping the estimated stick ratio around a set point. It is shown that the proposed sensor
has the potential for dexterous handling like human.

The purpose-built integrated circuit for the image processing of this vision-based
sensor may be required to achieve high speed control against disturbances in high fre-
quency band. The exact relation of the defined stick ratio or the estimated stick ratio to
the exact friction coefficient is an important problem to be solved.
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Summary. Researchers in robotics agree that control architectures must be reactive, modular,
standardized, reliable, and should allow the use of multiple functions. In the last few years, the
open challenges organized by the DARPA have shown that robustness can be obtained and that
real autonomous systems can be built. We conducted an analysis of several control architectures,
and especially of those who had good performances in terms of reliability. The purpose of this
analysis was to select the best mechanisms in the available architectures and to build an archi-
tecture that would allow us to proceed to benchmarking and prototyping for perception, planning
and control algorithms on real systems in difficult environments. As a result, the Hybrid and
Network-based Generic architecture HNG uses multiple processes, publish/subscribe communi-
cation mechanisms, and its control is based on contract net mechanisms. Our preliminary tests
show the potential of this approach.

Keywords: robotics, control architecture, real applications, robustness, reliability, modularity,
IPC, multi-agent, contract-net protocol.

1 Introduction

The current challenge in mobile robotics architectures is to build robust control archi-
tectures that can use not only resources of one robot, but resources of multiple robots
inside a network. These architectures must integrate the best algorithms that are avail-
able “off the shelf” but must also adapt quickly to emerging technologies and principles:
as the control of a robot can be achieved through the combination of algorithms from
many different domains (image processing, automatics, data fusion, data filtering, arti-
ficial intelligence, or machine learning), bringing the contributions from these domains
into the architecture need to be as easy as possible.

There are many existing control architectures [5] and most of the time they are not
compatible, which means that an algorithm developed in a framework is not always
easily adapted to another. As more and more projects address the standardization issue
[1][4][8], libraries of algorithms are developed, and increase in size and quality. How-
ever they are different and it is necessary, in order to proceed to performance assessment
[7], to use a common framework.

The HARPIC [2] architecture was designed in order to study two principles: the
adjustable autonomy, which allows the user to give the robot commands of different
levels, and the attention function, which allows a comparison between similar percep-
tion algorithms. The architecture was adapted so that multiple robots can be controlled
from one PC [9]; algorithmic chains changing automatically through a plan execution

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 123–131, 2008.
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were also studied [6]. The Hybrid Network-based Generic architecture we build (HNG)
synthesizes the best aspects of HARPIC while adding successful concepts developed in
other architectures of the literature.

2 Functional Analysis

The first step of our study is a functional analysis: we identify the main functions we
want HNG to achieve. These functions are:

1. A communication tool allowing modules to exchange messages among them, and
allowing modules to run on different computers or robots.

2. Maintenance tools allowing as most fault-tolerance as possible and an easy detec-
tion and analysis of causes of malfunction. Tools to test modules without using the
whole architecture need to be available, as well as tools for parameters centraliza-
tion.

3. Control mechanisms allowing automatic module chains reconfiguration when the
robot operator changes the control mode or when some modules are not efficient
anymore. These should offer reliability.

4. A framework allowing to easily build modules and encapsulate algorithms from
different domains (image processing, filtering, control, AI,. . . ) into modules.

5. An initial set of modules, allowing access to sensor data, control over robot actua-
tors, an interface with the operator, and including off-the-shelf algorithms.

These functions are all intertwined but we took great care to identify their interfaces.
So, while conceiving the software architecture and taking technical choices, this de-
composition allowed us to put each function in separate classes, so that if for one of
them a better technical solution became available, the function could easily be updated
without any need to change the other functions. In the following paragraphs, we will
describe the technical solutions we chose in V1.0 for these functions.

3 Communication and Maintenance Mechanisms

We conducted a survey of several control architectures [5] in order to find solutions
that we could use in HNG. It appeared that the simulators Stage and Gazebo from
the Player/Stage project answered our needs for simulation, [4], that the watchdog and
heartbeat mechanisms in latest Carmen [8] answered our maintenance needs, as did,
because it wraps efficiently the UNIX sockets and Task Control Protocol and includes
access control, the IPC library it uses [10]. We also used Carmen’s parameter server
concept, with a single centralized server in order to have all our initialization and update
parameters of the system in the same file.

In our architecture, modules are processes, and not threads. Therefore, modules do
not share memory. Communications use the publish/subscribe paradigm: the only per-
manent interlocutors of modules in a given sub-network is its Central. It is informed
by the modules in its sub-network of their interests in messages with a given name and
a given format (they send subscribe messages). Modules can also define new message
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names and formats and inform Central that they wish to send them (they send pub-
lish messages). Whenever connections appear between publisher and subscriber in the
sub-network, Central routes the messages1, and the sender never has to know who its
receivers are.

We encapsulated the IPC library into a C++ class and adapted its interfaces. We made
easier and fool-proof the manipulation of multiple centrals with multiple incoming and
outgoing types of messages. The use of multiple centrals allows the coexistence of
different sub-networks. Moreover all the system is robust to wireless communication
failure, because even if it is not linked to the global system, a robot is still able to act on
its own in order to achieve its mission as long as its own central is still running.

Watchdogs can be used as they are in Carmen. The purpose of the watchdog process
is to intercept error signals concerning modules and re-launch them when they receive
one of them. We extended this mechanism by using for each module context saves, in a
file, at regular intervals. When a module crashes and restarts, it can load its context from
the file, so that the most important information is not lost. Furthermore, information
about crashes and restarts are logged in a unique file.

We believe that these mechanisms allow HNG to be a globally stable architecture,
even though some of its modules may be unstable. As we focus more on the prototyping
aspect than on industrial robustness, we often handle hazardous code and it is neces-
sary that we have as few architecture crashes as possible. It is also important that we
understand quickly where software malfunctions come from, which is guaranteed by
the Operating System since we have processes and not threads. We can use its tools to
determine the amount of memory and CPU taken by each module.

Using multiple processes for our modules also allows us to expand the architecture
on multiple computers for the control unit, and for each of the robot, and even to build
a whole sensor network. The solution we chose is the most convenient off-the-shelf
solution we could find. It might be preferable to change the communication mechanisms
later on. Our first identified improvement will be to use non robust but quicker protocols
like UDP for the less important data transfers.

4 Control Mechanisms: Obtaining Robustness

The control mechanisms are very important in HNG. The architecture should be able
to incorporate short control loops as well as long-term planning algorithms. It should
be able to incorporate verified and robust mechanisms able to guarantee the integrity
of the platform as well as experimental and potentially unstable mechanisms that are
being tested. Furthermore, the control should be able to self-adapt in case of technical
malfunction of some of the sensors, algorithms, or actuators inside the system. We also
want the system to easily manage the use of its resources in case the mission changes.
We describe the problematic the control mechanisms have to solve in 4.1.

To answer to this problematic, we base the control mostly on the following prin-
ciples. An introspection of the modules is made through a query/reply communication
protocol that is described in 4.2: queries express needs and answers express capabilities.
It allows functional links to be built between modules. The links themselves may cause

1 Direct connexions are also possible once publisher and subscribers are known.
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communication channels to be open, which allows data exchanges when it is necessary.
As the architecture allows several modules to reply to the same need, we introduce an
evaluation mechanism that allows comparison between replies. Objective comparison
of the costs of the modules is made by the resource managers described in 4.3.

4.1 Definitions

The problematic for the controller is the following. The architecture has N modules
{m1,. . . ,mN}. Each of these modules can be activated or deactivated, has a set of input
(the data they can subscribe to) and a set of outputs (the data they can publish). Each
input or output has a type, and an “output to input” connection can be made only if
their type is the same. Let the matrix C, whose values are on {0;1} indicate what the
connection are between inputs and outputs; C(i, j) = 1 if and only if input i is connected
to output j. What we have to define is a way to decide who is active and to obtain matrix
C at any given time. Multiple inputs can be connected to a single output, which means
that a published message has several subscribers. Multiple outputs can also be con-
nected on a single input, but then a priority needs to be defined as inputs may contradict
themselves.

The modules mi can evaluate their aptitude to fulfill its purpose at a given time t,
which defines the function fmi(t) whose values are on {0;1}. Its value is 1 if the module
“works” and 0 otherwise. We also suppose that some modules can evaluate the quality of
their achievements at a given time t, which defines Qmi(t) whose values are on [-1;+1].
This value may be biased. Let the vectors Rmi(t) be the instant load of the modules
on the resources. The vectors are of size Z, where Z is the total number of resources
available in the system (the CPU and RAM of every computer, and the communication
load for every central).

One module is called “the manager”. The purpose of the control mechanisms is to
make this module able to work and to maximize its quality. However, the sum of the
resources consumed by the systems need to remain under the threshold. The following
inequality (see Eq. 1 ) must be verified at all times (Rmax is a vector characterizing the
total amount of resources the system is able to give).

∀t, i ∑Rmi(t) ≤ Rmax (1)

4.2 The Query/Answer Protocol

Since at first no information is available about the factors that have an influence on the
performance of the manager module and that many combinations is available, a blind
search of possible combinations is impossible. So we make the following assumption.

Every module is associated to a vector of needs N and a vector of capabilities K. Ser-
vices are the needs to which the module can answer. Each of these needs/services may
be associated to an input/output type T. We assume that these lists of all the modules
verify the following properties:

- If, for every need ni of the vector N of a given module m, another module m′, such
that fm′ (t) = 1, has in its vector K ni, and if T is either undefined or correspond to an
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input/output connection of type T that is made between m and m′ (then we say that
m′ answers this need of m), fm(t) = 1.

- Qm(t) increases if any of the Qm′ (t) increases (m′ answering a need of m).
- Every need of a given module has a priority. The need with the smallest probability

may be unnecessary to obtain fm(t) = 1 and have less effect on the overall quality.

Using these assumptions, we can define a protocol that guarantees having, when it is
possible, the best quality under the resource constraint. This protocol is inspired from
Contract-Net [11]. In a first phase, which is illustrated on an example in Figure 3, the
manager module makes queries that are answered by modules, whose needs are an-
swered by other modules, recursively, until every need is answered. When queries are
answered, there might be multiple providers. In that case, the value of each provider
Vmi(t) is computed, by taking into account their estimated quality, the “cost of the re-
sources” vector CR(t) given by the resource manager described in 4.3, and their effec-
tive cost, also computed by the resource manager. The past evaluations En, given by the
clients to the providers at times T (En) also have an influence (see Eq. 2). These evalu-
ations allow the system to be robust in cases where the qualities given by modules are
different from the real qualities; τmi is a characteristic of the module mi.

Vmi (t) = Qmi (t)− RE f f
mi

(t).CR (t)+ ∑
En∈E(mi ,t)

Ene
− t−T(En)

τmi (2)

In the second phase, contracts are notified between clients and providers: the client
uses the query message to inform its potential providers of its choice and of the corre-
sponding value. As soon as a provider knows it has been chosen, it signs the contract
with all its sub-provider. Each time a contract is notified, the corresponding provider is
activated and the necessary publish/subscribe connections are made, according to the
mechanism illustrated in Figure 4 on an example.

At regular intervals, values are updated. Clients can also send rewards or penalties to
their providers if they can evaluate it (in particular variations in their estimated quality
can be sent as penalties to their providers). Each concurrent of a given provider verify
if its value becomes higher than the value of the current contractor. If it is the case, it
can send to the client its own value and the client can then chose it as its new provider,
which cancels its previous contract.

This mechanism allows dynamic reconfiguration of the architecture, and guarantees
that in case a module goes down another one will take its place. Also, the query/answer
protocol allows to easily define priorities between queries and therefore priorities when
several outputs go to the same input. The order of priority is defined by doing a depth
first search of the query tree shown on Figure 4. Therefore, the priority between the three
inputs shown on Figure 2 is the following: highest priority commands are those sent by
the security module commands; second priority is those sent by the user interface; third
priority is those sent by the servo-controller.

4.3 The Resource Management

The resource management system is made of several resource managers (one by com-
puter): each resource manager has the interfaces described in Figure 1. The resource
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manager uses the information it receives to compute the cost of each resource. This
cost is updated at regular intervals. If it becomes rare (available resource is below a
given threshold) then the cost increases. Otherwise, it decreases.

RE f f
mi

(t) = Rmi(t)+ ∑
j∈F(mi)

RE f f
mj (t)

NR(m j)
(3)

The resource manager also computes effective costs of the modules according to the
following equation (see Eq. 3), where F(mi) is the set of modules answering the needs
of module mi and NR(m j) is the total number of queries m j is currently answering.
These costs are computed with a recursive function.

 

Fig. 1. Interfaces of the resource manager

 

Fig. 2. Interface of the modules

5 The Modules

Modules are the “bricks” of HNG. They offer to the architecture algorithmic capabili-
ties as well as sensor or actuator interfaces. They are interfaced all the mechanisms we
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Table 1. Modules available in HNG V1.0

Module Services Needs Data in Data out

Manager
Robot integrity
Human control

Security
Robot integrity Robot control LIDAR data Commands

LIDAR data

Interface

Human control Robot control
Beacon designation Follow wall Map Commands

Reach beacon Position Goal
Reach goal Images Beacon
Localisation
Mapping
Video
Beacon tracking
Wall detection

Robot
Robot control Commands Odometry
Odometry

Simulator

Robot control Commands Odometry
Odometry LIDAR data
LIDAR data Images
Video

Laser LIDAR data LIDAR data
Camera Video Images

Planification
Reach goal Reach waypoint Goal Waypoint

Mapping Map
Position

Servo-
controller

Reach waypoint Robot control Waypoint Commands
Localisation Position

SLAM
Localisation Odometry LIDAR data Map
Mapping LIDAR data Odometry Position

Beacon reacher
Reach beacon Robot control Beacon Commands

Track beacon

Visual tracker
Track beacon Beacon Designation Images Beacon

Video Beacon

Wall follower
Follow wall Robot control LIDAR data Commands
Detect wall LIDAR data

GPS/IMU Localisation Position
Maps Mapping Map

have describe and add their own mechanisms. Figure 2 describes the interfaces mod-
ules of HNG can have. All the interfaces in the upper part of Figure 2 are common to
every module in the architecture. However, the interfaces from Sensors to Actuators are
specific to other modules. From a software point of view, the upper part is coded in a
generic Module class, and the lower part in a specific ModuleX class that inherits from
Module. This mechanism guarantees that all the communication, control and mainte-
nance interfaces are perfectly identical for every module in HNG. In HNG V1.0 we
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Fig. 3. The “query tree” on the example scenario

 

Fig. 4. Data exchanges between Modules on the example scenario

will have the set of modules described in Table 1. A scenario of the queries and data
exchanged is illustrated with some of these modules on Figures 3 and 4.
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6 Conclusion

HNG is an architecture built to be reliable and robust and to allow an easy integration
and testing of innovating mechanisms. The query/answer mechanisms allow an easy re-
configuration in case of malfunctions, the watchdog and context saves allow robustness
to execution errors. HNG should be able to design very quickly robust solutions for
robot control even if it is based on C++ modules that are not perfectly verified and in
particular open source or off-the-shelf modules. Therefore, HNG should become a very
useful tool for the evaluation of algorithms, sensors or concepts. Many mechanisms of
HNG have already been developed and tested. However, we still need to finish the in-
tegration and testing of the combined mechanisms. Our next objective is to then extend
HNG to networks of combined ground sensors and unmanned vehicles. We also want
to study how the security aspect of the architecture can be formalized and how we can
build proofs of reliability that would allow the architecture to be used with UAVs: a
change in the communication system would then be probably necessary: the way we
implemented HNG allows such changes.
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Summary. The paper presents the Information Relative Map algorithm for solving SLAM. In-
stead of estimating directly the relative quantities as in other relative mapping approaches, the
proposed algorithm estimates the canonical quantities, the information vector and information
matrix, using the Information filter. The estimation algorithm has constant time complexity with-
out any approximation or linearization. The correlation between observed quantities are fully
taken into the estimation. Furthermore, only independent relative quantities from observations
are mapped so that the required computation is significantly reduced. The algorithm is empir-
ically evaluated by testing on more than 100 simulated problem instances and the real world
Victoria park dataset. The comparison with an existing implementation of the FastSLAM and
EKF algorithms clearly shows a better performance in map precision and speed.

Keywords: Relative Mapping, Information Filter, SLAM.

1 Introduction

In the Simultaneous Localization and Mapping (SLAM) problem, a mobile robot has
to be able to autonomously explore an unknown environment with its on-board sen-
sors, incrementally build a map of the environment while simultaneously localize itself
relative to this map.

Most of the up-to-date proposed SLAM solutions are inspired from a seminal paper
by Smith et. al. [1] which use the extended Kalman filter (EKF) for solving SLAM. In
[2, 3], it has been proved that EKF converges for linear SLAM problems where the robot
motion model and observation model are linear functions. For general nonlinear SLAM
problems, the authors of [4, 5] have pointed out that conventional EKF based SLAM
yields an inconsistent map. The inconsistency comes from the linearization introduced
by the EKF.

The second challenge of the standard EKF SLAM is the quadratic complexity for
updating the covariance matrix. It has been recognized as the main obstacle in scaling
EKF SLAM algorithms to large real world problems. Many techniques have been sug-
gested to reduce the computational requirements of SLAM. Most of them are mainly
constructed based on the creation of a hierarchy in the stochastic map framework. By
using this idea, it will be possible to postpone some global updates and only process
local maps in regular steps. Another related approach is to neglect the correlation be-
tween elements of different submaps. To preserve consistency, usually ad-hoc strategies

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 133–144, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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(like inflation of the uncertainty within sub-maps) are taken. Few examples of applying
some of these ideas are Decoupled Stochastic Mapping [6], Compressed EKF Filter [7],
Constrained Local Sub-map Filter [8], Network Coupled Feature Maps [9] and Divide
and Conquer [10].

One approach for solving SLAM is to use relative mapping. The first mathematical
formulation was introduced in [11]. Later [12, 13] proposed relative mapping algo-
rithms based on quantities invariant to the robot pose, i.e. to shift and rotation. Both
algorithms estimate the relative distances between landmarks pairwise. However, they
do not take into account any correlation between the distances and thus the estimation
is local or suboptimal.

Another algorithm has been proposed in [3] in which a relative map filter is coupled
with the Geometric Projection Filter (GPF) in the estimation. The second filter provides
a means to produce a geometrically consistent map from the relative map estimate by
solving a set of linear constraints. The constraints are extracted from the dependency
among the map quantities. Both filters are optimal because the dynamics/observation
equations are both linear and they are based on the Kalman Filter. However, the ele-
ments used in this algorithm are invariant to shift only, not rotation.

In another research, [14] introduced an algorithm in which the correlation between
the observed quantities are also considered in the estimation. Following the line, [15]
described a technique in order to enhance the consistency of the relative map estimate
by using a geometric filter. Both algorithms approximate the covariance matrix to be
block diagonal and thus enable to obtain constant update time. More recently, [16] pro-
poses two methods for enhancing the relative map precision by exploiting the geomet-
rical structure of the map. Again, they also make an approximation for the covariance
matrix being block diagonal. The proposed methods are shown to obtain very good
performance. However only simple simulation results are given.

Much of recent research has been focused on the Information matrix, the inverse of
the covariance matrix, where the sparseness of the matrix can be exploited for SLAM
updates [17, 18]. The Sparse Extended Information Filter introduced in [19] approxi-
mates the information matrix by a sparse matrix that allows update in nearly constant
time. However, the inaccuracies introduced through the sparsification can generate over-
confident estimations of the state [20]. The latter work also proposed a modified ver-
sion, the Exactly Sparse Extended Information Filter, shown that the map consistency
theoretically preserved. However, the filter is no longer constant time complexity.

In this paper, we propose the Information Relative Map (IFRM) algorithm which
is based on the relative mapping concept. However, instead of estimating directly the
relative map in covariance form, the canonical quantities in the information form are
estimated by using the Information filter. The key idea is inspired from the simplicity
of the update step equations and the complexity of the prediction step where the latter
can be ignored from the concept of relative mapping. The proposed IFRM algorithm
has constant time complexity. More importantly, the estimation is exact: there is no ap-
proximation or linearization in the estimation. For the purposes of data association and
other navigation tasks which are practically required, we propose also an approximation
method to recover the absolute local map from the information vector and matrix. The
method is independent from the map estimation and has constant time complexity. It
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is adaptive so that the precision of the local map and the required computation can be
dynamically adjusted based on the measurement noise level.

In the framework of relative maping, an independent work of [16] has pointed out
the observation that “the inverse of the covariance matrix (the information matrix) is
block diagonal and therefore its computational complexity is independent of the number
of features”. As we will see in the paper, the proposed algorithm inherits from the
information filter that the update step has constant time complexity. The block diagonal
property of the information matrix is just a consequence. In fact, the block diagonal
property is not required in the estimation. In other words, the complexity is independent
of the number of features even in the case that the information matrix is fully populated.

2 Brief of Relative Mapping

In relative mapping, the map state contains only relative quantities between landmarks.
These quantities are invariant to the robot motion error, i.e. shift and rotation. In this
paper, for simplicity we use the distances between point landmarks as the relative quan-
tities, similarly to the ones used in [12, 13, 14]. The techniques described here can be
also applied to different types of relative quantities, e.g. relative distances and angles
as in [3, 21]. Figure 1 depicts an example of map construction using a relative map of
distances between landmarks.

Usually, the existing approaches use the Kalman filter to update the state vector and
covariance matrix. In general, the covariance matrix is fully correlated if one considers
the correlation between the observed quantities. The update involves a full size matrix
multiplication and thus has a quadratic complexity. In order to reduce the complexity to
a constant time, one needs to approximate the covariance matrix as being block diagonal
[14, 15] or not consider the correlation between the quantities in an observation and the
covariance matrix becomes diagonal [3, 16]. The map consistency is enhanced when the
dependency between the map elements are enforced at the end by means of a geometric
filter [3, 15]. However, it is well known that ignoring the correlation would lead to a
suboptimal solution. It is also a high risk that the algorithm diverges before the robot
completes the whole trajectory. During this work, we have implemented the method
described in [14] and tested on the Victoria park dataset. When the correlations between
elements are ignored, the algorithm diverges very soon before reaching the end.

Fig. 1. Left: the relative map before the observation. Middle: the observation. Right: the relative
map obtained by fusing the information coming from the old map and the observation. In all the
three figures the map state only contains the indicated distances between the landmarks.
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3 The IFRM Algorithm

Our IFRM algorithm is inspired from the properties of the Information Filter equations
[17, 18]: In absolute mapping, the prediction equations have cubic complexity and the
update equations are additive with constant complexity (usually the number of quanti-
ties in an observation is much smaller than the map size). If we apply the information
vector/matrix into a relative mapping algorithm, we will see that the prediction equa-
tions are empty and the update equations are constant time. In order to describe the
IFRM algorithm in detail, we adopt the equations used in [18] as follows.

Prediction step: Ω̄t = (AΩ−1
t−1 AT + R)−1 (1)

ξ̄t = Ω̄t (AΩ−1
t−1 ξt−1 + But) (2)

Update step: Ωt = CT Q−1 C + Ω̄t (3)

ξt = CT Q−1 zt + ξ̄t (4)

where ξ and Ω are the information vector and matrix, respectively. We call (ξ ,Ω)
the information map. These quantities relate to the gaussian variable vector x(μ ,Σ) by
the following equations:

ξ = Σ−1 μ Ω = Σ−1 (5)

or μ = Ω−1 ξ Σ = Ω−1 (6)

The system dynamics matrices A, B and the observation matrix C are defined in the
gaussian equations:

xt = Axt−1 + But + εt

zt = C xt + δt

The square matrices R and Q are the covariances of the zero-mean noise variables ε
and δ , respectively. For clarity the time index t of the matrices is not shown.

In relative mapping, we assume that the features are fixed and thus the relative quanti-
ties between the features do not change over time. Therefore, the matrix A is identity, the
matrices B and R are zero. The prediction step is empty, meaning Ω̄t = Ωt−1, ξ̄t = ξt−1.
In the update step, the matrix Q has constant size m, the number of quantities in an ob-
servation, which is usually much smaller than the map size n. The observation matrix C
(dimension m× n) has the property that there is only one nonzero element of value 1 in
each row. Thus, the two equations in the update step can be performed in constant time.
Overall, the estimation of IFRM has constant time complexity. Notice again that for the
case of absolute mapping the prediction step requires an inversion of a full size matrix.

The IFRM algorithm has one important advantage that the estimation is exact: the
estimation is fully described by the information filter. There is no approximation or
linearization in the estimation. Furthermore, the correlation between quantities in ob-
servations are taken into account (i.e. matrix Q is fully correlated) so that the map
consistency is theoretically preserved.

It is easy to see from (3) that the information matrix Ω is block diagonal (the obser-
vation matrix C has the structure similarly to that of a permutation matrix), each update
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with a new observation is local. However, the block diagonal property is not required
for the constant time complexity of the update step. This property holds even after the
loop closing. However, it is not true when the covariance form is used because the co-
variance matrix Σ is fully correlated after closing the loop. Once the covariance matrix
is fully correlated, a direct update to (μ ,Σ) (i.e. Kalman filter equations) can not be
performed in constant time without any approximation. However, nothing comes for
free. The cost of working with the information map is that whenever μ or Σ is required,
one would need to perform one matrix inversion. Particularly in this case, one would
need μ , i.e. most updated estimate of the relative map, to construct the absolute map.
The absolute map (or a submap) is needed for the data association or other navigation
tasks. In order to avoid this cost and keep the total algorithm complexity constant, the
following subsection will describe a strategy to compute approximately one small part
of μ which is sufficient to construct the local submap.

The IFRM algorithm uses independent quantities in each observation. It has been
shown in [22] that this strategy improves the map consistency and also significantly
reduces computational expenses by having a smaller map size. However, maintaining
only geometrically independent quantities in the map estimate requires a relative map
geometric filter [3, 15] which is not considered in this paper.

3.1 The Estimation

The IFRM algorithm implements the two update equations (3) and (4) of the Informa-
tion Filter. The pseudo-code is shown in Algorithm. 1 where NumObs is the number
of relative quantities in the current observation, ObsID(i) is the map element ID of the
quantity i. Notice that the function UpdateIFRM has constant time complexity.

Algorithm 1. UpdateIFRM

1 q = Q−1
t

2 for i = 1:NumObs do

3 for j = 1:NumObs do

4 Ω(ObsID(i),ObsID( j)) += q(i, j)

5 p = q∗ zt

6 for i = 1:NumObs do

7 ξ (ObsID(i)) += p(i)

3.2 Local Submap Construction

The absolute map can be constructed from the estimated relative map and given lo-
cations of the two known landmarks. The absolute map is usually required for data
association and other navigation tasks. For recovering the relative map from the infor-
mation map, one needs to compute μ using (6) in which Ω is a full size matrix. This
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Fig. 2. An example showing the submaps when d1 = 1, d2 = 1. The local submap (LM): Φ0 =
{A,B,C}. The extended LM level 1 (ELM1): Φ1 = {D,E}. The extended LM level 2 (ELM2):
Φ2 = {F,G,K}.

calculation is expensive and should be avoided for online robot navigation except when
the final map is generated at the end.

In this subsection, we will describe a strategy to generate a local submap. A local
submap is a small area around the robot and contains the observed landmarks in the
current observation. Note that this local submap is not the same as the local map in
the robot coordinate frame. The landmark locations in a local submap are in the global
coordinate. In order to keep the procedure constant time complexity, we compute ap-
proximately the locations of the landmarks in the local submap. The precision of the
approximation is dynamically adjustable based on the measurement noise level. Before
going into detail, let’s define the notations as following:

• Φ0: set containing landmarks currently observed. It’s called the local submap or
LM.

• Φ1: set of landmarks not in Φ0, connecting to Φ0 by at most d1 steps and d1 ≥ 0.
It’s called the extended local submap level 1 or ELM1.

• Φ2: set of landmarks not in Φ0 and Φ1, connecting to Φ1 by at most d2 steps and
d2 ≥ 0. It’s called the extended local submap level 2 or ELM2.

• Φ∞: set of all landmarks not in Φ0,Φ1,Φ2.
• Γ0,Γ1,Γ2,Γ∞ are the sets of observed distances between landmarks in Φ0,Φ1,Φ2,Φ∞,

respectively.

d1 and d2 are called the diameters of ELM1 and ELM2, respectively. Note that Φ0 ∪
Φ1 ∪Φ2 ∪Φ∞ = Φ is a set of all landmarks; Γ0 ∪Γ1 ∪Γ2 ∪Γ∞ = Γ is set of all observed
distances. An example is shown in Fig. 2 when d1 = 1 and d2 = 1 and the robot currently
observes 3 landmarks Φ0 = {A,B,C}. The observed distances Γ0 = {AB,BC,CA} are
used to update the information map as described above.

From (6) we have:
Γ = Ω−1 ξ

Decompose Γ , Ω and ξ into components we have:

⎡
⎢⎢⎣

Γ∞
Γ2

Γ1

Γ0

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

Ω∞ Ω∞,2 Ω∞,1 Ω∞,0

Ω T
∞,2 Ω2,2 Ω2,1 Ω2,0

Ω T
∞,1 Ω T

2,1 Ω1,1 Ω1,0

Ω T
∞,0 Ω T

2,0 Ω T
1,0 Ω0,0

⎤
⎥⎥⎦

−1 ⎡
⎢⎢⎣

ξ∞
ξ2

ξ1

ξ0

⎤
⎥⎥⎦ (7)
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We want to compute approximately Φ0 (the local submap) or equivalently Γ0 in the
Eq. 7. Instead, we will compute an approximation of Φ0+1 = Φ0 ∪Φ1, or equivalently
Γ0+1 = Γ0 ∪Γ1.

As already mentioned, the information matrix Ω remains the property of block di-
agonal even after the loop closing. In (7), the submatrix Ω∞,0 is a zero matrix because
the distances Γ0 are not observed simultaneously with any distance of Γ∞. Similarly, the
matrices Ω∞,0 and Ω2,0 are zeros. Since we are only interested in computing Γ0 and
Γ1, we can approximate Ω∞,2 = 0. The approximation allows us to compute Γ0+1, thus
Φ0+1, in constant time. The intuition is that the correlation between the further away
distances Γ2 and Γ∞ (i.e. Ω∞,2) has very small influence to the local distances Γ1, Γ0.
Equation (7) is then reduced to:

⎡
⎣Γ2

Γ1

Γ0

⎤
⎦ =

⎡
⎣Ω2,2 Ω2,1 0

Ω T
2,1 Ω1,1 Ω1,0

0 Ω T
1,0 Ω0,0

⎤
⎦

−1 ⎡
⎣ξ2

ξ1

ξ0

⎤
⎦ (8)

where Γ∞ is not included. The square matrix in (8) has the size equal to the number of
distances of Γ0 ∪Γ1 ∪Γ2 which is usually much smaller than the global map size.

It is important to emphasize that the approximation does not affect the estimation of
the information map. The local submap is used in this case only for the data associa-
tion. Furthermore, the precision of the approximation is dynamically adjustable. If d2

increases, Γ2 is approaching Γ∞ and the computed values of Γ1 and Γ0 using (8) are more
accurate to their exact values. Similarly, if d1 increases, ELM1 is approaching the global
map and thus LM is more accurate. In fact, our simulation shows that when d2 ≥ 2 the
differences between the computed values of Γ1 and Γ0 using the approximation (using
(8)) and their exact values (using (7)) are less than 1%.

4 Experimental Results

For the evaluation, the IFRM algorithm is tested on simulated datasets and the real
world Victoria park dataset. The results are compared with ground truth (for the simu-
lation) and the results obtained by using the FastSLAM algorithm [23] and a standard
EKF algorithm. The IFRM is implemented in Matlab. We use the Matlab implementa-
tion of FastSLAM and EKF algorithms written by Tim Bailey [24] for the comparison.
Special thanks to the author.

Figure 3(a) shows an instance of the simulated map and robot trajectory. The map
consists of 38 point landmarks and has a size of 250m × 200m. The robot travels two
times the loop and makes 1744 observation steps. The data association is known.

The simulated laser scanner has a view angle of 180o and looks toward the front di-
rection. The scanner provides the bearings and ranges of the landmarks within a range
of 60m from the robot. The range and bearing measurements are generated as gaus-
sian quantities with the variances (σ2

R,σ2
B). The scanner frequency is 4Hz and the robot

speed is 3m/s. The simulated odometry provides the measurements of speed and steer-
ing angle as gaussian quantities with the variances (σ2

V ,σ2
G) where σV = 0.4m/s and

σG = 4o.
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Fig. 3. (a) An instance of the simulated map and robot trajectory. Red crosses represent the actual
locations of the landmarks. Circles are the true way points, blue line approximately represents the
true robot trajectory. Red line is the raw odometry trajectory. The robot starts from location (0,0)
and travels the loop twice.
(b) An estimated map by using the IFRM algorithm. Blue stars are the estimated landmarks
whose locations are almost the same as those of the true landmarks (red crosses). Green line
is the estimated robot trajectory. This simulated instance is generated when σ2

R = 0.5m2 and
σ2

B = 1.5deg2.

Figure 3(b) displays the results obtained by using the IFRM algorithm when σ2
R =

0.5m2 and σθ = 1.5o. The mean location error on the estimated landmark locations, de-
fined as the distance between the estimated location of a landmark and its true location,
is Em = 0.25m. In this case, the diameter values d1 = 1 and d2 = 2 are used.

We test the algorithms on two sets of simulated data. The first one includes data
problems generated with σR = 0.5m and σB varies in the range [0.25o : 3.5o]. The sec-
ond one includes data problems generated with σB = 2deg and σR varies in the range
[0.25m : 2.0m]. For each value pair of (σR,σB) we generate 10 problem instances. In
total there are 130 problem instances. Each problem instance is input to the algorithms.
This is to ensure the algorithms are tested with the same data. The mean location errors
of the 10 runs are computed.

The results are plotted on Fig. 4(a) and Fig. 4(b). The notations FSv1-20p and FSv2-
20p stand for FastSLAM version 1 and FastSLAM version 2, respectively, with 20
particles. As one can see, the IFRM algorithm produces more precise maps than other
algorithms for all the cases. The map location error is almost increasing linearly with
the measurement errors. During the experiments, we notice that the map errors obtained
by using the FSv1 and FSv2 algorithms are different between the 10 runs by a large
amount. The nondeterministic behavior is also observed when we repeat several times
the two algorithm on the same problem instance.

Figure 5 displays the average running time of the algorithms on the simulated
datasets. Given the same map structure and the same laser sensor range of 60m, the run-
ning time of an algorithm is approximately constant over different problem instances.
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Fig. 4. Comparison of map precision obtained by using four algorithms IFRM, EKF, FastSLAM
v1/v2 both with 20 particles at (a) Different bearing noise levels and the range variance σ2

R is
fixed at 0.5m2 and (b) Different range noise levels and the bearing variance σ2

B is fixed at 2deg2

Fig. 5. Comparison of average running time on
the simulated datasets

Fig. 6. The built map on the Victoria Park
dataset by using the IRFM algorithm. The red
line is the raw odometry trajectory. The green
line is the estimated robot trajectory. The yel-
low stars are the estimated locations of ob-
served objects (e.g. trees, human)

The running time of FSv1 and FSv2 using 5 and 1 particles, respectively, are also in-
cluded. The EKF algorithm is the fastest one in this simulation. However, when the map
size increases the EKF gets slower because its complexity is approximately cubic.

Finally, the algorithms are tested with the well known Victoria Park dataset. The
dataset includes 6774 observation steps of a map having 236 point landmarks (trees).
The data association is known. Figure 6 shows the estimated landmark locations and
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Table 1. Running time on the Victoria Park dataset

Algorithm Time

IFRM 87s

Func. UpdateIFRM 3s

EKF 201s

Func. KF Cholesky update 105s

FSv1-50p (*) ∼120s

robot trajectory obtained by using the IFRM algorithm. Unfortunately we do not have
the ground truth of the map for performing a qualitative evaluation. For this dataset,
periodically every 200 observation steps, the IFRM algorithm performs a big update of
local maps with d1 = 8 and d2 = 2. This is mainly because in this map there are parts
which are very sparse. There are moments that the robot observes only 1 landmark
in more than 10 successive observation steps. These observations are not used since
the IFRM algorithm requires at least 2 landmarks to be able to compute one relative
quantity.

The running time of the algorithms are shown in Table. 1. The algorithms IFRM
and EKF complete the whole dataset. The algorithm FSv1 using 50 particles diverges
before reaching the step 1000th. For some reason we are not able to get the im-
plementation of FSv2 to work with this dataset. Notice from Table. 1 that the main
function UpdateIFRM of the IFRM algorithm uses only 3s where the main function
KF Cholesky update of the EKF algorithm uses 105s. This is because IFRM has
constant time complexity and EKF has approximately cubic time complexity.

5 Conclusions and Discussions

The paper presents the Information Relative Map IFRM algorithm in which the Infor-
mation filter is applied to the relative map concept. Instead of estimating the relative
quantities, the algorithm estimates the Information map, the information form of the
relative map. The correlation between the quantities are taken into account and thus
there is no information loss. The estimation has constant time complexity without any
approximation and linearization. Only independent quantities in each observation are
considered so that the required computation is significantly reduced. In order to re-
cover the absolute map from the Information map estimate, a strategy is described in
which different levels of local submaps can be computed. The strategy is dynamically
adjustable based on the measurement noise level.

The IFRM algorithm is empirically tested and compared with an existing implemen-
tation of the FastSLAM and EKF algorithms using more than 100 simulated problem
instances and the Victoria park dataset. The results clearly show that the IFRM algo-
rithm obtains a much better performance in map precision and speed.

We notice a problem that when the measurements are too noisy (e.g. setting σB >=
4o or σR >= 4m) the IFRM becomes unstable in constructing the absolute map or local
submaps. The problem is not because of the approximation used in constructing local
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submaps but from the common method on how an absolute map is computed from
a relative map [3, 14, 15, 16]. This problem has never been addressed in the relative
mapping literature. Finding a robust method to recover the absolute map from a relative
map will be one of our objectives.

In this paper, the diameter values of the extended local submaps are pre-selected by
hand. However, one can see that the diameters can also be chosen based on the map
topology. For example, if the environment consists of many connected places, d1 can
be selected so that ELM1 would span to cover approximately the place containing the
robot. Inside the place, the observations (quantities) are correlated but much of them
are not correlated to the quantities in other places.

In the IFRM algorithm, only independent quantities are considered in each observa-
tion. However, the final map in general contains dependent elements. The concept of
geometric filter [3, 15] can also be applied in order to enhance the map consistency.
If a constraint enforcement was performed in the information space, the information
matrix would be fully populated in general. A strategy to construct constraints of only
nearby landmarks so that the information matrix remains block diagonal is possible. In
both cases, the proposed estimation algorithm still works since it does not use the block
diagonal property. It would affect the local submap construction procedure, however.
One could apply the same approximation procedure without using the block diagonal
property and increase the diameters. This will be our future work.
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Measuring Motion Expressiveness in Wheeled Mobile
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Summary. This paper addresses the measurement of motion expressiveness in wheeled mobile
robots.

A neural network based supervised learning strategy is proposed as a method to fuse informa-
tion obtained from the measurement of selected features. The choice of these features is made to
reflect the visual quality of the trajectory and hence carries semantic ambiguities that are filtered
out through the ability to generalize knowledge by the neural network.

The paper presents results with two features that might be significant in what concerns motion
expressiveness, namely, how confident/hesitant is the motion and whether or not contains local
loops that might indicate, for example, a call for attention by the robot towards a group of humans.

1 Introduction

Motion expressiveness (ME) is a concept for which most humans can provide accept-
able definitions, all of them with close semantics. Roughly, an expressive motion trig-
gers some kind of emotion in people observing it.

In everyday life, human and animal societies use individual motion to express mul-
tiple behaviors and emotions, e.g., aggressiveness, anxiety, attention, autistic, curiosity,
dominance, egotistic, love, neutral, submissive, etc. In mobile robotics contexts a natu-
ral ME definition can be extrapolated directly from the human locomotion context, that
is, ME is an index that expresses the ability of a trajectory executed by a robot to convey
a meaning to a human observer. Some locomotion behaviors by humans have clear and
socially accepted meanings and hence are readily classified by people as expressive.

Expressiveness is a common concept in Information Sciences and software engineer-
ing, namely in interface analysis and design. Usability metrics often include expres-
siveness measures along with measures of other concepts such as concision, simplicity,
transparency, and scriptability (see for instance [14]). Some authors also argue that there
is a tradeoff between usability and expressiveness, [3, 15], which could then provide al-
ternative approaches to ME measuring.

Image processing techniques have been used to identify dynamic models of humans
and animals using motion capture from video images (see for instance [5] for an ap-
plication related to the generation of realistic movements by animation creatures). Se-
quences of expressive motions, chosen according to some classification criteria, can
thus be processed to identify the relevant features of the models and the corresponding

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 145–154, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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control requirements such that expressive motion can be replicated by robotic models.
As an example, motion capture combined with frequency decomposition techniques and
discriminant analysis is used in [1] to obtain Laban parameters for motion and classify
the intensity of dance movements.

Nevertheless, most people can identify an expressive motion when seeing it just by
observing and estimating a number of features, often unconsciously. Roughly, a motion
qualifies as expressive when it conveys a meaning to an external observer. Some loco-
motion behaviors by humans have clear, socially accepted, meanings and hence qualify
as expressive motion.

Assessing the ME of an anthropomorphic robot tends naturally to be easier as the
motion is immediately compared with the corresponding human capabilities. In robotic
heads the combined motion of neck, eyes, eyebrows and mouth easily induces an emo-
tional response in external observers (see for instance, [7, 9]). For legged locomotion
the current state of the art in biped robotics has still to improve to reach the same degree
of expressiveness of human walking. Similarly for manipulation through anthropomor-
phic robot arms.

Psychology identifies motion related features and the emotions they trigger in ex-
ternal observers. The Arouse-Valence-Stance space is used to represent EM in face
movements, [9], also can also be used to map the basic emotions into real motion of
robotic heads.

In wheeled mobile robots, ME has been mostly related to behavioral control of teams
of robots, e.g., flocking and foraging (see for instance [12]). Expressive motion by sin-
gle robots has been addressed also with the help of anthropomorphic features, [17, 11],
hence masking the effect of pure motion with the motion of the body of the robot itself.

Some results refer that people tend to prefer “machine-like appearance, serious per-
sonality and round shape”, [7]. This argument supports ME analysis directly based in
the estimation of relevant features in the trajectories performed by the robots.

In information sciences well defined models for expressiveness have been proposed.
The weighted linear combination,

E = c1e1 + c2e2 + c3e3 + c4e4 (1)

has been proposed in [4]. The ci are constant weights, e1 is estimated as the number
of data elements in an information system, e2 supports high-resolution concepts by
allowing the user to distinguish between entities when the differences are very small
and it is estimated from the fan-out of the entities at various levels in a data model, e3

is estimated as the count of synonyms (multiple synonyms for the same entity increase
the probability that the system can support users from different backgrounds where
different terminology is used to express the same concept), and e4 is estimated as the
number of query types supported by the information system.

The ei components in (1) are of course specific to information systems but the linear
structure suggests a linear independence/decoupling assumption between them that is
worth to explore in the robotics context.

A meaningful ME measure, that is a measure that can provide coherent information
on ME, can be used to influence motion control. For instance, if the goal behavior is
to socialize with a group of people, approaching them with a confident motion, and,
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due to obstacles in the way, the real time evolution of the ME measure shows a hesitant
motion, then the motion parameters might need an adjustment to better reflect the goal
behavior. This is the ultimate goal for this study.

2 A Neural Network Based Classifier

Within the human activities motion expressiveness is an ill-defined concept. Each per-
son has a personal idea on what an expressive motion is, relying on the observation of
a number of features chosen according some personal, often unconscious, criteria. The
estimates for the values of these features are combined, often using ill-defined rules, to
yield an estimate of a personal expressiveness index. Still, most people can identify an
expressive motion when seeing it just by observing and estimating those features and
associating this to a meaning.

Given the ambiguous nature of an ME index it seems appropriate to perform its
estimation using supervised learning. This means that the values obtained are correct
up to the human reference knowledge and training data used during the learning stage.

The architecture of the proposed ME estimator is shown in Figure 1. Feature extrac-
tors map the observations into a real number that expresses the strength of the feature.
Features can be grouped according specific contexts to yield ME measures valid in these
contexts Each context might be interpreted as corresponding to some specific perspec-
tive to estimate ME. For example, in an active surveillance application, using robots,
it may be useful to distinguish between ME in normal and threat situations. The ME
measures at the output of each context can then be further combined to obtain a more
general index.

Fig. 1. The classifier architecture

The supervised learning approach in Figure 1 is a classical architecture. The function
interpolation combines the feature values at the input such that the output yields a priori
known target values for the specific input values that form the training set. Features
can be grouped such that they are identified with particular situations, or contexts. ME
indexes obtained for each of these contexts can then be fused to yield a global index.
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As aforementioned, the selection of adequate features is quite an arbitrary process as
it depends on personal feelings that induce subjective decision criteria. In what concerns
wheeled mobile robot trajectories, there are a number of features that humans most
likely use to qualify a trajectory as expressive. Among these, one can identify,

• the low and high frequency components of the trajectory, expressing the amount
of smoothness or sharp movements (low frequency components in angular velocity
measures a tendency for a trajectory to contain loops);

• the distance to objects or people, expressing the comfort or distress in the interac-
tion;

• the maximum and minimum linear and angular velocities, expressing anxiety;
• the number of changes in the signs of the linear and angular velocities, expressing

hesitation or confidence in the movement;
• the direction of the motion, expressing an intention;
• the space spanned by each of the coordinates, expressing how active a robot is (the

larger the span the bigger the activity of the robot; it may be interpreted as having a
robot deeply committed to complete survey the space);

• the entropy, expressing a measure of the organization in the trajectory (an entropic
trajectory might induce feelings of low confidence or high anxiety).

The problem of combining the values of all the features in a context can be set us-
ing multiple approaches. If each feature observed yields a random variable with some
probability distribution then the fusion of multiple features can be seen as the solution
of combining these variables to minimize the variance of the estimation error between
pre-specified target outputs and the outputs obtained for a priori known inputs. Under
assumptions of gaussian input disturbances and knowledge on the feature dynamics, the
Extended Kalman Filter (EKF) can be used to fuse all the feature measurements. How-
ever, features will often behave according nonlinear and nonsmooth models, difficult to
identify, and hence such techniques might not be directly applicable to this problem.

A supervised learning technique based on neural networks is used in this paper. The
motivation for this approach is drawn mainly from the fact that (i) standard data fusion
structures, namely the EKF, also contain a linear combination of error inputs, and (ii)
the model (1) also suggests that a linear structure be used to combine the values of the
features.

Fig. 2. An Elman network cell
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The typical structure of a neural network includes a linear combination stage and,
depending on the specific type of network, some additional elements that can shape the
dynamics to arbitrary nonlinear models. Elman neural networks, [6], are characterized
by the inclusion in the linear combination stage of past output values. Figure 2 shows
the building blocks that form one cell of an Elman network. At each cell, the inputs x
are weighted by Wi and added a bias, b, and the output, y, weighted by Wc. At the output
stage , f , multiple functions can be used, e.g., linear and tansig. When using linear
output f blocks, each cell is a first order dynamic system and hence an Elman network
is a mesh of first order systems. By establishing adequate interconnections among the
cells and shaping the weights Wi and Wc it is possible to create arbitrary linear systems
and approximations of nonlinear systems. Elman networks have been used in speech
recognition, [16], plant monitoring, [18], and nonlinear dynamics identification, [8].
Multiple learning algorithms can be used to compute the W weights. In this work a
standard backpropagation rule is used.

Defining the proper network topology for a given problem is in general a difficult
issue. Some theoretical results point to two hidden layers when the network is to model
a generic boolean function, [2]. Evolutionary programming has been used to determine
the number of hidden cells in neural networks, [10, 13].

3 Experiments

In this section two experiments are presented. The features used in these experiments
were chosen aiming at recognizing hesitating-confident motion, in the first experiment.
In the second one, the features chosen aim at measuring the curiosity by the robot
towards a person or a group of persons. In both experiments the a Pioneer robot is
teleoperated in a number of independent runs. A subset of these runs is used to train the
neural network. The remaining runs are used to assess the performance of the classifier
and its ability to generalize the knowledge acquired during the training stage.

During the training stage, an ME value is assigned to each of the trajectories by a
human based on its visual qualities. An adequate visual quality might trigger the desired
emotion.

In the first experiment the network has size [30,50,10,1]. The second experiment
was carried out in two versions, (i) the network size is [5,10,10,1] in the first version
and [70,150,100,1] in the second one. In both cases the number of cells in each layer
was empirically chosen (relatively easy to find in the first case, it is a single variable
monotonic function; more difficult in the second case).

The robot used is of unicycle type. The input data for the ME measure is formed
by the linear and angular velocities used to control the robot. For the first experiment
the feature chosen was the number of changes in the sign of the linear velocity. In the
second experiment the feature to measure the ME is the existence of localized loops in
the trajectory. In the first version of the second experiment, the feature is measured by
the low frequency components in the angular velocity that generates the trajectory. If
a number of the low frequency components present in the angular velocity are higher
than those corresponding to high frequencies then the trajectory tends to loop. The
relative weight among these components can be used to separate between localized
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loops and loops spanning large areas. In this case, a 512 point FFT is used to get the
components corresponding to the three lowest frequencies, followed by a normalizing
transformation. For the second version, the low frequency components of the linear
velocity are also used. Figures 3 and 4 show the complete data set (of trajectories) used
in the experiments.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 3. Complete set of trajectories generated by the experiments

Table 1 shows the data for both experiments, the sets used to train the network, the
target output for each training set, and the obtained output for each test set. The ME
index values, i.e., the output of the network, during the training stage are chosen from
the visual observation of the trajectories exclusively.
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(m) (n) (o)

(p)

Fig. 4. Complete set of trajectories generated by the experiments (cont.)

Table 1. Data and results for experiments 1 and 2

Experiment 1 Experiment 2
Set Feature fv Target Output Feature fω Target Output
(a) 8 0.20 0.1946 8.38419, 9.18992, 10 0.1 0.0976
(b) 17 0.15 0.2029 1.26535, 3.95569, 10 0.1 0.0753
(c) 55 0.90 0.8732 2.35201, 7.09803, 10 0.1 0.1207
(d) 20 0.35 0.2873 10, 0.52747, 0.739253 0.1 0.2212
(e) 54 0.85 0.8619 10, 0.874886, 0.197938 - 1.0610
(f) 54 0.85 0.8619 10, 2.75835, 0.40712 - 1.0634
(g) 35 0.60 0.6016 10, 0.0973174, 0.217039 1 1.0209
(h) 30 0.50 0.5155 10, 0.241414, 0.37905 1 0.8405
(i) 6 - 0.2744 10, 8.12918, 4.15008 - −0.1817
(j) 13 - 0.1181 10, 3.7375, 0.0230103 1 1.1500
(k) 16 - 0.1762 10, 7.51246, 2.19928 - −0.2317
(l) 15 - 0.1521 10, 7.51036, 2.24441 - −0.2342
(m) 34 - 0.5853 10, 1.64281, 0.0744162 - 1.1585
(n) 52 - 0.8386 0.9487, 10, 0.263107 - 0.0853
(o) 15 - 0.1521 10, 8.077, 3.38752 - −0.2012
(p) 10 - 0.1315 10, 0.0152748, 0.168055 1 0.8770

In experiment 1, the network output (the ME index) increases with the “hesitation” of
the robot. The target ME values were assigned based uniquely on the visual observation
of the smoothness of the trajectories. This means that the plots hide those changes that
are not associated to changes in motion direction. Given the target ME index values,
this experiment amounts to identify an almost monotonic function of a single variable.
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Table 2. Experiment 2 with additional inputs

Set Feature fω Feature fv Target Output
(a) 8.38419, 9.18992, 10 10, 8.14684, 3.71772 0.1 0.1063
(b) 1.26535, 3.95569, 10 0.101767, 2.24074, 10 0.1 0.0895
(c) 2.35201, 7.09803, 10 10, 5.58878, 4.30554 0.1 0.1061
(d) 10, 0.52747, 0.739253 10, 1.24861, 0.105222 0.1 0.2138
(e) 10, 0.874886, 0.197938 10, 6.32206, 1.29682 - 0.4349
(f) 10, 2.75835, 0.40712 6.00649, 10, 1.35242 - 1.0180
(g) 10, 0.0973174, 0.217039 0.0598811, 10, 1.63062 1 0.9394
(h) 10, 0.241414, 0.37905 2.04612, 10, 3.77873 1 1.0432
(i) 10, 8.12918, 4.15008 0.770519, 4.64428, 10 - 0.3285
(j) 10, 3.7375, 0.0230103 2.04532, 10, 0.499195 1 1.1237
(k) 10, 7.51246, 2.19928 10, 5.39222, 0.405971 - 0.3682
(l) 10, 7.51036, 2.24441 10, 7.44558, 0.939264 - 0.5930
(m) 10, 1.64281, 0.0744162 2.74215, 3.30769, 10 - 0.4964
(n) 0.9487, 10, 0.263107 8.11451, 0.0382724, 10 - 0.4113
(o) 10, 8.077, 3.38752 7.89761, 10, 3.39284 - 0.7089
(p) 10, 0.0152748, 0.168055 10, 1.96887, 4.92446 1 0.7861

This is a simple task for an Elman network. The results show that the network is able to
properly identify such function despite the disturbance introduced by sets (a) and (b).

In what concerns experiment 2, the network is able to identify a function that returns
values close to 1 when there are localized looping characteristics in the trajectory. Lo-
calized loops such as those shown in Figure 4f-g might have been generated by a robot
moving around a group of people trying to catch their attention. Loops covering large
areas, such as those shown in Figure 4d, are more likely to be related to exploratory
other than curiosity behaviors.

The net output indicates that sets (e), ( f ), (g), (h), ( j), (m), and (p) contain local-
ized loops. However, the features selected are not enough to define a one-to-one map
between the observations space and the ME index space. The result obtained with the
set (m) clearly does not correspond to the expectations created by the visual observa-
tion of the trajectory. This happens because the corresponding feature values are close
to those of sets ( f ) and ( j) which were taught as returning a high ME value. Also, the
network fails on set (o) as its feature values match some of those used for training that
do not contain any local loops, such as (k) and (l). Set (e) clearly contains localized
loops and, though it is not clear from the visual observation what was the intention
of the robot, the network classified it has having loops. Eventually, for some data sets
these problems can be solved by carefully tuning the network topology and/or using
additional frequency components of the angular velocity at the input of the network.

More generally, components from both the linear and angular velocity are required
(as they define completely the characteristics of a trajectory for a given robot model).
Table 2 shows results using the 3 lowest frequency components of both the linear and
angular velocity with network topology [70,150,100,1]. Clearly, there is a better dis-
crimination in the sense that higher values are associated with localized loops better
defined. Set (m) was now dropped and sets (o) and (p) are classified as close (as they
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are given close ME index values) which makes some sense as they contain loops that
span wider areas than those shown in the taught sets.

4 Conclusions

The paper addressed the measurement of the expressiveness of trajectories described by
wheeled mobile robots. Encouraging results on mapping robot movements into a space
that can be identified with human idea of motion expressiveness were obtained with the
supervised learning approach described in the paper.

The paper addressed exclusively the direct problem, that is, computing a ME index
from the observation of trajectories. Still to address is the inverse problem of generating
a trajectory with a given ME index and accounting for the robot and environment motion
constraints. Also, including ME measures in standard motion control strategies will
require the selection of the adequate temporal portions of a signal from where to extract
features.

This study addressed only the direct problem of measuring a ME index. Future work
will address the inverse problem, that is generating motion that corresponds to some
ME index. Also, different ME values obtained from different features will exhibit some
overlapping, i.e., comparable ME values will be obtained for identical data sets, whereas
very different ME values can obtained for close data sets. By combining multiple such
ME measures it might be possible to further improve the discrimination among data
sets. The technique can be applied to all sorts of robots and hence naturally leads to
challenging problems related to the fusion of ME measures taken from multiple robots,
e.g., mobile manipulators and teams of robots.
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toušek, V., Mautner, P., Ocelı́ková, J., Sojka, P. (eds.) TSD 1999. LNCS (LNAI), vol. 1692,
Springer, Heidelberg (1999)

17. Scheef, M., Pinto, J., Rahardja, K., Snibbe, S., Tow, R.: Experiences with Sparky, a social
robot. In: Procs. of the Workshop on Interactive Robot Entertainment (2000)

18. Seker, S., Ayaz, E., Türcan, E.: Elman’s recurrent neural network applications to condition
monitoring in nuclear power plant and rotating machinery. Engineering Applications of Ar-
tificial Intelligence 16(7-8), 647–656 (2003)



Modeling, Simulation and Control of Pneumatic
Jumping Robot�

Grzegorz Granosik, Edward Jezierski, and Marcin Kaczmarski

Technical University of Lodz, Stefanowskiego 18/22, 90-924 Lodz, Poland
{granosik,edward.jezierski,marcin.kaczmarski}@p.lodz.pl

Summary. The paper presents some results in development of a jumping robot. Our research is
conducted into the problem of changing mechanical impedance of driving system and its influ-
ence on features of a jump. After theoretical analysis and Matlab based simulations we have built
a virtual model of a planar jumping robot with pneumatic driving system. The Working Model
2D (WM2D) software was employed for this task. Our investigations are focused on the stabi-
lization of a robot’s body during flight. We present some stable jumps simulated in WM2D and
controlled from Matlab. We show robustness of controller at various jumping conditions.

Keywords: jumping robot, pneumatic drives, impedance control.

1 Introduction

Pneumatic actuators originally limited to simple motion between two hard stops, are
now becoming more and more popular, and substituting in many cases electric drives.
Especially robots intended to contact with ground, obstacles, co-operating with other
robots and humans require drives strong, compliant and safe. In [1] we have shown
a few projects of quite different machines all taking benefits from various pneumatic
drives. There is a number of walking robots built in Robotics Laboratory of the Tech-
nical University of Lodz. Most of them are statically stable – mostly quadruped [2],
worm-like [3] and bipeds. On the other hand we have conducted a lot of research into
pneumatic drives: starting from the position control of a light weight manipulator [4],
through position-force control of pneumatic cylinders [5], to the design of novel pneu-
matic drives [6].

We have also made some theoretical investigations in the field of impedance control
of robots in contact with objects and surroundings [7], [8]. Having this experience we
went back to the fundamentals of legged locomotion i.e. to control of jumping robots.

From biology we know that all animals, try to move in an energy efficient way. The
important mechanisms available are muscles and tendons which make energy recuper-
ation possible. For example, the Achilles tendon in a human leg can store up to one
third of the motion’s energy during running. The muscular system is capable of adapt-
ing stiffness characteristics in order to move in a wide range of different walking and

� This work was supported by Ministry of Science and Higher Education under grant No 3 T11A
023 30.

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 155–164, 2008.
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running patterns and still exploit the passive behavior of the actuation system. This is
why in the very first jumping robot thrust was generated by pneumatic actuator [9], and
why the idea of using naturally compliant actuators for driving walking robots is still
and extensively explored [10].

A new concept of jumping robot with pneumatic driving system is presented in this
paper. We start with theoretical background of the research; go through analysis of dy-
namics of 1DOF leg and simulation of 2DOF planar robot. In this area we focus our
investigations on the aspect of changing mechanical impedance of driving system and
its influence on features of a jump. For the modelling phase we have employed Mat-
lab/Simulink software while for simulation Working Model 2D connected with Matlab.
We have also built special experimental stand and prototype of planar robot. We are
currently verifying proposed control algorithms on real robot.

2 Analysis of 1DOF Robot

2.1 Dynamical Model of the Robot

The structure of 1DOF robot is presented in Fig. 1. It consists of a platform and a
pneumatic cylinder. A piston rod equipped with a rubber ball form the leg of the robot.

 

Fig. 1. The structure of 1DOF jumping robot

In the transient state, a pneumatic force produced by the cylinder plays an important
role. This force is given by the formulae

fp(t) = Ag pg(t)− Ad pd(t) (1)
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where Ag and Ad are cross-sections of upper and lower part of the piston, respectively.
Volumes of upper and lower chambers are equal to

Vg(t) = Vgo + Agxg(t) = Ag (lgo + xg(t)) ,
Vd(t) = Vdo + Adxd(t) = Ad (ldo + xd(t))

(2)

where Vgo and Vdo denote the minimum volume of chambers that follow from bound-
aries of the piston’s movement. Scalar quantities lgo and ldo are much less than a piston
stroke hs. The values xg(t) and xd(t) are direct functions of a platform position xp(t)
and a leg position xl(t), namely

xg(t) = xp(t)− xl(t)− hm,xd(t) = xl(t)− xp(t)+ hs + hm (3)

The dynamical features of pressured gas in the upper chamber is described by the
equation

ṗg =
κ

lgo − hm + xp(t)− xl(t)
×

(
−pg(t)(ẋp(t)− ẋl(t))+

RT
Ag

ṁg(t)
)

(4)

The first term in brackets represents the negative internal feedback in the cylinder,
while the last term describes the effect of increasing pressure in the chamber when
the mass rate of flowing air is positive. R is an universal gas constant, and κ is a gas
specific heat ratio. Similarly the time derivate of pressure in the lower chamber may be
presented as follows

ṗd(t) = κ
ldo+hs+hm−xp(t)+xl(t)

×
(

pd(t)(ẋp(t)− ẋl(t))+ RT
Ad

ṁd(t)
) (5)

Dynamics of the platform in a free vertical movement, as well as in the phase of
contact of the leg with the base, is described by the equation

d2xp(t)
dt2 =

fp(t)− ft(t)
mp

− g (6)

where ft (t) denotes the friction force in the cylinder, and g is a gravity acceleration.
Dynamics of the leg in a free vertical movement, i.e. when xl(t) > hl , is described

by
d2xl(t)

dt2 = − fp(t)− ft(t)
ml

− g (7)

In the phase of contact of the leg with the base the impedance features have to be
taken into account. The situation in presented in Fig. 2b. The compliance of the rubber
foot could be presented as a spring characterised by the coefficientcs f . On the other
hand the compliance of the ground in a general case is described by csg.

Additionally, the effects of damping play also an important rule. The springs that
model the rubber foot and the compliant base are linked in serial. Thus the resultant
compliant coefficient is equal to cs = cs f + csg[11]. The spring force is described by
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?

Fig. 2. Modelling of contact situation between the leg and a base

fs(t) = (xl(t)− hl)/cs − fd , where fd represents damping force in the system. Finally
the dynamics of the leg in this phase is given by the equation

d2xl(t)
dt2 = − fp(t)− ft(t)− fs(t)

ml
− g (8)

It is useful to introduce a new variable xt(t)that represents the position of the piston
related to mid-point of the cylinder. This value is defined as follows

xt(t) = xl(t)− xp(t)+ hm + 1
2 hs (9)

2.2 Simulation Results

The dynamic features of the whole system were tested using Matlab/Simulink software
package. The low-friction Clippard cylinder with a diameter of 1 inch and stroke 10
inches was used. The following parameters were taken in calculations mp = 2.45kg,
ml = 0.4kg, ll = 0.300m, hs = 0.254m, Ag

∼= Ad = 7.9cm2. The parameters for mod-
elling Coulomb and viscous friction effects in the cylinder were measured in a simple
laboratory test.

Detailed simulation results for free-falling with verification on out test-bed are pre-
sented in [12]. Tests were performed for different initial positions of the piston in the
cylinder and different initial levels of pressures in both chambers. Here we focus on
the latter aspect. It is worth to underline that the mechanical impedance of a pneumatic
cylinder depends on pressures in both chambers. In particular, the stiffness of the drive
is nearly proportional to the sum of both pressures (pg + pd)[7].

The second series of simulations were performed to control jumps of the robot. The
previous experience of authors proved that the simple models of air flow for mid-size
valves given by Bobrow and McDonell [13] may be precise enough. For a charging
mode of a valve the model is of the form

dms

dt
= cs

√
ps − p (10)
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and for venting of the valve the model is slightly different

dmo

dt
= co(p − po) (11)

where p denotes pressure in the chamber, ps is supplying pressure, po = 1bar, and cs,
co are constants taken from experiments.

An experiment of initialising of jumps was performed in which the system was work-
ing in an open loop. A simple algorithm to control three-way valves was based on the
information Sfrom a two-state sensor that detects contact of the leg with the base. When
S = 1 the upper chamber is charged from the source ps = 8bar, and in the case of S = 0
the upper chamber is vented. The altitude of jumps is increasing and tends to a certain
stable level.

The altitude depends also on features of the ground. The results of an experiment are
presented in Fig. 3. After initialising of jumps on a stiff ground a soft mat was put under
the feet at the time t=10s. It caused that the ground stiffness was reduced and finally the
altitude of jumps was tending to a lower level.
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In this experiment the system was working in an open loop. However it is possible
to introduce a feedback from the system measuring the vertical position of the robot.

3 Simulation of a Planar Jumping Robot

In the reported project we consider two constructions of a mechanical system: a biolog-
ically inspired one, with legs mimicking animal limbs as in the Kenken robot [14] and
a simplified one, with thrust generated directly by a pneumatic cylinder (see Fig. 8). In
both cases we can start by modeling of dynamics using a virtual leg model [9].

The detailed analysis and Matlab simulations of the swing during stance phase of
the jump and stabilization of robot’s body during flight were reported in [15]. Here
we show verification of control algorithms in simulations of virtual model of planar
jumping robot for different ground conditions.

3.1 Simulations in Working Model

Model of the planar hopping robot, created in the Working Model 2D program is shown
in Fig. 4. For the simulations we took parameters of the real robot being designed. Total
robot mass equals 4kg. Maximum shortness in length in stance phase is 0.3m. The
spring stiffness equals 1000N/m.

To provide better stabilization of the robot body we used a cross bar with two masses
placed on its ends. Both masses are equal to 2 kg. This kind of mass displacement
increases total moment of inertia of robot’s body and therefore decreases acceleration
acting on the robot during flight phase, when the foot position is being set for landing.

 

Fig. 4. Hopping Robot created in Working Model 2D

3.2 Algorithm of Robot Stabilization

Stabilization algorithm of our robot is schematically shown in Fig. 5. All calculations
are made in Maltab. Regulator consists of four feedback loops. The main one is the cir-
cuit providing the requested angle of take off and assuming constant value of velocity.
The calculated value is compared with the simulation and transformed into a correction
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in angle of the robot leg displacement β leg. This correction is added to the value calcu-
lated with the inverse model of the hopping robot. The created function determines the
value of leg’s orientation – β . This calculation takes into account the values of the land-
ing speed and the requested jump length. Landing velocity can be calculated in every
step of calculation or may be set as a constant. That is why the velocity line is marked
as dashed. In the second case the inverse model is outside the main feedback loop. We
used a simple proportional controller in this loop and results were satisfactory.
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Fig. 5. Robot stabilization feedback loop

Another feedback value is the take-off velocity loop. The proportional-derivative
element is used. It is characterized by a fast response time. It is a non-static element, but
the difference between requested and steady state values is small and can be neglected.

During the flight phase, actuator trying to change orientation of robot’s leg simulta-
neously acts on the cross bar with the same force. Therefore regulator for the cross bar
stabilization is also required. It contains a PD element and it is used only in the stance
phase while the foot is in contact with the ground. We chose the proportional-derivative
element, because it has a fast response in transient phase.

3.3 Simulation Results

Simulation has been done in the environment created in WorkingModel 2D. Fig. 6
shows the virtual robot, obstacles and some settings while the following plot shows the
displacement of the robot during the forward movement with changing of jump length.
First range is the longest and it equals 0.4m. After 15 seconds it changes 0.2m, and at
the end the displacement equals 0m. That means the robot ‘stops’ and jump vertically
without any forward dislocation. Different inclination in the characteristic corresponds
to the ranges of different jump length. It can be seen that the changes in the length of
jumps also change the forward velocity of the hopping robot.

Plot in Fig. 7 shows that also uneven terrain almost does not change the forward
speed. Inclination of the characteristic is constant in corresponding jump length. Height
of the steps is 0.2m. We can assume that the inverted model is working correctly, be-
cause simple proportional regulator is enough to stabilize jump length and forward ve-
locity at presence of disturbances. Some other experiments can be found in [15].
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Fig. 6. Simulation environment of Working Model 2D

Fig. 7. Simulations of jumps in uneven terrain plot of hopping robot’s position

Currently, we are implementing proposed algorithms on the simplified prototype
with 2DOF (see Fig. 8). In the near future we expect to extend the idea of virtual leg to
the robot with more complex kinematic structure.
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Fig. 8. Two prototypes of jumping robots: 2DOF simplified approach (on left) and 2DOF leg
model (on right)

4 Conclusions

A simple jumping robot with a pneumatic cylinder as a main source of thrust is being
developed. It allows to easily change the impedance of the leg and in this way to control
the contact phase of jumps. After detailed mathematical analysis of the dynamics of
1DOF jumping system we have presented the simulation study of a one leg jumping
robot. We used commercial simulation software Working Model 2D for modeling and
Matlab package to realize control algorithms. We have obtained stable jumps for various
ground conditions.
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Summary. This paper presents experimental results acquired from the implementation of an
adaptive control scheme for nonholonomic mobile robots, which was recently proposed by the
same authors and tested only by simulations. The control system comprises a trajectory track-
ing kinematic controller, which generates the reference wheel velocities, and a cascade dynamic
controller, which estimates the robot’s uncertain nonlinear dynamic functions in real-time via a
multilayer perceptron neural network. In this manner precise velocity tracking is attained, even
in the presence of unknown and/or time-varying dynamics. The experimental mobile robot, de-
signed and built for the purpose of this research, is also presented in this paper.

Keywords: Mobile robots, adaptive control, neural networks.

1 Introduction

The vast majority of wheeled vehicles suffer from some kind of inherent mobility re-
striction. These restrictions manifest themselves as nonholonomic constraints in the
kinematic model, and often arise due to the underactuated nature of the drive mecha-
nism. Consequently, the linearized kinematic models of these vehicles lack controllabil-
ity, full-state feedback linearization is out of reach, and smooth time-invariant feedback
stabilization is unattainable [2]. These characteristics render the motion control of non-
holonomic mobile robots not only practically relevant but also theoretically interesting
and challenging.

A vast number of past contributions on the control of nonholonomic wheeled mobile
robots (WMRs) [9, 2] completely ignore the robot dynamics and rely on the assump-
tion that the control inputs, usually motor voltages, instantaneously establish the de-
sired wheel velocities. As expected, controllers which explicitly account for the robot
dynamics due to its mass, friction and inertia [7, 4] lead to better control performance.
However, as argued in [7] perfect knowledge of the robot dynamics is unattainable in
practice. Moreover, these parameters can even vary over time due to loading, wear,
and ground conditions. In response, a number of more advanced controllers have been
proposed including: pre-trained neuro-controllers [10], parametric adaptive schemes
[11], and robust sliding-mode methods [3]. A more powerful approach is that of online

� This work was supported by the National Grant, RTDI-2004-026.

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 165–174, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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Po midpoint on the driving axle
Pc centre of mass without wheels
d distance from Po to Pc

b distance from each wheel to Po

r radius of each wheel
mc mass of the robot without wheels
mw mass of each wheel
Ic angular mass of platform about Pc

Iw angular mass of wheel about axle
Im angular mass of wheel about diameter

x

y

2r

2b

d
Po

Pc φ

Driving wheels

Centre of mass

Geometric centre
Passive wheels

Fig. 1. Differentially driven wheeled mobile robot

functional-adaptive control, where the uncertainty is not restricted to parametric terms,
but covers completely the dynamic functions themselves [8, 1].

Of all the proposed adaptive controllers, only a few have ever been implemented
on a physical robot, among which one finds [5, 11, 6]. In [5] D’Amico et. al. propose
radial basis function (RBF) artificial neural networks (ANNs) for the adaptive control of
WMRs. However, this work disregards the robot dynamics since ANNs are used solely
to approximate the inverse kinematic model of the vehicle. On the other hand, Wang et.
al. [11] and Dixon et. al. [6] do consider the robot dynamics in their adaptive control
methods, but address only parametric uncertainty in the dynamic model. In contrast, in
this paper we employ functional-adaptive neuro-control to handle better the uncertainty
in the dynamic functions of the WMR, and not just its parameters.

The main contributions in this paper are the presentation and analysis of a set of
experimental results which validate and compare the employed multilayer perceptron
(MLP) adaptive control scheme for the first time, after it was originally proposed in
our previous publication [1], and tested by simulations only. In addition this paper
outlines the design and implementation of the mobile robot designed and built for
the purpose of this research. The rest of the paper is organized as follows. Section 2
develops the discrete-time dynamic model of the WMR. This is then used in the
neuro-adaptive dynamic controller revisited in Sect. 3. Section 4 outlines the experi-
mental setup and the related design and implementation issues. Experimental results
are presented and compared in Sect. 5, which is followed by a brief conclusion in
Sect. 6.

2 Modelling

The differentially driven WMR considered in this paper is depicted in Fig. 1. The pas-
sive wheels are ignored and the driving wheels are assumed to roll without slipping.
The robot state vector is given by qqq � [x y φ θr θl]

T , where (x,y) is the Cartesian co-
ordinate of Po, φ is the robot’s orientation with reference to the xy frame, and θr, θl are
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the angular displacements of the right and left driving wheels respectively. The pose of
the robot refers to ppp � [x y φ ].

2.1 Kinematics

The kinematic model of this WMR, detailed in [1], is given by:

q̇qq = SSS(qqq)ννν , (1)

where the velocity vector ννν � [νr νl ]
T �

[
θ̇r θ̇l

]T
, and SSS =

⎡
⎢⎢⎢⎢⎣

r
2 cosφ r

2 cosφ
r
2 sinφ r

2 sinφ
r

2b − r
2b

1 0
0 1

⎤
⎥⎥⎥⎥⎦ .

2.2 Dynamics

The equations of motion of this WMR are given by:

MMM(qqq)q̈qq+VVV (q̇qq,qqq)q̇qq+ FFF(q̇qq) = EEE(qqq)τττ − AAAT (qqq)λλλ , (2)

where MMM(qqq) is the inertia matrix, VVV (q̇qq,qqq) is the centripetal and Coriolis matrix, FFF(q̇qq) is
a vector of frictional forces, EEE(qqq) is the input transformation matrix, τττ is the torque
vector, and AAAT (qqq)λλλ is the vector of constraint forces.

Deriving the WMR dynamics, requires the elimination of the kinematic constraints
AAAT (qqq)λλλ from (2). This is detailed in [7, 1], and yields

M̄MMν̇νν + V̄VV (q̇qq)ννν + F̄FF(q̇qq) = τττ , (3)

where:

M̄MM =

[
r2

4b2 (mb2 + I)+ Iw
r2

4b2 (mb2 − I)
r2

4b2 (mb2 − I) r2

4b2 (mb2 + I)+ Iw

]
, V̄VV (q̇qq) =

[
0 mcr2dφ̇

2b
mcr2dφ̇

2b 0

]
,

F̄FF(q̇qq) = SSST (qqq)FFF(q̇qq), I = (Ic + mcd2)+ 2(Im + mwb2), and m = mc + 2mw. To account
for the fact that the controller is finally implemented on a digital computer, the
continuous-time dynamics (3) are discretized through a first order forward Euler ap-
proximation with a sampling interval of T seconds, resulting in

νννk − νννk−1 = fff k−1 + GGGk−1τττk−1 , (4)

where the subscript integer k denotes that the corresponding variable is evaluated at time
kT seconds, and vector fff k−1 and matrix GGGk−1, which together encapsulate the WMR
dynamics, are given by

fff k−1 = −TM̄MM−1
k−1

(
V̄VV k−1νννk−1 + F̄FFk−1

)
, GGGk−1 = T M̄MM−1

k−1 . (5)
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The control input τττ is assumed to remain constant over a sampling interval of T seconds,
which is chosen low enough for the Euler approximation error to be negligible.

3 Control Scheme

The complete neuro-adaptive control system detailed in [1], and briefly revisited in this
section is depicted in Fig. 2. Some variables in this figure are defined later in the article.
At this point one should particularly note the modular architecture which enables the
kinematic and dynamic control modules to be treated separately [7]. The kinematic
controller computes the desired wheel velocities in order to minimize the robot tracking
or stabilization error, according to the task at hand1. The cascaded dynamic controller,
which in the case of this paper is neuro-adaptive, ensures that the robot truly tracks
these velocities, by determining the torques required at the wheels.

Trajectory
generator

WMR
Dynamic
controller

Sample
& hold

1st order
hold

Kinematic
controller

⎡
⎣ vrk+1

ωrk+1

⎤
⎦

prk+1

pk+1

νck+1 τk

Zero order
hold

τ

q

pk

νk

f̂k Ĝk

Stochastic
weight
tuner

MLP
ANN

νk−1
νk

νk−1

νk

Unit
delay νck

ẑk+1τk−1

Fig. 2. MLP adaptive dynamic control scheme

3.1 Kinematic Control

To address the trajectory tracking problem we employ a discrete-time version of the
trajectory tracking controller originally proposed in [9] and given by:

νck =
[ 1

r
b
r

1
r − b

r

][
vrk cose3k + k1e1k

ωrk + k2vrke2k + k3vrk sine3k

]
, (6)

where νccck is the wheel velocity command vector computed by the kinematic controller,
k1, k2, and k3 are positive design parameters, vrk and ωrk are the translational and angu-
lar reference velocities respectively, and e1k, e2k, e3k make up the tracking error vector
defined as

eeek �

⎡
⎣ e1k

e2k
e3k

⎤
⎦ �

⎡
⎣ cosφk sinφk 0

−sinφk cosφk 0
0 0 1

⎤
⎦(prk − pppk) , (7)

where prk � [xrk yrk φrk]
T denotes the reference pose vector.

1 In this paper only the trajectory tracking problem is considerd.
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3.2 Dynamic Functional-Adaptive Control

Robot Dynamics ANN Estimator

A two-layer MLP ANN with a sigmoidal hidden layer and a linear output layer is em-
ployed for the real-time approximation of the vector of nonlinear functions fff k−1, the
estimate of which is denoted by f̂ff k−1 and given by

f̂ff k−1 =
[

φφφ T (xxxk−1, âaak)ŵww111k

φφφ T (xxxk−1, âaak)ŵww222k

]
, (8)

in the light of the following definitions and assumptions: 2

1. xxxk−1 is the ANN input vector, and is set to [νννk−1 1].
2. φφφ is the sigmoidal activation vector, whose ith element is given by

φi = 1/
(
1 + exp(−sssT

iii xxx)
)
, where sssiii is the parameter vector of the ith neuron.

3. The sigmoidal parameter vectors are grouped in âaak �
[
ŝssT

111k
· · · ŝssT

LLLk

]T
.

4. L denotes the number of neurons in the network.
5. ŵwwjjjk represents the synaptic weight vector of the connection between the neurons

and the jth output element of the network, estimated in real-time.

Since GGGk−1 is a symmetric state-independent matrix, its estimate does not require an
ANN, but is simply denoted by the parameters

ĜGGk−1 =
[

ĝ1k−1 ĝ2k−1
ĝ2k−1 ĝ1k−1

]
, (9)

where ĝ1k−1 and ĝ2k−1 are the unknown elements in ĜGGk−1.
All the unknown parameters requiring estimation are grouped in a single vector

ẑzzk �
[
ŵww111

T
k ŵww222

T
k âaaT

k ĝ1k−1 ĝ2k−1

]T
. The true value of ẑzzk denoted by zzz∗

k is unknown,
and in this work we opt to treat it as a random variable. Estimates f̂ff k−1 and ĜGGk−1 are
employed in rewriting the WMR dynamic model (4) in the following state-space form:

zzz∗
k+1 = zzz∗

k

yyyk = hhh
(
xxxk−1,τττk−1,zzz∗

k

)
+ εεεk ,

(10)

where the vector field hhh = f̂ff k−1(xxxk−1,w∗
1k,w

∗
2k,aaa

∗
k)+ ĜGGk−1(g∗

1k−1,g
∗
2k−1)τττk−1, the mea-

sured output is denoted by yyyk = νννk − νννk−1, and εεεk is an independent zero-mean white
Gaussian process with covariance matrix RRRεεε , which accounts for measurement uncer-
tainty. Since hhh is a nonlinear function of the unknown random vector zzz∗

k , the extended
Kalman filter (EKF) is used for its real-time stochastic estimation:

ẑzzk+1 = ẑzzk + KKKkiiik
PPPk+1 = PPPk − KKKk∇hkPPPk ,

(11)

where ∇hk denotes the Jacobian matrix of hhh with respect to zzz∗
k evaluated at ẑzzk, PPPk is esti-

mate’s covariance matrix, KKKk = PPPk∇h
T
k

(
∇hkPPPk∇h

T
k + RRRεεε

)−1
is the Kalman gain matrix,

and iiik = yyyk − hhh(xxxk−1,τττk−1, ẑzzk) is the innovations vector.

2 The ˆ and ∗∗∗ notations denote estimates and optimal parameters respectively.
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Using (8), (9), and the definition of hhh it can be shown that:

∇hk =
[

φφφT
k−1 000T

000T φφφ T
k−1

· · · ˆw1,i(φi − φi
2)xxxT · · ·

· · · ˆw2,i(φi − φi
2)xxxT · · ·

τrk−1 τl k−1
τl k−1 τrk−1

]
,

where: i = 1, . . . ,L and ŵ j,i denotes the ith element of the synaptic weight vector ŵww jjjk
which connects the neurons to the jth network output; Notation-wise φφφ k−1 implies that
the activation function is evaluated for xxxk−1 and âaak; 000 denotes a zero vector having the
same length as φφφ k−1; φi and xxx correspond to time instant (k −1); τrk−1 , τlk−1 are the first
and second elements of the torque vector τττk−1 respectively.

Control Law

At each control iteration f̂ff k and ĜGGk, generated by the MLP stochastic function estimator,
are used in the following control law to ensure that the robot velocity vector νk tracks
the velocity command vector issued by the kinematic controller νck :

τττk = ĜGG
−1
k

(
νccck+1 − νννk − f̂ff k + kd (νccck − νννk)

)
, (12)

where the design parameter −1 < kd < 1. If we neglect the negligibly small inher-
ent ANN approximation error (justified due to the Universal Approximation Theorem
of ANNs) and εεεk, (12) yields the following closed-loop dynamics: νννk+1 = νccck+1 +
kd (νccck − νννk), clearly indicating that |νννccck − νννk| → 0 as k → ∞.

4 Experimental Setup

The neuro-adaptive control scheme revisited in Sect. 3, was implemented successfully
for the first time on a physical WMR, named NeuroBot and pictured in Fig. 3. This robot
was recently designed and built by the authors to serve as a testbed for the development
and validation of neuro-control algorithms.

NeuroBot is a differentially driven WMR. Each of the two 125mm diameter solid-
rubber drive wheels, is independently driven by a 70W, 24V permanent magnet dc
motor from maxon motor, which is equipped with a 113:1 reduction gearbox, and a
500 pulses per revolution incremental encoder. Each of the two motors is driven via
the LMD18200 H-Bridge IC from National Semiconductor, which is controlled by a
20kHz pulse width modulation reference signal. The instantaneous current in each mo-
tor is measured using the HX 03-P/SP2 Hall effect current transducer from LEM, and
filtered by a 4th-order continuous-time Bessel lowpass filter tuned for a corner fre-
quency of 2kHz, and implemented using the MAX275 continuous-time filter IC from
Maxim Dallas Semiconductors. NeuroBot is powered by four 12V, 9Ah sealed lead acid
batteries (RM 12-9 HR) from REMCO.

The algorithms controlling NeuroBot are all implemented on a MicroAutoBox system
from dSPACE. The MicroAutoBox is a compact stand-alone prototyping unit designed
specifically for the rapid-prototyping of computationally demanding real-time control
systems, typically requiring a number of analog/digital input and output channels to
interface with ease with both sensors and actuators. A digital pole-placement torque
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Fig. 3. NeuroBot: the experimental WMR

controller with integral action was designed and implemented in software to account
for the motor dynamics. This inner torque control loop uses the current measurement
as feedback and issues motor voltage commands to the motors. This ascertains that the
actual torques at the wheels, which are proportional to currents in the motors, track pre-
cisely those issued by the outer loop control law (12). Naturally, this cascade approach
imposes that the inner loop operates at a rate which is much faster than that of the outer
loop. The sampling rates for the inner and outer loops where chosen to be 10kHz and
200Hz respectively.

A desktop computer is used to implement the control algorithms in Simulink� using
the system blocks provided by the dSpace Real-Time Interface. Real-Time Workshop�

is then used to automatically generate the required code which is then downloaded
to the MicroAutoBox (which features also non-volatile memory) via the dSpace Link
Board installed in the computer. From this point onwards the MicroAutoBox can be
disconnected from the computer and the control code runs entirely on the MicroAutoBox
which employs a multitasking approach to service each of the the two control loops
in real-time. Vital information about the real-time execution of each task running on
the MicroAutoBox, such as sampling times, priorities and execution times, can also be
monitored via ControlDesk, developed for this purpose by dSPACE.

5 Experimental Results

NeuroBot was used to test and validate the MLP adaptive control scheme, reviewed
in Sect. 3, for the first time on a real mobile robot. Moreover, the proposed adaptive
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controller was compared with its nonadaptive counterpart implemented via (12) but
with f̂ff k−1 and ĜGGk−1 replaced by fff k−1 and GGGk−1.

This nonadaptive controller requires that the WMR parameters are known. For
this reason NeuroBot was weighed and measured accordingly and the resulting pa-
rameter values were used to tune the nonadaptive controller. These parameters are:
b = 0.2295m, r = 0.0625m, d = 0m, mc = 22kg, mw = 1kg, Ic = 0.6320kgm2,
Iw = 0.002kgm2, and Im = 0.0029kgm2. Moreover, viscous friction was included by
setting FFF(q̇qq) = FFFcccq̇qq, where FFFccc is a diagonal matrix of coefficients, with nominal diag-
onal values set to [0.001,0.001,0.001,0.18,0.18]. In contrast, the neuro-adaptive con-
troller presented in this paper does not require any preliminary knowledge about the
robot dynamics. Consequently the initial network parameter vector ẑzz0 was generated
randomly. The MLP ANN contained 10 neurons (L=10).

A number of experimental results acquired from a typical experiment on NeuroBot
as detailed above are presented in Fig. 4. Plot (a) depicts NeuroBot tracking a demand-
ing reference trajectory (characterized by high linear and angular accelerations) for
non-zero initial tracking error, when it is being controlled by the neuro-adaptive MLP
scheme. It is clear that NeuroBot swiftly adapts to its own dynamics and simultane-
ously converges to the the reference trajectory. The WMR keeps tracking the trajectory
with high precision for the rest of the experiment. This plot on its own validates exper-
imentally the neuro-adaptive scheme presented in this paper for ultra-precise trajectory
tracking. Plots (b) and (c) show the tracking errors xr − x, yr − y and φr − φ against
time, corresponding to the same trajectory shown in Plot (a). From these plots it is
also clear that the trajectory tracking errors are all reduced to zero in a few seconds
and maintained there with unquestionable performance. Plot (d) shows the actual and
reference angular wheel velocities νr and νl along the trajectory. The actual veloci-
ties are practically superimposed on the corresponding references. This implies that the
adaptive dynamic controller achieves the wheel velocities requested by the kinematic
controller with great precision, which ultimately leads to the good trajectory tracking
performance depicted in the previous plots. Plots (e) and (f) compare the adaptive con-
troller with its tuned and untuned nonadaptive counterparts, by depicting the position
error norm

√
((xr − x)2 +(yr − y)2) and the orientation error respectively for the three

controllers following the same trajectory.
The tuned nonadaptive controller refers to the nonadaptive controller tuned with the

true robot parameters. The untuned nonadaptive controller refers to the same controller
but with mc = 10kg, i.e. this controller believes that the robot weighs half its real weight.
This scenario was included to examine the effects of uncertain and/or time-varying
robot dynamics on the performance of nonadaptive dynamic controllers. From the two
plots it is clear that the performance of the nonadaptive controller deteriorates from the
tuned to the untuned case. This indicates the incapability of nonadaptive controllers
in handling misinformation about the robot dynamics. More impressive is the fact that
the adaptive controller outperforms even the tuned nonadaptive controller. We attribute
this to the fact that perfect modelling is practically impossible, and since the adaptive
controller uses no predefined dynamic model of the WMR, since it learns it in real-time,
it does not suffer from the consequences of unmodelled dynamics and inexact model
parameters.
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The inner torque control loop, operating at a sampling rate of 10kHz, takes approx-
imately 14μs to execute. The outer speed loop, with a sampling rate of 200Hz, exe-
cutes in 700μs and 350μs for the adaptive and nonadaptive cases respectively. This
implies that the adaptive controller requires double the execution time of its nonadap-
tive counterpart. This was expected since the adaptive algorithm is more computation-
ally demanding because it includes estimation as opposd to a nonadaptive controller.
Nonetheless, the execution time of the neuro-adaptive controller is still as little as 14%
of the total sampling period, implying that commercially available hardware is well en-
dowed to handle the increased level of computational load brought about by real-time
neuro-adaptive control.

6 Conclusion

The contribution of this paper comprises the experimental validation of a MLP adaptive
dynamic control scheme, originally proposed in [1] for the trajectory tracking of mo-
bile robots. In addition the recently designed robotic testbed NeuroBot is introduced,
and the associated implementation issues are briefly discussed. The experimental re-
sults presented in this paper not only validate the employed neuro-adaptive control
scheme in practice, but also demonstrate the great improvements in performance over
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non-adaptive schemes in the face of uncertain and/or time-varying robot dynamics. In
addition, NeuroBot proved to be a very good research testbed and will continue to be
used for the validation and development of innovative controllers for mobile robots.
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Summary. This paper presents two major components of an automatic parking assist system
(APAS). The APAS maps the environment of the vehicle and detects the existence of accessible
parking place where the vehicle can park into. The two most important tasks the APAS must then
realize are the design of a feasible path geometry and the tracking of this reference in closed
loop such that the longitudinal velocity of the vehicle is generated by the driver and the controller
determines the steering wheel angle which is realized by an Electronic Power Assist Steering
(EPAS). We present in details the solution of the continuous curvature path planning problem
and the time-scaling based tracking controller. These components are part of an implemented
APAS on a commercial passenger car including an intelligent EPAS.

Keywords: automatic parking assist system, continuous curvature path planning, tracking con-
trol, time-scaling.

1 Introduction

An important goal of automatic vehicle control is to improve safety and driver’s com-
fort. The APASs provide this for parking maneuvers which are usually performed at
low velocities. The APAS collects first information about the environment of the vehi-
cle (position of the obstacles) which are necessary to find a parking lot and to complete
a safe parking maneuver [11].

One may distinguish fully or semi-automated APASs according to the driver’s in-
volvement during the maneuver. In the fully automatic case the APAS influences both
the steering angle and the longitudinal velocity of the car. In the case of vehicles with-
out automatic gear the semi-automatic APAS is the only available option. In this case
the driver needs to generate the longitudinal velocity of the car with an appropriate
management of the pedals, while the APAS controls the steering wheel.

There exists now several APASs on the market. The Aisin Seiki Co. Ltd. has de-
veloped a semi-automatic parking system for Toyota [1] where a camera observes the
environment of the car. The Evolve project resulted a fully automatic APAS for a Volvo
type vehicle based on ultrasonic sensor measurements [5]. The Volkswagen Touran may
be ordered with an option that also assists parking maneuvers [17]. This solution also
uses ultrasonic sonars for the semi-automatic parking maneuvers. We do not address in
this paper the map making and parking lot detection procedures and the signal process-
ing problems related to the map making from distance measurement, and the position

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 175–184, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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and orientation estimation of the car. The first task is realized in our setup using ultra-
sonic sensors and the second problem is solved by the use of the angular velocity data
of the ABS sensors of the car.

To design an APAS, a mathematical model of the car has to be given. Several vehicle
models are presented in the literature including kinematic and dynamic models. Let us
suppose that the kinematic models such as the ones reported in [4, 13, 2] describe in a
satisfactory way the behavior of the vehicle at low velocities where parking maneuvers
are executed.

If the model of the vehicle is known, then the path planning method and the tracking
controller algorithm can be designed based on the motion equations. To plan the mo-
tion one can use deterministic [9] or probabilistic methods [15, 10] as well. To get a
continuous curvature path special curves should be used [7]. Algorithms based on soft
computing methods can also calculate the reference path [18, 3].

In the case of the semi-automatic systems the design of the tracking controller is
more involved than in the fully automatic case. The tracking controller in the fully
automatic case may influence the behavior of the car using two inputs whereas one
losses one input, namely the longitudinal velocity in the semi-automated case where the
car velocity is generated by the driver hence the velocity profile during the execution
of the parking maneuver may be considerably different from the one used for the path
planning. This problem is addressed by [8] using time-scaling.

Our goal was to develop a parking assist system which can operate both in fully and
semi-automatic mode in three different parking situations (parking in a lane, parking in
a row, and diagonal parking [12]).

In this paper we present first the components of the system (Sect. 2). The kinematic
vehicle model is described in Sect. 3 and the path planning and tracking controller
algorithms are detailed in Sects. 4–6. Section 7 presents some results based on tests on
a real car and a short summary concludes the paper.

2 Components of the System

To ensure autonomous behavior, several tasks have to be solved: the system should be
able to detect obstacles in its environment; it has to measure or estimate its position and
orientation; the reference motion has to be planned, and finally, this reference should be
tracked as accurately as possible. These tasks are performed by separate interconnected
subsystems which are depicted in Fig. 1.

The ABS sensors of the vehicle can detect the displacement of the wheels of the
car. Based on these data, an estimator calculates the actual position and orientation of
the car in a fixed word coordinate frame. This estimated state is used by the mapping
and controller modules. To draw a map, additional data are also required about the
environment. Ultrasonic sensors are used to measure the distances to the surrounding
obstacles. Based on these distance measurements a map can be created. One may then
use simple algorithms to detect accessible parking places (if any) on the map.

During the motion planning a reference path is calculated which connects the ini-
tial and the desired final configurations in one step (i.e. without changing the driving
direction). In this planning phase some constraints (e.g. the non-holonomic behavior



Path Planning and Tracking Control for an Automatic Parking Assist System 177

Autonomous Parking SystemAutonomous Parking System

Map
constuction

Map
constuction

Path
planning

Path
planning

State
estimator

State
estimator

Controller

Vehicle

Distance
measurements
Distance
measurements

Reference
path

Reference
path Control signalsControl signals

Parking
place

Parking
place

State of
vehicle
State of
vehicle

Measured dataMeasured data

Environment

User interfaceUser interface
State of
vehicle
State of
vehicle

Fig. 1. Components of the Automatic Parking Assist System

described by the model, collision avoidance, maximal values of the actuator signals)
have to be taken into consideration. Finally, the tracking control algorithm is used to
track the reference path.

3 Kinematic Vehicle Model

Both the path planning and tracking control algorithms use the kinematic model of the
vehicle. To calculate the geometry of the path a slightly extended model is used in order
to ensure the continuous curvature property.

As it is usual in the literature, the reference point of the car is the midpoint of the
rear axle denoted by R. The configuration of the vehicle (q) is described by four state
variables: position of the reference point R (x,y), the orientation of the car ψ , and the
curvature (κ), which is the inverse of the turning radius. Supposing that the Acker-
mann steering assumptions hold true, the motion of the vehicle can be described by the
kinematic model of the bicycle fitted on the longitudinal symmetry axis of the car (see
Fig. 2):

q̇ =

⎡
⎢⎢⎣

ẋ
ẏ
ψ̇
κ̇

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

cosψ
sin ψ

κ
0

⎤
⎥⎥⎦v +

⎡
⎢⎢⎣

0
0
0
1

⎤
⎥⎥⎦σ . (1)

The longitudinal velocity of the car is denoted by v and the velocity of the change in
curvature is given by σ . Let us denote the axle space by b. Then we get the following
relationship between the curvature and its derivative:

κ =
tanδ

b
, σ = κ̇ =

δ̇
bcos2 δ

, (2)
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Fig. 2. Kinematic model of the vehicle in the x−y plane

where δ is the angle between the front wheel of the bicycle and the longitudinal axis of
the car. Both the curvature and the curvature derivative are limited, i.e.

|κ | ≤ κmax , |σ | ≤ σmax . (3)

To design the tracking controller we use a simpler version of (1) without the
curvature.

q̇ =

⎡
⎣ ẋ

ẏ
ψ̇

⎤
⎦ =

⎡
⎣ cosψ

sinψ
tanδ

b

⎤
⎦v . (4)

In case of the semi-autonomous system the controller cannot consider the longitu-
dinal velocity of the vehicle as a system input since it is generated by the driver and
cannot be influenced by the controller. In this case we denote this driver velocity by vd .
(We suppose, that this vd velocity can be measured or well estimated.)

q̇ =

⎡
⎣ ẋ

ẏ
ψ̇

⎤
⎦ =

⎡
⎣ cosψ

sinψ
tanδ

b

⎤
⎦vd . (5)

4 Path Planning

The task of the path planning method is to determine the geometry of the reference path.
Our goal is to have a reference path with continuous curvature which avoids stopping
the car while steering the front wheels. Further constraints are the maximal limit on the
curvature and on its time derivative, since the vehicle is not able to turn with arbitrary
small turning radius and the change of the turning radius (or the curvature) is also
limited by the applied EPAS system.

To plan such a path which fulfills the above mentioned constraints we use three dif-
ferent path primitives namely straight lines, circular segments, and continuous curvature
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turns (CC turns) [7]. The curvature is zero along a straight line, in a circular segment it
has a nonzero constant value, which does not exceed a given maximum limit, and the
curvature varies linearly with the arc length in the CC turns.

The geometry of the straight lines or circular segments can be described easily if
their parameters are known (e.g. lengths, turning radius). The calculation is more com-
plicated in the case of the CC turns. If the motion is started from the initial configuration
q0 = [0,0,0,0]T , the velocity profile is constant (e.g. v = 1), and the curvature changes
with the allowable maximum σmax value, then the configurations in a CC turn can be
described by the following equations:

x =
√

π/σmaxCF

(√
κ2/(πσmax)

)
, (6)

y =
√

π/σmaxSF

(√
κ2/(πσmax)

)
, (7)

ψ = κ2/(2σmax) , (8)

κ = σmaxt , (9)

where CF and SF denote the Fresnel integrals, which cannot be given in a closed form.
Differentiating (6–9) we can see that these equations fulfill the kinematic model of the
vehicle given in (1).

Using simple mathematical operations for (6–9) we can get the configurations for
motions from different initial configurations with arbitrary constant velocity. If the val-
ues of the Fresnel integrals in (6–7) can be calculated beforehand, then the remaining
computations can be performed in real time [16].

Now we describe how to use the three path primitives to get the reference trajec-
tory for parking in a lane. In this case we use seven segments to put the path together
(see Fig. 3). Without loss of generality we suppose that the vehicle starts the motion
backwards from the qs = [0,0,0,κs]T initial configuration. First it moves along a CC
turn, until the maximal curvature (or the minimal turning radius) is reached. Then it
turns along a circle with the minimal turning radius, the corresponding turning angle
is denoted by ϕ1. After the next CC turn the curvature becomes 0, and the car turns in
the opposite direction with a CC turn, a circular motion with turning angle ϕ2 and one
more CC turn, such that the curvature becomes 0 again. The path ends with a straight
line segment whose length is denoted by l.

Such a path has three parameters: the turning angles in the circular segments (ϕ1,ϕ2)
and the length of the straight line (l). If these parameters are known, the geometry of
the path can be calculated and the goal configuration can be determined:

qg =

⎡
⎢⎢⎣

xg

yg

ψg

κg

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

f1(ϕ1,ϕ2, l)
f2(ϕ1,ϕ2, l)
f3(ϕ1,ϕ2)

0

⎤
⎥⎥⎦ . (10)

The values of the path parameters can be determined from the desired goal configu-
ration (qd) by solving the qd = qg equation. So the full reference path can be calculated,
and the reference values for the configuration (qre f = [xre f ,yre f ,ψre f ,κre f ]T ) and its
time derivatives can be determined.



180 E. Szádeczky-Kardoss and B. Kiss

0

14

-1

9

y

xRCC

CC

CC

CC

circle

circle

straight

�2

�1

l

Fig. 3. Reference path for parking in a lane

5 Time-Scaling

During the path planning we considered a preliminary reference velocity profile and to
avoid involved calculations we supposed that it is constant (e.g. v = 1). Since the driver
will generate another velocity profile (vd �= v), it is enough if one is able to track the
geometry of the reference of the designed path and the time distribution along the path
will be adapted in real-time to the velocity profile generated by the driver.

In the above equations the states of the configuration q were functions of time t,
where ṫ = 1. In a more general form we have a state equation

q̇(t) = f (q(t),u(t),w(t)) , (11)

where u is the vector of the inputs and w denotes the external signals. In our case, which
is given by (5), we have u = δ and w = vd .

We introduce a new scaled time denoted by τ such that τ is used to modify the time
distribution along the path. We suggest that the relationship between t and τ should not
only depend on the states of the car (as it is usually made in the literature [14]), but also
on a new external input, denoted by us which is the so-called scaling input:

dt
dτ

=
1
τ̇

= g(q,us,w) . (12)

Using this time-scaling (11) can be expressed with respect to the time τ:

q′ =
dq
dτ

=
dq
dt

dt
dτ

= g(q,us,w) f (q,u,w) . (13)

The prime denotes differentiation according to τ , hence τ ′ = 1.
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The time-scaling defined in (12) has to satisfy some conditions:

• τ(0) = t(0) = 0, since the original and the scaled trajectories should start from the
same initial configuration;

• τ̇ > 0, since time cannot stand or rewind.

During the time-scaling we modify the time distribution along the reference path,
which was planned in time τ:

xre f (t) = xre f (τ) , (14)

ẋre f (t) = x′
re f (τ)τ̇ , (15)

ẍre f (t) = x′′
re f (τ)τ̇2 + x′

re f (τ)τ̈ . (16)

The further derivatives and the other state variables can be calculated in t in a similar
way. It can be seen from (14) that the time-scaling does not change the geometry of the
reference path, only the velocity and the further derivatives are modified if τ̇ �= 1.

6 Tracking Control

In this section only some key features of the tracking controller are discussed, the entire
algorithm can be found in details in [8]. The literature suggests several solutions [3, 6]
to control the two-input kinematic car given in (4). These methods ensure exponential
tracking of the reference path. In our one-input case these algorithms cannot be used
without modification since our controller cannot influence the velocity of the vehicle.
Our idea is to complement the lost velocity input by the time-scaling input as in (13).

For, the following time-scaling function can be used:

dt
dτ

=
us

vd
. (17)

In this case the model equation given in (5) which evolves according to t can be trans-
formed using the time-scaling, and we get

q′ =

⎡
⎣ x′

y′

ψ ′

⎤
⎦ =

⎡
⎣ cosψ

sinψ
tanδ

b

⎤
⎦us . (18)

This scaled model has now two inputs (us and δ ), hence one of the controllers de-
scribed in the literature can be used for tracking. The selected method will compute δ
and us according to the tracking error between the real and the scaled reference trajec-
tories. This δ input is used to control the EPAS steering system and the scaling input us

influences the time-scaling. The time-scaling function and its derivatives, which are re-
quired for (14–16), can be calculated using the following relationships, which are based
on (17)

τ(t) =
∫ t

0

vd

us
dϑ , τ(0) = t(0) = 0 , (19)

vd = τ̇us , (20)

v̇d = τ̈us + τ̇u̇s . (21)
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If the signs of us and vd are the same than the time-scaling function satisfies the τ̇ > 0
condition. If one of the two signals equals 0, the car is not controllable. This occurs at
the very beginning and at the end of the motion.

The scheme of the closed loop control is depicted in Fig. 4. First the path planning
module calculates the reference path in τ . In the next step this reference is scaled based
on the longitudinal velocity of the car vd , which is generated by the driver, and based
on the scaling input us, which is calculated by the controller. After the time-scaling we
have the scaled reference in t. The controller determines its outputs using the difference
between the real and the scaled reference trajectories. So the inputs of the vehicle are
the longitudinal velocity vd generated by the driver, and δ , which is calculated by the
controller. The output of the car is the position of the reference point and the orientation.
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Fig. 4. Scheme of the tracking controller with time-scaling

7 Results

We implemented the presented methods on a Ford Focus type passenger car using an
EPAS provided by ThyssenKrupp to realize the steering angle for the front wheels.
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Both the path planner and tracking controller were realized on a dSPACE hardware
(dedicated Autobox) mounted in the car and connected to the EPAS actuator and to the
CAN bus to read the ABS signals.

The presented motion is a continuous curvature backward parking maneuver with
qs = [0,0,0,0]T ,qg = [−2.5m,−14.2m,0,0]T . The results are depicted in Fig. 5. The
system is able to track the reference path, such that the velocity of the car is not constant,
as it was supposed during the path planning. The system works in different parking
maneuvers similarly.

We also studied the performance of the tracking controller in the case of initial errors.
We achieved exponential tracking.

8 Conclusions

This paper discussed two components of an APAS. The presented path planning method
can calculate a continuous curvature path in real time. The time-scaling tracking con-
troller is able to drive the car along the reference path such that the driver generates the
car velocity. The time-scaling function can be calculated from the velocity of the car
and from a scaling input, which is calculated by the controller based on the closed loop
behavior. The presented algorithms were tested in a real car with encouraging results.
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Performance Evaluation of Ultrasonic Arc Map
Processing Techniques by Active Snake Contours
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Summary. Active snake contours are considered for representing the maps of an environment
obtained by different ultrasonic arc map (UAM) processing techniques efficiently. The mapping
results are compared with the actual map of the room obtained with a very accurate laser system.
This technique is a convenient way to represent and compare the map points obtained with dif-
ferent techniques among themselves, as well as with an absolute reference. It is also applicable
to map points obtained with other mapping techniques.

1 Introduction

Ultrasonic sensors have been widely used in robotic applications due to their accurate
range measurements, robustness, low cost, and simple hardware interface. When cou-
pled with intelligent processing, they provide a useful alternative to more complex laser
and camera systems, especially when it is not possible to use these systems in some
environments due to surface characteristics or insufficient ambient light. Despite their
advantages, the frequency range at which air-borne ultrasonic transducers operate is as-
sociated with a large beamwidth that results in low angular resolution and uncertainty
in the location of the echo-producing object. Thus, having an intrinsic uncertainty of the
actual angular direction of the range measurement and being prone to various phenom-
ena such as multiple and higher-order reflections and cross-talk between transducers,
a considerable amount of modeling, processing, and interpretation of ultrasonic data is
necessary.

Most commonly, the large beamwidth of the transducer is accepted as a device limi-
tation that determines the angular resolving power of the system, and the reflection point
is assumed to be along the line-of-sight (LOS) of the transducer. According to this naive
approach, a simple mark is placed along the LOS at the measured range, resulting in
inaccurate maps with large angular errors and artifacts. In earlier work, basically, there
have been two approaches to the representation of ultrasonic data: feature-based and
grid-based. Grid-based approaches do not attempt to make difficult geometric decisions
early in the interpretation process unlike feature-based approaches that extract the ge-
ometry of the sensor data as the first step. As a first attempt, several researchers have
fitted line segments to ultrasonic data as features that crudely approximate the room
geometry [10, 18, 13]. This approach proved to be difficult and brittle because straight

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 185–194, 2008.
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lines fitted to time-of-flight (TOF) data do not necessarily match or align with the world
model, and may yield many erroneous line segments. Improving the algorithms for de-
tecting line segments and including heuristics does not really solve the problem. A more
physically meaningful representation is the use of regions of constant depth (RCDs) as
features. RCDs are circular arcs which are natural features of the raw ultrasonic TOF
data from specularly reflecting surfaces, first reported in [16], and further elaborated on
in [9]. Alternatively, the angular uncertainty in the range measurements has been repre-
sented by ultrasonic arc maps (UAMs) [6] that preserve more information (see Fig.1(c)
for a sample UAM). This is done by drawing arcs spanning the beamwidth of the sensor
at the measured range, representing the angular uncertainty of the object location and
indicating that the echo-producing object can lie anywhere on the arc. Thus, when the
same transducer transmits and receives, all that is known is that the reflection point lies
on a circular arc of radius r. More generally, when one transducer transmits and another
receives, it is known that the reflection point lies on the arc of an ellipse whose focal
points are the transmitting and receiving elements. The arcs are tangent to the reflecting
surface at the actual point(s) of reflection.

Several techniques have been proposed to process these UAMs (Table 1), that result
in more accurate maps of the environment. These techniques are summarized in Section
2. Each processed UAM results in a collection of (usually a large number of) data points,
represented as a black-on-white image. In [4], the DM technique is newly proposed, and
a comparison of these techniques is provided based on three different error criteria. In
this paper, we propose a method to compactly and efficiently represent the resulting
map points that will also make it convenient to assess the accuracy of the different
UAM processing techniques. Basically, active snake curves will be fitted to the results
of processing the UAM by each technique and a comparison with a very accurate laser
map (considered as absolute reference) will be provided.

Table 1. Different UAM processing techniques

1 Point marking (PM) [16] 5 Bayesian update (BU) [1]
2 Voting and thresholding (VT) [3] 6 Triangle based fusion (TBF) [15]
3 Directional maximum (DM) [4] 7 Arc transversal median (ATM-org) [8]
4 Morphological processing (MP) [6] 8 Modified ATM (ATM-mod) [4]

2 UAM Processing Techniques

This section summarizes various techniques for processing the UAM constructed from
raw ultrasonic TOF measurements. Detailed descriptions of the methods can be found
in [4], or respective references indicated in the subsections or in Table 1.

2.1 Point Marking (PM)

This is the simplest approach, mentioned above, where a mark is placed along the LOS
at the measured range [16]. This method produces reasonable estimates for the locations
of objects if the arc of the cone is small. This can be the case at higher frequencies
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of operation where the corresponding sensor beamwidth is small or at nearby ranges.
Since every arc is reduced to a single point, this technique cannot eliminate any of
the outlying TOF readings. The resulting map is usually inaccurate with large angular
errors and artifacts.

2.2 Voting and Thresholding (VT)

In this technique, each pixel stores the number of arcs crossing that pixel, resulting in a
2-D array of occupancy counts for the pixels [3]. By simply thresholding this array and
zeroing the pixels lower than the threshold, artifacts can be eliminated and the map is
extracted.

2.3 Directional Maximum (DM)

This technique is based on the idea that in processing the acquired range data, there
is a direction-of-interest (DOI) associated with each detected echo. Ideally, the DOI
corresponds to the direction of a perpendicular line drawn from the sensor to the near-
est surface from which an echo is detected. However, in practice, due to the angular
uncertainty of the object position, the DOI can be approximated as the LOS of the sen-
sor when an echo is detected. Since prior information on the environment is usually
unavailable, the DOI needs to be updated while sensory data are being collected and
processed on-line [4].

In the implementation, the number of arcs crossing each pixel of the UAM is counted
and stored, and a suitable threshold value is chosen, exactly the same way as in the
VT method. The novelty of the DM method is the processing done along the DOI.
Once the DOI for a measurement is determined using a suitable procedure, the UAM
is processed along this DOI as follows: The array of pixels along the DOI is inspected
and the pixel(s) exceeding the threshold with the maximum count is kept, while the
remaining pixels along the DOI are zeroed out. If there exist more than one maxima,
the algorithm takes their median (If the number of maxima is odd, the maxima in the
middle is taken; if the number is even, one of the two middle maxima is randomly
selected.) This way, most of the artifacts of the UAM can be removed.

2.4 Morphological Processing (MP)

The processing of UAMs using morphological operators was first proposed in [6]. This
approach exploits neighboring relationships and provides an easy to implement yet ef-
fective solution to ultrasonic map building. By applying binary morphological opera-
tors, one can eliminate the artifacts of the UAM and extract the surface profile.

2.5 Bayesian Update Scheme for Occupancy Grids (BU)

Occupancy grids were first introduced by Elfes, and a Bayesian scheme for updating
their probabilities of occupancy and emptiness was proposed in [1] and verified by
ultrasonic data. Starting with a blank or completely uncertain occupancy grid, each
range measurement updates the probabilities of emptiness and occupancy in a Bayesian
manner. The reader is referred to [1] for a detailed description of the method and [4] for
its implementation in this work.
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2.6 Triangulation-Based Fusion (TBF)

The TBF method is primarily developed for accurately detecting the edge-like features
in the environment based on triangulation [15]. The triangulation equations involved
are not suitable for accurately localizing planar walls.

Unlike the previously introduced grid-based techniques, the TBF method extracts the
features of the environment by using a geometric model suitable for edge-like features.
In addition, TBF considers a sliding window of ultrasonic scans where the number of
rows of the sliding window corresponds to the number of ultrasonic sensors fired, and
the number of columns corresponds to the number of most recent ultrasonic scans to be
processed by the algorithm. TBF is focused on detection of edge-like features located
at ≤ 5 m. The other methods consider all of the arcs in the UAM corresponding to all
ranges, and are suitable for detecting all types of features.

2.7 Arc-Transversal Median (ATM)

The ATM algorithm requires both extensive bookkeeping and considerable amount of
processing [8]. For each arc in the UAM, the positions of the intersection(s) with other
arcs, if they exist, are recorded. For arcs without any intersections, the mid-point of the
arc is taken to represent the actual point of reflection (as in PM). If the arc has a single
intersection, the algorithm uses the intersection point as the location of the reflecting
object. For arcs with more intersections, the median of the positions of the intersection
points with other arcs is chosen to represent the actual point of reflection. In [8], the
median operation is applied when an arc has three or more intersection points. If there
is an even number of intersections, the algorithm uses the mean of the two middle
values (except that arcs with two intersections are ignored). It can be considered as a
much improved version of the PM approach.

We have also implemented a modified version of the algorithm (ATM-mod) where
we ignored arcs with no intersections. Furthermore, since we could not see any reason
why arcs with two intersections should not be considered, we took the mean of the two
intersection points.

3 Fitting Active Snake Contours to UAMs

A snake, or an active contour [14] can be described as a continuous deformable closed
curve. It is commonly used in image processing for edge detection or image segmen-
tation [14, 17]. The deformation is controlled by external and internal forces. External
forces depend on the image and they try to stretch or shrink the curve to fit to the data,
whereas internal forces impose elasticity and rigidity constraints on the curve. We de-
fine a snake as a parametrized closed curve v(s) = (x(s),y(s)),s ∈ [0,1], whose energy
is given by the functional

Esnake =
∫ 1

0
(Eint(v(s))+ Eext(v(s))) ds (1)
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where x(s) and y(s) are periodic functions representing the x and y coordinates of the
snake and s is the normalized arc length parameter of the snake curve. The internal
energy is given by

Eint(v(s)) =
1
2

(
α

∥∥∥∥d(v(s))
ds

∥∥∥∥
2

+ β
∥∥∥∥d2(v(s))

ds2

∥∥∥∥
2
)

(2)

where α is the elasticity parameter and β is the rigidity parameter, taken as constants.
The external energy will be denoted by Eext(v(s)) = P(v(s)), where P is a potential
function that depends on the image data.

In general, the selection of the potential function varies depending on the application.
However, it must be minimum on the image edges if the snake is used for edge detection.
Kass et al. suggest using the negative of the image gradient magnitude as a potential
function [14]. However this is only feasible if the snake is initialized close to the image
boundaries. Filtering the image with a Gaussian low-pass filter is also suggested in
the same paper to increase the capture range of the snake, but this causes the edges to
become blurry, thus reducing the accuracy. If the image is a black-on-white one (as is
the case in this study), then the image intensity can be used as the potential function,
either as itself or convolved with a Gaussian blur [11]. Obviously this method also
suffers from the same drawbacks stated above. Another solution proposed in [12] is
using a distance map to increase the capture range of the contour, which is the approach
used in this study.

Approaches that do not use a potential function as the external energy term also exist
in literature [5]. This relaxes the constraint that the external forces pulling the snake
towards the edges should be conservative, i.e., derived from a potential field. Xu et
al. define a non-conservative force field representing the external forces and use force
balance equations rather than energy-based approach to solve the problem [5]. However,
this idea is not used in our work.

Having chosen a potential function, the goal is to find the curve that minimizes
the energy functional in Eqn. (1). This problem can be solved by using calculus of
variations. The minimizing curve must satisfy the following Euler-Lagrange equation
[14]:

α
d2(v(s))

ds2 − β
d4(v(s))

ds4 − ∇P(v(s)) = 0 (3)

For some cases it may be possible to solve this equation analytically, but a general
analytical solution does not exist. The general practice is to initialize an arbitrary time-
dependent snake curve v(s,t). Eqn. (3) is then set equal to the time derivative of the
snake, where a solution will be found when the time derivative vanishes. That is,

α
∂ 2v
∂ s2 − β

∂ 4v
∂ s4 − ∇P(v) =

∂v
∂ t

(4)

These equations are then discretized for a numerical solution. Furthermore, the snake
is treated as a collection of discrete points joined by straight lines, and a snake curve is
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initialized on the image. Approximating the derivatives by finite differences, the evolu-
tion equations of the snake reduce to [17]:

xt+1 = (A + γI)−1

(
γxt − κ

∂P
∂x

∣∣∣∣
(xt ,yt)

)
(5)

yt+1 = (A + γI)−1

(
γyt − κ

∂P
∂y

∣∣∣∣
(xt ,yt)

)
(6)

for all points (x,y) on the snake. Here t is the current time (or iteration) step, γ is the
Euler step size, κ is the external force weight, I is the identity matrix of appropriate
size and A is a pentadiagonal banded matrix that depends on α and β . The sizes of
the matrices A and I are determined by the number of points on the snake, which may
change as the algorithm is executed. The variables xt and yt represent the coordinates
of the discrete points on the snake at time t.

4 Experiments

The different techniques, listed in Table 1, are considered for processing the UAMs.
Each of these techniques results in a different set of points to which a snake curve is
fitted.

The potential function used in this study is based on the Euclidean distance trans-
form, as suggested in [12]. As stated before, processed UAMs in our case are repre-
sented as black pixels (i.e., I(x,y) = 0) on white background (i.e., I(x,y) = 1), where
I(x,y) is the intensity of the image. Euclidean distance transform is defined for all points
on the image as the Euclidean distance to the nearest black pixel. That is, the potential
function is selected as

P(x,y) = min
{(x′,y′)| I(x′,y′)=0}

√
(x − x′)2 +(y − y′)2 (7)

for all points (x,y) on the image. Note that the value of the potential function is zero
for the points on the extracted map and increases gradually when (x,y) moves away
from the map points. The Euclidean distance transform is computationally costly, and a
number of algorithms and other distance transforms have been proposed in the literature
to approximate it [7, 2]. However, in this study the Euclidean distance transform is
implemented in its original form.

An example image of a room acquired with a laser system is shown in Fig. 1(a). This
is the original laser data which is quite accurate, and is used as the absolute reference
to compare the methods given in Table 1. The corresponding distance map is shown in
Fig. 1(b), which is drawn by scaling the values of the potential function to be between
0 and 255. Fig. 1(c) shows the raw UAM for the room.

The values for the parameters in Eqns. (5) and (6) are selected as α = γ = 1, β = 0.1
and κ = 2.5. Selecting β = 0.1 enforces the second derivative in the energy term to
have less weight, thus allowing sharp corners in the snake. The snake curves fit to the
laser and the processed UAMs are given in Fig. 2. The blue curves are the snakes fitted
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Fig. 1. (a) Laser map of the room, (b) its distance map, (c) and the UAM

to these UAM data. The red curves are the snakes fitted to the laser data, and it is
superimposed on the processed UAMs for better visualization. There was an opening
on the lower-left corner of the room from which no ultrasonic data were collected.
Therefore, the part of the snake curve in that region is not drawn in the figure and not
included in the error calculations.

The snake is initialized as a circle whose center is at (30, 55) having a radius of 185
units so that it encompasses the room boundary. We allow the snake to converge to out-
lier points caused by crosstalk and/or multiple reflections to provide a better evaluation
of the methods. Then, the snake is evolved for a fixed amount of iterations (currently
100), determined experimentally to ensure that each UAM snake converges to the map.
After each iteration, the points on the snake are checked for uniformity. The distance
between any two neighboring points is maintained between 2–4 units, also determined
experimentally. That is, the points are destroyed or created as required by this constraint,
after each iteration.

The snake fit to the laser data is referred to as Claser from now on in this text. The
snakes fitted to the processed UAM data will be referred to as Ci, where i denotes the
index of the method given in Table 1. Thus the ith snake is represented as a collection
of points (xi j,yi j), j = 1, . . . ,Ni where Ni is the total number of points on snake Ci.

An error measure is defined to determine the closeness between the laser snake Claser

and processed UAM snake Ci. It is calculated by finding the distance of the nearest point
on snake Claser for all points on snake Ci and averaging these distances. First, a distance
function is defined for points on a given snake Ci as:

di/laser(xi j,yi j) = min
k=1,...,Nlaser

√
(xi j − xk)2 +(yi j − yk)2, j = 1, . . . ,Ni (8)

where k is an index for points on snake Claser and Nlaser is the total number of points on
the snake Claser. Then, the error is given as:

ei =
1
Ni

Ni

∑
j=1

di/laser (xi j,yi j) (9)

The errors for the different methods are tabulated in Table 2. According to the results,
ATM-mod and DM techniques have the smallest errors, and MP and BU perform the
worst. The remaining techniques are comparable to the PM method.
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Fig. 2. Results of snake curve fitting for all the UAM processing techniques. Red curves corre-
spond to the snake fitted to laser data and the blue curves are the snakes fitted to the map points.

Table 2. Error values of the different techniques

Method PM VT DM MP BU TBF ATM-org ATM-mod
Error 4.321 4.218 3.478 6.806 6.871 4.730 4.427 3.403

DM and ATM-mod methods eliminate most of the artifacts resulting from crosstalk
and multiple and higher-order reflections (Fig. 2) so that the corresponding snake curves
follow the laser data very closely. MP and BU methods cannot eliminate those artifacts
as much, resulting in larger errors. Same applies to the PM method; it can not eliminate
the outlier points and could have resulted in large error values. We should note here that
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the snake was initialized outside the boundaries of the room. Initializing the snake inside
the room would also be possible. In this case, the spurious points outside the boundaries
would not affect the snake curve as much, allowing it to follow the boundaries of the
room more closely. However, this would not result in a fair comparison between the
techniques. In a practical application when comparison and evaluation of the techniques
is not an issue, this might be a good choice to eliminate the erroneous points outside the
boundary.

5 Conclusion

We have presented a technique to compactly and efficiently represent the maps ob-
tained by processing the UAMs using different techniques. The representation of the
map points with snake curves makes it easy and convenient to compare maps obtained
with different techniques among themselves, as well as with an absolute reference. This
approach can be applied to other mapping techniques. Our current work involves using
Kohonen’s self-organizing maps for the same purpose that takes into account all the
outlier points.
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Summary. Our work is focused on defining a generic approach for planning landmark based
motion. In previous works we have introduced the formal basis for this and showed simulation
results. In this paper we first demonstrate the relevance of our work with experiments on a real
robot. Then, on the base of these results we introduce new strategy for planning selecting land-
marks in order to improve the robustness of the navigation task in a cluttered environment.

1 Introduction

Path planning in a reference map for a robot produces a non-collision continuous path
in the robot configuration space [7, 8, 2, 9]. However, the execution of this path in a
real environment remains problematic for two main reasons. The first difficulty lies in
the inaccuracy of the environment map used to plan the path, and the second is that
the navigation task in cluttered environments requires precise localization. Many ap-
proaches have been proposed to solve these two problems :localizing the robot along
the path with respect to local landmarks [15], reactive methods to avoid unexpected
obstacles [12, 13, 1, 6], path planning with uncertain approaches [5, 4]. In our work,
we aim to introduce sensor-landmark constraints along a geometric path to solve these
problems. In a previous work [10, 11] we have introduced a generic approach to correct
a planned geometric path. The idea was to plan sensor-landmark primitives to perform
sensor based motion along a path. Instead of planning a path in a first stage and fol-
lowing it in a second stage, we will produce a sequence of sensor-landmark based mo-
tions, each sensor-landmark pairs are weighted. These weights distinguish the sensor-
landmark pairs from the most to the least relevant. For example when passing through
a door the most relevant landmarks are the two sides of the door. The goal is not to
localize the robot but to give input for sensor-based motion controller.

In this paper we present the first validation conducted upon a real robot platform.
These experiments lead us to propose several criteria in order to improve the selection
process of the landmarks. These improvements involve the robustness of the localiza-
tion process and the success of the matching process. In section 2 and 3 we give the
definition of a landmark based motion and how we plan this motion. In section 4 we
present a parking manoeuvre conducted on a mobile robot. In section 5 we describe
the landmark selection that will allow to improve the robustness of the localization. In

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 195–204, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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section 6 we introduce the landmark selection that takes into account the success of the
matching process. Finally, in section 7, we give the navigation task experiment to show
the relevance of our work.

2 Definition of a Landmark-Based Motion

Landmark: a landmark can be any geometric feature in the workspace. Let us denote
by L the configuration space of a landmark L. We denote by l the configuration of L.

Sensor: a sensor S is a mobile device that maps one or several landmarks to a feature
in the image space. Let us denote by S = SE(2) or SE(3) the configuration space of
sensor S. We will denote by s the configuration of S.

Sensing a landmark: the perception of landmark L by sensor S is a mapping between
a pairs of configuration (sensor, landmark) and a feature in the image space IS,L.

PS,L : S×L → IS,L

(s, l) → PS,L(s, l)

Localization: each pair (Si,Lj) of sensors and landmarks gives rise to a localization
equation where im ∈ ISi,Lj is the image of Lj in Si. l j is supposed to be known and im is
measured. The unknown of this equation is the configuration q of the robot:

PSi,Lj (si(q), l j) = im (1)

The linearization of equation (1) around q0 leads to:

∂ PSi,Lj

∂ s
(si(q0), l j).

∂ si

∂q
(q0).(q−q0) = im− im0 (2)

im0 is the image of Lj in Si at q0. This equation expresses the approximation of order
1 of the relation between a variation of configuration about q0 and the variation of the
image of each landmark in the corresponding sensor.

Weighting localization: this equation can be written for all m sensor-landmark pairs.
A weight ω can be associated to each sensor-landmark pair k:

wk
∂ PSi,Lj

∂ s
(si(q0), l j).

∂ si

∂q
(q0).(q−q0) = wk.im−wk.im0 (3)

This weight expresses the importance of the sensor-landmark pair (collision and/or
localization) along the path and is part of the motion control task specifications.
Thus,from linear equations (3) we can build a linear system of equations by weighting
each equation by a positive real number ω j. We thus get the following linear system:

W (q− q0) = IM − IM0 (4)

The least square solution of this system given by (W+ is the pseudo-inverse of W ):

q̂ = q0 +W+(IM − IM0) (5)
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Landmark-Based Motion: given a mobile robot with n sensors Si and an environment
with p landmarks Lj, a Landmark-Based Motion, LBM, is defined by:

1. a reference collision-free path:

γ : [0,U ] → C
u → γ(u)

where [0,U ] is an interval (U length of the free path),
2. m continuous positive real valued functions w1, ...,wm:

wk : [0,U ] → R
+

u → wk(u)

such that wk is associated to a pair (Si, Lj).
The developments conducted in this section can be summarized as follows. Localiz-

ing a mobile robot using landmarks involves solving a system of equations that relate
the configuration of the robot with the images of the landmarks in the sensors of the
robot. If the system is over-constrained, localization involves finding a configuration
that minimizes a weighted sum of residues. If the landmarks are at exactly the same
position in the model map as in the real map, the choice of weights will have no effect
on the result. However, if the map of landmarks is not exact, the choice of weights will
have a big influence. That is why in our approach, we suggest using these weights as a
tool for planning landmark-based motions.

3 Landmark Based Motion Planning

At a first step, a geometric non-collision path γ(u) is planned in the configuration space
of the model map from an initial configuration to a final one. This path is computed by
the probabilistic path planner Move3D which is developed in our laboratory [14]. Now
it is necessary to calculate the weight of the sensor-landmark pairs during the path in
the model map.

3.1 Weight Computing

In this work, the weight is an intrinsic specification of the robotic task associated to
the execution of the geometric planned path. Thus for a given configuration along this
path, the weight of any sensor-landmark pair has to represent its importance in relation
to the environment and the path in order to avoid collisions and to satisfy the result of
the geometric path planning stage. We define a weight of a sensor-landmark pair as a
positive continuous function in the configuration space as:

w : S×L → R
+

(s, l) �→ w(s, l)

This function vanishes of the sensor range view. It represents:

• the visibility of the landmark (distance and orientation for example)
• the danger of collision with this landmark (collision distance)
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3.2 The Construction of a Landmark Based Motion

For a static configuration we can draw comparisons between landmarks and depict the
most relevant, so as to execute localization. Now it is necessary to plan the best NL sensor-
landmark pairs along the path. The landmarks which have good properties of localization
or presenting a risk of collision with the path will have an important weight and will be
selected thus automatically. We know that the minimum number of landmarks required
to localize the robot is 2 in dimension two. In practice this number is too low because the
equations of landmarks can be dependent and it is then necessary to consider a bigger
number of landmarks. A number from 4 to 5 landmarks is sufficient in practice. It is thus
enough to select in every q, NL sensor-landmark pairs having the best weight.

In general, the inputs of LBM algorithms are as follows:

1. a model map of the environment,
2. the set of sensors S and landmarks Lenv,
3. the non-collision geometric path γ(u), u ∈ [0,U ],
4. the number of maximum best landmarks NL.

The output is a landmark based motion LBM composed of γ(u) and a set of weighed
sensor-landmark pairs. In basic terms, for a given sensor, this algorithm associates to
every part of the path the best NL landmarks that have the highest values of weights.

4 Parking Manoeuvre

We integrate the software LBM as a module in the generic architecture control of the
Hilare 2 platform [3].

At a first stage, a geometric non-collision path is planned in this map from an ini-
tial to a final configuration so that the robot will be able to enter the car park, as
show in figure (1). The second stage involves planning the landmark based motion with
the generic platform we developed. Along the geometric planned path, the four best

Fig. 1. The left figure shows the geometric free path planned to park the robot and the segments
use to build the LBM. The right one shows the path executed to enter the shifted car park using
the planned LBM.
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sensor-landmark pairs are selected according to their weights. Before executing the land-
mark based motion, the car park is shifted right to modify the real environment in relation
to the reference map. During the run of the movement, the robot corrects its path with
regard to the new placement of the parking and then the task is led with success.

The scenario of this experiment shows the relevance of the formalism in a local
area when the reference map is inaccurate. However, in a wider area, where the robot
executes a navigation task, a landmark selection based on highest values of weights is
restrictive for two main reasons:

1. It does not take into account the conditioning of the localization system (4).
2. It does not take into account the success of the matching process.

5 Landmark Selection with Regular Matrix Condition

In the previous experiment, when the robot starts the last stage of the parking it uses the
three segments seg11, seg12 and seg111. If we remove the segment seg111, the weighted
localization matrix in (4) becomes ill-conditioned. Typically, this case happens when
the robot navigates in a long corridor, segments seg11, seg12 became the side of the
corridor. So by taking into account solely both sides the weighted localization system is
ill-conditioned. In this case, the localization process will produce a big jump in the value
of the configuration of localization q̂ in relation to the current position. The pseudo-code
algorithm 1 avoids such undesirable situations.

Algorithm 1. LBM with matrix condition
Data: Lenv, Kdmax

, LBM

Result: LBM
begin

for each piece of LBM along γ do
Lselect ←get landmark();
Kd ←condition number(Lselect );
if Kd ≥ Kdmax

then
LK ←improve condition(Lenv,Lselect ,Kdmax

);

LBM←add landmark(LK );

end

The main input of this algorithm is the maximum condition number Kdmax that is
defined as the highest value we accept for the ratio between the highest and the small-
est singular value of the localization matrix (this parameter is a good information for
localization process). Thus, for each piece along a geometric path of a pre-constructed
landmark based motion LBM, the condition number Kd is computed for the correspond-
ing landmarks Lselect . If its value is higher than the maximum condition number, then
the algorithm looks for visible landmarks that can improve the matrix conditioning and
add them to the landmark based motion. The function improve condition uses new land-
mark of Lenv (not included in Lselect ), LK , to decrease Kd and include it in the LBM.
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We have no guarantee of convergence of the algorithm towards a solution but gener-
ally, the number of landmark-sensor pairs NL used in the pre-calculation of LBM is less
than the maximum number of useful sensor. In the case where there is no other land-
marks, it is not possible to localize the robot with respect to landmarks, and therefore
to realize the sensor based motion.

Finally, we obtain a set of landmarks that is less sensitive with respect to small errors
between the reference map and the real environment.

6 Landmark Selection with Matching Condition

The second important issue for successfully a landmark based motion is the ability to
retrieve continuously the selected landmarks in the real environment. Recognizing those
landmarks is absolutely required for mainly two reasons:

• to avoid big gaps in the computation of successive localization errors,
• those landmarks have to be taken into account during the achievement of the robotic

task since they are considered as relevant.

Using the most relevant landmarks in the localization process is a good idea to give them
more importance than other visible landmarks during the motion execution. However,
this reasoning reduces the probability of retrieving them especially in the case where
the environment is rich of landmarks and where the selected primitives do not constitute
a recognizable shape in relation to the environment.

We give a generic pseudo-code algorithm 2 that allows to pick up those landmarks
used to help the success of the matching process. This algorithm takes as inputs a
landmark based motion, LBM, constructed as described in previous sections and the
landmarks of the reference map Lenv. In a first stage, the algorithm introduces some
perturbations on the configurations of the selected landmarks Lselect so that it simulates
errors in the reference map. In the second stage, it tries to match the perturbed land-
marks Lreal with those of the reference map by function Matching(Lreal, Lenv). In the
case where the matching is successfully then it concludes that the selected landmarks
for the current piece of path constitutes a recognizable shape (same matching algorithm
has been used to plan LBM than in real execution, only the data are different). In con-
trast to this situation, if one of the selected landmarks is not matched then the algorithm
adds others visible landmarks. The function Pick visi landmark takes a new landmark-
sensor pair include in Lenv but not in Lselect to try to construct a recognizable shape
of selected landmarks. This operation is repeated while Matching(Lreal, Lenv) fails or
no other one exists. It is important to insist on the fact that the landmarks added by this
algorithm are used to help the success of the matching process, but they are not used in
the localization process.

The improvement presented in the two last sections was integrated on our generic
framework. Actually, the landmark based motion planner we are developing selects the
landmarks that are the most relevant in relation to:

1. the danger of collision and their visibility,
2. the conditioning of the localization matrix,
3. the success of the matching process.
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Algorithm 2. LBM with matching condition
Data: Lenv, LBM
Result: LBM
L,Lreal ← Null;
begin

for each piece of LBM along γ do
Lmatch ← Null;
Lselect ←Get landmark();
Lreal ←Perturbation(Lselect);
while Matching(Lreal , Lenv) fails do

L ←Pick visi landmark(Lenv, Lselect);
Lmatch ← Lmatch ⊕{L};
Lreal ←Perturbation(Lselect ⊕Lmatch);
LBM←Add matching landmark(LBM, Lmatch);

end

The selected landmarks according to the two first one criteria are used both in the match-
ing process and in the localization process. The landmarks selected according to the last
criterion are used solely in the matching process. This last version of our software has
been tested and validated on the mobile robot Hilare 2 towing a trailer by realizing a
navigation task. This experiment is detailed in the next section.

7 A Navigation Task in a Cluttered Environment

In the corridors of our laboratory we plan a geometric free path with Move3D (see fig-
ure 2). Thereafter, the produced path and the reference map of the environment are used
by the landmark based motion planner to select the most relevant landmarks according
to the three criteria presented above.

Fig. 2. The planned free path. Points represent three configurations for Hilare 2 robot.
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Fig. 3. The left figures shows the instantaneous weights associated to selected landmarks viewed
by the front sensor for three configurations of the right figure. The green segments are selected
by the initial LBM algorithm. The purple segments are selected by the criterion of algorithm 1
to improve the conditioning of the localization matrix. The white segments are selected by the
criterion of algorithm 2 to help the matching process. The yellow color illustrate the segments
matched with success.

The navigation task we describe involves some difficulties that have to be raised:

• The reference map we have is not exact. Indeed, we pick up some errors in terms
of distances between walls in the reference map and in the real environment (the
difference is about an average value of some ten centimeters).
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• The size of the robot in relation to the free space of the environment is a critic issue
for the achievement of the navigation task. Indeed, unlike the parking manoeuvre
(c.f. section 4) where the robot has a large free space, here the passages are narrowed
and the manoeuvres are geometrically very constrained.

Although this difficulty constrained hardly the achievement of the navigation task,
Hilare 2 drives with success the circuit using the landmark based motion to correct its
path. Here after, we show and comment some of the critical passages. The figure (3)
shows the details for the three configurations oto the left of the figure 2.

The bottom figure shows the first critical crossing. Even if the odometric error is
not important at this step of the navigation, the errors of the map can generate failure
in the experiment. The segments seg164, seg165, seg234, seg235 and seg544, are used for
localization. The segments seg197, seg205, seg232 and seg236 are selected only to help the
matching process (this is why their weights in left figure are zero). The passage being
narrower in reality than in the map, the segments seg165 and seg544 have big values of
weights to ensure a safe crossing.

The middle figure illustrates a passage where it is necessary to take into account
landmarks that improve the conditioning of the localization matrix. The algorithm 1
allows to select segments seg259 and seg260 for this purpose.

The top figure represents the classical situation of a long corridor. Because of the
limitation in the perception of the robot sensor’s, the sole available landmarks are those
of both sides of the corridor. To avoid jumps in the result of localization in such a situ-
ation, we correct the position only following the crosswise. Following the lengthwise,
the robot continues its path without any correction until it senses the end of the corridor,
the weight of seg587 (at the end of the corridor) is taken into account.

After the analysis of this experiment, the main issue that attracts our attention for
future works concerns the incoherences between the reference map and the real envi-
ronment. This study involves the formulation of such a problem in relation to a planned
geometric free path in order to take a decision whether one has to correct this path in
order to correct the map errors or to plan another one. Further works could be led about
jumps in the localization caused by the unexpected appearance or disappearance too
early or too late of some selected landmarks.

8 Conclusion

In this paper, we presented the first experiment we have conducted upon the mobile
robot Hilare 2 towing a trailer. This experiment raises two main issues : the improve-
ment of the conditioning of the localization matrix and the success of the matching
process. Thereby, we have developed two algorithms that allowed to select further land-
marks to overcome the lacks raised by these two issues. This improvements were in-
tegrated to our software and validated across a navigation task. The success of these
experiments is very encouraging for future works on the link between path planning
and real motion which requires procedures of localization and control.
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14. Siméon, T., Laumond, J.-P., Lamiraux, F.: Move3d : a generic platform for path planning. In:
IEEE Int. Symp. on Assembly and Task Planning (2001)

15. Victorino, A.C., Rives, P.: A relative motion estimation by combining laser measurement and
sensor based control. In: IEEE/RSJ Int. Conf. on Intelligent Robots and Systems (2002)



Postural Control on a Quadruped Robot Using Lateral
Tilt: A Dynamical System Approach

Luiz Castro, Cristina P Santos1, Miguel Oliveira1, and Auke Ijspeert2

1 Industrial Electronics’ Department, University of Minho
cristina@dei.uminho.pt

2 School of Computer and Communication Sciences, Department of Computer Science, EPFL,
Swiss Federal Institute of Technology
auke.ijspeert@epfl.ch

Summary. Autonomous adaptive locomotion over irregular terrain is one important topic in
robotics research. Postural control, meaning movement generation for robot legs in order to attain
balance, is a first step in this direction. In this article, we focus on the essential issue of modeling
the interaction between the central nervous system and the peripheral information in the loco-
motion context. This issue is crucial for autonomous and adaptive control, and has received little
attention so far. This modeling is based on the concept of dynamical systems whose intrinsic ro-
bustness against perturbations allows for an easy integration of sensory-motor feedback and thus
for closed-loop control. Herein, we focus on achieving balance without locomotion.

The developed controller is modeled as discrete, sensory driven corrections of the robot joint
values in order to achieve balance. The robot lateral tilt information modulates the generated
trajectories thus achieving balance. The system is demonstrated on a quadruped robot which
adjusts its posture until reducing the lateral tilt to a minimum.

1 Introduction

Autonomous adaptive locomotion over irregular terrain is one important topic in the
robotics research. Generating trajectories in autonomous robotics, including legged
robots, is still a complex, unsatisfactory solved problem. Despite an intensive research
in the field ([3],[7],[1]), adaptation to unpredicted changes is still an open problem. In
order to develop autonomous robot systems able to deal with less knowledge of terrain
irregularity, it is required a tight coupling of planning, sensing and execution.

The work presented in this article is part of a larger project which aims at developing
a closed loop control architecture based on dynamical systems for the autonomous gen-
eration, modulation and planning of complex motor behaviors for legged robots with
many DOFs. Our approach is partly inspired from the biological concept of CPGs ([4])
and by the concepts of force fields ([5]) found in biology, as we believe this bio-
inspiration enables to develop new flexible and robust technical solutions to the loco-
motion problem. We apply autonomous differential equations to model how behaviors
related to locomotion are programmed in the oscillatory feedback systems of CPGs in
the nervous systems.These systems are solved using numerical integration.

This dynamical systems approach model for CPGs presents multiple interesting
properties comparatively to other methods based on finite-state machines, sine-based

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 205–214, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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trajectories, ZMP-based ([11]) or heuristic control laws such as the Virtual Model Con-
trol ([1]). These include: low computation cost which is well-suited for real time; the
stability properties of the limit cycle behavior (i.e. perturbations are quickly forgotten);
intrinsic robustness against small perturbations; the smooth online modulation of tra-
jectories through changes in the dynamical systems parameters and phase-locking be-
tween the different oscillators for different DOFs. Further, these systems, once coupled,
produce coordinated multidimensional rhythms of motor activity, under the control of
simple input signals.

In order to tackle the complexity inherent to the design of dynamical systems, we
choose a modular approach to build our model on the hypothesis that complex move-
ments can be generated through the sequencing and/or superposition of simpler move-
ment primitives implemented as simple, stable discrete and rhythmic dynamical sys-
tems. This modular approach is supported by current neurological and human motor
control findings. Further, this approach enables to generate rhythmic and discrete move-
ments, as well as their superposition.

As a main application and a first step, we address postural control without loco-
motion, considering robot lateral tilt information online acquired by accelerometers.
Trajectories are modulated online according to these feedback pathways thus achieving
balance, i.e, movements for the robot legs are generated in order to reduce this lateral
tilt to a minimum. This task involves closed-loop control and we will thus particularly
focus on the integration of sensory-motor information in the architecture. The controller
is composed of two embedded dynamical discrete and rhythmic modules. The discrete
module specifies the offset of the rhythmic movement. In a next step, we will extend this
work to the achievement of adaptive quadruped locomotion in unknown, rough terrain
that we model as discrete, sensory driven corrections of a basic rhythmic motor pattern
for locomotion.

We present results that show how the developed controller successfully generates the
required joint movements in order to reduce the lateral tilt.

Control approaches based on CPGs and nonlinear dynamical systems are widely
used in robotics to achieve tasks which involve rhythmic motions including autonomous
adaptive dynamic walking over irregular terrain ([6],[2]), juggling ([8]), drumming ([9]),
and basis field approaches for limb movements ([5]). Quadruped walking control us-
ing CPGs exploring sensory feedback integration into the locomotion control has been
extensively explored by Hiroshi Kimura and his colleagues. Herein, we address postu-
ral control in the framework of dynamical systems with superposition of discrete and
rhythmic movements. We build on previous work, where controllers were developed
for combining discrete and rhythmic motor primitives in drumming and dancing tasks
([9],[10]). In this article, we focus the issue of modeling the interaction between the cen-
tral nervous system and the peripheral information. This issue is crucial for autonomous
and adaptive control, and has received little attention so far. The intrinsic robustness of
the dynamical systems approach against perturbations allows for an easy integration of
sensory-motor feedback and thus for closed-loop control. The proposed work tries to
serve these purposes and focus on the integration of sensory-motor information in the
developed dynamical architecture.
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In this article, we will first present the dynamical systems to model the rhythmic
and discrete movements. In Section 3, we present how we achieve postural control
in an AIBO robot using lateral tilt information by applying the developed dynamical
systems. In Section 4, we present the results obtained. We conclude by discussing the
main results we obtained and the work we are currently working on.

2 Dynamical System

In this section we present our model of the MPG (Motor Pattern Generator) used to
generate the trajectories for one DOF. Two motor primitives generate the rhythmic and
the discrete movements. The rhythmic movement is turned off such that only postu-
ral control is taken care, without locomotion generation. It exists because the system is
conceived to generate locomotion in a posteriori phase. The rhythmic movement is gen-
erated by an Hopf oscillator. The discrete primitive is generated by a stable differential
equation such that it integrates sensory information in the controller that generates the
trajectories.

2.1 Architecture of the MPG

The control mechanism of a generic MPG is built on the hypothesis that complex move-
ments can be generated through the superimposition and sequencing of simpler motor
primitives implemented as a discrete and a rhythmic movement. Discrete movement is
incorporated to the final trajectory as an offset of the rhythmic movement. Trajectory is
modulated by particular choices of the dynamical control parameters (see [9] and [10]
for details).

The MPG for a DOF i is divided in two dynamical subsystems, one generating the
discrete part of the movement (yi) and another generating the rhythmic part (xi,zi). The
generated trajectories, xi, are sent online for each DOF. The lower level control is done
by PID controllers.

2.2 MPG Rhythmic Movement

To generate the rhythmic movements we apply the following dynamical system

ẋi = β
(

μi − r2
i

)
(xi −yi)−ωzi (1)

żi = β
(

μi − r2
i

)
zi +ω (xi −yi) (2)

where ri =
√

(xi − yi)
2 + z2

i .
These eqs. describe an Hopf oscillator, where μi controls the amplitude of the oscilla-

tions, ω and β controls the speed of convergence to the limit cycle. This Hopf oscillator
contains a bifurcation from a fixed point (when μi < 0) to a structurally stable, har-
monic limit cycle with radius R =

√μi and relaxation to the limit cycle given by 1
2β μi

,
for μi > 0. The fixed point xi has an offset given by yi, which is the state variable of the
discrete system. Thus, the resulting position xi, modifies according to the yi variable as



208 L. Castro et al.

specified by the discrete movement. For μi < 0 the system exhibits a stable fixed point
at xi = yi. This Hopf oscillator describes a rhythmic motion which can be switched on
or off by simply setting μi to positive or negative values, respectively. Moreover, the
amplitude of the movement is specified by μi and its frequency by ωi.

Currently, rhythmic motion is switched off by setting μi to a negative value, so that
the attractor of the Hopf oscillator is no longer a limit cycle but a fixed point specified
by the offset, i.e. by y variable. Relaxation time for the rhythmic system is given by

1
2β μi

parameter. The y variable evolution will be specified and explained in the next
subsection. This easy control of the different patterns generated is an advantage of the
proposed architecture.

In Fig. 1, y variable (dashed line) is considered to have constant values during some
time intervals. Initially y = 9, it is decreased to 2 at t = 5.6s and at instant t = 11.3s
y is set to -9. The resulting x trajectory (solid line) converges asymptotically to the
current value of y (dashed line). By modifying on the fly the offset values (y variable),
one can easily modulate the generated trajectories. Whatever the change is, the system
converges almost immediately to the new solution of the system. Further, notice the
smoothness of the trajectory when the parameters are changed.

2 4 6 8 10 12 14 16
−10

−5

0

5

10

15

Time[s]

Fig. 1. Trajectory modulation through changes in the y values (offset) for dynamical system
defined by eqs. 1 and 2, when rhythmic motion is turned off (μi < 0).

2.3 MPG Discrete Movement

To generate the discrete movements, we define a nonlinear dynamical system whose so-
lution, given by yi, is the offset of the output xi (eq. 1). This discrete system is designed
to keep balance, such that by measuring the robot lateral tilt, the controller is able to
maintain lateral stability reducing this tilt to a minimum.

It is important that this discrete movement generator applies to the control of a real
robot. Thus, the generated movement must be able to: 1) smoothly adapt to the control
parameters and 2) allow trajectory modulation through changes in these control pa-
rameters. In our case, the roll is not fixed but changes according to the robot movement
during postural control. Therefore, we apply differential equations to model the discrete
movement. The discrete movement is generated by the following dynamical system

ẏi = kj,i f (φ)+ α (yi − Mi)e
− (yi−Mi)

2

2σ2 + α(yi − Di)e
− (yi−Di)

2

2σ2 , (3)
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where φ is the robot lateral tilt, kj,i (j = left, right) is a static gain and f is defined as a
linear function of the body’s lateral tilt and is given by:

f (φ) =
{

0, −0.2 < φ < 0.2 (degrees)
0.8 φ , elsewhere

(4)

A dead-zone was defined in order to deal with sensor noise. In this dynamical system,
two repellors specify joint limits (Mi and Di). These repellors are multiplied by a Gaus-
sian function which delimits their range of action around the joint limits.

3 AIBO Postural Control Using Robot Lateral Tilt

In this section we show how we apply the presented MPG to achieve quadruped postural
control using lateral tilt of the body on a real ers-7 AIBO robot.

3.1 Robotic Setup

We use an AIBO dog robot, which is a 18 DOFs quadruped robot made by Sony. The
robot stands up on two platforms, one fixed and another moveable (see Fig. 2(a)). We
control the swing and knee of the four AIBO legs, that is 8 DOFs of the robot, 2 DOFs
in each leg: elevator and knee joints. For i = 1,3 (Swing, Knee) we control FLL[i],
FRL[i], for fore legs and HLL[i], HRL[i] for hind legs. The other DOFs are not used for
the moment, and remain fixed to an appropriately chosen value during the experiments.
Fig. 2(b) shows a schematic view of the AIBO and the controlled DOFs.

(a)

FRL[2]FRL[1]

FRL[3]

FLL

HLL

HRL

(b)

Fig. 2. (a) Real AIBO robot mounted over two platforms, one fixed an the other moveable. (b)
Scheme of the AIBO controlled DOFs.

The AIBO has a set of 3-axis accelerometers, built into its body. They enable us to
calculate the lateral tilt of the robot body.

3.2 The Overall Architecture

We use one generic MPG for each controlled DOF. In order to ensure phase-locked
synchronization between the different DOFs of the robot, we couple the different MPGs
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together. We bilaterally couple the Hopf oscillators of the MPGs, those couplings being
illustrated by right-left arrows on fig. 3 and unilaterally couple each swing MPG to the
corresponding Knee MPG. For the swing joints, we modify Eqs. 1 and 2 of all the DOFs
as follows:[

ẋi[1]
żi[1]

]
=

[
β μi ω
−ω β μ i

][
xi[1] − yi[1]

zi[1]

]
− β r2

i[1]

[
xi[1] − yi[1]

zi[1]

]
+ ∑

j �=i

R(θ j[1]
i[1] )

[
xj[1] − yj[1]

zj[1]

]

For the knee joints, we modify Eqs. 1 and 2 of all the knee DOFs as follows:
[

ẋi[3]
żi[3]

]
=

[
β μ i ω
−ω β μ i

][
xi[3] − yi[3]

zi[3]

]
− β r2

i[3]

[
xi[3] − yi[3]

zi[3]

]
+

1
2

R(ψ j[1]
i[3] )

[
xj[1] − yj[1]

zj[1]

]

where ri[k] is the norm of vector (xi[k],zi[k])T (k = 1,3). The linear terms are rotated

onto each other by the rotation matrices R(θ j[1]
i[1] ) and R(ψ j[1]

i[3] ), where θ j[1]
i[1] is the desired

relative phase among the i[1]’s and j[1]’s MPGs and ψ j[1]
i[3] is the desired relative phase

among the i[3]’s and j[1]’s MPGs (i, j = FLF, FRL, HLL, HRL). In our case, we set these
values according to table 1, which defines the phases required for performing a walking

gait (we exploit the fact that R(θ ) = R−1(−θ )). The ψ j[1]
i[3] were all set to −90◦. Due

to the properties of this type of coupling among oscillators, the generated trajectories
are always smooth and thus potentially useful for real-world implementations such as
trajectory generation in a robot.

Table 1. Phase differences between swing oscillators (i[1]) used to perform a walking gait

θFLL−FRL θFLL−HLL θFLL−HRL θFRL−HLL θFRL−HRL θHLL−HRL

(◦) -180 -270 -90 -90 90 180

For offset yi specification, we measure the lateral tilt of the body, φ . We want to
stretch the legs towards which the robot is tilted, and fold the other legs, thus reducing
the robot lateral tilt and keeping the body parallel to the ground. This is achieved by
reducing the swing and knee joint values of the former and increasing these joint values
for the later.

The effect of this offset joint change should be of opposite effect on the left and right
legs of the robot, but should also influence similarly both legs. The kj,i static gain ( j =
left, right) (eq. 3) is set symmetrically for the robot left and right legs, and is given by

kleft,i = −Ci (5)

kright,i = Ci, (6)

where Ci is set according to the joints range of each leg such that joints change with the
same velocity.

The controller architecture is depicted in fig. 3. The MPG generates discrete and
rhythmic trajectories, as well as their superposition. Within the MPG, the discrete
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Fig. 3. Controller architecture. The lateral tilt value and the joint limits modulate the y and x
trajectories.

system specifies an offset for the rhythmic movement. In this particular situation, the
rhythmic motion is turned off, so that the attractor of the Hopf oscillator is a fixed point
specified by the offset, i.e, by the discrete movement.

Trajectories generated by this architecture are modulated by sensory feedback, ac-
cording to the lateral tilt of the body. This tilt is linearly transformed by a f function
such that it specifies a rate of change for the robot joints. A larger φ results in stronger
rates of change, ẏi. yi define the fixed points towards which the MPG Hopf oscillators
will converge. The final trajectories xi specify the planned joint values needed to reduce
the lateral tilt to a minimum. These are sent online for each DOF and the lower level
control is done by PID controllers. Because motion is sufficiently slow there is no need
to apply inverse dynamics.

4 Results

In this section, we describe two experiments done in a real AIBO robot. The robot stands
in a moveable platform and we forced some changes on the tilt of the robot’s body. At
each sensorial cycle, sensory information is acquired, dynamic equations are calculated
and integrated thus specifying servo positions. The robot control loop is measured and
has 8 milliseconds. The dynamics of the CPGs are numerically integrated using the
Euler method with a fixed time step of 1 ms. Parameters were chosen in order to respect
feasibility of the experiment and are given in table 2. We recorded the actual trajectories
from the joints incremental encoders x̃ and the planned trajectories x.

4.1 First Experiment

To show the behavior of the system, we start with a very simple experiment, in which
the robot is first inclined of ∼ 6◦ to its left side and, after sometime, it is again inclined
of ∼ 5◦ to the same side. We expect the system to react to each of these tilt changes
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Table 2. Parameter values used in the experiments

β ω (rad s−1) μi
1

2β μi
(s) α (s−1)) σ

1.38 1.0472 −36 0.1 5000 0.05

by reducing it to values belonging to a small region around zero, as defined by the
dead-zone. Right and left legs are expected to exhibit a symmetric behavior.

In fig. 4 we can see the result of the experiment in the real dog. We depict actual
trajectories x̃FLL[3] (solid line) and the planned trajectories xFLL[3] (dashed line) of the
fore leg knees. The controller reduces considerably the tilt in the first 2 seconds, from
∼ 6◦ to ∼ 2◦. When the robot is inclined to the left (positive lateral tilt), ẏFLL[3] is
negative (middle panel in the left side of fig. 4), meaning that the offset yFLL[3] is reduced
and the leg extends reducing the tilt. Because at t = 9.4s the inclination is slightly
smaller than at t = 1s, ẏFLL[3] has a smaller value. Comparing the right and the left
knee xi[3] trajectories, we see that the system behave as expected, having symmetric
trajectories.
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Fig. 4. Real experiment. (a) Fore Left Knee (b) Fore Right Knee. Up panel: lateral tilt (φ ); Middle
panel: ẏi[3]; Bottom panel: xi[3] (dashed line) and x̃i[3] (solid line) (i = FLL, FRL).

Note that despite the noisy sensorial information, the resultant trajectories are
smooth. Further, the sensors are able to follow the planned trajectories as expected.

4.2 Second Experiment

In this experiment, the robot is subjected to more abrupt tilt changes and these happen
during the controller recover. At t ∼ 4s we inclined the robot of ∼ 10◦ to the left di-
rection and we expect the system to react to this perturbation by stretching the left legs
and folding the right ones, and as such reducing the tilt. The robot is again inclined
at t ∼ 5.8s to its left side by ∼ 12◦, but this change happens before the system had
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reached a balanced position. Finally, at t ∼ 8s, the robot is again inclined but towards
its right side by ∼ 8◦. We expect the system to react to this change in order to reach the
equilibrium. Further, right and left legs are expected to exhibit a symmetric behavior.

Fig. 5, depicts the obtained results. The robot successfully reacts to lateral tilt
changes by reducing this to a minimum. The trajectories are symmetric for right and
left legs. When the robot is inclined to the left (positive lateral tilt), ẏFLL[3] is negative,
thus yFLL[3] is reduced and the robot extends this leg. At t ∼ 8s, the robot is inclined to its
right and lateral tilt becomes negative. Thus, ẏFLL[3] is positive and yFLL[3] is increased
meaning the fore left leg folds. Balanced position is achieved at t ∼ 12s.
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Fig. 5. a) Fore Left knee. Up panel: lateral tilt (φ ); Middle panel: ẏFLL[3]; Bottom panel: planned
xFLL[3] (dashed line) and x̃FLL[3] (solid line) trajectories. (b) Planned xi[3] (dashed line) and x̃i[3]
(solid line) trajectories (i =HLL, HRL, FRL).

5 Conclusions

In this article, we have presented a controller for correcting posture in an irregular
terrain, where a MPG implemented as two embedded dynamical systems was able to
generate discrete mode of movement. Online trajectory modulation is achieved through
the inclusion of feedback loops that enable to take external perturbations into account
(lateral tilt), such that when the environment changes, the system online adjusts the dy-
namics of trajectory generation. Moreover, due to the properties of dynamical systems
the trajectory will always remain smooth.

As an application we apply a network of MPGs coupled together to the control of
a quadruped robot (an ers7 AIBO). The robot was subjected to external perturbations
that change its lateral tilts, measured by the built-in accelerometers. The MPGs network
uses this information to compensate for the tilt changes and reduce them to near zero.
The obtained results have been quite satisfactory. This controller showed to be fast
enough since the robot can quickly recover from the induced physical inclinations. The
controller also proved to be efficient according to the obtained results.

Presently, we are extending this work to compensate not only the lateral tilt but also
the pitch inclination and merging both information in a single controller. We are also
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working on the integration of the touch sensors’ information in order to assure con-
tact of the robots’ end effectors with the platform before performing a posture correc-
tion. Further, we are extending this work to combine this approach in order to obtain
locomotion.

References

1. Pratt, J., Chew, C., Torres, A., Dilworth, P., Pratt, G.: Virtual Model Control: An intuitive
approach for bipedal locomotion. The Int. J. of Robotics Research 20(2), 129–143 (2001)

2. Fukuoka, Y., Kimura, H., Cohen, A.: Adaptive dynamic walking of a quadruped robot on
irregular terrain based on biological concepts. Int. J. of Robotics Research 3–4, 187–202
(2003)

3. Ijspeert, A., Nakanishi, J., Schaal, S.: Learning attractor landscapes for learning motor prim-
itives. Advances in Neural Information Processing Systems 15, 1547–1554 (2003)

4. Delcomyn, F.: Neural basis for rhythmic behaviour in animals. Science 210, 492–498 (1980)
5. Giszter, S., Mussa-Ivaldi, F., Bizzi, E.: Convergent force fields organized in the frog’s spinal

cord. J. of Neuroscience 13, 467–491 (1993)
6. Taga, G.: Emergence of bipedal locomotion through entrainment among the neuro-musculo-

skeletal system and the environment. Physica D 75(1-3), 190–208 (1994)
7. Blickhan, R.: The spring-mass model for running and hopping. J. Biomechanics 22(11–12),

1217–1227 (1989)
8. Bühler, M., Koditscheck, S.: Planning and control of a juggling robot. Int. J. of Robotics

Research 13(2), 101–118 (1994)
9. Degallier, S., Santos, C.P., Righetti, L., Ijspeert, A.: Movement Generation using Dynami-

cal Systems: a Drumming Humanoid Robot. In: Humanoids 2006: IEEE-RAS International
Conference on Humanoids Robots, Genova, Italy, December 4-6 (2006)

10. Santos, C.P., Ferreira, M., Oliveira, M., Pires, A., Dégallier, S., Ijspeert, A.: Choreography
generation for a quadruped robot using dynamical systems. Autonomous Robots (submitted)

11. Vukobratovic, M., Borovac, B.: Zero-moment point - thirty five years of life. International
Journal of Humanoid Robotics 1(1), 157–173 (2004)



Propose of a Benchmark for Pole Climbing Robots

Mahmoud Tavakoli, Lino Marques, and Anibal T. de Almeida

Institute for Systems and Robotics - University of Coimbra,3030-290 Coimbra, Portugal
mahmoodtavakoli@gmail.com, {lino,anibal}@isr.uc.pt

Summary. Development of climbing robots was a challenging area during last decade and re-
ceived an increased attention in recent years. On the other hand benchmarking is considered an
important factor for robotic researches as it can reduce unnecessary efforts and orient re-searches
to the proper direction. In this paper a set of benchmarks and testing methodologies for pole
climbing robots are proposed.

Keywords: Pole climbing robots, Benchmarking,Testing Methodology.

1 Introduction

The current practice of publishing research results in robotics makes it extremely diffi-
cult not only to compare results of different approaches, but also to asses the quality of
the research presented by the authors. Though for pure theoretical articles this may not
be the case, typically when researchers claim that their particular algorithm or system
is capable of achieving some performance, those claims are intrinsically unverifiable,
either because it is their unique system or just because a lack of experimental details,
including working hypothesis [1].

Benchmarking can principally reduce the research efforts by preventing ineffective
researches and as a result of benchmarking competitions can be designed to have com-
parative results from different robots. The importance of Robotic Benchmarking was
mainly discusses by Angel P. del Pobil in [2].

According to Wikipedia, benchmarking is a process used in management, in which
organizations evaluate various aspects of their processes in relation to best practice,
usually within their own sector. A short definition of benchmarking proposed in [3]. It
includes three essential aspects of benchmarks:

1. Task: the robot has to perform a given mission, e.g., it actually has to do some-thing.
2. Standard: the benchmark is accepted by a significant set of experts in the field.
3. Precise Definition: the task is described exactly, especially the execution Environ-

ment, the mission goal, and limiting constraints.

According to Dillmann [5], this definition lacks one important feature of bench-
marks, which is a numerical evaluation of the performance. Without that, it is only
possible to decide whether or not a given system is able to perform a mission. What we
need in fact is to “develop performance metrics” [4] for a given application [5].

There are also disadvantages connected to the introduction of benchmarks. As soon
as benchmarks enter the field and are widely respected, researchers and manufacturers

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 215–222, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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are likely to compare and optimize their products to the benchmarks rather than to the
real application areas. Whenever there exists a gap between the benchmark and the real
world, optimization towards the benchmark test will not necessarily improve the system’s
performance in the real application [5]. So it is important to consider real applications
when designing a benchmark. To address this problem, benchmarks proposed in this
paper are focused on achieving of practical and useful tasks in Industrial applications.

Definition of benchmarks for robotic applications consists of definition of 3 interre-
lated elements (Fig. 1), which are the robot, the environment and the mission. A work-
ing environment should be fully defined, and then the robot mission should be defined
based on the environment. The robot mission itself consists of some tasks. Then the
functionality of different robots can be measured according to the level of success in
achievement of each task on the defined environment.

In this paper basic benchmarks for pole climbing robots are proposed, the mission is
defined and a fully defined structure for tests is also presented. But standardization of
this mainly depends of acceptance by more experts in this area.

2 Climbing Robots

Climbing robots have received an increased attention in recent years due to their po-
tential application in several areas, namely: in the construction and maintenance of tall
buildings and bridges; in the shipyard production and for general operation in dangerous
areas with difficult access to humans, like nuclear facilities.

Development of climbing robots was a challenging area during last decade. Differ-
ent types of climbing robots were developed for climbing over flat or curved surfaces.
For holding the robot attached to the surface they used suction cups [6][7][8][9][10] (or
magnets [11][12]). Also robots whose end-effectors match engineered features of the
environment like fences or porous materials or bars were developed[13][14][15][16][17].
Different kind of robots were also developed for climbing inside pipes or ducts [18][19]

Robot

MissionEnvironment

Fig. 1. Interrelation of the elements in benchmarking process
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or climbing over poles [20][21][22][23]. Figure 2 shows a climbing robot designed to
climb over poles and pipes [22].

Climbing robots can be divided to two main groups: Wall Climbing Robots (WCRs)
and Pole Climbing Robots (PCRs).Even though both WCRs and PCRs have common
similarities in problems, they also have several differences and could not be discussed
together.

During last decade, most of the research in this area was focused on WCRs and only
a few PCRs were developed. A factor contributing to this fact is certainly the higher
difficulty in designing PCR, since while WCR can use standard grippers like vacuum
cups, to stick to the wall, PCRs need special grippers with dedicated design.

3 Benchmarking

Benchmarking for Pole Climbing Robots is of great importance because of increasing
interests on this research area. In the current research we tried to propose definition of
a benchmark for a PCR system, for a given task. To achieve this two other parameters
should be well defined, the working area of the PCR and desired task that the robot
should achieve. The working area of the PCR is the structure that the robot should climb.

 

Fig. 2. A Pole Climbing Robot [22]

3.1 Working Area of the Robot (Environment)

According to authors’ experiences on design of climbing robots [22] [24], and [25],
geometry and size of the working can have a huge impact in complexity of the robot.
Structures can vary from a simple straight pole, to poles with bends and branches, and
even with changes on the cross section size.
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As stated earlier, benchmarks which proposed in this paper are focused on achieve-
ment of practical and useful tasks in Industrial applications. For this the structure should
be similar to real human made 3D structures e.g. pipe structures which are used in petro-
chemical plants. These kinds of structures usually are not a straight pole, and include
bent section and branches. On the other hand robots which can just climb over straight
poles are very different with those which can overcome bents and branches. They are
less complicated in several technical aspects and can not be categorized with those
which can pass bent and branches. So the structure for benchmarking should include
bent section and branches. Angle of bent sections is also an important parameter. Usu-
ally in human made plants, poles and tubes have bent with 90◦, while in few cases it can
be between 45◦ to 90◦. So structure is limited to have angles between 45 to 90 degrees.

The size of the structure cross section can also affect the level of complexity of the
robot. The size of the structure can be defined in a certain range, but if the outer diameter
of the cross section profile is more than 400 mm, the robot can be designed like wall
climbing robots and take advantageous of vacuum or magnet gripper, which is not the
case.

We should not consider structures designed specifically to facilitate the robot opera-
tion, instead the robot should be designed to operate in common real structures.

According to these considerations a structure was designed and built (as shown in
Fig. 3). As it can be seen in the picture, the structure includes bent sections of 45 and
90 degrees. The outer diameter of the pipes is 219 mm.

3.2 Definition of the Mission

A mission is defined for the robot to perform it on the defined environment. The mission
defined as:

The robot manipulator should climb over structure and continue climbing in bent
section and branches. The robot manipulator should also be able to reach to any position
in the structure and scan all surface of the structure, since for practical application e.g.
NDT test of welding on the pipe it is necessary that robot be able to reach every position
on the structure.

Then the mission is divided to some submissions which are called tasks. The follow-
ing set of standard tasks is defined:

Start climbing from one side of the structure
Scanning some areas of the structure
Descending from the other side of the structure.
Scanning the entire surface of the structure and finding the defected areas and pub-
lishing a report of that.

3.3 Metrics and Quantitative Evaluations

To evaluate the performance of robots, quantitative metrics for different parameters
should be considered. Some parameters considered to be used for the performance eval-
uation of robots are:

Fulfilment of the mission and quality of achievement
Speed of the robot
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Fig. 3. Developed structure for Pole Climbing Robot Benchmarking

Fault tolerance of the robot
Self attachment to the pole
Ability to move in floor
Level of automation.

Fulfillment of the Mission, Quality of Performance

Fulfilment of the mission and quality of performance are the most important parameter
of evaluation. They can include 50 percent of the total score. If the robot can just climb
from one side of the structure, scan some parts and descend from the other side of the
pole, it means that it fulfills the mission. The quality of performance can be measured
in several methods. A suggestion can be distributing some defected weldings in the
structure, and the robot should find and register position of the defected weldings. It can
be done by an ultrasonic NDT probe, which can be installed on the robot manipulator.
The quantity of non detected items or falsely detected items will determine the score.
Table 1 shows metrics for evaluation of all parameters.
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Speed of the Robot

Speed of climbing is an important factor, because it is a fundamental parameter in in-
dustrial applications. Scoring method should be normalized so that the fastest robot
gains 10 scores and followers gain fewer scores.

Fault Tolerance

As the robot should work in high altitudes, it is important to consider the performance
of the robot in case of power fails. Scoring method depends on the level of safety con-
sidered for such case. If developers claim that robot can stay attached to the structure
and maintain the position in the structure in case of power failure, then it should be
tested and scored.

Power failure can occur for controller power supply or main power supply. The robot
gains 10 scores if the robot is tolerant to both cases. If it is tolerant to one case and not
the other it gains 5 scores.

Ability to Move on Floor and Self Attachment to the Pole

It will be quite interesting if the robot can move on the floor, with wheels or legs. In
this case the robot can perform bigger missions. For instance it can start to test a set of
structures, because it can move on floor and locate each structure independently.

On the other hand to this another parameter should be considered: The robot should
be able to attach itself to the pole without the help of human. It mostly depends on the
design of the gripper. Posses of each of these items can gain 5 scores.

Level of the Automation

Level of the automation is also of great importance. The most autonomous robot is the
one which can perform a mission without having the geometry and dimensions of the
structure. It means that the robot also make the ”World Modeling”. This robot gains
10 scores. A robot can be considered Semi-autonomous if it can perform the mission
autonomously when it has the geometry and dimensions of the structure in advance. A
robot which is controlled manually e.g. by a joystick is considered non autonomous and
don’t gain any score.

Other Parameters

10 score is left for the referees to decide according to other parameters. Parameters like
Modular design, Simplicity, creativity and etc. are some examples.

4 Summary

In this paper benchmarking for pole climbing robots discussed and a special bench-
mark for Pole climbing robots suggested. A structure for PCR benchmarking was also
designed and developed. The designed benchmark mainly considers industrial appli-
cation for pole climbing robots to overcome the gap between industrial applications
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Table 1. Metrics for evaluation of PCRs performance

Item Evaluation Method Total Scores
Fulfillment of the mission The robot can climb over the structure from one

side and descend from the other part.
30

Quality of Performance 10 defected weldings should be recognized and
their position should be registered. Each suc-
cessful register gains 2 scores.

20

Speed of mission achieve-
ment

The fastest robot gain 10 points and the slowest
one gain 0 points.

10

Fault tolerance The robot gains 10 scores if the robot is tolerant
to failure on main power and controller power.
If it is tolerant just to one of them it gains 5
scores.

10

Ability to move on floor Yes=5 points
No =0 Points

5

Self attachment to the pole Yes=5 points
No=0 Points

5

Level of Automation Fully Autonomous:10
Semi Autonomous:5
Non autonomous:0

10

Other Parameters
Modular design
Simplicity, creativity

Without metrics 10

and laboratory prototypes. Scoring system proposed in this paper is a suggestion and
can be discussed and changed as some parameter might be considered of more or less
importance.
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17. Balaguer, C., Giménez, A., Pastor, J., Padrón, V., Abderrahim, M.: A climbing autonomous
robot for inspection applications in 3D complex environments. Robotica 18, 287–297 (2000)

18. Neubauer, W.: A spider-like robot that climbs vertically in ducts or pipes. In: Int. Conf. on
Int. Rob. And Sys., Munich, Germany, pp. 1178–1185 (1994)

19. Roßmann, T., Pfeiffer, F.: Control of an eight legged pipe crawling robot. In: Int. Symp. on
Experimental Robotics, pp. 353–346 (1997)

20. Almonacid, M., Saltarén, R., Aracil, R., Reinoso, O.: Motion planning of a climbing parallel
robot. IEEE Tr. on Rob. And Aut. 19(3), 485–489 (2003)

21. Ripin, Z., Soon, T.B., Abdullah, A., Samad, Z.: Development of a low-cost modular pole
climbing robot. In: TENCON, Kuala Lumpur, Malaysia, vol. 1, pp. 196–200 (2000)

22. Tavakoli, M., Zakerzadeh, M.R., Vossoughi, G.R., Bagheri, S.: A hybrid Pole Climbing and
Manipulating Robot with Minimum DOFs for Construction and Service Applications. Jour-
nal of Industrial Robot (March 2005)

23. Baghani, A., Ahmadabadi, M., Harati, A.: Kinematics Modelling of a Wheel-Based Pole
Climbing Robot (UT-PCR). In: IEEE International Conference on Robotics and Automation,
Barcelona (2005)

24. Tavakoli, M., Marques, L., de Almeida, A.: Pole climbing and manipulating robots: Assess-
ment of different design categories. In: Proc. 37th Intl. Symp. on Robotics, Munich, Germany
(2006)

25. Tavakoli, M., Zakerzadeh, M.R., Vossoughi, G.R., Bagheri, S., Salarieh, H.: A Novel Se-
rial/Parallel Pole Climbing/Manipulating Robot: Design, Kinematic Analysis and Workspace
Optimization with Genetic Algorithm. In: 21st International Symposium on Automation and
Robotics in Construction, Jeju island, Korea



Rat’s Life: A Cognitive Robotics Benchmark

Olivier Michel1, Fabien Rohrer2, and Yvan Bourquin1

1 Olivier Michel, Cyberbotics Ltd., PSE C - EPFL, 1015 Lausanne, Switzerland
{Olivier.Michel,Yvan.Bourquin}@cyberbotics.com

2 Fabien Rohrer, Swiss Federal Institute of Technology in Lausanne (EPFL), 1015 Lausanne,
Switzerland
Fabien.Rohrer@epfl.ch

Summary. This paper describes Rat’s Life: a complete cognitive robotics benchmark that was
carefully designed to be easily reproducible in a research lab with limited resources. It relies on
two e-puck robots, some LEGO bricks and the Webots robot simulation software. This benchmark
is a survival game where two robots compete against each other for resources in an unknown maze.
Like the rats in cognitive animal experimentation, the e-puck robots look for feeders which allow
them to live longer than their opponent. Once a feeder is reached by a robot, the robot draws energy
from it and the feeder becomes unavailable for a while. Hence, the robot has to further explore the
maze, searching for other feeders while remembering the way back to the first ones. This allows
them to be able to refuel easily again and again and hopefully live longer than their opponent. . . .

1 Why We Need Cognitive Robotics Benchmarks

1.1 Introduction

Most scientific publications in the area of robotics research face tremendous challenges:
comparing the achieved result with other similar research results and hence convinc-
ing the reader of the quality of the research work. These challenges are very difficult
because roboticists lack common tools allowing them to evaluate the absolute perfor-
mance of their systems or compare their results with others. As a result, such publi-
cations often fail at providing verifiable results, either because the studied system is
unique and difficult to replicate or they don’t provide enough experimental details so
that the reader could replicate the system accurately.

Nevertheless, some of these publications become the de facto state of the art and
this makes it extremely difficult to further explore these research areas, and hence to
demonstrate advances in robotics research.

This matter of fact is unfortunately impairing the credibility of robotics research. A
number of robotics researchers proposed to develop series of benchmarks to provide a
means of evaluation and comparison of robotics research results [1, 2, 3, 7, 17].

Although a few robotics benchmarks already exist, the only robotics benchmarks
that are widely known and practiced are implemented as robot competitions.

1.2 Not All Robot Competitions Are Suitable Benchmarks

Popular robot competitions include Robocup [5] and FIRA [14], where various teams
of robots play soccer, MicroMouse [9], where wheeled robots have to solve a maze,
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FIRST [10], Eurobot [11] and Robolympics [12], where robots compete in many dis-
ciplines, the AAAI Robot Competition [13], where robots have to solve different tasks
in a conference environment, and the DARPA Grand Challenge [15] and the European
Land-Robot Trial [16], where unmanned ground and aerial vehicles race against each
other.

Although some of these competitions clearly focus on education and are more in-
tended to students and children rather than researchers (FIRST, Eurobot), others com-
petitions (Robocup, FIRA, AAAI) are more intended to researchers. Such competitions
are useful as they can provide elements of comparison between different research re-
sults. However one of the major problem is that the rules often change across the dif-
ferent editions of the same competition. Hence it is difficult to compare the progress
achieved over time. Also these competitions are very specific to particular problems,
like Robocup is focused mostly on robot soccer and has arguably a limited interest for
cognitive robotics [4]. Moreover, in most cases, and especially in the Robocup case,
installing a contest setup is expensive and takes a lot of resources (many robots, robot
environment setup, room, maintenance, controlled lighting conditions, etc.).

1.3 Going Further with Cognitive Robotics Benchmarks

Among all the benchmarks we reviewed which are mostly robot competitions, none of
them provides both stable rules with advanced cognitive robotics challenges and an easy
setup. This paper proposes a new robotics benchmark called ”Rat’s Life” that addresses
a number of cognitive robotics challenges while being cheap and very easy to setup
for any research lab. The aim of this benchmark is to foster advanced robotics and AI
research.

Comparing to soccer playing contests (RoboCup, FIRA), the Rat’s Life benchmark
is more bio-inspired as it focuses on foraging and survival. Also, it is more likely to con-
tribute to scientific advances in Learning and Self Localization And Mapping (SLAM)
as mazes are initially unknown to the robots. Moreover, it allows the researchers to fo-
cus on a single agent (competiting against another) rather than a whole team of agents,
making the problem somehow simpler to handle. Finally, it is cheaper.

2 Benchmark Requirements

In order to be useful a benchmark has to be practiced by a large number of the best
researchers trying to push further the current state of the art. This can be achieved by
proposing a scientifically and practically appealing series of benchmarks that will con-
vince researchers to invest their time with these tools. Hence the Rat’s Life benchmark
is trying to achieve a number of objectives:

2.1 Scientifically Appealing

To be scientifically interesting, a benchmark has to address a number of difficult
challenges in robotics. The Rat’s Life benchmark focuses on cognitive robotics and
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addresses advanced research topics such as image processing, learning, navigation in
an unknown environment, landmark recognition, SLAM, autonomy management, game
strategies, etc.

2.2 Cheap and Easy to Setup

The benchmark should be easily practicable by any researcher. Hence it has to be cheap
and easy to setup. All the components should be easily available. The Rat’s Life bench-
mark costs no more than EUR 2000, for two e-puck robots and many LEGO compo-
nents (including a LEGO NXT unit and four LEGO distance sensors). It requires only
a table to setup a LEGO maze of 114x114 cm.

2.3 Accurate

Accuracy is a very important aspect of a benchmark. The environment, robots and eval-
uation rules should be defined very carefully in an exhaustive manner. This way, the
benchmark is accurately replicable and hence different results obtained with different
instances of the setup in different research lab can be compared to each others.

2.4 Comparable

Finally, a benchmark is useful if users can compare their own results to others and thus
try to improve the state of the art. Hence a benchmark should keep a data base of the
solutions contributed by different researchers, including binary and source code of the
robot controller programs. These different solutions should be ranked using a common
performance metrics, so that we can compare them to each other.

3 Standard Components

The Rat’s Life benchmark is based on three standard affordable components: the e-puck
mobile robot, LEGO bricks and the Webots robot simulation software (free version).

3.1 The E-Puck Mobile Robot

The e-puck mini mobile robot was originally developed at the EPFL for teaching pur-
poses by the designers of the successful Khepera robot. The e-puck hardware and soft-
ware is fully open source, providing low level access to every electronic device and
offering unlimited extension possibilities. The robot is already equipped with a large
number of sensors and actuators (figure 1). It is well supported by the Webots simulation
software with simulation models, remote control and cross-compilation facilities. The
official e-puck web site [20] gathers a large quantity of information about the robot, ex-
tension modules, software libraries, users mailing lists, etc. The robot is commercially
available from Cyberbotics [19] for about EUR 570.
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Fig. 1. The e-puck robot

Fig. 2. The Rat’s Life maze: LEGO bricks, e-puck robots and a feeder device (left) and its simu-
lated counterpart (right)

3.2 LEGO Bricks

The LEGO bricks are used to create an environment for the e-puck robot. This environ-
ment is actually a maze which contains ”feeder” devices (see next sections) as well as
visual landmarks made up of patterns of colored LEGO brick in the walls of the maze
(see figure 2). These landmarks are useful hints helping the robot to navigate in the
maze. Since LEGO models are easily demountable, the maze is easily reconfigurable
so that the users can create different instances of the maze according to the specifica-
tions of the benchmark.

All the maze, landmarks and the feeder devices are properly defined in a LEGO CAD
file in LXF format using the LEGO digital designer software freely available from the
LEGO factory web site [18]. The corresponding LXF files are freely available on the
Rat’s Life web site [8].

Thanks to the LEGO factory system, users can very easily order a box containing all
the LEGO bricks necessary to build the environment of the robots.
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3.3 The Webots Robot Simulation Software

Webots [6] is a commercial software for fast prototyping and simulation of mobile
robots. It was originally developed at the Swiss Federal Institute of Technology in Lau-
sanne (EPFL) from 1996 and has been continuously developed, documented and sup-
ported since 1998 by Cyberbotics Ltd. Over 500 universities and industrial research
centers worldwide are using this software for research and educational purposes. We-
bots has already been used to organize robot programming contests (ALife contest and
Roboka contest).

Although Webots is a commercial software, a demo version is freely available from
Cyberbotics’s web site [19]. This demo version includes the complete Rat’s Life sim-
ulation. So, anyone can download, install and practice the simulation of the Rat’s Life
benchmark at no cost.

4 Rat’s Life Benchmark Description

This paper doesn’t claim to be a technical reference for the Rat’s Life benchmark. Such
a technical reference is available on the Rat’s Life web site [8].

Fig. 3. Closeup of the Rat’s Life simulated robots in Webots (left) and general overview (right)

4.1 Software-Only Benchmark

The Rat’s Life benchmark defines precisely all the hardware necessary to run the bench-
mark (including the robots and their environment). Hence the users of the benchmarks
don’t have to develop any hardware. Instead, they can focus on robot control software
development only. This is similar to the Robocup standard league where the robot plat-
forms (Aibo robots) and the environment is fully defined and the competitors are limited
to develop control software only. This has the disadvantage of preventing hardware re-
search and is constraining the contest to the defined hardware only. However, it has
the great advantage of letting the users focus on the most challenging part of cognitive
robotics, i.e., the control software.

4.2 Configuration of the Maze

For each evaluation, the maze is randomly chosen among a series of 10 different config-
urations of the maze. In each configuration, the walls, landmarks and feeder are placed
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at different locations to form a different maze. Each configuration also has 10 different
possible initial positions and orientations for the two robots. One of them is chosen
randomly as well. This makes 100 possible initial configurations. This random configu-
ration of the maze prevents the robots from having a prior knowledge of the maze, and
forces them to discover their environment by exploring it. This yields to much more
interesting robot behaviors. A possible configuration is depicted on figure 3 (right).

4.3 Virtual Ecosystem

The Rat’s Life benchmark is a competition where two e-puck robots compete against
each other for resources in a LEGO maze. Resources are actually a simulation of en-
ergy sources implemented as four feeder devices. These feeder devices are depicted on
figure 4. They are made up of LEGO NXT distance sensors which are controlled by a
LEGO NXT control brick. They display a red light when they are full of virtual energy.
The e-puck robots can see this colored light through their camera and have to move
forward to enter the detection area of the distance sensor. Once the sensor detects the
robot, it turns its light off to simulate the fact that the feeder is now empty. Then, the
robot is credited an amount of virtual energy corresponding to the virtual energy that
was stored in the feeder. This virtual energy will be consumed as the robot is function-
ing and could be interpreted as the metabolism of the rat robot. The feeder will remain
empty (i.e., off) for a while. Hence the robot has to find another feeder with a red light
on to get more energy before its energy level reaches 0. When a robot runs out of virtual
energy (i.e., its energy level reaches 0), the other robot wins.

Fig. 4. A full feeder facing an e-puck robot (left) and an empty one (right)

Biological Comparison

This scenario is comparable to an ecosystem where the energy is produced by feeders
and consumed by robots. The feeders could be seen as plants, slowy growing from the
energy of the sun, water and ground and producing fruits whereas the robots could be
seen as rats, foraging fruits. Since the fruits produced by a single plant are not sufficient
to feed a rat, the rat has to move around to find more plants.



Rat’s Life: A Cognitive Robotics Benchmark 229

Electronics Comparison

Although the e-puck robots and feeder devices used in the Rat’s contest are electronic
devices, the energy is actually simulated for convenience reasons. However, it could be
possible to deal with real electrical energy: the feeder would correspond to photovoltaic
solar docking stations accumulating electrical energy over time and the robots could
recharge their actual battery from these stations. However, such a system would be
more complex to setup from a practical and technological point of view. This is why we
decided to use virtual energy instead.

4.4 Robotics and AI challenges

Solving this benchmark in an efficient way requires the following cognitive capabilities:

• Recognize a feeder (especially a full one) from a camera image.
• Navigate to the feeder and dock to it to grab energy.
• Navigate randomly in the maze while avoiding to get stuck.
• Remember the path to a previously found feeder and get back to it.
• Optimize energy management.
• Try to prevent the other robot from getting energy.

This translates into a number of control software techniques, namely image process-
ing, motor control, odometry, landmark based navigation, SLAM, autonomy manage-
ment, game theory. Most of these techniques are still open research areas where new
progress will benefit directly to robotics and AI applications. Both bio-inspired (neural
networks, generic algorithms, learning) and traditional approaches (control theory, en-
vironment mapping) are concerned as no assumption is made on the technologies used
to implement the controllers. Moreover, because of its similarities with experiments
with rodents, the Rat’s Life contest may be a very interesting benchmark for testing dif-
ferent bio-inspired models, such as place cells, grid cells, spatial learning, conditioning,
etc.

The best robots are expected to be able to somehow fully memorize the maze they
explore with the help of the landmarks, to rapidly find their way to the feeders, to
maintain an estimation of the status of every feeder and to develop a strategy to prevent
the opponent from recharging.

4.5 Online Contest

Real World and Simulation

The Rat’s Life contest is defined both as a real environment and a simulation. However,
the same control programs, written in C or Java programming language, can run on both
the simulation and the real robots. To run the control program on the real robots, there
are actually two options. The user can either execute the controller program on a com-
puter remote controlling the robot or cross-compile it and execute it on the real robot.
In the first case, the program running on the computer remote controls the real robot by
reading the sensor values from and sending the motor commands to the Bluetooth con-
nection with the robot. In the second case, the control program is executed directly on
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the real robot. All the necessary software tools for remote control and cross-compilation
are integrated within the Webots software, making the transfer from the simulation to
the real robot a very easy process. This way, the same controller program can control
both the real and the simulated robot.

Participation to the Contest

In order to participate in the online contest, the competitors can download the free
version of Webots from Cyberbotics’ web site [19]. They can program the simulated
e-puck robots to perform in the simulated maze. Then, they have to register a contestant
account on the contest’s web site [8]. Once open, this account allows the competitors to
upload the controller programs they developed with the free version of Webots. Partic-
ipation to the contest is totally free of charge.

Ranking System

Every business day (i.e., Monday to Friday) at 12 PM (GMT) a competition round is
started in simulation and can be watched online from the Rat’s Life web site [8]. A
hall of fame displays a table of all the competitors registered in the data base and who
submitted a robot controller program. If there are N competitors in the hall of fame,
then N − 1 matches are played. The first match of a round opposes the last entry, i.e.,
number N at the bottom of the hall of fame, to the last but one entry, i.e., number N −1.
If the robot number N wins, then the position of these two robots in the hall of fame are
switched. Otherwise no change occurs in the hall of fame. This procedure is repeated
with the new robot number N − 1 (which may have recently changed due to the result
of the match) and robot number N − 2. If robot number N − 1 wins, then it switches
its position with robot number N − 2, otherwise nothing occurs. This is repeated with
robots number N −3, N −4, etc. until robots number 2 and 1, thus totaling a number of
N − 1 matches.

This ranking algorithm is similar to the bubble sort. It makes it possible for a new-
comer appearing initially at the bottom of the ranking, to progress until the top of the
ranking in one round. However, any existing entry cannot loose more than one position
in the ranking during one round. This prevents a rapid elimination of a good competi-
tor (which could have been caused by a buggy update of the controller program for
example).

And the Winner Is...

The contest is open for a fixed period of time. During this period of time, new contes-
tants can register and enter the contest. The contestants can submit new versions of their
controller program any time until the closing date. Once the closing date is reached. The
top entry of the hall of fame is declared to be the ”winner of the simulated Rat’s Life
benchmark” and its authors will receive a prize for this. Moreover the top 5 competitors
will be selected for a real world series of 4 rounds (i.e., 16 matches). The winner of
these real world rounds will be declared to be the ”winner of the real world Rat’s Life
benchmark” and will receive a prize.
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The real world rounds should however occur during an international conferences
or robotics competition to ensure that a large number of people, including a scientific
committee, attends the event and can check that nobody is cheating the benchmark.

The contest will run continuously over years so that we can measure the progress
and performances of the robot controllers over a fairly long period of robotics and AI
research.

5 Expected Outcomes and Conclusions

Thanks to the Rat’s Life benchmark, it will become possible to evaluate the perfor-
mance of various approaches to robot control for navigation in an unknown environ-
ment, including various SLAM and bio-inspired models. The performance evaluation
will allow us to make a ranking between the different control programs submitted, but
also to compare the progresses achieved over several years of research on this problem.
For example, we could compare the top 5 controller programs developed in 2008 to the
top 5 controller programs developed in 2012 and evaluate how much the state of the art
progressed.

The control program resulting from the best robot controllers could be adapted to
real world robotics applications in the areas of surveillance, mobile manipulators, UAV,
cleaning, toys, etc. Also, interesting scientific comparisons with biological intelligence
could be drawn by opposing the best robot controllers to a real rat (or a rat-controlled
robot) in a similar problem. Similarly, we could also oppose the best robot controllers to
a human (possibly a child) remote controlling the robot with a joystick and with limited
sensory information coming only from the robot sensors (mainly the camera).

We hope that this initiative is a step towards a more general usage of benchmarks in
robotics research. By its modest requirements, simplicity, but nevertheless interesting
challenges it proposes, the Rat’s Life benchmark has the potential to become a suc-
cessful reference benchmark in cognitive robotics and hence open the doors to more
complex and advanced series of cognitive robotics benchmarks.
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Inria Rhône-Alpes, LIG-CNRS, Grenoble Universities (FR)
vivien.delsart@inrialpes.fr

Summary. Path deformation is a technique that was introduced to generate robot motion wherein
a path, that has been computed beforehand, is continuously deformed on-line in response to un-
foreseen obstacles. In an effort to improve path deformation, this paper presents a trajectory
deformation scheme. The main idea is that by incorporating the time dimension and hence infor-
mation on the obstacles’ future behaviour, quite a number of situations where path deformation
would fail can be handled. The trajectory represented as a space-time curve is subject to deforma-
tion forces both external (to avoid collision with the obstacles) and internal (to maintain trajectory
feasibility and connectivity). The trajectory deformation scheme has been tested successfully on
a planar robot with double integrator dynamics moving in dynamic environments.

1 Introduction

Where to move next? is a key question for an autonomous robotic system. This fun-
damental issue has been largely addressed in the past forty years. Many motion de-
termination strategies have been proposed (see [8] for a review). They can broadly
be classified into deliberative versus reactive strategies: deliberative strategies aim at
computing a complete motion all the way to the goal, whereas reactive strategies deter-
mine the motion to execute during the next few time-steps only. Deliberative strategies
have to solve a motion planning problem. They require a model of the environment as
complete as possible and their intrinsic complexity is such that it may preclude their
application in dynamic environments. Reactive strategies on the other hand can operate
on-line using local sensor information: they can be used in any kind of environment
whether unknown, changing or dynamic, but convergence towards the goal is difficult
to guarantee.

To bridge the gap between deliberative and reactive approaches, a complementary
approach has been proposed based upon motion deformation. The principle is simple:
a complete motion to the goal is computed first using a priori information. It is then
passed on to the robotic system for execution. During the course of the execution, the
still-to-be-executed part of the motion is continuously deformed in response to sen-
sor information acquired on-line, thus accounting for the incompleteness and inaccu-
racies of the a priori world model. Deformation usually results from the application of
constraints both external (imposed by the obstacles) and internal (to maintain motion
feasibility and connectivity). Provided that the motion connectivity can be maintained,
convergence towards the goal is achieved.

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 233–241, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. Path deformation problem: in response to the approach of the moving disk, the path is
increasingly deformed until it snaps (like an elastic band)

The different motion deformation techniques that have been proposed [9, 5, 1, 7, 10]
all performs path deformation. In other words, what is deformed is a geometric curve,
ie the sequence of positions that the robotic system is to take in order to reach its goal.
The problem with path deformation techniques is that, by design, they cannot take into
account the time dimension of a dynamic environment. For instance in a scenario such
as the one depicted in Fig. 1, it would be more appropriate to leave the path as it is and
adjust the velocity of the robotic system along the path so as to avoid collision with
the moving obstacle (by slowing down or accelerating). To achieve this, it is neces-
sary to depart from the path deformation paradigm and resort to trajectory deformation
instead. A trajectory is essentially a geometric path parameterized by time. It tells us
where the robotic system should be but also when and with what velocity. Unlike path
deformation wherein spatial deformation only takes place, trajectory deformation fea-
tures both spatial and temporal deformation meaning that the planned velocity of the
robotic system can be altered thus permitting to handle gracefully situations such as the
one depicted in Fig. 1.

The first trajectory deformation scheme has been proposed by one of the authors
in [6]. It operates in two stages (collision avoidance and connectivity maintenance
stages) and was limited to holonomic robotic systems. The contribution of this paper
is a new trajectory deformation scheme, henceforth called Teddy (for Trajectory De-
former). It operates in one stage only and is explicitly designed to handle arbitrary
nonholonomic and dynamic constraints.

The paper is organised as follows: Teddy is overviewed in §2. Its application to
the case of a planar robot with double integrator dynamics (subject to velocity and
acceleration bounds) is detailed in §3. Experimental results are then presented in §4.

2 Overview of the Approach

2.1 Notations and Definitions

Let A denote a robotic system operating in a workspace W (IR2or IR3). q ∈ C denote
a configuration of A . The dynamics of A is described by a differential equation of the
form:

ṡ = f (s,u)
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where s ∈ S is the state of A , ṡ its time derivative and u ∈ U a control. C, S and U
respectively denote the configuration space, the state space and the control space of A .
Let ξ : [0, t f [−→ U denote a control input, ie a time-sequence of controls. Starting from
an initial state s0 (at time 0) and under the action of a control input ξ, the state of A at
time t is denoted by ξ(s0,t). A couple (s0,ξ) defines a trajectory for A , ie a curve in
W× T where T is the time space.

For the sake of trajectory deformation, a trajectory will be discretized in a sequence
of nodes. A node is a state-time, it is denoted by ni = (si,ti). The discrete trajectory of
A is Γ0 = {n0,n1 · · ·nN} with n0 (resp. nN) the initial (resp. final) node of the trajectory.

2.2 Trajectory Deformation Principle

Teddy operates periodically: at time tk, it takes as input the still-to-be-executed part of
the trajectory Γk = {nk,nk+1 · · ·nN} and an updated model of the workspace. This model
includes the position of the obstacles of W at time tk along with information about their
future behaviour. Teddy then deforms Γk in response to the updated position and future
behaviour of the obstacles and outputs a deformed trajectory Γk

′ = {nk,nk+1
′ · · ·nN

′}
with ni

′ the updated node corresponding to nk+1.
Like a particle placed in a force field, a node is displaced in response to the appli-

cation of a force which is the combination of two kind of forces: external and internal.
External forces are repulsive forces exerted by the obstacles of the environment, their
purpose is to deform the trajectory in order to keep it collision-free. They are detailed
in §2.3. Internal forces on the other hand are aimed at maintaining the feasibility and
the connectivity of the trajectory, ie to ensure that the deformed trajectory still satisfies
the kinematic and dynamic constraints of A . They are detailed in §2.4.

In certain cases, the constraints imposed by the environment are such that the defor-
mation process fails to produce a trajectory which remains collision-free and connected
(for instance when the topology of S× T changes). Should this situation arise, a motion
planner should be invoked to compute a new trajectory.

2.3 External Forces

External forces are repulsive forces exerted by the obstacles of the environment for col-
lision avoidance purposes. They are derived from a potential function Vext . To explicitly
take into account the future behaviour of the moving obstacles, Vext is defined in the
space-time W× T (instead of S× T for efficiency reason). In a manner similar to [1], a
set of points p j are selected on the body of A . Each node ni of the trajectory Γk yield
a set of control points c j

i = (p j,ti) in W× T. For a control point c corresponding to the
configuration q and the state s along the trajectory, Vext is defined as:

Vext(c) =
{

kext (d0 − dwt(c))2 if dwt(c) < d0

0 otherwise
(1)

where dwt(c) is the distance from c to the closest obstacle in W× T. d0 is the region of
influence around the obstacles and kext is the repulsion gain. dwt is a distance function
in W× T. It is derived from the Euclidean distance by scaling the space versus the time
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dimension. In IR2 for instance, the distance dwt between (x0,y0, t0) and (x1,y1, t1) is
given by:

dwt
2 = ws

2(x1 − x0)2 + ws
2(y1 − y0)2 + wt

2(t1 − t0)2 (2)

with ws (resp. wt ) the spatial (resp. temporal) weight. The force resulting from this
potential function acting on c is then defined as:

Fwt
ext(c) = −∇Vext(c) = kext(d0 − dwt(c))

d
||d|| (3)

where d is the vector between c and the closest obstacle point. Now, Fwt
ext has to be

mapped into S× T. Fwt
ext is first mapped into C× T as follows:

Fct
ext = JT

c (q, t)Fwt
ext(c) (4)

where JT
c (q, t) represents the Jacobian at point c. The mapping into S× T that yields

Fext is carried out by leaving the additional state parameters unchanged.

2.4 Internal Forces

The external forces defined above push each node of the trajectory away from the ob-
stacles if they are inside their influence region. Internal forces are introduced to ensure
that the trajectory remains connected, ie that there exists a trajectory verifying the dy-
namics of A between two consecutive nodes of the trajectory. Trajectory connectivity
is related to the concepts of forward and backward reachability. The set of states that
are reachable from a given state s0 are defined as:

R(s0) = {s ∈ S|∃ξ,∃t,ξ(s0,t) = s} (5)

Likewise, the set of states from which it is possible to reach a given state s0 are defined
as:

R−1(s0) = {s ∈ S|∃ξ,∃t,ξ(s, t) = s0} (6)

Let n−, n and n+ denote three consecutive nodes of the trajectory Γk. Γk is connected
at n iff n ∈ R(n−) and n+ ∈ R(n). In other words, n must belong to R(n−)∩R−1(n+).

Now, two cases arise: in the first case, n− and n+ are connected. R(n−)∩R−1(n+)
is therefore nonempty and the purpose of the internal forces is to ensure that n remains
within R(n−)∩R−1(n+). In the second case, n− and n+ are no longer connected (it
happens when the external forces pushes n− and n+ too far away from one another, or
when their time components are no longer coherent). R(n−) ∩R−1(n+) is therefore
empty and the purpose of the internal forces in this case is only to ensure that n remains
within R(n−) (priority being given to earliest connection). The internal forces for both
cases are defined in the next two sections.

Case 1: n− and n+ Connected

To ensure that n remains within R(n−)∩R−1(n+), a virtual spring is defined between
n and H, the centroid of R(n−)∩R−1(n+). It yields a potential function Vint defined
in the space-time S× T as:

Vint(n) = kintd1
st(n)2 (7)
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where d1
st(n) is the distance between n and H. It is defined in a manner similar to dwt .

kint is the attraction gain.

Fint(n) = −∇Vint(n) = kintd1
st(n)

d1

||d1||
(8)

where d1 is the vector between n and H.

Case 2: n− and n+ Disconnected

To ensure that n remains within R(n−), a virtual spring is defined between n and
R(n−). It yields a potential function Vint defined in the space-time S× T as:

Vint(n) = kintd2
st(n)2 (9)

where d2
st(n) is the distance between n and the closest point of R(n−). It is defined in a

manner similar to dwt . kint is the attraction gain.

Fint(n) = −∇Vint(n) = kintd2
st(n)

d2

||d2||
(10)

where d2 is the vector between n and the closest point of R(n−).

2.5 Total Force

Once both internal and external forces have been computed for a node n, the net force
applied to it is:

F(n) = Fext(n)+ Fint(n) (11)

3 Case Study: Double Integrator System

To begin with, Teddy has been applied to the case of a 2D planar robot A with double
integrator dynamics. A state of A is characterised by (p,v) that respectively denote the
2D position and velocity of A (|v| ≤ vmax). The dynamics of A is given by:

(
ṗ
v̇

)
=

(
v
a

)
(12)

with a the acceleration control applied to A (|a| ≤ amax).
The key point in the adaptation of Teddy to a particular robotic systems lies in the

computation of the internal forces, ie on the computation of the sets R(n−), R−1(n+),
R(n−)∩R−1(n+) and the centroid H of the latter.

In this case, the key to efficiency lies in not computing R(n−) or R−1(n+). What is
computed instead is fixed time-slices of these sets. For instance, determining whether
n− and n+ are connected is carried out by checking if R(n−,tint) and R−1(n+, tint)
intersects, where

tint = 1/2(t+ − t−)
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Fig. 2. R(n−)∩R−1(n+) and its centroid H in the 1D case

and R(n−,tint) (resp. R−1(n+,tint)) is the set of states reachable from n− at time tint

(resp. the set of states from which it is possible to reach n+ from time tint ). Com-
puting R(n−,tint) is carried out in two steps: first, the range of reachable positions
[pmin(tint), pmax(tint)] is determined by integrating (12). Then for a given position p in
this range, the range of reachable velocities [vmin(p, tint),vmax(p, tint)] is computed. This
way, we efficiently obtain an approximation of R(n−,tint) (the same reasoning applies
to R−1(n+,tint)) that can be used to check the connectivity between n− and n+ and to
compute H (the reader interested in more details on this part is referred to [3] or [4] for
the English version). Fig. 2 depicts an example of a region R(n−)∩R−1(n+) and its
centroid H obtained by numerical computation in the 1D case.

4 Experimental Results

Teddy has been implemented in C++ and tested on an Intel Pentium 4 desktop PC
(3GHz, 1GB RAM, Linux OS). Teddy has been evaluated in different scenarios featur-
ing up to 10 circular obstacles moving randomly. At each time step, Teddy is provided
with a new model of the environment and its future evolution. To better illustrate, the in-
terest of Teddy, we have focused in this section on a simple “cutting” scenario similar
to the one depicted in Fig. 1. This scenario has been selected because it is problematic
for classical path deformation schemes.
Teddy relies upon a number of parameters to operate properly: the repulsion gain

kext , the attraction gain kint and the distance functions dwt , d1
st and d2

st . The two examples
presented below have been selected to illustrate the importance of the distance function
dwt on the performance of Teddy. Recall that dwt is used to determine the distance
between a trajectory node and the closest obstacle in W× T (cf §2.3). In both examples,
the initial trajectory had a duration of 20s and the discrete trajectory contained 320
nodes. Teddy would run at approximately 28Hz.

In the same situation, two very different deformation patterns can be obtained by
properly selecting the weights ws and wt in (2). The first example is obtained by giving
more weight to ws thereby allowing more important spatial deformations to take place
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(a) space view. t = 0 (b) space view. t = 10 (c) space view. t = 20

(d) time view. t = 0 (e) time view. t = 10 (f) time view t = 20

Fig. 3. Example 1 (spatial deformation): A is moving from the left to the right, the obstacle is
moving downwards. The top snapshots depict the path at different time instant (x× y view). The
bottom snapshots depict the velocity profile at the same instants (x× t view).

(a) space view. t = 0 (b) space view. t = 10 (c) space view. t = 35

(d) time view. t = 0 (e) time view. t = 10 (f) time view t = 35

Fig. 4. Example 2 (temporal deformation): A is moving from the left to the right, the obstacle is
moving downwards. The top snapshots depict the path at different time instant (x× y view). The
bottom snapshots depict the velocity profile at the same instants (x× t view).

(Fig. 3). In this case, A has time to pass before the obstacle crosses its path. The path
component of the trajectory is deformed downwards for safety reasons whereas the
velocity component is only slightly modified.

The second example on the other hand is obtained by giving more weight to wt

thereby allowing more important temporal deformations to take place (Fig. 4). In this
case, A let the obstacle cross its path before proceeding. The path component of the
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(a) t = 0 (b) t = 10 (c) t = 20

(d) t = 30 (e) t = 40 (f) t = 50

Fig. 5. Example 3 (general scenario): A is moving from the right to the left amidst three moving
obstacles

trajectory is only slightly modified whereas the velocity component is largely deformed
so as to allow A to slow down and stop in order to give way to the obstacle.

These two examples have shown the influence of the choice of the parameters in
the final performance of Teddy. They have also illustrated the advantage of trajectory
deformation versus path deformation. Fig 5 presents a more general scenario featuring
three randomly moving obstacles. Each snapshot depicts the W× T space at different
time instants. Each cylinder represents the motion of a given moving obstacle in W× T.
The lower part is the past (how the moving obstacle has moved), the upper past is the
future (estimated future behaviour of the moving obstacles: assumed constant linear
velocity)). In this experiment, the velocity of the obstacles was picked up randomly
at each time step. One can see how the trajectory deforms itself both spatially and
temporally as time passes by.

Table 1. Running time (in ms) of one deformation cycle as a function of the number of nodes and
obstacles

number of number of nodes
obstacles 50 100 180 250 320

1 6 11 20 27 35
3 44 48 68 70 73
10 49 88 135 199 229
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From a complexity point of view, Teddy’s running time grows linearly with the
number of nodes and the number of obstacles. Table 1 gives the running time of one
deformation cycle for different numbers of nodes and obstacles.

5 Conclusion and Future Works

The paper has presented Teddy, a trajectory deformation scheme. Given a nominal
trajectory reaching a given goal, Teddy deforms it reactively in response to updated
information about the environment’s obstacles. Teddy can handle robotic systems with
arbitrary dynamics. It has been applied to the case of a 2D double integrator system and
tested in various situations. Because, Teddy explicitly takes into account information
on the future behaviour of the obstacles, it is able to handle situations that are prob-
lematic for classical path deformation schemes. In the future, it is planned to consider
other robotic systems, eg car-like vehicles, and to further optimize Teddy. Considering
for instance that the knowledge about the future behaviour is less reliable in the distant
future, it could be interesting to monotonically decrease the influence of the obstacles
with respect to time. Last but not least, Teddy remains to be integrated within a global
navigation architecture and tested on an actual robotic system. It is planned to do so on
the architecture and the vehicle presented in [2].
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Summary. A swarm of robots is composed of several small and simple robots that can commu-
nicate to perform complex tasks. Those robots are subject to failures: battery outage, hardware
destruction, or hardware failure. When a robot fails, its whole state is lost. The task realized by
this robot needs to be restarted then the swarm might need some data from the failed robot. Even
when this data is not needed for restarting the process, losing this data can entail a lot of cost for
the swarm.

Ensuring state backup of the robots is, somehow, very useful. This can be done by a general
wireless coverage. However, this coverage can be difficult and expensive to deploy. To address
this issue, a collaborative backup system uses encounters of each robot as temporary backup
points to save its internal state. In this paper, we present a collaborative backup system for swarm
of robots.

Keywords: Swarm of robots, fault-tolerance, peer-to-peer, collaborative backup, mobile
computing.

1 Introduction

Some researchers have envisioned the use of swarm of simple robots acting cooper-
atively to perform relatively complex tasks [3]. Swarm of robots can perform a wide
range of tasks from cleaning and exploration to construction and surveillance.

Such robots are acting autonomously and sometimes in dangerous areas (chemical
plants for instance). They generally relies on ad hoc communications for planning to
avoid expensive global network usage. They can endure severe failures, like destruction,
hardware failure, battery depletion or inability to act when falling into a hole, that can
entail data loss. Data loss often means to restart a task and reacquire those data, which
can be very expensive. The solution is to backup those data on a regular basis. If we
only use a global server for data backup, we might need either to have a global wireless
connection (often hard to deploy) or to often connect to the global server (time and
energy consuming).

In this paper, we propose a collaborative backup system for swarms of robots. It
uses neighbor robots and memories available in the physical space to backup data items
that are the most expensive (in term of resources) to recover. This system is transparent

� This work is partially supported by the ROBOSWARM project (EU-IST-FP6-45255) and the
ReSIST network (EU-IST-FP6-26764).

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 243–252, 2008.
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during the process and realizable without a global network nor constant reports to the
backup server. It concentrates on the efficiency in term of resource usage for recovery
(costs).

This paper is structured as follows: after some generalities in section 2 about col-
laborative backup and swarms of robots, section 3 introduces the architecture we want
to support. A model for the tasks realized by the robots is then presented in section 4.
Section 5 presents our solution for implementation of a collaborative backup system for
swarm of robots. Finally, we conclude in section 6.

2 Background

A swarm of robots needs to plan the tasks to achieve. This planning is a complex process
and, when a failure occurs, a replanning is needed [6]. A plan repair first aims at reduc-
ing the costs of the new plan by deleting tasks or task parts already performed. This plan
repair needs the knowledge about past actions. Classical works like ALLIANCE [7] do
this replanning in a collaborative way using wireless technologies that enable all robots
to stay in contact with each other. Other works like [6] address the issue of replanning
without investigating the problem of availability of data for the plan repair.

This knowledge about past actions is very easy to get when a global network is
available and when all the entities of the system have a permanent access to this net-
work (like in ALLIANCE). However, this network may be hard or impossible to set up.
For example, 802.11 coverage on a large field needs for access points to relay informa-
tions between areas. The deployment of those access points can be expensive (time and
money consuming). In dangerous area like exploration area (space, submarine) or fields
on fire, this deployment is even impossible. Therefore, new techniques are needed.

A well known approach in increase data resilience is hardware replication. In net-
work file systems, replication of data uses several data servers [9]. Peer-to-peer file
systems have used replication to increase data availability and have paved the way for
collaborative backups [1].

In our case, collaborative backup greatly helps when a robot fails. It can reduce the
costs of a failure without assuming the availability of a global wireless infrastructure.
The deployment of robots is then easier and faster. As the main aim of this system is
to reduce costs of the replanning, this system must give priority to expensive task and
data. This system can also decrease the swarm needs for a centralized entity (like a
global server).

In a mobile context, several collaborative file systems have been developed [8, 2] as
well as some backup systems [5]. However, all those systems suffer from the same limi-
tations: they are designed for nearly static network where users stay in the same area for
a long period of time. Those systems hardly exploit opportunistic replication to support
high mobility. The MoSAIC project [4] has worked on a collaborative backup service
for personal devices. They have addressed the specific issues for this kind of devices
especially regarding security. However, security implies a loss of resources (memory
especially) and prevents data to get aggregated.
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3 Architecture

In this paper, we consider the architecture described in figure 1. Several mobile enti-
ties (swarm robots) can move and interact with the physical world.They may be spe-
cialized for some actions (e.g. some robots are vacuum machines while others are
steam cleaner). They can communicate between them using high-bandwidth, short-
range wireless communication facilities. The MEs (Mobile Entities) have an amount
of available memory to run the swarm process and other applications, and a battery
duration (Battery Life, BL). MEs are now considered to be fail-silent for now.

Fig. 1. Architecture

One or several wireless base stations act as data servers and task controllers, i.e.
they provide data about the physical world and give tasks to the swarm robots. The
planning can be completely done by the base stations or more cooperatively between
swarm robots. We call Sink Nodes (SNs) those base stations. They are computers with
the same kind of wireless capabilities than MEs. They are able to communicate with
MEs when in range. The SNs have unlimited power and memory. They can perform
evolved computation and have, at the beginning of the process of the MEs, all the initial
information needed. The SNs are considered resilient. To ensure this assertion, usual
techniques can be used like hardware replication (RAID disks) or network replication
(a replicated file system).

Furthermore, several fixed memory points (like RFID tags) are positioned in the
physical world. They have limited memory but unlimited battery (passive RFID tags).
They are used to store information linked to the physical world. For instance, if a ME
detects an object to move for the next ME it can put this context in a fixed memory
point in the vicinity of this object. FMPs (Fixed Memory Points) are considered fail-
silent. On some exceptions, FMPs can actually move along with the attached object
(e.g. when moving a seat that has a tag attached). Those FMPs can be queried by MEs
using specific wireless technology.
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All entities (MEs, SNs and FMPs), with limited wireless range, are not able to com-
municate within all the field of action. Indeed, global connectivity requires expensive
infrastructure and hard deployment. Using just one or two base stations along with
cheap robots and RFID tags is fast to deploy and inexpensive (robots and RFID tags can
be reused easily). The limited wireless connectivity implies the need of fault-tolerance
mechanisms to recover from a failure outside connectivity.
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Fig. 2. Example of the backup system in operation

1. Several MEs are performing a collaborative process (exploring area for example).
The ME 1 is backuping its data on a FMP and on the ME 2.

2. ME 1 fails in the vicinity of a FMP.
3. ME 2 finishes its task and is reaffected to task A with the info saved on step 1.
4. ME 2 gets back the latest info from the FMP and restarts at the ME 1 failure position.

Figure 2 shows an example of the system running in an exploration process. The
system saves the data of the current tasks on the encounters (FMPs and MEs) during
the process. It tries to optimize the memory consumption and the recovery costs. When
a ME fails, the planner (generally a sink node) reaffects failed tasks to available MEs.
It uses the latest acquired information as a start. If a reaffected ME encounters an entity
with more recent information on the task, then it tries to use these new data to reduce
the cost and the duration of the task (and, by consequence, of the process). Depending
on the situation, backup on FMP or on ME can be impossible. Our system adapts itself
using only free available space on several entities. It also considers information locality
when backuping on FMP.
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To integrate this architecture to different swarms of robots, the numbers of SNs and
FMPs can be modified. In section 4, we detail the tasks realized by those entities.

4 Mobile Entity Tasks

MEs are performing some tasks which, once planned, is a whole process. We can imag-
ine a lot of different processes: waste removal and cleaning, field exploration, surveil-
lance, construction, stock management, etc...

4.1 Atomic Tasks

The process is split in atomic tasks that can be executed by one ME. An atomic task
can be very simple (like go to point P) to quite complicate (like go to area 1, clean the
ground of area 1 and then come back). Atomic tasks can have requirements such as
specific information or kind of ME.

We associate to each atomic task an estimated duration (EDT, Estimated Duration
of Task) determined from the several components of this task. For instance, for waste
collecting, the task will be to cover an area and remove a waste when finding it: the EDT
of this task will be the EDT of the area coverage plus the EDT of one waste removal
multiplied by the estimated number of waste.

We also associate to each atomic task, an ETTC (Estimated Time To Connection)
which is the estimated time until we met a SN. It can be infinite when the task is not
passing near a SN. It can be estimated using the known positions of all SNs.

4.2 Task Cost

Each task have several associated costs: time, consumable usage, energy, etc... Those
costs can be combined into a generic one using factors for each (for example, the price
of the corresponding consumable). These costs are determining the costs of losing the
associated data.

These costs can be easily computed depending on the task. For example, a painting
task would have three main costs: paint usage which can be converted to currency de-
pending on the cost of the paint, energy consumption and time. A cleaning task would
have the same kind of costs: time, energy and cleaning product.

Energy consumption can be directly converted to a currency. However, if there is
a need to recharge the battery, time can be wasted and the corresponding cost must
be included. Time is harder to convert to a general cost. The process is composed of
parallel tasks, thus the global time taken by the process is not the sum of the time of
each tasks. The process taking overtime could have very little consequences until it
exceeds a certain duration (real-time constraints). For instance, if a cleaning process for
a supermarket lasts after the opening then the supermarket might endure severe financial
lost. The conversion might not be easy between duration and real cost. We consider for
now that we do have a factor that let us convert the time to a general cost. The recovery
process will then adjust to ensure a good tradeoff between cost usage and time taking.
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5 The System

5.1 The Backup System

The backup system is composed as shown in figure 3. A memory management system
keeps backups up to date and manages memory usage. A scheduler sends and receives
backup depending on data priorities recomputed when needed. They are based on the
costs of recovering each lost data items and on the probability of losing it, to ensure the
best tradeoffs between backup costs and probable costs of a future failure.

Memory Management

(I,t,D,C,P,L)
I : Identifier
t : Timestamp
D : Data item
C : Data cost
P : Data Priority
L : Data Locality Information (polygon)

Backup system

Priority

Calculator

Recompute priorities

of data depending on 

the backups

Backup Scheduler

Manage backup sending

Network

Service discovery

Data Transmission

ME Internals

Fig. 3. Architecture of the backup system

Memory Management

The system should act transparently during the process without restraining other tasks.
It means that backups should not take resources that are needed by ME activities. For
memory, backups should be deleted if more memory is needed by a task. The more
important data are, the more they are kept.

When backing-up a data item (D in figure 3), it is stored along a timestamp (t) and
an identifier (I). The identifier is used to know how to recover the task from the data and
the timestamp to know what to update when a new version of the data item is proposed
(see section 5.1).

Tasks have costs, so do data items. The cost of a data item is the cost of recovering the
process without a backup of this data item. For example, it can be the cost of painting
to redo if the system forgot that it has painted a certain area. These costs should also
contain the eventual costs of restarting the task if it is finished. It implies that the data of
a finished task may cost more than the sum of the cost of each subtask. For example, if a
construction task fails, we need to clean the site before we can restart the construction.

We also consider combination of data items together to reduce data size. For exam-
ple, an exploration task just adds data to the already acquired ones (a polygon describing
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the covered area is increasing for instance). The cost of the reunited data items is then
the cost of the new items added to the cost of the old ones.

Those costs are used to compute a priority (P) for each data item. These priorities
are used to sort data items by importance. When more memory is needed for the pro-
cess, a ME can delete data items with the lowest priority. Local data should always be
preserved on the ME. For instance, a finished task data may be useless to the ME but
needs to be conserved for process reconstruction. Hence we ensure that there is always
at least one copy of each data.

To be efficient, the priorities include data locality, i.e. when doing a backup on an
FMP, the data will be localized in a certain area. We want those data to be near the
area of usage. Thus, we increase the data priority when backing-up on a FMP inside a
locality zone (L in figure 3) and decrease it when backing-up on a FMP far from this
zone. This disables the needs of travelling through the whole operational area to recover
data.

Backup Scheduling

When two MEs meet, they initiate the backup process. It should not interfere with the
standard process of the MEs to avoid useless costs. For example, we prefer to stop the
backup process instead of stopping the robot or taking the communication channel used
for the process.

The backup process is an exchange of data. First, each ME computes for each data
item the priority P1 if the item is saved on both ME and the priority P2 if the item is
removed from both MEs. Data items are ordered using P1. Then the backup exchange
can start. Each ME executes the same round until no more backup is needed, no more
backup can be realized or the two MEs cannot communicate anymore (they are no more
in communication range).

One round is executed as describe in figure 4. It uses the five kinds of message
described next:

- BACKUP REQ(I,t,S,C,P1) asks to backup the data item identified by I and times-
tamped by t. This item has a size of S, a cost of C and a priority if saved of P1.

- BACKUP ACCEPT (S′,t ′) replies for acceptance of the backup. S′ and t ′ give, re-
spectively, the size and the timestamp of the version of the same data item existing
on the peer.

- BACKUP DENY (S1,S2,P) replies for refusal of the backup.
- BACKUP SEND(D|S′,t′ ,L) sends the part of the data item needed to update the

backup along with its locality.
- BACKUP ACK(I,t) acknowledges the backup of the data item.

The backup acceptance phase replies whether the backup is accepted or not. The
preparation phase extracts, depending on S′ and t ′, D|S′,t′ which is a subpart of the data
item D that permit the reconciliation of the backup. For example, if D is an incremen-
tal record then D|S′ ,t′ is the entries of D taken between time t and time t ′. If S′ = S
and t ′ = t, the acceptance phase goes directly to the next round as it means that the
backup is already present on the peer. The storage phase just reconciliates the stored
backup item with the new data and acknowledges the result. It eventually deletes some
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BACKUP_REQ(I,t,S,C,P1)

BACKUP_ACCEPT(S’,t’)

ME 1 ME 2

BACKUP_SEND(D|S’,t’ ,L)

BACKUP_ACK(I,t)

Backup is accepted Backup is refused

BACKUP_REQ(I,t,S,C,P1)

BACKUP_DENY(S1,S2,P)

ME 1 ME 2

Backup acceptance

Backup preparation

Backup store

Memory update and next round

Fig. 4. Message exchanging for one round of the backup process

data items determined in the acceptance phase. Finally, the memory update phase up-
dates the priority of D and searches for next data item to backup. If the reply is a
BACKUP DENY (C1,C2,P), data items which size is greater than S1 + S2 will not be
proposed as well as data items which size is greater than S1 and priority lower than P.

We call D1,D2, ...,Dn the data items present in the ME memory ordered with as-
cending P2. We logically use the same index than the data for t and P2. Si will be used
for the size of the data item of index i. AMS will note the available memory space for
backup.

To decide to accept or to refuse a backup, the ME must search for an existing version
of the data item in its memory. S′ and t ′ will be the size and the timestamp of the same
item if present in the memory of the ME. Note that S′ = 0 and t ′ = 0 if the item is not
present. The ME can now decide whether to accept or refuse the item depending on the
size it can free by the process described in algorithm 1.

Algorithm 1. Backup acceptance phase

ACCEPTANCE(S,S′,t,t ′,P1);
1 if (S′ = S and t ′ = t) or S ≤ S′ then

2 SEND(BACKUP ACCEPT(S′,t ′))
else

3 j ← 1 ;
4 while j < n and P1 ≤ P2

j and (AMS+∑ j
i=1 Si < S−S′) do

5 j ← j +1;

6 if (AMS+∑ j
i=1 Si < S−S′) then

7 SEND(BACKUP DENY (AMS, ∑ j
i=1 Si,P));

else

8 toDelete ← j;
9 SEND(BACKUP ACCEPT(S′,t ′));
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toDelete is here to know which data to delete. When receiving a BACKUP SEND
the ME should delete all data items (Di)1≤i≤toDelete .

5.2 The Recovery Process

In this section, we present the recovery process triggered upon failure detections. We
present how we reconstruct data and the corresponding tasks then we present the reas-
signment of the tasks to optimize the process.

Data Reconstruction

When a failure is detected, a SN initializes the reconstruction using the data items saved
on SNs. It reconstructs each task using these items. Some tasks also need some prepa-
ration to restart.

We also need to add a data recovery phase where the robots goes to the FMP of the
area. We add a task for the ME which is to go to the FMPs near the area to get the
data and to update the task before restarting it. However, we should avoid useless cost
consumption.

Useless cost consumption will happen if the cost of recovery the data is more im-
portant than the one of redoing the task. Given the time between the detection of the
failure and the timestamp of the data item used to recover the task, we can compute
the maximum cost Cmax of the task part that could have been done by the robot before
failure. If the time is long enough for the robot to perform the whole task then it means
that no restart is needed and then the cost of the restart should be added to Cmax. Then if
the cost of getting back the data item from the FMPs is bigger than Cmax the task should
start immediately without the data recovery.

Process Reconstruction

Once each task has been reconstructed, a new plan needs to be created. The plan repair
phase compares the resources needed for realizing the old task and the reconstructed
one. It select the cheaper one for the replanning.

Besides, depending on the scheduling, the time of a task can change because of
physical constraints. For example, if between two tasks a ME needs to move and if
these tasks are far from each other then the second task takes longer.

If the system uses a very flexible scheduling system (i.e. MEs are very autonomous)
then the SN needs to flood MEs with the update information. If the system uses a
semi-flexible scheduling system (i.e. MEs can exchange tasks between them) then the
scheduling might be a light scheduling allowing MEs to exchange tasks to optimize
costs or process duration.

5.3 Failure Detection

A failure can be detected using several techniques: when a ME is not seen at a rendezvous
point after a deadline, then we can assume it has failed when another ME arrives and de-
tects that the preceding task has not been finished (missing information on a FMP, waste
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found for waste removal, etc...). A ME can also emits some kind of red signal on failure
or when battery is running out. The red signal can be propagated to a SN using neigh-
bors. Some other specific techniques might be used for failure detection (surveillance
robot, etc...). [6] details many error detection mechanisms for autonomous systems.

6 Conclusion

In this paper, we have discussed about the implementation and the utility of a backup
system for swarm robots. This scheme seems to be extendable to several mobile dis-
tributed system like mobile sensor networks. We have simulated this backup system for
swarm robots on some applications (cleaning and exploration) and shown that it reduces
costs in the case of failure without interference with the swarm process.

This system tends to improve the process even more in the case of less central-
ized systems (multiple tasks attributed to one entity with possibilities of dynamic task
rescheduling). We plan on implementing this system on a real swarm of robots. We will
make further analysis of data used in those swarm as well as how to reconstruct them.

Acknowledgement. We would like to thank our colleagues Fabien Allard and Ciaràn
Bryce for their corrections.

References

1. Batten, C., Barr, K., Saraf, A., Treptin, S.: pStore: A Secure Peer-to-peer Backup Sys-
tem. Technical Report MIT-LCS-TM-632, MIT Laboratory for Computer Science (December
2001)

2. Boulkenafed, M., Issarny, V.: AdHocFS: Sharing Files in WLANS. In: The Second IEEE
International Symposium on Network Computing and Applications (NCA 2003) (April 2003)

3. Dudek, G., Jenkin, M., Milios, E., Wilkes, D.: A Taxonomy for Swarm Robots. In: IEEE/RSJ
International Conference on Intelligent Robots and Systems, vol. 1, pp. 441–447 (1993)
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Summary. The problem of robot force and position trajectory tracking is revisited in the case of
an uncertain mapping of a surface into the robot space; then, although it is possible to define the
desired trajectories with respect to the constraint surface, the lack of knowledge of the constraint
direction in the robot space, means that the position and force control subspaces are uncertain.
Such a case arises when for example the surface is misplaced. A novel adaptive controller is
proposed using estimates of the constraint surface normal direction that converge to the actual
value; the controller drives the actual force and position errors to zero given a persistently excited
desired velocity on the surface. The performance of the proposed controller is demonstrated by a
simulation example.

1 Introduction

Most adaptive schemes in robot control consider uncertainties in system dynamics and
assume that system kinematics is known. For the force/position tracking of constrained
robots in particular, parametric and structural dynamic uncertainties have been consid-
ered in [2, 1] and [7] respectively. In recent attempts, kinematic uncertainties have been
incorporated in robot control problems. Such uncertainties refer to robot kinematic and
Jacobian parameters [4, 3, 5]. In the case of constrained robots, the constraint Jaco-
bian is however assumed known. This knowledge is based on the hypothesis that force
measurements can be used to calculate the normal to the surface direction [3, 9, 5, 11].
However, the assumption of the measurement of the normal force does not hold in most
practical cases due to the distortion of these measurements by the friction forces that
arise during the end effector motion. The friction effect in the calculation of normal di-
rection has been noticed in [10] where an algorithm to estimate the constraint direction
is proposed that filters out force measurements along discrete position step directions.
In a remark in [8] filtering out of the friction forces from force measurements is also
proposed with the use of a projection matrix constructed from current tip velocities but
this solution collapses each time the current tip velocity is zero. Another problem arises
in position/force tracking controllers that use the constraint Jacobian derivative which
requires force derivatives [9, 5, 10]. Force derivatives cannot however be calculated by
numerical differentiating the noisy force measurements [8, 11].

This work proposes a position/force tracking controller based on on-line estimates
of the unknown constraint Jacobian. As the normal to the surface direction and its com-
plement are uncertain in the robot workspace the desired force and position trajectories
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cannot be correctly determined in this space. However, it is possible to define desired
trajectories with respect to the surface; the desired force trajectory can be defined in
the one-dimensional force subspace and the position trajectory in the two-dimensional
space of the surface. We here consider that the mapping of these force and position
subspaces into the respective robot force and position control subspace is uncertain.
This situation arises when an object is misplaced in the robot’s workspace and the robot
is required to perform a specific contact task on one of its surfaces. A planar surface
is considered in this work. The proposed control solution is of simple structure, uses
joint motion variables and total force measurements, is designed to drive the estimated
direction parameters to converge to their actual values and requires only the persistent
excitation of the desired motion velocity on the surface.

2 Problem Description

Consider a nq degrees of freedom robot with a rigid hemispherical tip of radius r in
contact with a rigid surface (Fig. 1). Let q ∈ ℜnq be the vector of the generalized joint
variables and {B} be inertia frame attached at the finger base. Let the surface frame {s}
be attached at some point on the surface; its position is denoted by ps and its orientation
by matrix Rs = [ns os as] such that ns ∈ ℜ3 is the unit vector normal to the contact
surface pointing inwards. Let the contact point be defined as the common point of the
hemispherical tip and the surface. Let the frame {c} be attached at the contact point
on the surface and described by the position vector pc and the orientation matrix Rc =
[nc oc ac] such that the normal vector nc ∈ ℜ3 at pc points inwards the surface. Note
that the hemispherical shape of the robot tip allows the rolling motion of the tip; as the
robot tip may roll along the rigid surface, the contact point does not necessarily refer
to the same point of the rigid tip. The spherical tip however allows simplified system
kinematics by considering the position of the robot tip center pt ∈ ℜ3 instead of the
contact point pc since the following relation holds:

pt = pc − ncr (1)

Consider also the frame {t} attached at pt with rotation matrix Rt that can be pa-
rameterized by the vector of the rotation angles ϕt ∈ ℜ3 around the inertia frame.
Let the generalized tip position be p =

[
pT

t ϕT
t

]T ∈ ℜ6. The generalized velocity

ṗ =
[
ṗT

t ωT
]T ∈ ℜ6 is related to the joint velocity q̇ through the robot tip Jacobian

J =
[
JT

v JT
ω
]T ∈ ℜ6×nq as follows:

ṗ = J(q)q̇ (2)

In constrained motion the contact point must satisfy the surface equation ψ(pc) = 0
that based on (1) can be translated to a constraint for the center of the robot tip ψ ′(pt) =
0; that is, the robot tip center constraint is parallel to the real surface but displaced by
an offset equal to the tip radius. Notice that the direction normal to the surface nc is

given by nc =
(

∂ψ(pc)
∂ pc

)T
/
∥∥∥ ∂ψ(pc)

∂ pc

∥∥∥ =
(

∂ψ ′(pt)
∂ pt

)T
/
∥∥∥ ∂ψ ′(pt)

∂ pt

∥∥∥. For a flat surface, nc is
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independent of pc and hence Rc = Rs (nc = ns) and nT
s pc = nT

s ps; thus, the contact
constraint with respect to pt can be expressed as follows:

nT
s (pt − ps) = −r (3)

Differentiating (3) and using (2) we get:

nT Jq̇ = 0 (4)

where n = [ nT
s 0T

3 ]T is the generalized normal vector.

tp

sp
s

B

s

ˆsnc

Hemispherical Fingertip

Rigid 
Surface

Surface
 Estimatet

cp

sn

Fig. 1. A robotic finger with a rigid fingertip in contact with a rigid surface

The dynamic model of the robot can be written as follows:

L(q, q̇, q̇, q̈)+ JT F = u (5)

where F is the interaction force between the robot tip and the environment that includes
both normal force and frictional forces, u is the input control law and L(q, q̇, q̇, q̈) ex-
presses the dynamic and gravity terms of the robot [1]:

L(q, q̇, q̇, q̈) = M(q)q̈+
{

1
2

Ṁ(q)+ S(q, q̇)
}

q̇+ g(q)

where the second q̇ in L(q, q̇, q̇, q̈) refers to the q̇ outside the brackets of the equation
above, M(q) ∈ ℜnq×nq is the positive definite robot inertia matrix, S(q, q̇) ∈ ℜnq×nq is a
skew symmetric matrix and g(q) ∈ ℜnq denotes the gravity vector. For the general case
of contact with friction, the interaction force can be decomposed into two orthogonal
parts, Fn = nnT F that is normal to the surface and its complement FQ = QF where
Q = I6 − nnT . The normal force can be written as Fn = n f where f is the Lagrange
multiplier associated with the constraint equation (4) while its complement arises owing
to friction. We assume that joint positions and velocities are measured and that the
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robot tip Jacobian J is known; hence, p, ṗ can be calculated by using the robot forward
kinematic relationships.

The force and tip position desired trajectories are defined with respect to the surface
as follows. Let fd(t) ∈ ℜ+, be the desired trajectory of the normal force magnitude that
should be tracked along the normal to the constraint surface direction; then the desired
trajectory in the uncertain force control subspace is n̂s fd(t) (for a unit normal vector es-
timate) while the actual control target is ns fd(t). Let φtd(t) ∈ ℜ3 and ωtd = φ̇td(t) ∈ ℜ3

be the desired orientation and angular velocity trajectories that are not affected by the
surface uncertainty. Furthermore, let ds(t) ∈ ℜ2 be the desired trajectory that should
be tracked by the robot tip on the constraint planar surface and ḋs(t) ∈ ℜ2 the corre-

sponding desired velocity trajectory. If pds =
[

0 dT
s (t)

]T ∈ ℜ3 is the desired trajectory
expressed in the surface frame {s} and R̂s = [ n̂s ôs âs ] is the uncertain orientation of
{s} in the robot workspace then the desired tip position and velocity trajectories in the
uncertain position control subspace are given by ptd = pt(0)+ R̂s pds and vd = R̂s ṗds.
Notice that the surface position is here taken as the initial tip position i.e. ps = pt(0)
and that ṗtd is not equal to vd when the R̂s is updated online. It is clear that although
the desired force trajectory n̂s fd coincides with the actual target when the estimate of
the normal to the surface direction converges to its actual value, ptd further requires the
identification of one more axis of {s} say for e.g axis os; we here assume that there is
no relative rotation between the initial estimate and the actual surface frame around the
ns axis. Finally, the desired generalized position and velocity trajectories are concisely
denoted by pd = [ pT

td φT
td ]T and Vd = [ vT

d ωT
td ]T .

3 Controller Design

Let the estimates of the surface normal direction be denoted by n̂s and its generalized
expression by n̂ = [n̂T

s 0T
3 ]T that are used to produce the projector Q̂ on its orthogonal

complement space, the force magnitude f̂ and the surface rotation R̂s:

Q̂ = I6 − n̂n̂T

‖n̂‖2 (6)

f̂ =
n̂T

‖n̂‖F (7)

R̂s = [
n̂s

‖n̂s‖
ôs âs] (8)

where ôs and âs can be defined from n̂s and its update law (Appendix). Division of
n̂ by its norm ‖n̂‖ is required since n̂ will be derived by an adaptation law and can
take in general non-unit values. Notice that the adaptation law must be designed so that
‖n̂‖ �= 0.

Let us define the reference velocity vector ṗr ∈ ℜ6 in the robot tip space:

ṗr = Q̂(Vd − αΔ p)− β
n̂

‖n̂‖Δ F̂ (9)
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where α , β are positive control gains, Δ p = p − pd is the position error, Δ F̂ =∫ t
0 Δ f̂ (τ)dτ is the integral of the estimated force error Δ f̂ = f̂ − fd . We also define

the error:
sp = ṗ− ṗr (10)

and using ṗ = Q̂ṗ − n̂
‖n̂‖2 ñT ṗ where ñ = [ñT

s 0T
3 ]T with ñs = ns − n̂s, we can express sp

as follows:
sp = ŝQ + ŝn (11)

where ŝQ, ŝnare linearly independent quantities:

ŝQ = Q̂ [(ṗ −Vd)+ αΔ p] (12)

ŝn =
n̂

‖n̂‖
(
β Δ F̂ − ṗT

‖n̂‖ ñ
)

(13)

On the other hand sp can also be expressed as follows:

sp = ṗ+ αQ̂p + v(n̂,Vd , pd ,Δ F̂) (14)

where v = β n̂
‖n̂‖Δ F̂ − Q̂(Vd + α pd). We can also define the reference joint velocity

vector q̇r and the error s as follows in the non-redundant case, :

q̇r = J−1 ṗr (15)

s = q̇− q̇r = J−1sp (16)

Differentiating (15), the reference joint acceleration vector is given by:

q̈r = −J−1J̇q̇r + J−1 p̈r (17)

The reference acceleration p̈r is found by taking the derivative of (9):

p̈r =
d
dt

(
Q̂

)
(Vd − αΔ p)+ Q̂

(
V̇d − αΔ ṗ

)
− d

dt

(
n̂

‖n̂‖

)
β Δ F̂ − n̂

‖n̂‖β Δ f̂ (18)

where d
dt (·) can be calculated using the estimates n̂, ˙̂n �

[
˙̂nT

s 0T
3

]T
. The latter is given

by an update law that will be defined through the subsequent stability analysis. Notice
also that V̇d and Δ ṗ = ṗ− ṗd involves the derivative of R̂s (Appendix).

It is known that the dynamic model can be parameterized with respect to a set of
constant parameters θ and hence we can write:

L(q, q̇, q̇r, q̈r) = Z(q, q̇, q̇r, q̈r)θ (19)

where Z is the dynamics regression matrix. The following model-based control law is
proposed for force/position tracking under surface kinematic uncertainties:

u = JT n̂
‖n̂‖ ( fd − k f Δ f̂ − kIΔ F̂)+ JT Q̂F − Ds+ Z(q, q̇, q̇r, q̈r)θ̂ (20)
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where k f , kI are positive control gains and D is a bounded and positive definite matrix.
The update laws for normal direction cosines and robot dynamic parameters are chosen
as follows:

˙̂ns = P
{

Γn[I3 O3×3]‖n̂‖−1 (
k′

f Δ f̂ + kIΔ F̂
)

ṗ
}

(21)

˙̂θ = −Γ ZT s (22)

where Γn = diag [γni]i=3
i=1, Γ = diag [γi]

i= j
i=1 are diagonal matrices of positive parameter

update gains and P is an appropriately designed projection operator [6] with respect
to a convex set S so that ‖n̂s‖ �= 0 and the absolute value of the angle formed between

the current estimate and the actual normal vector defined by φ(t) = arccos( nT
s n̂s

‖n̂s‖ ) is less
than 90◦ at all times.

Substituting the input control law (20) into the robot dynamic model (5) we obtain
the closed loop system:

Mṡ+
(

1
2 Ṁ + S

)
s+ Ds+ JT n̂

‖n̂‖(k′
f Δ f̂ + kIΔ F̂)+ Zθ̃ = 0 (23)

where k′
f = k f + 1. Taking the inner product of the closed loop system (23) with s we

get:

d
dt

{
1
2

sT Ms +
1
2

β k′
f Δ F̂2

}
+ β kIΔ F̂2 + sT Ds

+ sT Zθ̃ −‖n̂‖−1(k′
f Δ f + kIΔF)ṗT ñ = 0

(24)

Using (21), (22) in (24) we get dV
dt +W = 0 where

V =
1
2

sT Ms+
1
2

β k′
f Δ F̂2 +

1
2

ñT
s Γ −1

n ñs +
1
2

θ̃ T Γ −1θ̃ (25)

W = β kIΔ F̂2 + sT Ds (26)

Function V is positive definite with respect to s, Δ F̂ and parameter errors ñs, θ̃ while
function W is positive definite with respect to s, Δ F̂ . Hence, function V has a negative
derivative i.e. dV

dt = −W ≤ 0 and can be regarded as a Lyapunov-like candidate function
in order to prove the following theorem.

Theorem 1. Given the persistent excitation of ‖ḋs‖, the input control law (20) with the
update laws (21), (22) applied in (5) achieves the boundedness of all signals and the
convergence to zero of the force, position and velocity tracking errors as well as slope
identification i.e. Δ f → 0, QΔ p → 0, QΔ ṗ → 0 and n̂

‖n̂‖ → n.

Proof: dV
dt = −W ≤ 0 implies V (t) ≤ V (0) and hence s (sp, ŝQ, ŝn), Δ F̂ , ñs (ñ), θ̃

∈ L∞. Hence, given pd , ṗd are bounded trajectories, v ∈ L∞ and consequently (14)
implies ṗ + αQ̂p ∈ L∞. Since Q̂ is bounded and positive semi-definite (6), it can be
easily proved that ṗ, p ∈ L∞. If the robot moves away from singular positions, the
boundedness of p, ṗ implies that q, q̇ are bounded. Moreover, the estimated force error
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can be written as μ̄(q, q̇, n̂, θ̂ )Δ f̂ = μ(q, q̇, n̂, θ̂ ), where μ̄ , μ are state dependent scalar
functions that are bounded if q, q̇, n̂, θ̂∈ L∞; hence, Δ f̂∈ L∞ given μ̄ �= 0 ∀t ≥ 0. From
(23), ṡ can be expressed as a sum of bounded quantities and hence ṡ ∈ L∞ and in turn
q̈ ∈ L∞. From dV

dt +W = 0 and (26) Δ F̂ , s ∈ L2. The boundedness of Δ F̂ , s and their
derivatives implies that Δ F̂ , s are uniformly continuous and it follows from Desoer and
Vidyasagar (1975) that Δ F̂ → 0 , s → 0 (sp, ŝn, ŝQ → 0). The boundedness of q, q̇, n̂, θ̂
and their derivatives implies that μ , μ̄ and consequently Δ f̂ are uniformly continuous.
The uniform continuity of Δ f̂ in conjunction with the convergence of its integral to zero
implies Δ f̂ → 0.

Furthermore, (21), (22) and the convergence of s (sp, ŝQ, ŝn), Δ f̂ and Δ F̂ to zero im-

ply that ˙̂θ , ˙̂ns → 0 and consequently ˙̂Q → 0, ˙̂Rs → 0 and consequently ṗtd → vd . In turn
ŝQ → d

dt [Q̂Δ p]+ αQ̂Δ p → 0 and hence, Q̂Δ p,Q̂Δ ṗ → 0. By projecting the estimated
error Q̂(ṗ− ṗd) along the actual normal direction and using (6) and nT ṗ = 0, ∀t ≥ 0 we

can find that n̂T

‖n̂‖ ṗ → −nT
e Vd where ne = n

cosφ − n̂
‖n̂‖ . Notice, that the projection operator

in the update law (21) must be designed in order to prevent cosφ to take zero values.
Vector ne can be regarded as an indication of the error between the actual and estimated
normal direction and is zero in the convex set S if and only if n̂

‖n̂‖ = n. Decompos-
ing the robot tip velocity ṗ along the estimated orthogonal directions, we find that ṗ
converges to (I − n̂

cosφ‖n̂‖nT )Vd . Using the velocity convergence result in (13) and the

convergence of ŝn and Δ F̂ to zero we find that V T
d ne converges to zero. The desired

velocity can be expressed as vd = êv(t)‖ḋs‖ where êv(t) is a unit direction vector lying
on the estimated surface that satisfy n̂T

s êv(t) = 0. Hence, the convergence of V T
d ne to

zero implies that nT
s êv(t)‖ḋs‖ → 0. Consequently nT

s êv(t) → 0 provided that ‖ḋs‖ is a
persistently excited signal, i.e.

∫ t+T0
t ‖ḋs‖2dτ ≥ α0T0, ∀t ≥ 0 for some α0, T0 > 0.

The convergence of nT
s êv(t) means that êv(t) that is updated on-line using the update

of n̂s becomes normal to ns as time tends to infinity. This can only be achieved if the
estimated normal direction converges to the actual direction, i.e. n̂

‖n̂‖ → n, that in turn

implies that f̂ → f , Q̂ → Q and in turn Δ f , QΔ p, QΔ ṗ → 0. Notice that despite the
convergence of n̂

‖n̂‖ to n, n̂ can converge to a constant vector or a vector of changing
magnitude but in both cases its direction converges to the real one. Notice that the ve-
locity persistent excitation condition is very easy to satisfy for a moving tip although
the speed of the parameter convergence may depend on the motion speed. Furthermore,
notice that the convergence of the dynamic parameters θ̃ is not required. �

4 Simulation Results

We consider a planar two-dof manipulator with revolute joints and link lengths l1 =
0.3 m, l2 = 0.2 m masses m1 = 0.8 kg, m2 = 0.6 kg and inertias Iz1 = 0.006 kg ·m2, Iz2 =
0.002 kg ·m2. The surface is modeled by a line with slope ϕs = 45◦ with a normal vec-
tor n =

[
sinϕs −cosϕs

]T
and a tangent vector o =

[
cosϕs sinϕs

]T
. The end-effector

initial contact point position is pc(0) =
[

0.3515 0.1315
]T (m). The control purpose is

to exert a time-variant normal force with magnitude fd(t) = 10 + 4cos(t) (N) and to
track the desired position trajectory that is defined in a lower dimensional space as the
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distance ds(t) = −0.01+0.1sin(2πt) (m) from the initial position. The initial estimate
of the line slope that is taken equal to 80◦ and hence the initial line slope estimate corre-
sponds to an initial angle error of −35◦. The initial parameter estimates is 10%− 30%
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less than the actual. The gains of the controller are chosen as follows: α = 20, β = 0.8,
kI = 10, k f = 3, D = 400JT J , Γ = diag[0.01,0.01,0.01,5,5], Γn = diag[1,2]. Fig. 2
shows the convergence of the estimated normal vector direction coordinates to their
actual values that is achieved in 3 s. Fig. 3 shows the estimated (gray solid line), the
actual (black solid line) and the desired force trajectories (dashed line) as well as the
desired feasible and the actual position trajectories. As the normal direction converges
to its actual value the estimated force magnitude converges to the actual force magni-
tude and tracks the desired trajectory. The same is true for the convergence of the actual
position trajectory to the desired feasible trajectory. Simulations have also shown that
the proposed controller performs satisfactorily in case of smoothly curved surfaces.

5 Conclusions

This work proposes an adaptive controller for the problem of robot force/position track-
ing in the case of uncertain position and force control subspaces. The proposed control
scheme is based on updated estimates of the surface normal that converge to the actual
value achieving the control target provided that the desired velocity trajectory on the
surface is a persistently excited signal.
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Appendix

Let {ŝ0} = {n̂s0, ôs0, âs0} be the initial estimate of frame {s}. Since we have assumed
that there is no relative rotation between the {ŝ0}, {s} around the ns axis either the actual
axis os is parallel to the n̂s0ôs0-plane or as is parallel to the n̂s0âs0-plane. Let us consider
the first case; then current estimate ôs(t) is constrained to move on the n̂s0ôs0-plane.
Therefore:

âT
s0

˙̂os = 0 (27)

Moreover ôs(t) must preserve the unity of its magnitude and its orthogonality with the
current estimate n̂s

ôT
s

˙̂os = 0 (28)

n̂T
s

‖n̂s‖
˙̂os = −ôT

s
d
dt

(
n̂s

‖n̂s‖

)
(29)

We can find a unique ˙̂os that satisfy (27)-(29) if âs and âs0 are not orthogonal i.e.
âT

s âs0 �= 0; in particular the closed form solution is given by:

˙̂os = − ôs × âs(0)
âT

s âs0
ôT

s
d
dt

(
n̂s

‖n̂s‖

)
(30)

We can consequently find a unique solution of ˙̂as using the unity of magnitude and the
orthogonality with ôs and n̂s:

˙̂as = − n̂s

‖n̂s‖
âT

s
d
dt

(
n̂s

‖n̂s‖

)
− ôsâ

T
s

˙̂os. (31)
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Summary. Real-time extraction of features from range images can play an important role in
robotic vision tasks such as localisation and navigation. Feature driven segmentation of range
images has been primarily used for 3D object recognition, and hence the accuracy of the detected
features is a prominent issue. Feature extraction on range data has proven to be a more complex
problem than on intensity images due to both the irregular distribution of range images. This paper
presents a general approach to the development of scalable derivative operators using a finite
element framework that can be applied directly to processing regularly or irregularly distributed
range image data. The gradient operators of varying scales are evaluated with respect to their
performance on regular and irregular grids.

Keywords: 3D Range Data, Feature extraction, Gradient operators.

1 Introduction

The diverse world of mobile robotics has been in search of real-time electronic eyes
that closely mimic the behaviour of the human eyes. Currently many machine vision
techniques use range images to obtain useful descriptions of 3-D scenes [10, 25]. This
is largely because range imagery can be used to obtain reliable descriptions of 3-D
scenes; a range image contains distance measurements from a selected reference point
or plane to surface points of objects within a scene [6], allowing more information about
the scenes to be recovered [5]. Range image feature extraction and segmentation have
been identified as means of scene representation and are used in applications such as
mobile robot localization [19], object recognition [11,17], motion analysis [22], robot
navigation [12], manufacturing process automation [26], automated visual inspection
[20], and 3-D map reconstruction [13].

Range image data are acquired using range sensors; in an ideal situation, like inten-
sity images, range data are uniformly distributed in the x- and y- directions. However,
whilst a number of range image sensors are available [6][14], not all can sample the
surface at equidistant x- and y- intervals; often the coordinates of the data points are
dependent on the measured range of the point [9], as, for example, in the case of the
commonly used ABW, K2T and Perceptron sensors [14]. Hence the data are often ir-
regularly distributed.

A wide selection of feature detection methods are available for use on range image
data; the well-known edge detection operators of Marr and Hildreth and Canny may be

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 263–272, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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applied directly to range images, although they are not entirely appropriate as they can-
not be readily applied to non-uniformly distributed data and may tend to misplace the
detected feature [2]. Techniques designed specifically for feature extraction on range
images include: scan line techniques [4][15][16][23]; mathematical morphology tech-
niques [7][18]; and other methods including those of [5][17][24].

Whilst much research has been carried out to develop edge detection methods for
range image data, little has focussed on the area of multiscale, or adaptive, edge de-
tection methods. When features in an image that occur over a range of scales are ex-
tracted at only one scale, localisation error or false edges may be introduced. In order
to successfully extract the various edge types found in range images, multiscale feature
extraction algorithms are particularly pertinent for obtaining good feature localisation
and reliability as smooth crease edges are low-frequency events and jump edges are
high-frequency events. When features occur over a wide scale range, any method that
extracts them at only one scale introduces either a localisation error or false edges. Mul-
tiscale boundary detection in range images has proven to be effective at dealing with
discontinuities occurring at a variety of spatial scales, and one such example of a mul-
tiscale approach is that of [21] who fitted Legendre polynomials to one-dimensional
windows of range data and varied the kernel size of the polynomial.

Due to the locational irregularity of range image data, multiscale feature detection
on range images is a significantly different problem than that on intensity images. This
paper presents a family of finite element-based shape-adaptive multi-scalable gradient
operators that can be applied directly to range data without any data pre-processing for
the purpose of detecting jump and crease edges. An overview of the range image rep-
resentation, describing the finite element framework employed, and a brief overview of
the scalable shape-adaptive gradient operator implementation is presented in Section 2.
Section 3 presents a detailed evaluation of the operators using a set of images gener-
ated for a range of degrees of data irregularity. A summary of the work is provided in
Section 4.

2 Operator Design Framework

We consider a range image to be represented by a spatially irregular sample of values of
a continuous function u(x,y) of depth value on a domain Ω . Our operator design is then
based on the use of a quadrilateral mesh as illustrated in Figure 1 in which the nodes
are the sample points. With each node i in the mesh is associated a piecewise bilinear
basis function φi(x,y)which has the properties φi(x j,y j) = 1 if i = j and φi(x j,y j) = 0 if
i �= j, where (x j,y j) are the co-ordinates of the nodal point j in the mesh. Thus φi(x,y)
is a ”tent-shaped” function with support restricted to a small neighbourhood centred on
node i consisting of only those elements that have node i as a vertex. We then approx-

imately represent the range image function u by a function U (x,y) =
N
∑
j=1

Ujφ j(x,y) in

which the parameters {U1, ...,UN} are mapped from the range image pixel values at the
N irregularly located nodal points. Therefore, approximate image representation takes
the form of a simple function (typically a low order polynomial) on each element and
has the sampled range value U j at node j.
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Fig. 1. Sample of the irregularly distributed range image
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Fig. 2. Local (a) 3x3, (b) 5x5 operator neighbourhood

We describe the operator framework for the construction of both 3 × 3 and 5 × 5
irregular operators as illustrated in Figure 2. We formulate image operators that corre-
spond to weak forms in the finite element method [3], in a similar manner as described
in [8]. Corresponding to a first directional derivative ∂ u

/
∂ b ≡ b ·∇u we may use a test

function v ∈ H1(Ω) to define the weak form

E (u) =
∫
Ω

b ·∇uvd Ω (1)

where b = (cosθ ,sinθ ) is the unit direction vector.
Since we are focussing on the development of operators that can explicitly embrace

the concept of size and shape variability, our design procedure uses a finite-dimensional
test space T h

σ ⊂ H1 that explicitly embodies a size parameter σ that is determined by
the local data distribution. Using such test functions, the first order functional is defined
as:

Eσ
i (U) =

∫

Ωσ
i

bi ·∇Uψσ
i dΩi (2)
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This generalisation allows sets of test functionsψσ
i (x,y), i=1,. . . ,N, to be used when

defining irregular derivative- based operators and the chosen test function is a Gaussian
basis function.

ψσ
i (x,y) =

1
2πσ2 e

−
(

(x−xi)
2+(y−yi)

2

2σ2

)
(3)

Hence, we naturally embody the scale parameter that supports the development of
scalable operators, and also naturally builds in Gaussian smoothing. Within each neigh-
bourhood, a different scale parameter is computed for each quadrant of the neighbour-
hood, enabling the Gaussian test function to adapt to the local area more accurately. As
illustrated in Figure 2, W em

σ is chosen as the diagonal of the neighbourhood from the
operator centre(xi,yi), and in each case the quadrant scale parameter σm = W em

σ /1.96
ensures that the diagonal of the quadrant through (xi,yi) encompasses 95% of the cross-
section of the Gaussian.

On a neighbourhood Ω σ
i we consider a locally constant unit vector bi = (bi1,bi2)

T

whereb2
i1 + b2

i2 = 1. Substituting the image representation U (x,y) =
N
∑
j=1

Ujφ j(x,y) into

the weak form Eσ
i (U) =

∫
Ωσ

i

bi ·∇Uψσ
i dΩi gives

Eσ
i (U) = bi1

N

∑
j=1

Kσ
i jUj + bi2

N

∑
j=1

Lσ
i jUj (4)

where Kσ
i j and Lσ

i j are respectively entries in N×N global matrices Kσ and Lσ given by

Kσ
i j =

∫

Ωσ
i

∂φ j

∂x
ψσ

i dxdy i, j = 1 . . .N (5)

and

Lσ
i j =

∫

Ωσ
i

∂φ j

∂y
ψσ

i dxdy i, j = 1 . . .N (6)

These integrals need be computed only over the neighbourhood Ω σ
i , rather than the

entire image domain Ω , since ψσ
i has support restricted to Ω σ

i . Each neighbourhood
Ω σ

i is composed of a set Sσ
i of elements. Hence, we may write Kσ

i j and Lσ
i j as the respec-

tive summations

Kσ
i j = ∑

{m|em∈Sσ
i }

km,σ
i j and Lσ

i j = ∑
{m|em∈Sσ

i }
lm,σ
i j (7)

where km,σ
i j and lm,σ

i j are the element integrals

km,σ
i j =

∫
em

∂φ j

∂x
ψσ

i dxdy and lm,σ
i j =

∫
em

∂φ j

∂y
ψσ

i dxdy. (8)

The element integrals km,σ
i j and lm,σ

i j are actually computed by mapping to the stan-
dard square element ê in order to facilitate the integration of the Gaussian test functions
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using simple quadrature rules. Figure [3] shows a typical quadrilateral element in which
the nodes have locations in the x, y co-ordinates.

The local (x, y) co-ordinate reference system for element em is mapped to a co-
ordinate system (ξ ,η) with −1 ≤ ξ ≤ 1 and −1 ≤ η ≤ 1 where (ξ ,η) is a rectangular
co-ordinate system in the standard elementê. The co-ordinate transformation is defined
as

x =
1
4
(x1(1−ξ )(1−η)+x2(1+ξ )(1−η)+x3(1+ξ )(1+η)+x4(1−ξ )(1+η)) (9)

y =
1
4
(y1(1 − ξ )(1 − η)+ y2(1 + ξ )(1 − η)+ y3(1 + ξ )(1 + η)+ y4(1 − ξ )(1 + η))

(10)
Construction of the operators on an irregular quadrilateral grid differs from that of

image processing operators on a typically regular grid in that it is no longer appropriate
to build explicitly an entire operator, as each operator throughout an irregular mesh may
be different with respect to the operator neighbourhood shape. When using an irregu-
lar grid, we work on an element-by-element basis, taking advantage of the flexibility
offered by the finite element method as a means of adaptively changing the irregular
operator shape to encompass the data available in any local neighbourhood.

3 Evaluation

In order to demonstrate the flexibility of the proposed multi-scale gradient operators
for the purpose of 3D feature extraction over a range of irregularly distributed range
images, we generate a set of synthetic test images for each edge type. As previously
discussed, we concern ourselves with two main edge types: jump and crease. Crease
edges can be further defined as convex roof, concave roof, convex crease, and concave
crease edges. Each of the edge subtypes considered is illustrated in Figure 4 where
the range images depth values, z, are defined as two planes, S1(x,y) = a1x + b1y + c1

and S2(x,y) = a2x + b2y + c2. Such plane equations are subsequently used to create a
regularly distributed range image for each edge type.
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Fig. 5. Examples of irregular meshes

To generate the images with irregularly distributed data, we create a regularly dis-
tributed image and add varying degrees of random values to the x and y co-ordinates
such thatx = x + rx, y = y + ry where N ≥ rx ≥ 0 and N ≥ ry ≥ 0 and N defines the
degree of irregularity; examples of such image representation is illustrated in Figure 5.

For evaluation purposes, we use the Figure of Merit measure [1] and compare our
proposed technique with that of the well-known scan-line approximation algorithm
[15]. Pratt [1] considered three major areas of error associated with the determination of
an edge: missing valid edge points; failure to localise edge points; classification of noise
fluctuations as edge points. Pratt therefore introduced the Figure of Merit technique as

one that balances these three types of error, defined as R = 1
max(IA ,II )

IA
∑

i=1

1
1+αd2 . Here

IA is the actual number of edge pixels detected, II is the ideal number of edge pixels,
d is the separation distance of a detected edge point normal to a line of ideal edge points,
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Fig. 6. Figure of Merit results for different edge types over a range of data irregularity

and α is a scaling factor, most commonly chosen to be 1/9, although this value may be
adjusted to penalise edges that are localised but offset from the true edge position.

In Figure 6 we show results using the Figure of Merit evaluation technique for a
vertical edge within a range image using varying degrees of irregularity and no noise.
In each case the threshold value used provides the best Figure of Merit; similarly, it
is computed over all possible parameter combinations for the scan line approach and
again the optimal value selected. In additional, the results are computed on 5 randomly
generated meshes, comprising five of each range edge type: Jump, convex roof, concave
roof, convex crease, concave crease, and the Figure of Merit value is averaged for each.
The patterns of behaviour of the3 × 3,5 × 5, 7 × 7 and scan-line methods are similar in
the case of the roof edges although the proposed methods have slightly higher Figure
of Merit values; however Figure 6 clearly demonstrates that the proposed technique
becomes superior in the case of crease edges for higher degrees of irregularity than the
scan line technique [15] with the proposed higher scale operators. For completeness,
we present comparative edges maps for our proposed technique and for the scan line
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approach [15] approach [15] approach [15] approach [15]

Fig. 7. Original range images from [27] and corresponding edge maps

approach in Figures 7. It should be noted that our proposed technique automatically
finds all features whereas the technique in [15] does not automatically find the object
boundary via the scan line approximation but instead, in all cases, assumes the boundary
at the transition between data and no data in the range image.
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4 Summary and Future Work

We have presented a design procedure within the finite element framework for the de-
velopment of shape-adaptive scalable gradient operators that can be used directly on 3D
range image data without the need for any image pre-processing. Through the use of
the Figure of Merit evaluation measure, we have illustrated that our adaptive approach
can accurately detect each edge sub-type over a varying degrees of data irregularity. We
have compared performance with the scan-line approach of Jiang et al.[15] and found
that the proposed approach is superior as the irregularity of the data increases, particu-
larly in the case of crease edges. As the target application for this work is real-time robot
vision, future work will involve additional comparison with other techniques for feature
extraction and segmentation of range optimisation of the algorithms for real-time edge
detection.

Acknowledgments. This work was supported by the U.K Research Council via EP-
SRC. We would like to thank Professor Horst Bunke for providing us with the code for
the scan line approximation algorithm in [15].
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Summary. In this paper, we present a method of learning a probabilistic RFID reader model
with a mobile robot in a semi-automatic fashion. RFID and position data, recorded during an
exploration phase, are used to learn the probability of detecting an RFID tag, for which we inves-
tigate two non-parametric probability density estimation techniques. The trained model is finally
used to localize the robot via a particle filter-based approach and optimized with respect to the
resulting localization error. Experiments have shown that the learned models perform comparably
well as a grid-based model learned from measurements in a stationary setup, but can be obtained
easier.

1 Introduction

Radio frequency identification (RFID) is nowadays not only used for identification pur-
poses in the industry, but also for navigation tasks in mobile robotics. The technology
allows for the contactless identification of objects and landmarks which are marked
with RFID tags (also called labels or transponders) by a reader device and its antennas
via radio waves. Passive tags obtain the energy for operation and response from the
radio field of the RFID reader, which makes them inexpensive and easily maintainable.
In case of passive UHF technology as in this work, however, factors such as the relative
position of a tag and nearby materials affect the readability of a tag. Hence, in prac-
tice detection rates can be poor and noisy, and whatever application is regarded, it will
benefit from an accurate model of tag detection probabilities. For example, the modeled
detection field may lead to an improvement in the placement of RFID readers in a plant.
Moreover, such a model is the basis of probabilistic localization algorithms. If it is easy
to derive, it can be adapted or rebuilt quickly if the setup of the RFID system changes.

In this paper, we present a method of learning a probabilistic RFID reader model with
a mobile robot in a semi-automatic fashion. We have chosen a non-parametric approach,
which means that we do not claim any specific functional form of the tag detection prob-
ability density. The approach should thus be applicable to other tasks, RFID standards,
and hardware. A question which arises is how the quality of the learned model can be
measured. We decided to plug it into the target application – the localization of the
mobile robot in our case – and measure the resulting error there. Using RFID for self-
localization is motivated by the idea that, as more and more goods are being labeled
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with RFID tags and RFID hardware is getting cheaper, mobile robots operated e.g. in
trade scenarios will be able to exploit RFID as a lower-cost sensor for self-localization
and navigation in general.

We proceed as follows: First, the robot explores its environment and records RFID
and position measurements. Then, a probabilistic model of tag detection frequencies is
built from the logged data by estimating the probability density for detecting a transpon-
der, conditioned on its relative position to an RFID antenna. For this, we compare two
techniques: a simple grid-based method and a k-nearest neighbors search. The estima-
tion step is repeated with different parameter values in order to search systematically
for the model which minimizes the localization error of the mobile robot. Each learning
technique only depends on one parameter.

This procedure is new insofar as related approaches do not learn the RFID reader
model during the navigation of the mobile robot. Moreover, we do not only present a
method of learning the model with the robot, but also of validating and optimizing it.
The only assumptions that we make are firstly that the robot is equipped with a quite
accurate reference localization module (e.g. laser- or vision-based) and secondly that
we provide the robot with a list of some tags and their positions in the global frame
of reference. The preparation of this list is the reason why our method is only semi-
automatic.

With regard to related work, Hähnel et al. were one of the first to gain a probabilistic
RFID sensor model and use it for Monte Carlo localization [4]. They measured tag
detection rates for a single passive UHF tag on a grid of fixed distances and angles.
We detail their approach in the subsequent sections, since we follow their method of
particle filter-based self-localization. Bajcsy et al. obtained an RFID reader model in a
similar fashion, but for several tags spread on the floor and with the possibility to tilt
the RFID antenna [1]. Kloos et al. learned a sensor model for RF-based localization
via a parametric approach modeling signal strength and distances for active (battery-
powered) sensor nodes [6]. In [5], Kantor and Singh presented localization and mapping
with RF beacons which provided distance information. They determined probability
densities over actual ranges for a discrete number of measured ranges. Djugash et al.
also used RF beacons for self-localization [2]. Their likelihood function was explicitly
represented by a 2D Gaussian with standard deviation estimated from the variance in
range measurements. By contrast, a sensor model-free approach to RFID-based self-
localization is described in [8], but its mapping phase can be time-consuming.

This paper is structured as follows: In Sect. 2 we clarify the background of our work
and show how a mobile robot is able self-localize with RFID. Thereafter, we present
our approach to learning an RFID reader model in Sect. 3. Numerical evidence for the
quality of the different techniques is provided in Sect. 4, before we finally summarize
and discuss our work in Sect. 5.

2 Monte Carlo Localization with RFID Sensors

For localizing the mobile robot via RFID, we pursue the particle filter-based approach
by Hähnel et al. [4], which is Monte Carlo localization [3] with an observation model
adapted to RFID sensors. In Monte Carlo localization, the robot pose rt is represented
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by an arbitrary probability density function (pdf) over the space of locations. This pdf
is approximated by a set of n particles. Each particle consists of a pose hypothesis
(xi,yi,θ i) and a weighting factor wi, where (xi,yi) are the coordinates in a global frame
of reference, θ i is the global heading of the robot, and wi states the importance of the
i-th particle. The filtering algorithm itself iteratively performs three steps:

1. Prediction: The robot pose at time t is predicted by propagating all particle posi-
tions according to the latest odometry readings ot−1 and a motion model. Formally,
one samples from the distribution p(rt |ot−1,rt−1).

2. Correction: Sensor data zt are incorporated into the set of particles by correcting
the particle weights according to some likelihood function p(zt |rt):

wi
t = η · p(zt |rt)

Here, η is a normalizing constant which ensures that ∑n
i=1 wi

t = 1.
3. Resampling: A new set of n particles with equal weights 1/n is obtained from the

old one by drawing n samples from the old set of particles, where the probability
of choosing particle i corresponds to its weight wi

t . An option is to resample only if
the estimate n̂eff ≈ 1/

(
∑n

i=1(w
i
t)2

)
of the so-called effective sample size falls below

some threshold, e.g. n/2.

Particle filtering has turned out to be a robust and versatile method for self-localization,
even in presence of non-Gaussian noise and highly imprecise measurements, as it is the
case also for self-localization with RFID.

To learn a sensor model of the RFID reader means in this paper to learn the likelihood
function p(zt |rt) required by step 2 of the algorithm. This function should represent
the likelihood that the observed RFID measurements provide evidence for the current
robot pose. More specifically, the measurements zt at time t consist of two lists of
detected RFID tags, dl

t and dr
t , one for the left and one for the right RFID antenna of

our robot (see Fig. 1 (a)). Assuming that both measurements are independent, we set
p(zt |rt) := p(dl

t |rt)p(dr
t |rt). The two dt can be regarded as sequences dt = (d1

t ,d2
t , . . .),

where di
t ∈ {0,1} states whether (di

t = 1) or not (di
t = 0) transponder i was detected.

3 Learning an RFID Sensor Model

Gaining a model of an RFID reader means in our case to estimate the probability at
which RFID tags can be detected from the perspective of a single antenna, conditioned
on a number of parameters of the system. Hence, we first have to choose the types of
parameters of the model and then decide on how the probabilities can be computed from
the raw binary data. Recall that the information given by an RFID reader is only which
transponders have been detected, not their direction or distance.

In this paper, we restrict the set of model parameters to the relative position x =
(x,y) of an RFID tag to the antenna. As indicated in the introduction, this is a vast
simplification, but works surprisingly well. Besides, parameters such as the materials
in the vicinity of RFID tags are difficult to be taken into consideration. So, formally
we wish to estimate the detection probability ql(xl) := p(dl|xl) for some tag l, given
its relative position xl to an antenna. We further assume that q does not depend on the
specific tag l, so we will simply write q(x).
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Fig. 1. (a) The RWI B21 robot used in our experiments, with its RFID antennas (white) and
the front-mounted laser scanner (blue). (b) The type of tag (”squiggle”/”higgs” tag, by Alien
Technology, approx. 10 cm × 1 cm) that we used for our studies. (c) The model obtained from
fixed-setup measurements of a single tag. The x axis points to the opening direction of the RFID
antenna, the y axis orthogonally, both parallel to the ground. The model was taken on 195 grid
points and over 4 different heights and orientations with 100 measurements per configuration.
Values between grid points are linearly interpolated. The recording took approx. 50 hours.

3.1 Fixed-Setup Recordings

In order to estimate q(x), the approaches presented in related papers usually choose
different fixed positions of the robot, equipped with RFID antennas, and some tag. For
each such position x on a discrete grid, the numbers n+(x) and n−(x) of successful and
failing detection attempts are counted in order to derive q(x) = n+(x)/(n+(x)+n−(x)).
Hähnel et al., for instance, attached an RFID tag to a cardboard box and rotated the robot
in front of it [4]. By repeating these measurements for various distances, they gained
a mapping from a discrete number of relative distances and angles to the detection
frequencies of a tag. We also recorded the detection frequencies on a grid of relative
positions, depicted in Fig. 1 (c). There, the measurements were averaged over different
heights and relative orientations of a single tag with respect to the RFID antenna.

The advantage of supervised grid-based measurements is that they are taken at pre-
cisely known positions of the grid, and the detection probability on a grid point is simply
the rate of successful detection attempts measured there. If only one tag is taken into ac-
count, however, recording the RFID inquiries takes a lot of time. Even worse, the ideal
case is investigated, claiming that the detection frequencies for one tag are independent
of the presence of other tags.

In this paper, we pursue a slightly different approach. The idea is to exploit the fact
that our ultimate goal is to localize a mobile robot. That is, provided that the robot is
equipped with another, fairly accurate self-localization mechanism and that the robot
knows at which positions RFID tags are fixed, it can explore its environment and con-
tinuously record tag detections. This procedure has a number of advantages: Firstly,
much information is retrieved with every RFID inquiry (each known tag i contributes a
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response value di = 1 or di = 0 at a time), which makes the recording phase fast. Sec-
ondly, one does not have to worry about which grid points to choose. Of course, this
comes at the expense that computations get slightly more complicated. But the learned
models are supposed to be more realistic in presence of more than one tag.

3.2 Overview of the Learning Steps

In order to learn the RFID reader model in a semi-autonomous fashion, our solution
comprises three phases: the exploration phase (during which RFID and position mea-
surements are recorded), the offline learning phase (during which the RFID sensor
model is actually computed and optimized), and the localization and validation phase
(in which the robot is able to localize itself only via RFID and validates the accuracy of
the resulting pose estimates).

Exploration phase. In the exploration phase, the robot logs RFID measurements and
the poses where it takes these RFID measurements while traversing the environ-
ment. Note that therefore an additional positioning system (e.g. laser- or vision-
based) is required which provides quite accurate position estimates. On the one
hand, this seems to be a limitation of our approach. On the other hand, the mod-
els learned with our technique can later be used on other robots without the extra
localization system. Moreover, the reference pose estimate enables us to assess the
quality of the model with respect to self-localization during the last phase. And it
is possible to combine the resulting RFID-based and the reference self-localization
system, which has proven to be useful [4].

Offline learning phase. In this phase, the sensor model function is actually learned
from the logged data of the previous phase. As additional input, it requires a map
of RFID tags and their positions in the global coordinate frame. Note that we found
that establishing a short list of RFID tag numbers and their positions can be done
faster than the supervision of RFID measurements for a fixed-setup model. In the
following, we detail the steps of the offline training phase.
1. Given a map of transponder positions in the environment, the robot transforms

the global tag positions into coordinates relative to the RFID antennas for each
time step t when an RFID inquiry was performed. In this, each tag l contributes
a sample position xl

t in relative coordinates and a response value dl
t ∈ {0,1},

which states whether or not tag l was detected. From now on, we ignore the
identity l of the tag and the time index t of the measurement. The result of this
transformation is a set of samples S := {(xi,di)} as depicted in Fig. 2 (a).

2. The raw samples are used to compute the conditional probability density
p(d|x) = q(x) of detecting one tag, given its relative position to the antenna.
Note that this function fully represents the target sensor model and is used as
likelihood function in the correction step of the particle filter. For this step, we
investigated two different techniques which are elaborated below.

3. The function q(x) is evaluated at fixed positions of a fine-grained grid (with a
resolution of 0.1 m) and stored as a look-up table. By this, q(x) is only approx-
imated, but the efficiency of evaluating the likelihood function for a potentially
large number of particles is increased.
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Fig. 2. (a) The aligned positive (green/gray) and negative (black) samples as obtained from RFID
measurements while the robot was moving around. (b) The sensor model learned via the k-nearest
neighbors approach (k = 2000) from 11,429 positive and 102,950 negative samples which were
recorded in about 50 minutes.

Online localization and validation phase. The robot is finally able to localize itself,
based on the method described in Sect. 2 and supplied with a map of RFID tags
and the stored sensor model from the previous phase. Given the reference poses, it
can validate and optimize the learned model.

3.3 Detection Probability Estimation

Grid-based Estimation. One of the simplest approaches to estimating the tag detec-
tion probability q(x) is to divide the detection field (see Fig. 2 (a)) into a uniform
grid with square bins of length λ and count the observed tag detections for the re-
sulting bins. Optimizing a model of this kind then means to find the λ which mini-
mizes the localization error. Note that this method resembles the manual recordings
with a fixed setup, but samples are not forced to lie on discrete grid points only.
The advantage of the grid-based approach is that q(x) can be stored as a look-up
table, since it only depends on discrete bin indices. This makes it very efficient. A
problem, however, is that the grid introduces discontinuities in the density function.
Moreover, λ is fixed for the entire detection field. In parts where there are many
samples available, a large value of λ will lead to over-smoothing, whereas a small
value of λ will not be able to provide good estimates of q(x) in areas for which
only few (typically noisy) RFID measurements have been recorded. So, the optimal
choice of λ may actually depend on the query position x in the detection field.

k-Nearest Neighbors (k-NN) Approach. The k-NN approach overcomes the limita-
tion of the grid-based approach in that it takes the density of training samples
around x into account. In this method we consider the k samples which are closest
to x and compute the probability of detecting a tag as q(x) = n+(x,k)/k, where
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Table 1. Localization errors of the fixed-setup (manual) model and the two learned models, av-
eraged over the 700 validation runs in the laboratory and 400 validation runs in the corridor,
respectively

Laboratory Corridor
Validation 1 Validation 2 Validation 1 Validation 2

Manual model 0.5710 m 0.5101 m 0.4890 m 0.4803 m
Grid approach 0.5687 m 0.5190 m 0.4810 m 0.4342 m
k-NN approach 0.5641 m 0.5191 m 0.4864 m 0.4347 m

n+(x,k) denotes the number of positive samples around x among the entire set of
the k nearest samples in the vicinity of x. In a sense, this approach is dual to the
grid-based estimation technique: Instead of fixing the size of the bin inside which
we count the response values di, we allow for arbitrary bin sizes and fix the number
of samples from which we estimate the tag detection probability.
Optimizing a model of this kind then again means to find the value of k which min-
imizes the localization error. Analogously to the grid-based estimation technique, a
too small value of k will not be robust to noisy data, but a too large value will lead
to over-smoothing.

4 Experiments and Results

In order to evaluate and compare the different techniques of learning an RFID sensor
model, we conducted a series of experiments with a B21 robot depicted in Fig. 1 (a). The
robot is equipped with an Alien ALR-8780 RFID reader, two pairs of RFID antennas
spanning an angle of 90◦, and a laser scanner. All experiments were conducted in a
laboratory and an adjacent corridor. We installed 39 transponders in the corridor and
23 in the laboratory, spread over 75 m2 and 50 m2, respectively. The tags were attached
to walls and desks at intervals of 1-2 m, roughly at the height of the upper antennas.
We recorded 14 log files in the lab and 8 log files in the corridor, containing RFID data
and the corresponding poses at which the robot performed the RFID inquiries. Ground
truth was provided by laser-based Monte Carlo localization, for which we used the
CARMEN toolkit [7]. The localization error can be assumed below 0.1 m on average.
Within an average duration of 7 minutes the robot traveled distances of 32-155 m at
varying speeds. RFID data arrived at approx. 2 Hz, resulting in 712 RFID inquiries on
average per log file. The offline optimizations took less than 45 hours on a 3 GHz PC
in total. They did not require human intervention, in opposition to recording the hand-
crafted model.

Each of the two sets of log files was randomly split into two halves for two-fold
cross-validation. One half was once used to extract the raw RFID measurements and to
optimize the models learned with the two techniques presented in Sect. 3, the other half
was used to validate those models, and vice versa. Validation means that we played back
the log files and measured the mean absolute localization error when the particle filter
used the learned model. Because the mean accuracy in RFID-based positioning strongly
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Fig. 3. Localization errors and standard deviations for the lab (a,b) and corridor (c,d) experi-
ments. Each column represents one outcome of the 2-fold cross-validation: We first learned and
optimized the models (the best choice of λ ∗ and k∗) on the one half of the log files. Thereafter,
we measured the localization accuracy when using the optimized models on the respective other
half of the log files.

depends on a good initialization, we localized with known initial pose (tracking case).
For each probability estimation technique, we systematically searched over several pa-
rameter values (k = 25,50,100,250,500,1000,1500and λ = 0.1,0.15,0.2,0.4,0.6,0.8).
Then we committed to the best parameter choices λ ∗ and k∗ and investigated the local-
ization error with the optimized model on the validation log files over 100 repeated ex-
periments. The localization accuracy achieved by the hand-crafted sensor model served
as a benchmark. The outcomes of the experiments are visualized in Fig. 3.

The results show that the learned models yield very similar results as the hand-crafted
model. This is in spite of the small inaccuracies in the reference positions. On some log
files, the learned models outperform the fixed-setup model, on others they are inferior.
In both cases, the difference is in the range of few centimeters and therefore compara-
tively low with regard to the typical mean absolute localization error of approx. 0.5 m.
Table 1 also shows that on average the learned models perform similarly well as or even
better than the fixed-setup model. Moreover, the two employed estimation techniques
provide similar accuracy. The grid-based approach performs surprisingly well, despite
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the arguments mentioned in Sect. 3.3. We observed, however, that the k-NN approach
seems to be slightly more robust to changes of its parameter k. Firstly, it is consequently
no contradiction that for the cross-validation experiments in the lab we obtained rather
different best parameters k∗ = 100 and k∗ = 1500 (see Fig. 3). Secondly, we would
therefore consider the k-NN approach the first choice if a preliminary reference sensor
model is to be created quickly or whenever optimizations play a minor role.

5 Conclusion

In this paper, we have shown how to gain a probabilistic model of an RFID reader semi-
automatically with a mobile robot. During an exploration phase RFID and position
data are recorded. The logged data are then aligned and used to learn tag detection
frequencies by means of simple bin-based averaging and a k-nearest neighbors search.
By repeating the learning step with different parameter values, one can systematically
search for the model which minimizes the localization error of the mobile robot. Note
that the learned reader models were used to localize a mobile robot and benchmark
the quality of the models, but in general, their utilization need not be restricted to self-
localization.

The employed two model learning methods yield similar results in self-localization
as a sensor model which was recorded by hand. None of the two estimation methods
should be preferred to the other one, although the k-nearest neighbor approach appears
to be slightly more robust to changes of its model parameter. The presented approach
eases the creation of an RFID sensor model, because tedious measurements are replaced
by automatic offline computations and optimization. This enables one to change the
setup of an RFID system and re-learn the model quickly.

For the future, we plan to extend the learning to more model parameters, e.g. the
height of a tag over ground or its orientation. And we strive to further automate the
exploration phase.
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Summary. The aim of this paper is to present a convergence property of a simple vision based
navigation system for a mobile robot. A robot equipped with a single camera is guided by a
human operator along a path consisting of straight segments. During this guided tour, local image
invariants are extracted from acquired frames and odometric data are collected. When navigating
learned path, the vision is used to reckon direction to the start point of next straight segment.
Odometric measurements are utilized to estimate distance to this point. A simple linear model of
this navigation system is lined up and its properties are examined. We proclaim a theorem, which
states, that for a limited odometric error and ”reasonable” trajectory, the robot uncertainty in
position estimation does not diverge. A formal proof of this theorem is given for regular polygonal
trajectories. The proclaimed convergence theorem is also experimentally verified.

Keywords: visual navigation.

1 Introduction

1.1 Paper Structure

The paper is organized as follows: Introduction presents a very brief overview of current
state of the art in vision-based mobile robot navigation. The next chapter describes
proposed path learning and navigation algorithms. The following division presents the
convergence theorem and its proof for cyclic trajectories. After that, the experiment
setups and results are described. Conclusion discusses drawbacks of proposed method
and possible solutions. Acknowledgments and references are placed at the end of this
paper.

1.2 Monocular Navigation

In recent years, as the computational power of common systems increased and image
processing became possible in real-time, the means of using vision to navigate mo-
bile robots have been investigated. According to [5], the described system belongs to
the ”Map-building based” group. There have been several successful attempts to create
such a ”Map-building based” system, some [6] rely on stereo vision, while others [4]
use single camera. Most systems extract invariant features from images [8] and build a
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threedimensional map of these. We present a system capable of autonomous navigation
in known environment, which utilizes a single camera. Like in [3],[7], the system has to
learn the environment during a teleoperated drive. Unlike in those cases, we use camera
sensing only to correct small-scale errors in movement direction. Positions of signifi-
cant locations, i.e. places where the robot changes its movement direction significantly,
are estimated by odometric measurements. We explore convergence properties of such
landmark navigation and state that for some trajectories, the camera readings can cor-
rect odometry imprecision without explicitly localizing the robot. While [2] describes
convergence property by a vector field, we use a simple linear model.

2 Surf-Based Navigation System

The SURFNav system recognizes objects in the image taken by forward looking cam-
era and corrects direction of robot movement. Data from compass and odometry are
processed as well. The system works in two phases: learning and navigation. A brief
explanation of object extraction from the image is given in subsection 2.1. The learning
phase is described in subsection 2.2, the navigation phase is depicted in subsection 2.3.

2.1 Object Recognition

We have decided to use Speeded Up Robust Features [1] to identify landmarks in the
image. This algorithm processes gray-scale image in two phases. At first, a local bright-
ness extrema detector is applied to the image. In the next phase, a scale, rotation and
skew invariant descriptor of detected extrema neighborhood is computed. Algorithm
provides image coordinates of salient features together with their descriptor. To speed
up computation time, the image is horizontally divided and both its parts can be pro-
cessed paralelly by multiprocessor machine. Typically, image recognition duration is
300 ms while 250 features are detected. See processed image with highlighted feature
positions on Figure 1.

2.2 Learning Phase

In the learning phase, the robot is guided through the environment on a polyline shaped
trajectory. At the beginning of each segment, the robot resets its odometry counter,
reads compass data and takes a serie of 15 images. Objects, which have been detected
in 10 subsequent snapshots of this serie are considered to be stable. Stable objects with
constant positions are regarded as stationary. Positions and descriptors of stored objects
are saved. Afterwards, the robot starts to move forwards, obtains and processes images
and records odometric data. When an object is detected for the first time, the algorithm
saves its descriptor, image coordinates and robot distance from segment start. Saved
objects are tracked over several pictures and their positions in image are assigned to
current robot position within a segment. Tracking of an object is terminated after three
subsequent unsuccessful attempts to detect it in the image. Its descriptor, image coor-
dinates and odometric data in moments of the first and the last successful recognition
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Fig. 1. Image and detected features

are inserted into the dataset describing the traversed segment. Segment learning is ter-
minated by an operator, which stops the robot (segment length is saved) and turns it in
the direction of next movement. After that, the learning algorithm either runs for next
segment or quits.

2.3 Navigation

When navigation mode is started, the robot loads description of relevant segment and
turns itself to the indicated direction. After that, the odometry counter is reset, forward
movement and picture scanning are initiated. Objects, which are expected to occur in
the image, are selected from learned set. These are the objects with the first and the last
detection distance greater, respectively lower than the current robot distance from seg-
ment start. Expected image coordinates in current camera image are calculated by linear
interpolation using aforementioned distances. Selected objects are rated by a number of
frames which they have been detected in and 50 best-rated objects are chosen as suit-
able for navigation. For each candidate, the most similar object is searched in the set
of actually detected ones. The similarity is calculated from an Euclidean distance of
descriptors of both compared objects. A difference in horizontal image coordinates is
computed for each such couple. A modus estimate of those differences is then converted
to a correction value of movement direction. After the robot travels distance greater or
equal to the length of given segment, the next segment description is loaded and the
algorithm is repeated.

An important aspect of this navigation algorithm is its functionality without the need
to localize the robot or to create a three-dimensional map of detected objects. Even
though the camera readings are utilized only to correct the direction and the distance is
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measured by imprecise odometry, it is shown, that if the robot changes direction often
enough, it will keep close to learned trajectory.

3 Convergence Property of Navigation

To defend the last statement of the previous chapter, we first need to create a model of
robot movement. We will explore the properties of this model and give a formal proof
of aforementioned statement for certain trajectories.

Theorem 3.1 (Convergence theorem). If the robot uses navigation described in chap-
ter 2 to travel a regular polygonal trajectory, its position uncertainty is bound for any
polygon size and bounded odometric error.

0..m−1

x y1   1

l

l

d D x

y
x y0   0

S

L

Fig. 2. Navigation model for one segment

3.1 Movement Model

Let us suppose, that the learned trajectory starts at coordinate origin, leads in direction
of x axis and consists of one segment of length l with endpoint S, see figure 2. Let the
robot has observed and recorded a landmark set L0...m−1 during path learning phase. Let
the robot is placed at x0,y0 and headed in direction of segment endpoint. Let us assume,
that the robot has been switched to navigate the segment. Because its camera is heading
forwards, detected landmarks are not distributed along the way, but are rather shifted
in current segment direction. As a result, the robot does not head directly to segment
end S, but rather behind it, to the point D. After it travels distance l, it gets to x1,y1.
Assuming previous conditions have been fulfilled, we can compute x1,y1 (denoted as
x1) as follows:

x1 =
D− x0

‖D,x0‖
l + x0. (1)

If we assume that ‖x0‖ < l, we can introduce a linear representation of (1):

x1 =
(

1 0
0 d

d+l

)
x0 + S. (2)

This model assumes precise odometry, so we choose to model odometric imperfection
as a multiplicative error υ with normal distribution, giving us movement model (3).
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x1 =
(

1 0
0 d

d+l

)
x0 + S + υ = M1x0 + S + υ . (3)

Equation (3) holds for a segment starting at coordinate origin and ending at a point on
x axis. Let us have a path of n segments numbered 0 . . .n − 1 and denote starting point
of segment k as x̂k. We designate the robot position at the start of kth segment as xk and
mark x̃k = xk − x̂k. When we want to apply our simple movement model to segment
k, we first compute a rotation matrix Rk to align kth segment with x axis, then we apply
linear model (3) and odometric noise and rotate the result back by applying RT

k . This is
expressed by next relation:

xk+1 = x̂k+1 + RT
k+1 (Mk+1Rk+1(xk − x̂k)+ υ) (4)

Since xk = x̂k + x̃k, then

x̃k+1 = RT
k+1 (Mk+1Rk+1x̃k + υ) (5)

The covariance matrix of position uncertainty x̃k is then calculated by

x̃k+1x̃T
k+1 =

(
RT

k+1 (Mk+1Rk+1x̃k + υ)
)(

RT
k+1 (Mk+1Rk+1x̃k + υ)

)T
(6)

since
∫

υ x̃T
k = 0, then

x̃k+1x̃T
k+1 = RT

k+1Mk+1Rk+1x̃kx̃T
k RT

k+1MT
k+1Rk+1 + RT

k+1υυTRk+1 (7)

Rk+1x̃k+1x̃T
k+1RT

k+1 = Mk+1Rk+1x̃kx̃T
k RT

k+1MT
k+1 + υυT (8)

Proof (Convergence theorem). We assume, that the robot moves on a regular polygon
with n edges with length l. Then Mk = Mn, Rk = Rk

n, where

Rn =
(

cos(π
2 − π

n ) −sin(π
2 − π

n )
sin (π

2 − π
n ) cos(π

2 − π
n )

)
Mn =

(
1 0
0 d

d+l

)
(9)

if we denote Rk
nx̃k = x̆k,

x̆k+1x̆T
k+1 = MnRnx̆kx̆T

k RT
n MT

n + υυT (10)

and Rk
nM = M̆n,

x̆k+1x̆T
k+1 = M̆nx̆kx̆T

k M̆T
n + υυT (11)

Since left side of (11) represents a covariance matrix, (11) is a discrete Lyapunov
equation. Since M̆n is stable, a finite solution to (11) always exists. ��

Thus, if the robot traverses a regular polygon of more than two edges with length l, its
position uncertainty is bound for bounded odometric error υ and landmark distance d.
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4 Experiments

During experiments, we first compared linear (3) and nonlinear (1) system models to
check whether linear model is not too crude. After that, the real-world experiments
were conducted to verify whether the theoretical assumptions correspond to real world
properties.

4.1 Simulations

Simulations were conducted for regular polygons with vertices on a circle of 10 m ra-
dius. Landmark distance d was chosen to be 5 m. To simulate nonlinear model, particle
filters were utilized. First, 105 positions estimating normal distribution with mean at tra-
jectory initial point and unit variance were generated. Equation (1) was then applied 100
times to each generated position and covariance matrix was computed after each step.

Fig. 3. Comparison of linear and nonlinear model

Fig. 4. Comparision of linear and nonlinear model
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Resulting matrix was then compared with the one obtained by (3). Figure 3 compares
evolution of covariance matrices 2-norm computed by particle filter and by linear model
for polygons of 5, 10 and 20 segments. Dependency of 2-norm covariance matrix after
100 computation steps on the number of egdes of the polygon is shown on figure 4.

4.2 Real World Experiments

Experiment Setup

Experiments were performed by Pioneer 3AT robotic platform with TCM2 compass.
Robot was equipped with Fire i-400 camera providing 15 images per second at 640x480
pixel resolution. A wide angle objective with focus length 2.1 mm was used. Images
were processed in real time by Intel Core 2 Duo notebook. Only the upper half of the
picture was processed in order to use more distant objects as landmarks.

The robot was learnt a closed trajectory first. Then it was placed on the trajectory
start point and switched to navigate the learned path five times. Every time it com-
pleted a loop and started the next one, its position relative to the trajectory start point
was measured. The robot was then placed 1 m away from the start point in direction
perpendicular to the first segment, and navigated the loop five more times while mea-
surements were taken. The same position set was collected for another initial position,
which was 1 m away from learned trajectory trailhead in direction parallel to the first
path segment. These measurements were taken for two trajectories, one being a straight
line and second of triangular shape.

When navigating a straight line trajectory, the robot should be able to correct position
deviations perpendicular to traversed segment. Deviations in direction of line trajectory
can not be corrected. Robot traversing triangular trajectory was expected to be able to
correct deviations in either direction.

Indoor Environment Setup

Indoor experiment was performed in a corridor of CTU FEE. Since this environment
is small and detected landmarks were close to segment endpoints, robot was quickly
converging to original initial position. Convergence speed was also fortifed by small
odometric error on planar and smooth corridor floor. The first trajectory was a straight
line of 5 m length. The second path was an equilateral triangle with 4 m long sides.

Table 1. Indoor test results

Loop Position difference to learned trajectory start point [m]
num. Line trajectory Triangular trajectory

0 0.00, 0.00 -1.00, 0.00 0.00, 1.00 0.00, 0.00 1.00, 0.00 0.00, -1.00
1 -0.05, 0.07 -0.95, 0.30 -0.03, 0.03 0.08, -0.08 0.47, 0.14 0.02, -0.47
2 -0.07, 0.09 -0.93, 0.38 -0.05, 0.05 0.09, -0.10 0.26, 0.07 0.18, -0.19
3 -0.10, 0.10 -0.93, 0.47 -0.07, 0.07 -0.05, 0.05 0.18, -0.08 0.03, -0.10
4 -0.13, 0.12 -0.92, 0.47 -0.14, 0.14 -0.05, 0.05 0.08, -0.02 0.01, -0.07
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Fig. 5. Indoor test results

Indoor Experiment Results

Triangular trajectory was stable and the robot could correct deviations in both direc-
tions. In the case of line trajectory, the robot could correct position deviation perpen-
dicular to traversed segment if its position estimation within a segment was precise.
However, odometric errors acumulated and each time a robot completed the loop, its
distance from learned trajectory origin increased. Since learned landmark positions are
bound to position of the robot within a segment, its course and distance perpendicular
to the linear trajectory deteriorated as well.

Outdoor Enviroment Setup

Outdoor experiments were perfomed at Charles square in Prague. This environment
was large (est. average landmark distance from segment end was 20 m), the surface
was rugged and pedestrians generating noisy readings were abundant. Therefore, the
convergence speed was not expected to be fast. As in indoor case, the first learned
trajectory was a straight line of 5 m length. Triangular path was a bit larger than indoors,
the triangle side was 5 m long.

Table 2. Outdoor test results

Loop Position difference to learned trajectory start point [m]
num. Line trajectory Triangular trajectory

0 0.00, 0.00 -1.00, 0.00 0.00, -1.00 0.00, 0.00 1.00, 0.00 0.00, 1.00
1 0.09, 0.08 -0.98, 0.00 -0.02, -0.76 0.12, -0.15 0.92, 0.33 0.32, 0.62
2 -0.23, 0.20 -1.16, -0.16 0.03, -0.62 0.23, -0.16 0.59, 0.35 0.14, 0.22
3 -0.18, 0.26 -1.25, -0.32 0.07, -0.35 -0.15, -0.03 0.35, -0.12 0.05, 0.21
4 -0.11, 0.29 -1.31, -0.32 0.15, -0.59 -0.10, 0.03 0.23, -0.03 -0.12, 0.10
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Fig. 6. Outdoor test results

Outdoor Experiment Results

Robot behaviour was similar as in the indoor environment, but the convergence was
slower and less precise.

Proposed system was also tested during the RoboTour071 outdoor contest. The robot
was able to travel approximatelly 150 m faultlessly, until reaching a wide area, where
its position estimation dropped below required precision. While moving through this
area, it left the pathway and had to be stopped.

5 Conclusion

A simple navigation system, where movement direction is calculated from visual infor-
mation and movement distance is based on odometry measurent was presented. In this
paper, we have stated, that if the robot changes directions often enough, position esti-
mation errors resulting from odometry imperfection can be corrected by more precise
direction assesment. To formalise such a statement, we formulated a ”convergence the-
orem”, which claims that for closed trajectories and finite odometric error robot position
estimation error is bounded. Linear model of proposed navigation system was devised
and a formal proof of the aforementioned convergence property for regular polygon tra-
jectories was outlined. Experimental results supporting the convergence theorem were
also presented.

Future work will focus on modifying the proposed system in order be able to follow
a wider set of trajectories. We will try to extend presented proof to trajectories different
from regular polygon. A framework to combine this navigation system with existing
visual-based collision avoidance algorithms will be implemented.

1 http://robotika.cz/competitions/robotour2007/en
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Summary. This work focuses on evolving purposeful collective behavior in a swarm of Jasmine
micro-robots. We investigate the stability of the on-line and on-board evolutionary approaches,
where mutation, crossover as well as fitness calculation are performed only by interacting
micro-robots without using any centralized resources. In this work it is demonstrated that the
environment-adaptive collective behavior can be obtained, where the evolving fitness and behav-
ior are partially stable. To increase stability of the approach, some reduction methodology of the
search space is proposed.

1 Introduction

An important challenge in modern network researching and swarm robotics is a design
of purposeful collective behavior [4]. Such a behavior should be technically useful,
adaptive to environmental changes and scalable in size and functional metrics [1]. One
possible paradigm here is to use evolutionary approaches for evolving desired collec-
tive behavior [7]. Using an evolutionary approach, robots can start with simple behavior
primitives and gradually increase their cooperative complexity until the collective be-
havior satisfies some imposed fitness.

The application of evolutionary approaches in swarm robotics is known. Some es-
sential references can be given in works of evolving control [2], evolving shapes [8],
evolving communication [12], [9] and others. However, essential obstacles for success-
ful application of evolutionary approaches are ”on-line” and ”on-board” requirements
imposed on the calculation of fitness and execution of evolutionary operators. The ”on-
line” requirement means that all evolutionary results should be obtained during the
life-cycle of a robot, ”on-board” means that only available on-board sensors, computa-
tional and communication resources can be used. Both requirements originate from the
practical robotic field.

The present work focuses on the problems of stability in on-line and on-board evolv-
ing of collective behavior. More exactly, we assume that there exists some collective
behavior with relatively high fitness. The questions are whether on-line and on-board
evolutionary processes: (a) will preserve this originally effective behavior? (b) will re-
place the original behavior with a better one? (c) will destroy the original behavior
without creating a better one? Answering these questions, we intend to acquire more
insight about possibilities of performing on-line and on-board artificial evolution.

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 293–302, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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In this work, the robot controller is represented as a generating hierarchy of genome
generator−−−−−→ phenome

interpretor−−−−−−→ behavioral automaton. The behavioral automaton is
based on a finite Moore automaton [3]. At each state an ”atomic action” (e.g. move,
stop, turn left) is produced. For encoding the Moore automaton a symbolic string, called
phenome is used. The phenome contains the same information as the actual automaton
and can be used to copy a behavior between different robots using local robot-robot
communication. The genome contains generating rules for the phenome sequence. To
simplify treating of on-board and on-line issues, we apply evolutionary operators only
to phenome strings from one or different robots. The fitness is selected as a measure
of collision, so that the final goal is to evolve an effective collision avoidance behav-
ior. Since evolving the behavior is only possible when many robots interact, collision
avoidance represents a result of collective behavior. Experiments are performed using
Jasmine IIIp micro-robots.

The rest of the paper is organized as follows. The framework of evolutionary experi-
ments is described in Sec. 2, evolutionary operators in Sec. 3 and experiments in Sec. 4.
In Sec. 5 we discuss and conclude this work.

2 Hardware and Software Framework

In this section we briefly describe the used hardware and software framework. Exper-
iments are performed with the Jasmine IIIp micro-robots, see Fig. 1(a). Each micro-
robot has two Atmel AVR-microcontrollers with 8 MIPS each and totally 2 kB RAM,
24 kB Flash memory and 1 kB non-volatile memory. For the evolutionary approach
only 6.5 kB Flash and 700 bytes RAM are available, the phenome strings are written
in 512 bytes non-volatile memory. Each robot has a local 360◦ IR-based communica-
tion with an effective communication radius of about 2-10 cm. When two robots meet
within this radius, they establish a bi-directional communication channel and can ex-
change phenome strings at 500 bytes/sec. The communication system can also be used
for proximity sensing (see more on www.swarmrobot.org).

The software framework consists of a low-level BIOS (interface to hardware) and an
operational system [5], and the high-level genetic framework. For the genetic frame-
work there are several design alternatives, e. g. to use classical robot control, to use
paradigms from the evolutionary community or to use bio-inspired ideas. We have cho-
sen the bio-inspired way, firstly, due to interest of exploring alternatives to well-known
solutions, secondly, because this framework is used in the projects [11] and [10], which
are related to bio-inspired artificial evolution.

The structure of the genome framework is shown in Fig. 1(b). The behavior of the
robot is controlled by a behavioral automaton (Petri-nets in the overall framework [5])
and is influenced by the environment. We call this mutual influence the phenotype of
the robot. Behavioral automata represent an explicit description of the phenotype. We
call this the phenome. This is a contradiction to biological systems, where the phenome
is not directly available. More exactly, the phenome is a symbolic string which gener-
ates the automata. This symbolic string contains direct low-level as well as high-level
(from libraries) behavioral commands, therefore can be thought of as a functional de-
scriptor. In turn, the phenome is generated by the genome of a robot. The genome is
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(a) (b)

Fig. 1. (a) Micro-robot Jasmine IIIp. (b) Structure of the high-level genome framework.

also a symbolic string and consists of descriptive, structural and regulative parts and
usually does not contain any direct behavioral commands. By analogy, the genome is a
structural descriptor of the system. In this framework, both genome and phenome can
underly evolutionary operators and can also be influenced by the environment.

The two-layer control structure genome-phenome is very effective for reconfigurable
multi-robot organisms, where the robot system can change its own structure and there-
fore the functionality [6]. However, in this work, where we do not change the struc-
ture of robots, evolutionary operators will be applied to the phenome. In the following
we describe the theoretical approach for evolving the phenome and show experimental
results.

3 Implementation of Evolutionary Framework

This section describes the theoretical model for our evolutionary approach. We use a
finite automaton based model to describe robot behavior [3] and a genetic programming
approach [7] for evolving new behaviors.

3.1 The Automaton Model

We denote a set of byte values and a set of positive byte values as B = {0, ...,255} and
B+ = {1, ...,255}. The behavior of a robot depends on the sensor data. We assume a set
H of n sensor variables H = {h1, ...,hn}. The sensor variables stand as placeholders for
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sensor data from real or virtual sensors (i. e. any internal variables of the robot). Every
variable hi can be set to a byte value.

As mentioned before, the main behavior of a robot is controlled by a finite Moore
automaton1. At each state, an output is produced, which is interpreted as an atomic
instruction (which can be a mechanical action like move or a whole C-program) to be
performed by the robot. The transitions between states depend on the values of the
sensor variables h1, ...,hn.

States. The set of states is denoted by Q = {q0, ...,qm}, where q0 is the initial state
of the automaton. A state contains the following information:

• an identification number N ∈ B+,
• an atomic instruction I ∈ B+ to be performed,
• an additional parameter P ∈ B+ to gain more information about the instruction, and
• the definition of all outgoing transitions from that state.

Transitions. We associated a condition to each transition, which has to evaluate to
true for the transition to be taken. We define for this purpose a set of conditions over
the sensor variables as follows:

Definition 3.1. Conditions
A condition is an element of the set, defined by:

c ::= true | f alse | z1 � z2 | (c1 ◦ c2),

z1,z2 ∈ B+ ∪H,
� ∈ {<,>,≤,≥,=, �=,≈, �≈}, where ≈ means the range of ± 5.
◦ ∈ {AND,OR},
c1,c2 are conditions themselves.

The set of all conditions is denoted by C.

Valid conditions are e. g. h1 < h2, ((h1 �≈ h2 AND h3 = 104) OR h5 ≥ h7),
(true AND f alse). The result of a condition (”true” or ”false”) is calculated in the
obvious way, by feeding the variables with actual sensor values and evaluating the com-
parisons and logical operations. A transition is taken, if its corresponding condition
evaluates to true. At this point two special cases have to be considered:

1. A state can have no condition that evaluates to true.
2. A state can have more than one condition that evaluates to true.

In case 1, we define an implicite transition to the initial state to be taken. In case 2, the
”first” outgoing transition of that state is taken (the corresponding order is not important,
as long as the transition to be taken does not vary from case to case; we took the order
in which the transitions were generated).

Moore automaton for robot behavior. A Moore automaton for robot behavior is built
by states and transitions as mentioned above. Each state carries identification N, in-
struction I, parameter P and its outgoing transitions, which are defined by a condition
c ∈ C and a following state f ∈ B+. The automaton is defined as follows:

1 Moore automaton with an underlying operational system and BIOS, which perform e.g. sensor
data acquisition or interruption handling.
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Definition 3.2. Finite Moore automaton for robot behavior
A finite Moore automaton for robot behavior A is defined as follows:

A = (Q,Σ ,Ω ,δ ,λ ,q0,F),

where:

• The set of states Q = B+ × B+ × B+ × (C × B+)∗, C being the set of conditions.
Let ∀q ∈ Q:

q =
(

Nq, Iq,Pq,
(
cq

1, f q
1

)
, ...,

(
cq
|q|, f q

|q|

))
,

where |q| denotes the number of transitions of state q.
• The input alphabet Σ = H = (B+)n.
• The output alphabet Ω = (B+)2.
• The transition function (for q ∈ Q, h ∈ H): δ : Q× H → Q :

δ (q,h) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

q′, if ∃ k ∈ {1, ..., |q|} : f q
k = q′ and cq

k evaluates to true under h

and ∀ j ∈ {1, ..., |q|}, where cq
j evaluates to true under h,

it holds: k ≤ j,

q0 otherwise

• The output function λ : Q → (B+)2 : λ (q) = (Iq,Pq) (for q ∈ Q).
• The initial state q0.
• The empty set of final states: F = /0.

3.2 Evolutionary Operators

Mutation. We developed a mutation operator, which is complete and smooth, which
means that every part of the search space is reachable and that every single mutation
causes only a small step in the search space. The mutation operator consists of 10
atomic mutations, one of which is randomly chosen, when the operator is used. The
atomic mutations are:

1. Toggle inactive transitions:
a) Remove a random transition, associated with the condition f alse.
b) Add a random transition, associated with the condition f alse.

2. Remove a state:
a) Without incoming transitions.
b) With all outgoing transitions being associated with the condition f alse and the

state being associated with the instruction IDLE .
3. Add a new state with:

• no incoming transitions, and
• no outgoing transitions, and
• arbitrary action, and
• parameter ≤ k (k ∈ {1, ...,255} being a constant).
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4. Change a condition: Let a,b ∈ {1, ...,255,h1, ...,h|H|}, A ∈ C a condition. Every
part of a condition that matches the following patterns can be mutated:

a) f alse ↔ a = b ↔ a ≈ b ↔ a ≤ b ↔ a < b
a ≥ b ↔ a > b

↔ a �≈ b ↔ a �= b ↔ true

b) One of the following:

(A AND true)
(A OR true)

(A AND f alse)
(A OR f alse)

↔
→
→
↔

A
true
f alse

A

↔
←
←
↔

(true AND A)
(true OR A)
( f alse AND A)
( f alse OR A)

c) Let i be a number in a condition. Let i′ = i+ rand[−k,k],
k ∈ {1, ...,255} being a constant parameter. Mutate:

i →

⎧⎪⎨
⎪⎩

i′, if 1 ≤ i′ ≤ 255

1, if i′ < 1

255, if i′ > 255

.

d) Let hi be a sensor variable in a condition. Mutate:

hi → hrand[1,...,|H|].

5. Change a state: Let I1, I2, ..., Il be the set of instructions, (N, I,P,∗Trans∗) a state.
Mutate: (N, I,P,∗Trans∗) → (N,J,(P + m) mod 255 + 1,∗Trans∗), where
m = rand[−k,k], k ∈ B+ a constant parameter,

J =

{
I, if P+ m > 1

Irand[1,l] otherwise
.

Crossover. We used a simple crossover operator, where two parental phenomes produce
one child phenome, which is a clone of the better parent phenome. A usual crossover
operator has not been implemented due to insufficient RAM memory resources (1 kB
only).

3.3 Fitness Function

For each behavior to evolve, a separate fitness function has to be defined. Concerning
the on-board, on-line approach, some problems arise:

1. The fitness cannot be calculated exactly from the phenome, since the environmental
influence cannot be calculated.

2. Global fitness cannot be calculated because there is no central instance, which col-
lects information about the whole population.

3. There exists a delayed fitness, i.e. fitness can be first approximated after a certain
time period.

4. There may be unknown anomalies of a robot’s and an environment’s physical prop-
erties, which have influences on the fitness function.
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For the experiments, we have developed a fitness function, which measures the good-
ness of a collision avoidance behavior.

void CalcFitness_CollAvoid(void) {
fitness += 2;
if (LastAction != MOVE_FLAG) fitness -= 1;
for (int i = 1; i < 7; i++) {

if (Sensor(i) > 100) {
fitness -= 1;
break;

}
}
if (time_in_s % 30 == 0) fitness /= 2;

}

MOVE FLAG indicates, whether the last action was move; the function Sensor(i)
returns the value of the i-th sensor. The fitness value is changed each time the fitness
function is executed (5 times per second), depending on the last performed instruc-
tion and the distance to the nearest obstacle. The idea is to keep in motion, but away
from obstacles. Assuming such a capability can evolve evolutionary, it should be stable
and therefore not disappear. Once each 30 seconds the fitness is divided by 2 so that
the fitness points from earlier behaviors cannot be accumulated. Initially, the fitness is
equal to zero, but within the first minute of the experiment, it approximates the current
behavior.

4 Experiments

We have conducted six experiments to check whether the selective process is stable
enough to keep a once developed behavior through the whole experiment. Each experi-
ment was performed with 20 robots, which initially had a collision avoidance automa-
ton. The arena size was 70×115 cm2 of rectangular geometry, mutation was performed
each 15 seconds, crossover was performed when robots meet each other, duration of
each experiment was 25 min.

In Fig. 2(a)-(c) we show three different states of the fifth experiment: 0, 13 and
25 minutes from the beginning. There were several commonalities in all experiments:
several robots showed a behavior which can be described as collision avoidance, but
different than with the initial automaton. Most robots, however, clustered in corners
and were principally dead for the experiment, see marked spots in upper right corner in
Figs. 2(b)-(c). Some robots showed an extremely robust wall following behavior (which
is related to collision avoidance). Although wall following has been implemented in the
past several times manually, we were never able to implement it in such a robust and
fluent way.

Fig. 2(d) shows the fitness averaged through all experiments. The robots can be di-
vided into two groups: moving ones or ones caught in clusters. The clustered robots,
shown by the light spot in Figs. 2(b),(c), are dissociated from the evolutionary pro-
cess. The dotted curve shows the fitness for all robots. This curve decreases averagely
through all six experiments. The solid curve shows the average fitness only over robots,
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(a) (b)

(c) (d)

Fig. 2. Course of the experiment: (a) Start; (b) 13 minutes; (c) Finish; (d); The light spot in (b) and
(c) shows clustered robots. Changes of the averaged fitness value during 25 min. of experiments.

which were not stuck in clusters and, therefore, were still participating in the evolution-
ary process. The average fitness of these robots stays at a similar level until the end of
the experiments.

In the end of the experiments, more than 75% of the unclustered robots had a positive
fitness. More than 33% showed an observable behavior close to collision avoidance.
However, other robots also had automata that were close to a sort of collision avoidance,
but were unable to show this behavior because of hardware or environmental anomalies.

These experiments indicate several important properties:

1. It appears, that the selective pressure is not sufficient, since a majority of robots is
lost in corners. Most likely the reason is an insufficient selection process since the
communication between robots has hardware difficulties in large clusters of robots.
This anomaly, effecting the search space, is also influencing the fitness function as
these robots change the environment of the other robots by blocking them. Other
anomalies are also thinkable: e. g. one robot might shift another robot ”blindly” and
make its movement instructions ineffective.
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2. Though the number of experiments is statistically low and the population size is
small, the appearance of several very good solutions could point to a limited search
space.

5 Discussions

The experiments have shown, that an on-board and on-line evolution is partially ca-
pable of keeping a once developed behavior. Problems lie in the clustering of robots,
which cannot move and communicate. These robots dramatically decrease collective
fitness. The reason for clustering is diverse: robots hook each other with docking con-
nectors, anomalies in sensor data, the delayed fitness, limited communication capability
in clusters and so on. Additional experiments need to be performed to fix hardware and
communication anomalies.

However, it is demonstrated that experiments with robots cannot be performed in a
statistically significant manner. It is hardly possible to perform even 100 experiments
in a large population of micro-robots. It seems that there is a need of finding new
approaches by combining evolutionary paradigms with other non-evolutionary tech-
niques. For example, the fitness measurement can be improved by using several plau-
sibility checks, e. g. for a collision avoidance the robot could first check if there even
exists a move instruction in its automaton and otherwise continue to mutate. Such a
virtual measurement combined with the actual measurement could even more dramat-
ically reduce the search space. This seems to be a realistic alternative for evolutionary
approaches in robotics.

The last issue to be mentioned is the possibility to perform a robotic evolution first
in simulation and then to copy the solution to the real robots. The problem is that the
fitness calculation is embedded into the environment. Since we are unable to repro-
duce the complexity of the real environment in the simulative one, it could be expected
that the evolved behavior cannot achieve the same qualities as in the real environment.
However, the following experiment is thinkable: the real sensor data from robots can
be transferred via wireless communication into an evolutionary simulation. It could be
expected that two scenarios appear: either the evolution will develop similar solutions
in real and virtual environments or even a small inaccuracy in simulation can create an
essential change in the quality of the evolved behavior.

The next work will deal with a more sophisticated crossover operator, which will be
applied when some spatial task is achieved successfully. In this way a more collective
form of behavior can be evolved, moreover spatial statistics can be collected.
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Summary. Physical interactivity is a major challenge in humanoid robot-ics. To allow robots to
operate in human environments there is a pressing need for the development of control architec-
tures that provide the advanced capabilities and interactive skills needed to effectively interact
with the environment and/or the human partner while performing useful manipulation and lo-
comotion tasks. Such architectures must address the robot whole-body control problem in its
most general form: task and whole body motion coordination with active force control at con-
tacts, under various constraints, self collision, and dynamic obstacles. In this paper we present
a framework that addresses in a unified fashion the whole-body control problem in the context
of multi-point multi-link contacts, constraints, and obstacles. The effectiveness of this novel for-
mulation is illustrated through extensive robot dynamic simulations conducted in SAI, and the
experimental validation of the framework is currently underway on the ASIMO platform.

1 Introduction

Robotics is rapidly expanding into human environments and vigorously engaged in its
new emerging challenges. Interacting, exploring, and working with humans, the new
generation of robots will increasingly touch people and their lives. The successful in-
troduction of robots in human environments will rely on the development of competent
and practical systems that are dependable, safe, and easy to use. Physical interactivity
is a key characteristic for providing these robots with the ability to perform and interact
with the surrounding world. While much progress has been made in robot locomotion
and free-space motion behaviors, the physical interaction ability has remained very lim-
ited. Over the past ten years, our effort in humanoid robotics was aimed at addressing
the various aspects of humanoid robot control (motion, contacts, constraints, and ob-
stacles) in an integrated coherent fashion. An important milestone in this direction was
reached in 2004 [1], where full integration of free-space task and posture control was
established. This result was based on the concept of task-consistent posture Jacobian
and the development of models of the robot dynamic behavior in the posture space.
These models were the basis for the development of the whole-body free-space motion
control structure, which we have demonstrated on various platforms. In subsequent de-
velopment, our effort has also addressed constraints [2] and multiple contacts [3]. This
paper finally brings the integration of these components in a unified fashion. The new
framework addresses the essential capabilities for task-oriented whole-body control in

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 303–312, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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the context of integrated manipulation and locomotion under constraints, multiple con-
tacts, and multiple moving obstacles.

In this paper. We will first summarize our previous results on the dynamic decom-
position of task and posture behaviors. We will then propose a novel representation for
under-actuated systems in contact with the environment, which will serve as the basis
for the development of the unified whole-body control framework.

Several research groups in academic and private institutions have developed and im-
plemented whole-body control methods for humanoid systems, with leading research
by Honda Motor Corporation [4] and the National Institute of Advanced Industrial Sci-
ence and Technology in Japan [5]. Their platforms, based on inverse kinematic control
techniques, are designed for position actuated robots. In contrast, the unified control
framework discussed here relies on torque control capabilities which are typically not
available in most humanoid robots. Addressing this limitation in actuation, we have
developed the Torque to Position Transformation Methodology [6] that allows to im-
plement torque control commands on position controlled robots.

2 Whole-Body Control Framework

To create complex behaviors, humanoids need to simultaneously govern various aspects
of their internal and external motion. For instance, locomotion, manipulation, posture,
and contact stability are some important tasks that need to be carefully controlled to
synthesize effective behaviors (see Figure 1).

As part of a methodological framework, we will develop here kinematic, dynamic,
and control representations for multi-task control of humanoid systems in contact with
their environment.

2.1 Task and Posture Control Decomposition

The task of a human-like robot generally involves descriptions of various parts of the
multi-body mechanism, each represented by an operational point xt(i). The full task is
represented as an m × 1 vector, xt , formed by vertically concatenating the coordinates
of all operational points. The Jacobian associated with this task is denoted as Jt . The
derivation of the operational space formulation begins with the joint space dynamics of
the robot [7]

Aq̈+ b + g = Γ (1)

where q is the the vector of n generalized coordinates of the articulated system, A is
the n × n kinetic energy matrix, b is the vector of centrifugal and Coriolis generalized
forces, g is the vector of gravity forces, and Γ is the vector of generalized control forces.

Task dynamic behavior is obtained by projecting (1) into the space associated with
the task, which can be done with the following operation

J
T
t [Aq̈+ b + g = Γ ] =⇒ Λt ẍt + μt + pt = J

T
t Γ . (2)

Here, J
T
t is the dynamically-consistent generalized inverse of the Jt [7], Λt is the m×m

kinetic energy matrix associated with the task and μt and pt are the associated centrifu-
gal/Coriolis and gravity force vectors.
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Fig. 1. Task decomposition: We depict here a decomposition into low-level tasks of a whole-
body multi-contact behavior. Each low-level task needs to be instantiated and controlled individ-
ually as part of a whole-body behavior.

The above equations of motion provide the structure for the decomposition of behav-
iors into separate torque vectors: the torque that corresponds to desired task behavior
and the torque that only affects postural behavior in the tasks’s null space, i.e.

Γ = Γtask +Γposture. (3)

The following task control torque yields linear control of task forces and accelerations
[8]

Γtask = JT
t Ft , (4)

providing a flexible platform to implement motion or force control strategies for vari-
ous task points in the robot’s body. The second vector, Γposture, provides the means for
posture control. The general form of these term is [8]

Γposture = NT
t Γp (5)

where Γp is a control vector assigned to control desired posture behavior and NT
t is the

dynamically-consistent null-space matrix associated with Jt [8].
Given a desired posture coordinate representation xp with Jacobian Jp, in [1] we

introduced a novel representation called task-consistent posture Jacobian defined by
the product

Jp|t � JpNt . (6)
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Therefore the equation
ẋp|t = Jp|t q̇ (7)

defines a vector of postural velocities that comply with task constraints, i.e. that do
not involve motion of task coordinates [9]. Here, the subscript p|t denotes that postural
behavior that is consistent with task behavior. With this projections in mind, postural
dynamics can be derived by multiplying (1) by the dynamically-consistent generalized
inverse of Jp|t [1], leading to the following equation of motion in postural space

J
T
p|t [Aq̈+ b + g = Γtask +Γposture] =⇒ Λp|t ẍp|t + μp|t + pp|t = Fp|t + J

T
p|tΓtask, (8)

where Λp|t is the inertia matrix in posture space, μp|t and pp|t are the associated Corio-
lis/centrifugal and gravity force vectors, and

Fp|t � J
T
p|tΓposture (9)

is a vector of desired control forces that only affect postural motion. In [9] we explored
different methods to control postural behavior by means of the above equations.

2.2 Handling of Internal and External Constraints

Humanoids are aimed at executing realtime manipulation and locomotion tasks in com-
plex environments, possibly with a high degree of autonomy. Operating in these envi-
ronments entails responding to dynamic events such as moving obstacles and contact
events without interrupting the global task.

Realtime response to motion constraints has been extensively addressed as a sec-
ondary process. In contrast, our approach consists on handling motion constraints as
priority processes and executing operational tasks in the null space of constrained tasks
[9].

To illustrate our approach, let us consider the control example shown in Figure 2,
where the robot’s end-effector is commanded to move towards a target point. When no
constraints are active, the robot’s right hand behavior is controlled using the decompo-
sitions presented in the previous section, i.e.

Γ = JT
t Ft + JT

p|tFp|t . (10)

When the obstacle enters an activation zone, we project the task and posture control
structures in a constraint-consistent motion manifold, decoupling the task from the con-
straint (see [9]). At the same time, an artificial attraction potential is implement to keep
a minimum safety distance between robot and obstacle. The simultaneous control of
constraints and operational tasks is expressed as [9]

Γ = JT
c Fc + JT

t|cFt|c + JT
p|t|cFp|t|c (11)

where Jc and Fc are the Jacobian and control forces associated with the constrained
parts of the robot (e.g. the closest point on the robot to upcoming obstacles in Figure 2),
and

Jt|c � JtNc, (12)

Jp|t|c � JpNt Nc (13)
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Fig. 2. Illustration of obstacle avoidance: When an incoming obstacle approaches the robot’s
body a repulsion field is applied to the closest point on the robot’s body. As a result, a safety
distance can be enforced to avoid the obstacle.

are constrained projections of task and postural Jacobians. Here the subscript t|c indi-
cates that the task point is consistent with the acting constraints and the subscript p|t|c
indicates that postural motion is consistent with both task motion control and physical
constraints [9].

2.3 Unified Whole-Body Control Structure

To support the synthesis of whole-body behaviors, we define here unified control struc-
tures meant to serve as the main primitives of motion for interfacing with high-level
execution commands.

In view of Equation (11) a global control primitive is sought to abstract the motion
behavior of the entire robot. This primitive is expressed in the following form similar
in structure to the original operational space formulation [8]

Γ = JT
⊗F⊗ (14)

where

J⊗ �

⎡
⎣ Jc

Jt|c
Jp|t|c

⎤
⎦ , F⊗ �

⎡
⎣ Fc

Ft|c
Fp|t|c

⎤
⎦ . (15)
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Here J⊗ is a unified Jacobian that relates the behavior of all aspects of motion with
respect to the robot’s generalized coordinates and F⊗ is the associated unified control
force vector.

Fig. 3. Kinematic representation of a humanoid robot: The free moving base is represented as
a virtual spherical joint in series with three prismatic virtual joints. Reaction forces appear at the
contact points due to gravity forces pushing the body against the ground as well as due to COG
accelerations.

2.4 Whole-Body Dynamics and Control Under Supporting Contacts

To create kinematic and dynamic representations under supporting constraints we rep-
resent multi-legged robots as free floating systems in contact with the ground and ana-
lyze the impact of the associated constraints and the resulting reaction forces. Reaction
forces appear on the supporting surfaces due to gravity forces and center of gravity
(COG) accelerations (see Figure 3). These reaction forces or contact constraints pro-
vide the means for stability, locomotion, and postural stance. Using Lagrangian formal-
ism and expressing the system’s kinetic energy in terms of the individual link kinetic
and potential energies we can derive the following equation of motion describing robot
dynamics under supporting contacts

Aq̈+ b + g + JT
s Fs = Γ . (16)

Here the term JT
s Fs corresponds to the projection of reaction forces acting on the feet

into forces acting in passive and actuated DOFs and Js corresponds to the Jacobian
associated with all supporting links. Supporting contacts at the feet, and in general in
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any other place in the robot’s body provide the support to realize advanced locomotion
and manipulation behaviors. Therefore, they affect the robot’s motion at the kinematic,
dynamic, and control levels.

With the premise that stable balance is maintained and that internal forces are con-
trolled to keep the feet flat against the ground, no relative movement occurs between
contact points and the supporting ground. Therefore, relative velocities and accelera-
tions at the contact points are equal to zero, i.e.

ẋs = 0, ẍs = 0. (17)

By right-multiplying (16) by the term JsA−1 and considering the equality ẍs = Jsq̈+ J̇sq̇,
we solve for Fs using the the above constraints leading to the following estimation of
supporting forces [10]

Fs = J̄T
s Γ − μs − ps. (18)

which leads to the following more elaborate expression of (16) [10]

Aq̈+ b + g − JT
s μs − JT

s ps = NT
s Γ . (19)

Here
Ns � I − JsJs (20)

is the dynamically-consistent null-space matrix associated with Js.
The following constrained expression determines the mapping between arbitrary

base and joint velocities to task velocities [9]

J⊗|s � J⊗Ns. (21)

Here we use the subscript ⊗|s to indicate that the unified Jacobian J⊗ is projected in the
space consistent with all supporting constraints.

The tasks’ equation of motion can be obtained by left multiplying (19) by the trans-
pose of the dynamically consistent generalized inverse of the constrained Jacobian, J⊗|s
yielding the following task space equation of motion

Λ⊗|sϑ̇⊗ + μ⊗|s + p⊗|s = J
T
⊗|sN

T
s Γ (22)

Because we represent humanoids as holonomic systems with n actuated articulations
and 6 passive DOFs describing the position and orientation of its base, the vector of
generalized torques Γ contains 6 zeros in its upper part and n actuated values in its
lower part corresponding to control values. This is reflected in the following expression

Γ = UTΓa, (23)

where U � [0n×6In×n] is a selection matrix that projects actuated torques, Γa into the
above underactuated equation of motion. To enforce linear control of whole-body ac-
celerations and forces, we impose the following equality on the RHS of Equation (22)

J
T
⊗|sN

T
s UT Γa = F⊗|s, (24)
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where F⊗|s is an arbitrary vector of whole-body control forces. Although there are sev-
eral solutions for the above equation, our choice is the following

Γa = [UNs]
T

JT
⊗|sF⊗|s, (25)

where the term [UNs] is a dynamically-consistent generalized inverse of UNs as de-
scribed in [9]. The above solution reflects the kinematic dependency between task and
joint velocities (also shown in [9]), i.e.

ẋ⊗|s = UNsJ⊗|sq̇a, (26)

where q̇a is the vector of actuated joint velocities.

3 Results

We conduct an experiment on a simulated model of a humanoid shown in Figure 4.
This model measures 1.70 m in height and weights 66kg. Its body is similar in pro-
portions to the body of an average healthy human. Its articulated body consists of 29

Fig. 4. Hip control under four point multi-contact: In this experiment, a virtual point located
between the robot’s hips is commanded to track a vertical sinusoidal trajectory while maintaining
stable control of all contact points on its hands and feet. The two top sequences correspond to the
same experiment seen from lateral and front view perspectives. The second row of images (a),
(b), (c), and (d) correspond to snapshots of the resulting behavior. The data graph correspond to
hip and center of gravity trajectories.
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joints, with 6 joints for each leg, 7 for each arm (3 shoulder, 1 elbow, 3 wrist), 2 for
waist movement, 1 for chest rotations, and 2 for head pitch and yaw movements. The
masses and inertias of each link have been calculated to approximate those of real hu-
mans. A dynamic simulation environment and a contact solver based on propagation of
forces and impacts are used to conduct the experiment [11]. The whole-body controller
described in Equations (23) and (25) is implemented. For this experiment, the tasks
being controlled are the center of gravity, the hip height, the hip saggital position, and
a posture that resembles that of a human standing up (see [9] for details on multi-task
and posture control). Initially, the robot stands up with its hands away from the side
strips. When the multi-contact behavior is commanded, the hands reach towards the
contact goals. When the hands make contact with the strips, a multi-contact behavior
with four contact points is initiated. This behavior involves projecting task controllers
in the contact-consistent null-space matrix as shown in Equation (25), while command-
ing the hip vertical position to track the sinusoidal trajectory shown in Figure 4. The
simulated experiment reveals excellent tracking of hip trajectories and COG positions.
Despite the fast commanded movements, the maximum error on both the COG and hip
trajectories is around 3 mm.

4 Conclusion

In this paper, we have presented a unified whole-body control framework that integrates
manipulation, locomotion, and diverse dynamic constraints such as multi-contact inter-
actions, obstacle avoidance, and joint limits. The proposed methodology provides the
basic structures to synthesize whole-body behaviors in realtime and allows human-like
robots to fully interact with their dynamic environments. This framework is currently
being implemented in the Honda humanoid robot Asimo, providing a platform to ex-
plore advanced manipulation and locomotion behaviors.

Beyond robotics, this framework is being applied in related fields: synthesis of hu-
man motion (biomechanics), optimization and design of spaces where humans oper-
ate (ergonomics), and synthesis of realistic interactions in computer-simulated environ-
ments (interactive worlds).
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Summary. Objects can be identified in images extracting local image descriptors for interesting
regions. In this paper, instead of making the handle identification process rely in the keypoint
detection/matching process only, we present a method that first extracts from the image a region
of interest (ROI) that with high probability contains the handle. This subimage is then processed
by the keypoint detection/matching algorithm. Two methods for extracting the ROI are com-
pared, Circle Hough Transform (CHT) and blobs, and combined with three descriptor extraction
methods: SIFT, SURF and USURF.

1 Introduction

Door recognition is a key problem to be solved during mobile robot navigation. Many
navigation tasks can be fulfilled by point to point navigation, door identification and
door crossing [13]. Indoor semi-structured environments are full of corridors that con-
nect different offices and laboratories where doors give access to many of those loca-
tions that are defined as goals for the robot. Hence, endowing the robot with the door
identification ability would undoubtedly increase its navigating capabilities.

Several references can be found that tackle the problem of door identification.
Muñoz-Salinas et al. [16] present a visual door detection system that is based on the
Canny edge detector and Hough transform to extract line segments from images. Then,
features of those segments are used by a genetically tuned fuzzy system that analyzes
the existence of a door. On the other hand, a vision-based system for detection and
traversal of doors is presented in [4]. Door structures are extracted from images us-
ing a parallel line based filtering method, and an active tracking of detected door line
segments is used to drive the robot through the door.

A different proposal for vision-based door traversing behavior can be found in [19].
Here, the PCA (Principal Component Analysis) pattern finding method is applied to
the images obtained from the camera for door recognition. A door identification and
crossing approach is also presented in [15]; there, a neural network based classification
method was used for both, the recognition and crossing steps. More recently, in [11] a
Bayesian Network based classifier is used to perform the door crossing task.

The proposal in [10] differs in the sense that doors are located in a map and do not
need to be recognized, but rectangular handles are searched for manipulation purposes.

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 313–322, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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The handles are identified using cue integration by consensus: for each pixel the proba-
bility of being part of a handle is calculated by combining the gradient and the intensity
of every pixel in order to have the degree of membership. The template model is used
to obtain the consensus over a region.

But navigating in narrow corridors makes it difficult to identify doors by line ex-
traction due to the inappropriate viewpoint restrictions imposed by the limited distance
to the walls. On the other hand, door handles are at the same height of robot’s camera
and small in size. Moreover, door blades are rarely cluttered surfaces and handles are
commonly the unique element doors have on them. Previously, we tackled the problem
using CHT for handle identification [9] but there, the circle information was combined
with color segmentation inside and around the circle. This approach showed to be too
specific to robot’s particular environment and not easily generalizable.

Objects can be identified in images extracting local image descriptors for interesting
regions. These descriptors should be distinctive and invariant to image transformations.
SIFT and SURF (together with its upright version USURF) [2] are well known meth-
ods to extract these kind of descriptors. In this paper, instead of making the handle
identification process rely in the keypoint detection/matching process only, we present
a method that first extracts from the image a region of interest (ROI) that with high
probability contains the handle. This subimage is then processed by the keypoint detec-
tion/matching algorithm. Two methods for extracting the ROI are compared and com-
bined with the three descriptor extraction methods previously mentioned.

2 SIFT

SIFT (Scale Invariant Feature Transform) is a method to extract features invariant to
image scaling and rotation, and partially invariant to change in illumination and 3D
camera viewpoint. Those properties make it suitable for being used in robotics applica-
tions, where changes in robot viewpoint distort the images taken from a conventional
camera. SIFT can be used for different goals as object recognition in images [14], image
retrieval [12], mobile robot localization [21] [7] and SLAM [18].

After keypoints are localized, for each keypoint a descriptor is computed by calcu-
lating an histogram of local oriented gradients around the interest point and storing the
bins in a 128 dimensional vector. These descriptors can be then somehow compared
with stored ones for object recognition purposes.

3 SURF/USURF

SURF [2] is another detector-descriptor algorithm developed with the aim of speeding
up the keypoint localization step without losing discriminative capabilities. Instead of
using a different measure for selecting the location and the scale of the keypoints, it
relies on the determinant of the Hessian for both. The second order Gaussian deriva-
tives needed to compute the Hessian are approximated by Box filters that are evaluated
very fast using integral images. Such filters of any size can be applied at exactly the
same speed directly on the original image. Therefore, the scale-space is analyzed by
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up-scaling the filter size instead of by iteratively reducing the image size as occurs in
the SIFT approach.

SURF descriptors are computed in two steps. First, a reproducible orientation is
found based on the information of a circular region around the interest point. This is
performed using Haar-wavelet responses in the x and y directions at the scale the inter-
est point was detected. The dominant orientation then is estimated by calculating the
sum of all responses within a sliding window. Next, the region is split up into smaller
square subregions and some simple features are computed (weighted Haar wavelet re-
sponses in both directions, sum of the absolute values of the responses). This yields a
descriptor of length 64, half size of the original SIFT descriptor and hence, offers a less
computationally expensive matching process.

The upright version of SURF, named USURF, skips the first step of the descriptor
computation process, resulting in a faster version. USURF is proposed for those cases
for which rotation invariance is not mandatory.

4 Extracting the Interesting Region of the Image

Instead of computing the invariant features of the whole image, the approach presented
here aims to take advantage of the properties of the robot environment and reduce the
size of the image to be processed by extracting the portion of the image that, with
high probability, will contain most of the features. In this way, and considering that
door blades in the robot environment are featureless surfaces, almost every keypoint
is located at the door handle and only a few of them appear at the handle surroundings
(see Figure 1). Therefore, there is no reason to process the whole image, only the handle
must be selected as the region of interest (ROI) and processed afterwards.

Fig. 1. SIFT Keypoints in a 320×240 image

4.1 Hough Transform for Circle Identification

Most handles in our environment are round in shape. Hence, the ROI can be located by
finding circles and taking the subimage associated to the most probable circle. Although
many circle extraction methods have been developed, probably the most well-known
algorithm is the Circle Hough Transform (CHT) [3]. Yuen et al. [22] investigated five
circle detection methods which are based on variations of the Hough transform. One
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of those methods is the Two stage Hough Transform and it is the one implemented in
OpenCV vision library1 experiments described below.

Unfortunately, the existence of a circle on the picture does not guarantee the ex-
istence of a handle. A deeper analysis of the function indicates that the circle has to
have a limited radius in order to the figure be candidate of containing a door handle. In
this manner only the identified circumferences with a radius that lies within the known
range would be considered as handle candidates.

4.2 Extracting Blobs

The Hough transform limits the approach to circular handles. Robot’s viewpoint affects
the shape of the handle in the sense that the circular handle distorts and often does not
look like a circle but more like an ellipsoid.

Instead of looking for circles, and again taking profit of the textureless property of
the door blades, the image can be scanned for continuous connected regions or blobs.
Blob extraction, also known as region labeling or extracting, is an image segmentation
technique that categorizes the pixels in an image as belonging to one of many discrete
regions. The image is scanned and every pixel is individually labeled with an identifier
which signifies the region to which it belongs (see [8] for more details). Blob extraction
is generally performed on the resulting binary image from a thresholding step. Instead,
we apply the SUSAN (Smallest Univalue Segment Assimilating Nucleus) edge detector
[20], a more stable and faster operator.

Again, some size restrictions have been imposed to the detected blobs in order to en-
sure that the selected one corresponds, with high probability, to the door handle. Using
the blob information, a squared subimage is obtained based on the center of the blob
and scaled to a fixed size. The OpenCV blobs library2 offers the basic functionalities
needed for blob extraction and analysis.

5 Off-Line Performance of the Approach

Once we get the circle, a squared subimage is obtained based on the radius and center
of the circle or the blob and scaled to a fixed size. Then, the keypoint descriptor ex-
traction procedure (SIFT/SURF/USURF) is only applied to this obtained ROI instead
of applying it to the whole image.

In order to measure the performance of the developed approach, experiments were
carried out with a database of about 3000 entries. All the images (references and test-
ing DB) were taken while the robot followed the corridors using its local navigation
strategies and therefore, they were taken at distances at which the robot is allowed to
approach the walls. This database contained positive and negative cases. It must be men-
tioned that the test cases were collected in a different environment from where reference
cases were taken. Therefore, the test database did not contain images of the handles in
the reference database.

1 http://www.intel.com/research/mrl/research/opencv
2 http://opencvlibrary.sourceforge.net/cvBlobsLib
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Figure 2 compares the results obtained with the different approaches. Plot on
figure 2(a) shows the classification accuracies. But accuracy is considered a fairly crude
score that does not give much information about the performance of a categorizer. In-
stead, F1 measure is employed as the main evaluation metric as it combines both preci-
sion and recall into a single metric and favor a balanced performance of the two metrics
(see figure 2(b)).
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Fig. 2. Results: a) accuracy. b) F1 measure.
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Fig. 3. Morphological restriction: a) accuracy. b) F1 measure.

As mentioned in [17], vision turns out to be much easier when the agent interacts
with its environment. Taking into account the robot’s morphology and the environmen-
tal niche, more specifically the height at which the camera is mounted on the robot, and
the height at which the handles are located on the doors, these handles should always ap-
pear at a specific height on the image. This information, if used, could help to eliminate
false positive candidates proposed by the Hough transform or the blob identification
and not discarded by the keypoint extraction processes. The improvement introduced
by this morphological restriction (MR) is also plotted in figure 3.

Table 1 shows the outstanding results obtained with each approach and the corre-
sponding ROI size. Table 1(a) shows the results obtained just limiting the circle radius
or the blob area, while Table 1(b) introduces the improvement obtained by the morpho-
logical restriction. These results clearly outperform results obtained when no ROI is
extracted (see table 1(c)).
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Analyzing the two ROI extraction procedures, blob information gives better subim-
ages than the CHT does. Although the resulting subimage after the Blob based scaling
process offers a smaller amount of keypoints (a 90% in average of the number of key-
points obtained after the Hough based scaling), the repeatability of the keypoints is
higher according to the obtained results. On the other hand, among the keypoint extrac-
tion algorithms tested, the USURF seems to outperform both, SIFT and SURF with re-
spect to classification accuracy and F1 measure. Although the biclassifier Blob+USURF
requires smaller ROIs, when using the blobs approach for ROI extraction the behavior
of all the three keypoint extracting processes shows to remain stable when increasing
the ROI size. On the contrary, the performance of the pair Hough+USURF degrades
highly for big ROI sizes.

Table 1. Outstanding accuracy results for each approach

Hough Blobs
acc. size acc. size

Sift 87.59 100 91.82 150
Surf 87.16 100 92.94 100
Usurf 90.18 100 94.35 150

Hough Blobs
acc. size acc. size

Sift 92.55 150 94.48 240
Surf 93.73 100 95.70 80
Usurf 94.35 150 96.09 150

acc F1

Sift 62.39 59.25
Surf 72.5 69.17
Usurf 72.5 69.19

a) No MR b) MR c) No ROI

In many real-world domains, errors may differ in significance and may have different
consequences. The system should predict in a way to minimize unwanted side effects,
namely costs. Cost-sensitive classification systems aim to minimize the total cost ac-
quired by the prediction process. Since conventional predictive accuracy metric does
not include cost information, it is possible for a less accurate classification model to be
more cost-effective in reality. This means that to obtain the minimal cost, cost-sensitive
learning systems may need to trade off some of the predictive accuracy and are subject
to make more mistakes in quantity [5]. A common measure used in cost-sensitive sys-
tems evaluation is the Total Cost Ratio (TCR). Following the cues in [5] (λ = 7, and
allowing a maximum global error of 0.02), we obtained the TCR values in figure 4.
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Fig. 4. Total cost ratios
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6 Door Knocking Behavior

Tartalo is a PeopleBot robot from MobileRobots. This robot is provided with a
Canon VCC5 monocular PTZ vision system, a Sick Laser, several sonars and bumpers
and some other sensors. All the computation is carried out in its on-board Pentium
(1.6GHz). Player-Stage [6] is used to communicate with the different devices and the

Table 2. Computational payload (s)

Method 40 80 100 150 200 No ROI

Hough+Sift 0.093 0.209 0.243 0.488 0.777 0.307
Blobs+Sift 0.068 0.184 0.218 0.463 0.752 0.307
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Fig. 5. Door handle identification during navigation
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software to implement the control architecture is SORGIN [1], a specially designed
framework that facilitates behavior definition. To evaluate the robustness of the han-
dle identification system developed, it has been integrated in a behavior-based control
architecture that allows the robot to travel across corridors without bumping into obsta-
cles. When the robot finds a door, it stops, turns to face the door and knocks it with its
bumpers a couple of times asking for the door to be opened and waiting for someone
to open it. If after a certain time the door is still closed, Tartalo turns again to face the
corridor and continues looking for a new handle. On the contrary, if someone opens the
door the robot detects the opening with its laser and activates a door crossing behavior
module that allows it to enter the room.

Experiments were performed in a different environment from where reference im-
ages were acquired (see figure 5(a)). The reference DB contained the same 40 images
used for the off-line experimental phase previously described.

Although the off-line experimental step showed a degraded accuracy for the ROI of
size 40 extracted using the blobs approach and SIFT with MR, the short time needed
to compute the keypoints and perform the matching process (see table 2), together with
the lowest percentage of false positives confirmed by the TCR, makes it more appealing
for the real time problem stated in this paper.

To make the behavior more robust, instead of relying on a single image classification,
the robot will base its decision upon the sum of the descriptor matches accumulated for
the last five consecutive images.

Figure 5(b) shows the evolution of the sum of the matching keypoints over time.
The horizontal line represents the value at which the threshold was fixed. The 18 doors
present in the environment were properly identified and no false positives occurred.

7 Conclusions and Further Work

The experiments here described showed an attempt to use scale invariant image features
to identify door handles during robot navigation. Taking advantage of the featureless
property of the door blades, the area corresponding to the handle is extracted. ROI
extraction improves handle identification procedure and depending on the ROI size,
the computational time to classify an image can be considerably reduced. Blob based

(a) (b)

Fig. 6. Blob extraction in a non circular handle
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scaling outperforms Hough, makes the approach more general and applicable to other
type of handles (see figure 6) and requires less computational effort.

The developed system outperforms the performances obtained without extracting
the ROIs and experiments carried out in a real robot-environment system show the
adequateness of the approach. The system showed a very low tendency to give false
positives while providing a robust handle identification.

Optimizing the contents of the reference DB would be desirable and could be achieve
by using a genetic algorithm based search. The keypoint matching criteria also has to
be analyzed more deeply. More sophisticated and efficient algorithms (SVN, AdaBoost)
remain to be tested and the performance of different distance measures still needs to be
studied.

Our interest now focuses on extending the approach to non circular handles in order
to generalize the behavior to cross every door in the environment. It is worth mentioning
that the approach could also be applied to different tasks like face recognition, taking
profit of the performance of the descriptor extraction approaches at a lower computa-
tional payload.

Acknowldegments. This work has been supported by SAIOTEK (S-PE06UN16) and
by the Gipuzkoako Foru Aldundia (OF 0105/2006).

References
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16. Muñoz-Salinas, R., Aguirre, E., Garcı́a-Silvente, M.: Detection of doors using a genetic vi-
sual fuzzy system for mobile robots. Technical report, University of Granada, 2005.

17. Pfeifer, R., Bongard, J.: How the body shapes the way we think. A new view of intelligence.
MIT Press, Cambridge (2006)

18. Se, S., Lowe, D.G., Little, J.: Mobile robot localization and mapping with uncertainty using
scale-invariant visual landmarks. International Journal of Robotics Research 21(9), 735–758
(2002)

19. Seo, M.W., Kim, Y.J., Lim, M.T.: Door Traversing for a Vision Based Mobile Robot using
PCA. LNCS (LNAI), pp. 525–531. Springer, Heidelberg (2005)

20. Smith, S.M., Brady, J.M.: Susan: a new approach for low level image processing. Interna-
tional Journal of Computer Vision 23(1), 45–78 (1997)

21. Tamimi, H., Halawani, A., Burkhardt, H., Zell, A.: Appearance-based localization of mo-
bile robots using local integral invariants. In: Proc. of the 9th International Conference on
Intelligent Autonomous Systems (IAS-9), Tokyo, Japan, pp. 181–188 (2006)

22. Yuen, H.K., Princen, J., Illingworth, J., Kittler, J.: Comparative study of Hough transform
methods for circle finding. Image and Vision Computing 8(1), 71–77 (1990)



Visual Top-Down Attention Framework for Robots in
Dynamic Environments

Ulrich Kaufmann and Guenther Palm

University of Ulm, Department of Neural Information Processing, 89069 Ulm, Germany
ulrich.kaufmann@uni-ulm.de

Summary. In this paper a framework for flexible top-down visual attention for robots is intro-
duced. On development time it is often not clear which objects should be in the focus of attention.
On the other hand it is usually not enough computing time available to compute all possible region
of interests (ROI) for each frame from the camera. Therefore we describe here a framework, al-
lows the application client to steer the attention and compute only the necessary image processes
at the time. Two possible application scenarios, RoboCup and a Servicerobot, are shown.

1 Introduction

Image processing is not to be excluded today by the mobile robots. Robots recognize
objects for manipulation or recognize obstacles with the inserted cameras. By fast robot
translations it is necessary to notice objects in the environment in time correctly, at
least 30 FPS must be processed. Often robots have even several cameras, whose data
will processes in short time. That is called even at least 30 or 60 frames per second are
to be worked on, to find potentially interesting parts in the images. If you use a complex
imaging processing, not only color blobdetection (often used in robotics), the comput-
ing time becomes very fast scarcely on a normal PC. Now if we focus on investigations
for the actual occurrence, we can save much of our computing time in image processing
and object recognition. For example a robot stands in front of a table and has the task
to manipulate a glass on the table, it is not necessary in this task to recognize chairs or
humans behind the table. On the other hand if the robot drives with full speed, it has to
recognize obstacles standing on its path. In order to ensure this the image processing
information needs information about the current tasks and if possible information of
the current environment. So the vision system can automatically adapt itself to the task.
This is the point of this paper, only aimed compute, what is needed for the moment and
you reach this by a task specific visual attention control. This Framework we describe
here is a part of the video image processing framework ” (VIP [11]) based on Miro
[12]. Miro is a complete middleware for autonomous mobile robots developed at the
University of Ulm. It includes up to date technologies and follows modern approaches
like object oriented programming, a modular architecture, and XML parametrization.
The software modules communicate by CORBA, so it is very simple to plug parts to-
gether from different locations. A publisher/subscriber model is implemented to deal
with asynchronous events.

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 323–332, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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First the VIP is described and the technology we call visual attention control. Af-
terwards the two most important Methods of the attention frameworks are described,
followed by sample applications to clarify that implementation.

2 Video Image Processing

The video image processing framework (VIP) based on Miro (Middleware of Robots,
University of Ulm). The goal of VIP was to build a flexible working environment for
the image processing for mobile robots. The framework should be flexible by using
different cams and different ranges of application. In the following sections you can see
the necessary points for such a framework:

Parametrization

Most image operators need to be parametrized in order to tune the quality of their re-
sults. Examples are the width of a Gaussian filter or the number of buckets for an color
or orientation histogram. The calibration and optimization of parameters is an important
part of the development process. Also, the configuration of the flow of different image
processing steps has to be altered frequently during development, which can be sig-
nificantly facilitated by a flexible and configurable development environment for robot
vision systems.

Fixed Frame Rate Image Streams

In most applications new images usually arrive at a fixed frame rate form a camera. As
the value of the obtained information rapidly decreases in a dynamic environment, a
sensor-triggered evaluation model is required.

Timeliness Constraints

Robots are situated in a physical world. For tasks like obstacle detection and object
tracking the image processing operations must be calculated many times per second
and preferably at full frame rate, which is typically 30Hz or 60 Hz. The system de-
signer needs to repeatedly assess the performance of the vision system and to ensure
its efficiency. Whenever possible, image processing operations should be executed in
parallel in order to fully exploit the available resources, such as dual-CPU boards and
hyperthreading and multicore processor technologies. More complex image operations,
which need not be applied at full frame-rate, should be executed asynchronously in
order to ensure that the performance of other image evaluations is not jeopardized. Ad-
equate processing models are required to support such designs.

Efficient Organization of Control and Data Flow

Video image processing on a mobile robot is usually sensor triggered and is started as
soon as a new image is available to the robot as an image taken one second before does
not necessarily resemble anymore the actual situation in a dynamic environment. At the
same time, the performed processing needs to be demand driven, to not misspend the
available computational resources.
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Parallel and Asynchronous Evaluation

Multiple image sources allow for interleaving processing, and the true parallelism of
the advanced hardware features stay unused by single-threaded applications. The actual
challenge however, lies in the proper synchronization between different image process-
ing tasks for the fusion of their results.

3 Related Work

The largely known vision-related architectures, systems, and associated relevant liter-
ature can be divided in three different categories: subroutine libraries, command lan-
guages and visual programming languages.

The mostly used ones are the subroutine libraries. They mainly deal with a efficient
implementation of image operations. Classical examples are e.g. SPIDER system [9]
and NAG’s IPAL package [6] written in C or Fortran. More recent libraries include the
LTI-Lib [3] or VXL [4], which are open-source, written in C++, and provide a wide
range of image operation, ranging from image processing methods, visualization tools
and I/O functions. The commercial Intel Performance Primitives [2] are an example for
highly (MMX and SSE) optimized processing routines with a normal C-API. What they
all have in common is there lack of support for some kind of flow control support.

The second block are the command languages. In case of the imlib3d package [1],
the image processing operators can be called from the Unix command line, the CVIP-
tools [10] are delivered with an extended tcl command language. Both packages have
the ability to include conditional and looping facilities. But the programmer has not
a flexible way of complete control over the system, but also the full liability over the
processing cycle.

The most sophisticated solutions are the visual programming languages. They allow
the user to connect a flow-chart of the intended processing pipeline using the mouse.
They combine the expressiveness and the flexibility of both above groups. Often they
contain not only a real mass of image processing functions and statistical tools, but
also a complete integrated development environment. One of the most advanced one is
VisiQuest (formerly known as Khoros/Cantata).

To the best of our knowledge, there is no image processing framework, that combines
all of our above described features like processing on demand of complete parts of the
filter tree in a flexible yet powerful way, making the system suitable for a wider range of
image processing tasks, like e.g. active vision problems on autonomous mobile robots.

4 Basic of Visual Attention

In our framework we call every processing step in a processing tree filter. A filter is
only one operation in the tree. It can be a filtering function (e.g. Gaussian filters), linear
transformation (e.g. Fourier), color conversions or morphological transformation. A fil-
ter can also be a neural Network for object recognition. Mostly a filter gets one image
and returns a image. But it is possible to have multiple inputs e. g. a Canny operation
[5]. Additional a filter can receive and return meta information like histograms or region
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Fig. 1. A simple example for a image processing tree with an attention filter and transmission of
vectors of ROIs

of interests. In our robotic image processing system we often split the image processing
job in three parts (attention, feature calculation, and classification).

The first step is to decide which parts of the image are interesting. We call filter with
region of interest (ROI) output attention filters. To save computing time every ROI is a
rectangle. So it is very easy and fast to calculate only in this ROI in later filters.

The second step calculates only features for the classification in the image parts
corresponding to the ROIs.
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In the last step a neural network [7] (e.g. MLP, RBF) classifies the calculated features
and returns the classification results.

In figure 1 you can see a example image processing tree for a simple object recog-
nition task. The black arrows show the transport of images, the black dotted arrows
transport metainformation, here a vector of region of interests. The gray dotted arrows
specify the control flow.

5 Methods

In this section the two most important points of the frameworks are described. First
we present the method to change filter parameters at run-time. Afterwards we show a
method to save computing time by evaluating only necessary subtrees.

5.1 Online-Parametrization

Each filter in the VIP framework can parametrized by xml. On start up of the vision
framework each filter will be initialized. The initialized parameters were selected from
a explicit indicated file or set on the default values. These parameters are now used in
each processing step of the filter. If the filters task is to index e.g. all green ranges, the
color values for green are stored in the parameters . This initialization of the filters is
a comfortable way to adapt the system on the environmental conditions. The disadvan-
tage of this procedure are the static parameters on runtime. If you would change the
parameters you have to start the system once again. A solution would be running a few
filters with different parametrization parallel and use only the best result. This is how-
ever not always possible from view of the computing time. The solution is a procedure,
which can change certain parameters at run-time. In order not to have a own filter for
e.g. each potential color, a filter can be extended by an CORBA interface. Now you
can change using these interface the predefined parameter values. The changed values
are used in the next call of the filter. So the next image result based on the new values.
Thus parametrization of a filter consists of a static parametrization by xml and an online
parametrization by CORBA. By binding with a CORBA interface now any client pro-
gram (or also a other filter) can adapt the parameters exactly for its purposes. With this
structure you can create general attention filters for attention tasks with nearly the same
task. By steering from the client the filter is specified for the actual task. So you have
a very task specific attention and you can save calculation power for different attention
filters.

5.2 On-Demand Calculation

With the online changing of parameters it is good to adapt a filter to the actual needs.
However the complete task changes e.g. instead of the object recognition for clawing a
object to a driving robot recognize obstacles on its driving path. A completely different
image preprocessing is necessary and the recognition methods for such objects need
probably completely different inputs. Hence it is necessary to use different attention
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methods. This can not manage a parametrization of a filter any longer. As in the figure 2
you can see the information flow divides in the image processing into several subtrees.
If every subtrees are processed by every frame, it is possible to calculate unnecessary
data. The VIP framework was designed to manage this problem by calculation subtrees
on demand. The pictures of the cam are triggered taken up but only processed if the
result of later filters in the control flow are queried. So it is possible for the application
program to steer only the image processing step which is needed at the moment. So you
can define different image processing steps in different subtrees. It is not necessary to
have ample calculation time for all subtrees for every frame in parallel.

Fig. 2. The client probram requires only a result of one subtree. So the other subtrees are not
calculated.

6 Example Application

In this section we demonstrate briefly three applications from our laboratory , which
shows the advantages of this frameworks. On the one hand a rather static environment
with a robot including a very slow computer and two other applications in the RoboCup
scenario.
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6.1 MirrorBot; Object Recognition

In this scenario a PeopleBot (robot from RWI) is located close to a table and has the
main task to manipulate the objects on the table. The robot moves only very slowly
(max translation 700 mm

s ). Therefore the major task of the robot is the recognition of
objects on the table as fast as possible. The robot gets its actual task by phonetic input.
Now if the robot should look for a certain object and has to manipulate it, the results
of the attention controll can be limited by online parametrizing the attention filter. If
the robot receives the instruction to drive to the orange, the application program steers
the image processing by CORBA, because an orange has certain characteristics with
were stored before. In this scenario mainly colors and simple form characteristics are
used. In figure 3(a) you can see all ROIs if the image processing system don’t know any
information of the actual task. In figure 3(b) only ROIs with green objects are shown.
In this case the application program sends information to the attention filter to find only
green objects with a certain size. So only few ROI are shown and later image processing
steps have to work on a smaller part of the image.

(a) (b)

Fig. 3. a) Result of an unspecific attention filter. Every object is framed by a ROI., b) Result of a
specific attention filter for green. Only green objects are framed.

In Table 1 you can see the saving of the computing time for this example picture. The
computing time for the pictures was measured directly on the robot. The robot works
with a 800Mhz Pentium III processor and 126 MB RAM. For complex computations,
like the neural object recognition [7] (second line in table), a Intel 2 dual Core 2,00 GHz
is used. You already see the fact that the image processing is faster by the restriction of
the objects. So some filters does not have to applied to the total picture. Likewise saving
of time are to be seen during the object recognition, because only few objects must be
classified.

With fewer ROIs you reduce computing time in nearly every step behind of the at-
tention filter. In image processing and in the application programs time can be saved.
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Table 1. Calculation time for the image processing for every frame and time for object recognition

Calculation time Calculation time
7 objects 2 objects

VIP 0.083 s 0.058 s
VIP + classification 0.083s + 0.013 s 0.058 s + 0.0018 s

6.2 Online Color Tracking on a RoboCup Robot

In many applications of robotics for simplification and for saving computing time the
original picture is indexed . So the original colors are converted to only few pre-defined
colors. In this index images you can find color blobs very easy and fast. This proce-
dure presupposes the fact that the color calibration is done before system starts. The
index color table was made by hand or semiautomatic and is initially once loaded. The
problem here are changings in the lighting conditions. Because if the light changes e.g.
by sunlight the index image is not very well indexed any more. To save this problem
we developed a online color tracking system [8] , which works during the robots run.
It adapts the indexed colors over the time. The procedure needs around 100ms to con-
struct a whole new index table . This step is necessary only every few minutes, so the
computation can be divided into several partial computations over the time. The online
color tracking is included in a own filter. Owing the on damand implementation the
application program can call the colortracking filter for example every 100ms . This
task stores then new data and generates a new color chart without loading the system
too much. With this procedure the attention filter can adapt to the lighting conditions
steered by a client program. If the client detects changes in the light or bad indexed
images so it can steer to update the colortable.

6.3 Processing Variability by CPU-Load

If every individual task of attention is in a own subtree of the imaging process, you
can give the trees priorities and so you can create a priority-based application program.
It is useful in several scenarios, for example in RoboCup. If there are many different
objects to detect but not enough calculation time on the CPU free, the client can seer the
calculation on priorities. In this example the robot has to recognize the ball very fast.
For the self localization it needs the fieldlines and the goals. For ambitious behaviors it
is good to recognize the other robots on the football field.

Thus you give a high priority (low number) to the attention control for balls and
a little higher number for attention of lines and goals . Robotdetection gets a higher
number than lines and goals. Now all ROIs are computed for balls and classified (if
possible in each frame). Is still computing time on the processor free, additionally the
filter subtree for lines and Goals is called. Likewise you proceed for the subtree of robot
detection. If the computing time rises too much, first tasks with low priority are not any
longer called. This leads then usually that tasks with low priorities are not computed for
each frame. But free computing time is used for not so important tasks. In figure 4 you
can see a example for prioritize image processing in RoboCup in our xml format. The
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<section name="Filter_arbitrate" >
<parameter name="Load" value= "0.85">
<parameter name="BallDetection" value= "0">
<parameter name="LineDetection" value= "1">
<parameter name="GoalDetection" value= "1">
<parameter name="RobotDetection" value= "2">

</section>

Fig. 4. Example for image processing priorities

priority 0 for BallDetection tells the application to demand the ball position for every
frame. LineDetection and GoalDetection are calculate if there is free calculating time.
The load of the last half second gives the decision how much filtertrees are calculated.
Is the load below the value in the xml file (in our example 0.85) then a new subtree with
a lower priority is called additionally. If the load is to high subtees with lower priorities
are not called for the next frame.

7 Conclusion - Future Work

In this paper we presented a framework for flexible top-down visual attention. We
showed that is not necessary to compute image operations you don’t need at the time.
So you reduce the CPU costs on runtime. With the CORBA interface to a filter it is
very easy to change parameter on runtime, so you can keep your processing tree very
simple for different attention jobs. The advantage of this framework is that the appli-
cation client can control the control-flow of the image processing and can also change
parameters in a filter.

In future work we want to develop a userfriendly and flexible interface to give the
tasks priorities. And the system should know the mean processing time of a subtree of
precalculate the CPU load. So the top of the defined load is never reached.
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Summary. We present an outdoor topological exploration system based on visual recognition.
Robot moves through a graph-like environment and creates a topological map, where edges rep-
resent paths and vertices their intersections. The algorithm can handle indistinguishable crossings
and close loops in the environment with the help of one marked place. The visual navigation sys-
tem supplies path traversing and crossing detection abilities. Path traversing is purely reactive
and relies on color segmentation of an image taken by on-board camera. The crossing passage
algorithm reports azimuths of paths leading out of a crossing to the topological subsystem, which
decides what path to traverse next. Compass and odometry is then utilized to move the robot to
the beginning of picked path. The proposed system performance is tested in simulated and real
outdoor environment using a P3AT robotic platform.

Keywords: topological mapping, visual navigation, exploration.

1 Introduction

The problem of autonomous exploration and mapping of an unknown terrain remains
a fundamental problem in mobile robotics. The key question during exploration is to
determine where to move the robot in order to minimize the time needed to completely
explore the environment. For known, graph-like environments, the mapping task sets
up the problem of finding the shortest round trip through all edges of the graph. This
denotes in principle the well-known chinese postman problem.

This paper describes a technique to explore an unknown environment and buildup
a proper topological map of it [2, 3]. Topological maps [6],[5] mainly rely on graph
representation of spatial properties of the environment as vertices represent places and
edges denote paths between corresponding places. Therefore, edges represent procedu-
ral knowledge how to navigate from one place to another.

Environment is sensed by a visual recognition system similar to [1, 7] capable to
navigate paths, recognize and traverse crossings. It is assumed, that all paths are dis-
tinguishable from non-traversable terrain by color. Identified crossings correspond to
nodes, interconnecting paths refer to edges. Paths forming a crossing are distinguished
by an azimuth at which they lead out.

The paper is organized as follows: The introduction presents a brief overview of
visual based topological mapping. The next chapter presents topological mapping algo-
rithms. The following division describes how the robot navigates paths and recognizes
crossings. After that, the experimental setups and results are described. The last section
concludes results and proposes next research directions.

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 333–342, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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2 Topological Exploration

The exploration and mapping problem denotes the process of finding a spatially con-
sistent map. A topological map generally represents spatial knowledge as a graph
G = (V,E), describing locations and objects of interest as vertices v ∈ V and their spa-
tial relations as edges e ∈ E . The edges can also reflect the procedural knowledge and
control laws used to navigate between vertices.

Vertices - places of interest - are crossings of the roads. Crossings are places where
robot can take a decision and change the way. Only one vertex is marked and there-
fore distinguishable from others. This vertex is called a “base”. All other vertices are
handled as indistinguishable. Vertices are detected by GeNav system(see sect. 3). The
description of crossing detection procedures in GeNav is in the section 3.2.

Edges reflect roads and also store directions of outgoing roads signed by azimuth
referred to magnetic field of the Earth. This information is used for crossing navigation.
The robot uses the compass for determination of roads’ azimuths. The exploration al-
gorithm assumes that azimuths are determined with certain precision independently on
the time. It is assumed that angle between any two edges leading from one vertex is not
smaller than azimuth assessment precision.

The exploration and mapping algorithm presented here is based on multi-robot topo-
logical exploration algorithm described in details in [4]. Main difference is replacement
of one robot with marker (base). This change allows to use only one robot.

Let us presume that a robot can determine its position status as being on a vertex. On
the other hand, this robot position can not be distinguished from another, similar places
at once except being on vertex marked as “base”. It is assumed that if there is an edge
between two vertices in a world model, the robot is able to move between these two
vertices. This transition is executed by applying a single control strategy c(e).

The control strategy c(e) leads the robot along the edge e. As a first step, the robot
uses compass data for turning to azimuth read from e. Subsequently, the robot follows
the road using GeNav system path recognition (see 3.1).

It is also assumed that if the robot applies in certain vertex u control strategy c(e),e =
(u,v), it gets to the same vertex v at any time.

2.1 Algorithm

The algorithm consists of two phases, which are “exploration” and “vertices merging”
procedures.

In the exploration phase, the robot moves through the environment and makes its
own map GM = (VM,EM) of the world. As the robot cannot distinguish particular ver-
tices from each other, it is also unable to close loop in exploration without visiting the
“base” vertex (or interacting with some other robot). Moreover, every visited vertex
must be handled as unvisited one until the robot proves the contrary.

The vertices merging phase starts whenever the robot detects the “base” vertex. This
situation allows to close the loop and merge identical vertices. During the exploration
phase, one place in the environment might be represented by more vertices in the map.
This inconsistence is reduced in the “vertices merging” phase.
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The algorithm works properly only if the robot is able to follow all detected edges.
Existence of complementary edges is also necessary. Edge ē ∈ E is complementary to
edge e ∈ E if and only if expression 1 holds.

∀e ∈ E,e = (u,v) ∃ē ∈ E, ē = (v,u) (1)

Moreover, the robot knows complementary edge ē after passing e. It means that the
robot is able to backtrack its movement.

After the robot passes from vertex u to v, it also knows how to move from v to u
even without passing this way back. In this implementation, this condition is fulfilled
because if the robot knows azimuth from which it entered a vertex, it also knows the
way back.

Exploration Phase

The robot moves through environment and stores vertices and edges into the map during
this phase. At the beginning, the robot has no information about the environment. The
robot starts to follow actual edge until a crossing is detected. This crossing is stored in
the map as a first vertex. Nearest unexplored edge is used for further movement.

The exploration phase is based on graph depth-first search (DFS) algorithm. This
algorithm is greedy because the robot follows the nearest vertex with unexplored edge.
If there is more than one unexplored edge in actual vertex, it is chosen randomly with
uniform probability. It is possible use also breadth-first search (BFS) algorithm, but the
robot travels bigger distances with BFS.

When the robot arrives to a next vertex (crossing), the edge between this and previous
vertex is added into the map. The complementary edge is known from entry azimuth
and is also added into the map. If the robot visits the “base” vertex, vertices merging
phase is executed.

Algorithm 1. exploration phase
follow edge c(e);
if detected crossing then

add new vertex v to the map VM ;

while exists unexplored edge in the world do
if all edges from u was explored then

find path to nearest node with unexplored edge;
choose first edge e from path;
use control strategy c(e);

else
choose randomly unexplored edge e;
store azimuth into t(e); use control strategy c(e) to move to v;
use angle opposite to entry azimuth as t(ē);
add vertex v into the map VM ;
add edge e = (u,v) to the map EM ;
add edge ē = (v,u) to the map EM;
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As the robot uses only greedy algorithm, exploration can take a long time. If the
environment is tree-like with n crossings, exploration finishes in 2n steps. When cycles
occur in the environment, the robot can get stuck in it for long time, especially if the
cycle does not contain the “base”. To ensure consistency of such environment map with
greedy algorithm is also time consuming.

Therefore the metrical heuristic function is utilized. This heuristic function estimates
metric position of the vertex from robot odometry. After the robot spends certain time
in unexplored space, edges directing to the base are preferred. Edges are still chosen
randomly but not with uniform probability. The Roulette-wheel selection is used. The
parts for each edge are allocated according to its deviation from the direction to the
base. Largest part of the wheel has edge with lowest deviation.

Random choice must be keeped because errors in computation of base position are
affected by cumulative errors in odometry. Also roads may not be straight but can have
different shapes.

Vertices Merging Phase

At first, the actual vertex recognized as base is merged with base vertex in the map.
Next, the robot makes the map consistent.

Algorithm 2. vertices merging phase
merge(vactual ,vbase) ;
while ∃u,v,w ∈ VM : (u,v),(u,w) ∈ EM ∧ t(u,v) ≈ t(u,w) do

merge(v,w);

By assumption, there may exist exactly one edge of each type leading from every
vertex. Type of the edge is denoted t(e) or t(u,v). The same edge type means that the
difference between azimuths is smaller than azimuth recognition precision. If two or
more edges of the same type lead to different vertices, these vertices necessarily repre-
sent the same place in the world and therefore are merged. This is repeated recursively.

Algorithm 3. merge(u,v)
while ∃x ∈ VM : (v,x) ∈ EM do

if (u,x) /∈ EM then
add (u,x);

remove (v,x);

while ∃x ∈ VM : (x,v) ∈ EM do
if (x,u) /∈ EM then

add (x,u);

remove (x,v);
remove v;



Visual Topological Mapping 337

Terminal Condition

The whole exploration procedure terminates whenever the environment is explored
completely. It means that the robot has available a complete map of the environment
at this time. By assumption, the map is complete if and only if no vertex of the map has
unexplored edge. If local map acquired by the robot satisfies the condition of complete-
ness, the robot stops its movement.

3 Visual Navigation

The GeNav (Gerstner Navigation) system was created for path and crossing recognition
by calibrated camera aimed at a surface in front of the robot. The viewed area spans
from 1 to 5 m in the direction of the robot movement and approximately 3 m to both
sides. It is supposed, that color of the path is given by other method or sensor, or is
known in advance. Path color can be also entered by an operator.

A hue-saturation-value (HSV) color space is utilized for path color specification, be-
cause a Cartesian product of HSV values color description offers greater invariance to
the changing illumination than similar description in Red-Green-Blue color space. To
prevent costly calculations of HSV description of every evaluated pixel during recog-
nition procedures, a RGB lookup color table is first computed from the HSV color
specification.

The system implements two behaviors: path traversing and crossing passage. In the
path traversing mode, the algorithm attempts to keep the robot in the middle of recog-
nized path while driving it forwards. It estimates the width of the recognized path and
executes crossing recognition routines when this width changes rapidly. Once a cross-
ing is recognized and approached, the robot switches to the crossing passage mode and
sends crossing description to topological mapping module. The topological module ei-
ther designates a pathway the robot should take when leaving the detected crossing
or announces completion of exploration. The robot moves to designated exit path and
reactivates the path traversing mode once the exit path is reached.

After start, GeNav checks, whether it can gain access to camera and the robot con-
trol board. If unsuccessful, it reads a predefined map and spawns a simulator. Then, it
attempts to connect to the topological module. In case the topological module is not
running, a random number generator for crossing turn decisions is initialized.

3.1 Path Traversing

In the first step of the algorithm, last row of acquired image is searched for pixels of
path color and a mean value of their horizontal coordinate is computed. After that,
an identification of path boundaries on this row is performed, i.e. a pixel sequence of
other than path color is searched in both directions from the mean position. Path middle
and width are then calculated out of the detected boundaries. If the width is greater than
a predefined threshold, the algorithm proceeds to a higher row with search start position
given by the current path middle coordinate. The search algorithm is completed when
path width drops below this threshold.
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Fig. 1. Block scheme of GeNav system

Robot forward velocity v and turn speed ϕ vector is given by

(
v
ϕ

)
=
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α(h − r)− β |∑h
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i=r(

w
2 − mi)

)
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where h and w are the image height and width respectively, mi is detected path middle
of the ith row, r is the last processed row number and α , β are constants.

Because noise is usually present in the image, middle and width values are smoothed
by second order linear adaptive filters.

Fig. 2. Detected path and crossing

3.2 Crossing Recognition

Unlike path recognition, employability and precision of this routine requires the camera
to be calibrated. If the detected path width differs from the predicted one consecutively,
crossing detection routines are activated. These search for continuous regions of path
color on the periphery of the sensed image. Regions not connected by a path to the
center of detected crossing are removed. Image coordinates of the remaining region
centers are converted to the robot coordinate system (crossing is considered to be planar
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and collinear with robot undercarriage). The crossing description is then calculated out
of these regions, detected crossing center and compass measurements. This description
consists of a set of path bearings leading out of the crossing. Optionally, position of
crossing center measured by odometry or GPS is added to the descriptor.

Finally, the image of crossing center is searched for a large blob of predefined color.
If such blob is found, the crossing is designated as a “base”.

The description is then delivered to the topological mapping module and the robot
moves forward to the crossing center. A command with azimuth of output path is re-
ceived and the robot turns to this direction. Afterwards, the robot moves forwards a short
distance and path traversing routines are activated. For a short time, crossing detection
routines are inhibited to prevent recognition of same crossing consecutively.

4 Experiments

4.1 Simulated World Experiments

Because real-world testing is a time costly process, system behavior has been first tested
on a simulator. The robot behavior was simulated using MobileSim1. Synthetic camera
images were automatically generated from a hand-drawn map of a part of Kinsky garden
in Prague. In order to improve the realism of generated images, real-world textures were
used and artificial noise was added.

Fig. 3. Generated view and textured map

The system was tested on four maps of various sizes (see figure 4). Ten test runs
were performed for each map. Exploration time, number of failed exploration attempts
and number of crossing passages were recorded (see table 1).

The topological exploration algorithm requires the system providing node informa-
tion to be absolutely inerrant. Even that the GeNav system recognition success is ap-
proximately 98%, exploration success rate drops fast with the increasing number of
passed crossings.

1 http://robots.mobilerobots.com/MobileSim/
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Fig. 4. Explored maps

Table 1. Simulation results

Map size (crossings) Crossings traversed Failures Exploration Time (s)
Minimal (4) 11 0 365

Small (5) 14 0 418
Middle (8) 28 2 922
Large (14) 63.2 4 2283

Fig. 5. (a) Outdoor experiment map; (b) robotic platform

4.2 Real-World Experiments

Outdoor experiment was performed by Pioneer 3AT robotic platform with TCM2 com-
pass. The robot was equipped with Fire i-400 camera providing 15 color images per
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second at 640x480 pixel resolution. The images were processed in real time by Intel
Core 2 Duo notebook.

A rosarium at Kinsky garden2 in Prague was chosen because of its narrow short paths
and crossing abundance. In order to keep the mapped area reasonably small, the cross-
ing descriptions send to the topological mapping system were reduced. Paths leading
forward or to the right were not reported, resulting topological map was a cycle with
four nodes.

5 Conclusion

The proposed system is capable to create topological maps of outdoor, graph like en-
vironments. Its main disadvantage relies in the fact, that visual recognition is purely
reactive and therefore not capable to recognize larger crossings. The system has been
successfully tested for small-scale environments. Exploration of larger maps may result
in a failure, because topological mapping expects the vision system to be absolutely
inerrant.

Our future research will be aimed towards increased robustness of the exploration
system. The topological exploration algorithm will be improved to deal with occasional
errors of the vision recognition. The visual recognition will be extended by building
a local map of robot surrounding. Thus, navigation of crossings and paths larger than
viewed area will be made possible and recognition reliability and precision will be
raised. We also plan extending information exchange between both subsystems in order
to use adaptive color segmentation. Methods allowing to distinguish passed crossings
will be tested.
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Summary. The ability of a robot to navigate itself in the environment is a crucial step towards its
autonomy. In this article a method for simultaneous localization an mapping (SLAM) of mobile
robots in six degrees of freedom (6DOF) is presented. As an input, the method is using 3D range
data acquired from a continuously inclined laser rangefinder. The localization and mapping task
is equal to the registration of multiple 3D images into a common frame of reference. For this
purpose, an extended version of the Iterative Closest Point (ICP) algorithm is being used. In
order to accelerate the time-demanding 6DOF image registration, the method is modified in the
following way: first, a 3DOF registration is performed using leveled maps extracted from the 3D
data, followed by a robust 6DOF registration. The proposed method compared to a single phase
6DOF registration gives promising results in structured environments.

Keywords: ICP, SLAM, Leveled Maps.

1 Introduction

The navigation is an essential step towards the autonomy of the robot. Only when the
robot can localize itself in the environment and also sense its surroundings in an orga-
nized way, it can be used for different objectives. An autonomous mobile robot could
fulfill different tasks which could range from utility of households, transportation of
people and goods, exploration of unknown environments, automatic civil construction
etc. The two aspects which make such applications of robots interesting are economical
efficiency and also increased safety.

The main focus of this research is on the localization and map building in 3D using
range measurements. These both task have to be performed simultaneously because the
robot operates in an unknown environment: the position of the robot is determined for
the currently updated map, and the map could not be updated if the position of the
robot in the surrounding environment would not be determined. This method is in fact
Simultaneous Localization and Mapping – and a SLAM algorithm is being used in this
research. In this case we are acquiring three dimensional range data and the localization
is being computed in six degrees of freedom: three translations and three rotations.
Currently existing methods’ main issue is the computational cost of the registration of
different 3D range images into the common coordinate system. Therefore an important

H. Bruyninckx et al. (Eds.): European Robotics Symposium 2008, STAR 44, pp. 343–353, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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objective of this research was to accelerate the existing 6DOF SLAM methods. The
SLAM method presented in this article is in fact an enhanced two stage ICP SLAM
method.

At the early stages of this research it was also necessary to develop a device capable
of sensing the environment. This article will therefore commence with the descrip-
tion of the existing 3D ranging technologies and the developed module for 3D range
measurements. This will be followed by an insight into the theory of the leveled map
accelerated 6DOF ICP SLAM algorithm and finally the achieved experimental results
will be presented.

2 State of Range Measuring Systems for 6DOF SLAM

The localization and exploration tasks could only be solved if we acquire important
information about the surrounding environment. The latest range sensors are able to
provide 3D range measurements of the environment in such a precision and detail that
the possibilities of using this information to navigate the robot are so far unused.

2.1 Time of Flight 2D and 3D Laser Rangefinders

The current mainstream in 3D mapping is the use of 2D laser rangefinders, which are
installed in an actuating mechanism allowing the inclination of the sensor and thereafter
3D range data acquisition. The main characteristics of 2D laser rangefinders are their
high precision of measurements over long distances (often 80m) and low minimum
measured distance (down to 2cm).

There are more ways of inclining the ranging sensors in order to obtain the 3D data -
different team’s solutions will now be discussed. The most detailed analysis of the ways
to use a 2D laser rangefinder for fast 3D scanning by rotating it around different axes
was performed by Oliver Wulf from the University of Hannover [5]. The team from the
ISE/RTS department has tested four methods of inclining the SICK laser rangefinder:
pitching, rolling, and two different yawing methods. The analysis focuses mainly on
the measurement of point distribution of various inclination principles. The analysis
has shown that the density of measured points is always higher in areas where scanning
beams are closer to the axis of inclination.

Thrun et al. and Zhao et al. are using multiple static mounted 2D laser rangefinders
which are oriented in different axis and the planar data are merged into 3D model based
on the current pose of the robot [4][8]. One scanner is oriented horizontally and another
vertically, Zhao et al. use two additional scanners shifted by 45◦ from the previous two,
to obtain a better model with less occlusions. Creating a 3D model requires movement
of the robot and the errors which arise from the measurements of vehicle’s odometry are
also projected into the 3D model. The pose of the robot is also determined using a 3DOF
SLAM on the data from the horizontal scanner and the odometry information; therefore
the odometry error could be eliminated requiring a fast synchronization between the
two scanners and slow movement of the robot.
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3 3D Range Data Acquisition Platform

3.1 On Selection of the Rangefinder

In our research a planar laser rangefinder is being used for measuring the range data.
The sensor SICK LMS 200 was chosen for the following paper characteristics: it is
capable of data acquisition at scanning speeds up to 75Hz (plane scans per second), its
angular range is 180 degrees and resolution at this speed is 1◦ or 0.5◦ in interpolated
regime. The maximum distance range of the scanner is 80 meters and the systematic
error at the distance of 8 meters is ±15mm. The RS-422 serial link at 500kbps was
used as the communication subsystem.

3.2 3D Range Scanning System

In order to measure distances in three dimensions, the sensor has to be moved or in-
clined while scanning the planar ranges. In this research, the objective was to develop a
robot-independent platform, which could be installed on different robot platforms avail-
able at our workplace. Therefore the inclining mechanism was selected so that a system
for moving a robot when scanning is not required.

The orientation of the scanner was also an issue. The analysis performed by Wulf et
al. concluded that the orientation of the scanner is very influential on where the highest
density of scanned points would be [6]. In each application, this highest point density
area should be directed to the area of interest, which in case of this research would
be in front of the robot. This would imply the rolling inclination of the scanner (see
Fig. 1 left). Though there were other criteria which were influencing the selection of
the inclination method. A very important factor was the possible field of view; another
aspect was the possibility of 3DOF SLAM use during the movement of the robot which
requires horizontal alignment of the scanning plane with the ground. Taking all these
factors into account, the “pitching” inclining method was selected: the principle of the
pitching inclined mechanism is also presented in Fig. 1 (right).

For the actuating device powering the inclining mechanism, a DC motor was se-
lected. The main operation regime is precise angular velocity regulation, meaning that
the inclination is changing at a constant rate. The SICK LMS sensors have a very sta-
ble and precisely determined duration of one rotation of the mirror inside the sensor
(13.32ms) which corresponds to double of the time it takes to measure 180 range val-
ues. If we obtain the information about one single pitch (inclination) angle position
of the scanner at a given time and at specific rolling angle, the pitch angle ϑi of any
scanned point can be determined given the constant inclining speed.

In order to ensure correct operation of the hardware, it was necessary to equip the DC
motor with a precise incremental encoder and to ensure that the motor itself is powerful
enough to overcome the disturbance of gravity and other influences (friction etc.). The
resulting 3D image in case of continuous inclination is not in the regular matrix form
since the measured points are positioned as if the scanned lines were tilted. Therefore,
data processing is more complicated, requiring computation of the additional parameter:
the inclination of each scanned point.
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Fig. 1. Two considered principles of inclining the sensor: the “rolling” inclination around the
median scanning angle (left) and the selected “pitching” inclination around the minimum and
maximum scanning angle (right)

3.3 Available Robotic Platforms

The 3D range scanning system was accustomed mainly for one experimental robot:
Universal Telepresence and Autonomous Robot (UTAR). This platform was developed
especially for experimental objectives and is based on a skid-steered wheeled platform
[7]. The robot can operate in both interior and exterior environment, allowing movement
in light terrain (the maximum height of an obstacle is 10cm). Its maximum velocity is
2km/h; the drivers are digitally controlled, allowing readings from incremental encoders
connected to both motors. It is equipped with an industrial PC and the communication is
performed by a WiFi MIMO module. Another platform which is being used for the 3D
scanning is the HERMES omni directional platform based robot. The mechanism of this
platform is using a servo motor for inclining the sensor. This platform is also suitable
for experiments since it allows movement of the robot in three degrees of freedom. Both
robots are shown in Fig. 2.

4 On Leveled Map Accelerated SLAM Method

A block diagram of the overall navigation method is shown in Fig 3. In this diagram
one can differentiate three main parts of the navigation system. The first part is naturally
the sensor subsystem, using the above described scanner and inclination module. Then
in the second part (not highlighted in the diagram), the 3D data are preprocessed and
reduced in order to be matched and to expand the model of the environment in the final
part – the SLAM core. The output from the SLAM core is the localization of the robot
in six degrees of freedom (roll, pitch, yaw angles and x, y, z translations) though the
created model of the environment could also be perceived as an output.

The measurement of the data was already discussed in the previous chapters. The
preprocessing is mainly serving the purpose of computing the inclination angles and
spherical and Cartesian coordinates of each scanned point. Also, the aligning of the
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Fig. 2. Robots equipped with the 3D ranging devices: UTAR with the continuous inclining plat-
form (left) and HERMES with the servo controlled inclining platform (right)

measured data with the robot’s construction is done since there are problems in syn-
chronizing the range data readings with the absolute inclination values.

Then data reduction takes place, removing the robot and the inclining mechanism
from the 3D image since these would introduce additional error in the registration (the
robot and this mechanism is always in the same position in the data).

In this method the model of the system composes of two sub-models: the leveled map
model and the 3D environment model. This corresponds to the fact that the SLAM core
composes of two phases: in the first phase, leveled maps are extracted from the 3D data
and these are registered in a 3DOF ICP based matching algorithm. Then the 3D data
are transformed according to these results in 3DOF and passed to the robust 6DOF ICP
based matching algorithm. Since the ICP is used in both phases of the SLAM algorithm
it will be discussed in the next subchapter, followed by a detailed description of both
phases of the navigation algorithm.

4.1 Iterative Closest Point Algorithm

The Iterative Closest Point (ICP) algorithm is an iterative aligning algorithm first pro-
posed in 1992 by P. Besl and N.D. McKay [1]. A detailed application of this algorithm
in 6DOF SLAM can be found in publications by Fraunhofer AIS institute [2]. The ICP
algorithm implemented in this project is very similar to the ICP presented by the Fraun-
hofer AIS. The Iterative Closest Point algorithm registers a data image – a set of points
D - into the model image – the set of points M. This step is based on finding the optimal
rotation Rand translation tcorresponding to the displacement and rotation of the robot
for which the matching of the new scan into the global frame of reference with previous
scans is most consistent. In ICP, this is expressed as minimizing of an energy function
as stated in equation (1).

E = f (R,t,M,D) =
m

∑
i=1

n

∑
j=1

wi, j
∥∥mi − (Rd j + t)

∥∥2
(1)
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Fig. 3. The block diagram of the navigation method: 6DOF navigation system using 3D range
data

M = {m1, ...,mi},D = {d1, ...,d j} (2)

R = VUT ,t = cm − Rcd (3)

H = UΛV T =
N

∑
i=1

(di − cd) · (mi − cm) (4)

In the energy function, weight wi, j is 1 if the point di in D describes the same point
as mi in M (the points are corresponding), otherwise it is 0. The optimum rotation R
is found as in (3), the two matrices Uand V are obtained using singular value decom-
position of matrix H as in (4). The matrix H is calculated by adding the multiplied
vectors of corresponding (closest) data and model points di and mi which are centered
using data and model centroids cd ,cm. Final translation tis derived from the centroids
and the rotation as in (3). In each iterative step, the algorithm selects closest points as
corresponding and calculates the transformation (R,t) according to the minimization of
E(R,t).

There are also other methods for minimizing the E function, easy to implement is a
quaternion based method. Both mentioned methods are applied and evaluated by Fraun-
hofer AIS, in later work SVD is preferred due to its robustness and easy implementation
[2]. The most computation demanding task of the ICP method is the determination of
the closest points. There are methods to speed up the search of corresponding points,
commonly used in 3D graphics programming. Majority of them is based on the structur-
ing of point clouds using a tree structure: octrees, box decomposition trees and kd-trees
[2][3]. The kd-trees are a generalization of binary trees where every nod represents a
partition of a point set to the two successor nodes.
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In the ICP algorithm applied in this research, kd-trees are built for the model using
a sliding midpoint splitting rule proposed by D. Mount [9]. This is followed by the
building of the H matrix using closest point queries to find matching model points for all
data points. This was done in two variants: the first variant does not keep track whether
the model point was already used and therefore one model point is possibly used for
more data closest point matches. The validity of the match was only limited by a largest
distance limit of the two points (typically set to 40cm). The second variant keeps track
of the already used model points and restricts the reuse of them unless the distance of
the current queried point from the model is lower that for the previous match.

After all data points are queried, the updated H matrix is decomposed using singular
value decomposition. The rotation is obtained from the resulting matrixes and it is tested
whether it is close to ones matrix. If so, the optimization does not alter the solution
any more and the ICP is finished. In case the reuse of model points was restricted, the
centroids are recalculated only using the matched points. The translation t is determined
from the rotation and the centroids, as in (3).

4.2 First Phase: 3DOF Match Using Extracted Leveled Map

The main objective of the research was to implement and accelerate the 6DOF ICP
SLAM method. The main focus was not given to the ICP algorithm itself and the search
of the closest points, although the algorithm was modified so that it works with realisti-
cally overlapping data sets. The inevitable problem in 6DOF ICP SLAM is the number
of points for which the closest point search has to be performed in many iterations. This
is due to the size of the 3D data sets. Therefore the focus was on how to perform the reg-
istration initially in fewer dimensions and thus fewer degrees of freedom, decoupling
the registration in certain degrees of freedom from the overall robust but slow 6DOF
SLAM. Ideally, this 3DOF registration would be invariant to the remaining 3DOF pose
of the robot.

In this solution, one aspect of the physical environment is being used to decouple the
3DOF registration from the 6DOF SLAM: it is the gravity. It is quite easy to measure
the robot’s pose in two degrees of freedom: the pitch and yaw inclination. Since we can
measure these angles, the 3D data can be pre-aligned so that the 2D data extraction for
the 3DOF SLAM can be independent on the pitch and roll inclination of the robot. This
2D extracted data set is called leveled map since it is aligned with the horizontal plain.
In other words the leveled map created from the 3D data is invariant on the pitch and
yaw inclination of the robot since we can measure these angles and align the 3D data
in these two degrees of freedom before the extraction. Then we have to ensure that the
2D leveled map is also invariant on the remaining degree of freedom – the z (“upward”)
translation. This implies the type of object we will extract into the leveled map: vertical
objects. We assume that the environment has such characteristics that in most times the
robot will be able to see vertical objects in all heights (that is z translations), therefore
the extracted leveled map will be independent on the robot’s pose’s z translation. This
is actually true for most single-floor indoor environments and also for some outdoor
environments. In the first phase of registration, the three degrees of freedom which will
be registered are the horizontal translations x and y and the yaw angle ψ .



350 O. Jež
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Fig. 4. The block diagram of the leveled map extraction algorithm

The leveled map extraction is done in the following algorithmic fashion:

1. First it is necessary to create vertical “columns” in the data. This could be either
done by adapting the scanning platform (aligning the scanning planes with the ver-
tical axis – not in case of this research) or by sorting the data by the yaw angle and
extracting equidistant columns (in this implementation using Combsort algorithm).

2. Sorting these columns by the vertical height of points.
3. Search for clusters of points with similar horizontal distance (within a specified

tolerance) in the columns, ensuring that these clusters contain points whose hori-
zontal distance deviation is smaller than a specified criteria and that the cluster is
higher than a specified minimum height and that it is not interrupted by more than
a specified maximum height gap.

4. Each such cluster satisfying both conditions is considered to be a vertical structure
and is recorded into the vertical map (computing the coordinates as a mean of the
cluster’s points’ coordinates).

The algorithm of the vertical structure extraction is shown in Fig. 4. When the leveled
2D map is constructed, it is passed to the 3DOF ICP algorithm. A kd-tree is built for
the leveled model set and then closest points to the leveled data points are queried,
updating the matrix H and finally obtaining the rotation R using the SVD algorithm.
This matching can use both variants, so we can choose if model points are repetitively
matched to more data points. The result from this ICP registration is the rotation and
translation in 3DOF (yaw angle – rotation around z axis, x and y translation).

4.3 Second Phase: 6DOF Match

The obtained estimate of the yaw rotation is applied to the 3D data set and this is
then used in the 6DOF ICP match. Since the ICP is working with centered data sets,
the application of the translation is not necessary at this point. The ICP algorithm as
described earlier is applied on the 3D data, iteratively calculating the optimal rotation
R, finally resulting in the full 6DOF match of the data. Then the data can be used to
expand the overall model of the environment.
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Fig. 5. Scans of a hallway: unmatched (left) and the matched solution (right), 3D images (upper)
and leveled maps (bottom)

5 Evaluation of the Method

In order to evaluate the potential of the accelerated 6DOF SLAM method, three different
types of datasets were used: in the first dataset, the scans are taken in a single floor
orthogonally structured hallway. The second dataset was a laboratory room, though
this time it contained many scattered objects of different shapes. The last set contained
scans of multi-storey indoor environment with scattered obstacles of different shapes
and size. The performance of the method was compared to a non-accelerated version of
the 6DOF SLAM, comparing both ICP versions with enforced or not enforced single
matching of model points. In Fig. 5, the original and matched solutions are shown in
both 3D visualization and Leveled maps.

Since the unique use of model points in the closest point queries proved to output
more accurate results, the results for this setting will be presented (although this setting
increases computing time). The computing effort to extract and match the leveled maps
was very small compared to the time required to match the 3D scans (it was always
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under 3% of the total computing time – from 100 to 500ms depending on the data size
and structuring).The overall improvement of the registration time was the following:
55% savings (in total time / closest point queries) for the hallway data set, 39% for
the room with objects and 39% for the complex multi-storey scan. For illustration, the
hallway scans shown in Fig. 5 took 12260ms to match when leveled maps accelerated
the match compared to 27438ms when in single-phase ICP (the data and the model each
consisted of approx. 30000 points after data reduction on Pentium M 1.8MHz machine).

6 Discussion

The implemented 6DOF SLAM method proved to be matching the 3D images correctly
and the improvement of the overall 6DOF SLAM method performance when acceler-
ated by leveled maps’ match is most significant in case of indoor vertically structured
environments. In all tested conditions, the robot did not travel in vertical direction there-
fore such sensitivity could not be evaluated. The rate with which the first phase – using
leveled maps - accelerates the registration is higher for typical building environments
while the second phase 6DOF registration algorithm itself is robust and suitable even
for much more complicated environments; therefore robustness of the algorithm is pre-
served. Further evaluation and testing in different environments is subject to future re-
search.
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Jäkel, Rainer 53
Jaulmes, Robin 123
Jauregi, E. 313
Jebens, K. 293
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Szádeczky-Kardoss, Emese 175
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