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Summary. Impact assessment (IA) in policy making processes has received increas-
ing attention in recent years. One of the major challenges in IA is how to rationally
handle and make maximum use of information in uncertain and qualitative data
so that the best course of action can be reliably identified. It is discussed in this
chapter how the Evidential Reasoning (ER) approach for multiple criteria decision
analysis (MCDA) can be used to take the challenge. The ER approach and its soft-
ware implementation, called the Intelligent Decision System (IDS), are developed
with a focus on rationally handling a large amount of information of both a qual-
itative and quantitative nature and possibly with different degrees of uncertainties
in assessment problems. It applies belief decision matrices for problem modelling so
that different formats of available data and uncertain knowledge can be incorpo-
rated into assessment processes. It uses an evidential reasoning process on the data
to generate assessment outcomes that are informative, rational and reliable. Several
examples are examined to demonstrate how IDS can be used to support activities
in different stages of an IA process, namely (a) problem structuring, (b) assess-
ment model building, including value elicitation, (c) data collection, management,
and aggregation, and (d) data presentation and sensitivity analysis. This investi-
gation shows that IDS is not only a versatile assessment supporting tool, but also
a knowledge management tool which helps to organise assessment knowledge and
data systematically for better traceability, consistency and efficiency in assessment.

1 Introduction

Policies and regulations affect many people or businesses in many ways. To en-
able better policy making, impact assessment (IA), a process of identifying the
future consequences of a current or proposed action, has received increasing
attention in recent years among OECD countries (Organisation for Economic
Co-operation and Development) [10,17].
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Initially IA was focused on whether regulations would impose an unnec-
essary burden on the private, public or third sectors. It was essentially an
economic cost benefit analysis tool. Realising that an assessment may not be
complete without properly taking into account all factors in question, over
recent years, a number of countries have begun to establish new forms of inte-
grated IA that include the assessment of unintended, long-term or non-market
effects and inter linkages between different issues of concern. For example in
the UK, IA has been expanded to include the consideration of social, environ-
mental and economic impacts [4, 10] and is becoming more complicated.

To further add to the complication, various types of uncertainty may exist
in data collected for IA, such as probability due to random events and factors,
imprecise estimates for long term effects, vagueness in subjective judgements,
and incomplete data sets due to unknown or missing parts of facts. How
to rationally incorporate qualitative criteria and uncertain knowledge in an
assessment poses a major challenge to both IA practitioners and researchers
in the field of multiple criteria decision analysis (MCDA).

To cater for the needs of handling the increasing complexity and diffi-
culty in IA, MCDA approaches have been introduced and applied in IA as
reported in numerous literatures. [16, 25, 47]. In this chapter, it is illustrated
by examples how the recently developed approach, the Evidential Reasoning
approach in MCDA, and its software implementation, Intelligent Decision Sys-
tem (IDS) [40,43,44] can be applied to support IA and what are its advantages
and limitations.

Generally, there are four stages in an IA process. The first two stages
are concerned with the modelling process of an assessment problem, which
are relatively independent of individual policy options to be assessed. The
other two stages are mainly specific to individual policies. In practice, it may
be necessary to go through some of the stages a number of times in order
to refine the assessment model and clarify some of the uncertainties in the
assessments of alternative options. The four stages are summarised as follows.

The first stage is to define and construct an assessment problem. At this
stage, the following questions need to be addressed. What are the scopes of
the assessment? What are the alternative options? In what areas or on which
criteria the performances of the options need to be assessed?

The second stage is to establish an assessment framework or model by
asking the following questions. How should the performance of each option in
each area be measured? Are better performances in some areas more impor-
tant than in others? If so, how to elicit the relative importance of each area
or criterion? How uncertainties in assessments can be clarified and recorded
for further analysis?

The third stage is data collection and handling. At this stage data from
different sources are collected in order to rate the performances of each option
in the concerned areas. The data may be of heterogeneous nature, and their
quality may vary. Hence potential problems in this stage are how to manage
data from different sources and extract quality information from the data,
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how to handle uncertainties in the data, and how to aggregate the data to
arrive at reliable and rational assessment outcomes.

The fourth stage is the interpretation of the assessment outcomes and the
following questions may be asked. Are the outcomes convincing? Have they
included all aspects and taken into account all opinions of different stake-
holders? Are the outcomes explainable and can they be traced back to their
sources? What are the effects of any uncertainty in data and subjective judge-
ments? How can the outcomes, the effects of any uncertainties, and their
traceability be clearly presented to stakeholders?

In this chapter, it is described how IDS can support IA in each of the four
stages. It is arranged as follows. In the next section, the ER approach and
the IDS software are briefly outlined. The processes of using IDS to support
IA in its four stages are then illustrated using examples. The features and
advantages of the ER approach are discussed in the concluding remarks.

A few points should be noted while reading this chapter.

• In MCDA, attribute and criterion are often used interchangeably. It is also
the case in this chapter.

• The following section on the ER approach may be skipped for readers who
are not interested in the technical details of the approach. To apply the
approach, the IDS software provides friendly interfaces for users to con-
struct assessment models, record assessment data and carry out necessary
calculations.

2 The ER Approach and IDS

MCDA is a branch of operational research concerned with making assessments
and choices when there are several alternatives, and when each alternative
has merits as well as drawbacks. Over its short history of over 30 years, along
with the advancement of computer technology, many approaches have been
developed to support systematic analysis of complex MCDA problems [2]. One
of the major challenges in the MCDA is how to rationally handle uncertain
knowledge including qualitative factors [5,31,38,39]. Without properly taking
all relevant attributes or criteria into account, an assessment is incomplete
and the outcome may be biased [12,21,22,29,42].

Over the past two decades, considerable research has been conducted on
integrating techniques from artificial intelligence and operational research for
handling uncertain information [1,3,6,45]. Along this line of research, the ER
approach and IDS software are developed in response to the growing needs to
develop scientific methods and tools for dealing with MCDA problems under
uncertainty in a way that is rational, reliable, repeatable, and transparent.
The ER approach uses concepts from several disciplines, including decision
sciences in particular utility theory [14], artificial intelligence in particular
the theory of evidence [26] statistical analysis and computer technology [41,
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Table 1. Decision matrix

Attribute 1 . . . Attribute l . . . Attribute L

Alternative 1 S(A1(O1)) = H3 S(Al(O1)) S(AL(O1))
. . .

Alternative m S(A1(Om)) S(Al(Om)) S(Am(OL))
. . .

Alternative M S(A1(OM )) S(Al(OM )) S(AM (OL))

Table 2. Belief decision matrix

Attribute 1 . . . Attribute l . . . Attribute L

S(A1(O1))
Alternative 1 ={(H1, βl,1), . . . S(Al(O1)) S(AL(O1))

(HN , βl,N )}
. . .

Alternative m S(A1(Om)) S(Al(Om)) S(Am(OL))
. . .

Alternative M S(A1(OM )) S(Al(OM )) S(AM (OL))

42, 46]. Compared with conventional MCDA methods, in the ER approach a
MCDA problem is modelled using a belief decision matrix [11, 43], of which
the conventional decision matrix [9], as indicatively shown in Table 1, is a
special case.

2.1 MCDA Problem Modelling Using Belief Decision Matrix

In a belief decision matrix, the performance of an assessed option on a cri-
terion is represented by a distribution instead of a single value, as indicated
in Table 2. For example, some business people believe that if UK joins the
Euro, there will be less uncertainty in their business planning because the
uncertainty associated with the fluctuation of exchange rates between pound
sterling and the Euro is no longer an issue. However, for businesses whose
customers and suppliers are either in the UK or other countries outside Euro
zone, there will be no differences. If people are asked to rate the impact of
UK Euro membership on “Stability for business planning”, it is unlikely to
get a unanimous answer. Suppose we use the following five grades to rate
the impact

• H1: Very negative
• H2: Negative
• H3: Neutral
• H4: Positive
• H5: Very positive

and 70% of the responses are Positive and 30% Neutral, then the assessment
(or a piece of performance evidence) should be expressed as
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S(A1(O1)) = {(β1,1,H1), (β2,1,H2), (β3,1,H3), (β4,1,H4), (β5,1,H5)}
= {(0,H1), (0,H2), (0.7,H3), (0.3,H4), (0,H5)}

(1)

Equation (1) is referred to as a distributed assessment or simply a distribution
where O1 denotes option 1 (UK to join the Euro), A1 criterion 1 (Stability for
business planning), and S(A1(O1)) the performance of O1 on A1. 0 ≤ βn,1 ≤
1 (n = 1, . . . , 5) denotes the degree of belief that the alternative O1 is assessed
on A1 to the grade Hn. S(A1(O1)) reads that O1 is assessed to the grade Hn

to a degree of βn,1 on the criterion A1 (n = 1, . . . , 5), or the option “Joining
the Euro” is assessed to be Positive on “Stability for business planning” to
degree of 30% and neutral 70%.

Using decision matrix, the performance information shown in (1) needs to
be approximated by a single value, such as “Positive”, while in belief decision
matrix, each element can be a distribution and it accepts the distributed
performance information as it is without approximation.

Further more, if there is missing information in data, it can be represented
by a distribution without either adding new or taking away existing informa-
tion from the data. For example, suppose the responses in the above example
are 25% Positive, 60% Neutral and 15% no answers given. Normally either
the missing answers need to be replaced by some estimates or the responses
with missing answers are discarded, including the answers to other questions.
Either way, information in data may have been distorted. Using a distribution,
the information in data can be maintained by expressing the assessment as

S(A1(O1)) = {(β1,1,H1), (β2,1,H2), (β3,1,H3), (β4,1,H4), (β5,1,H5)}
= {(0,H1), (0,H2), (0.6,H3), (0.25,H4), (0,H5)}

Note that in the above equation,
∑5

n=1 βn,1 = 0.85 ≤ 1. Generally, there must
be

∑5
n=1 βn,1 ≤ 1 and if

∑5
n=1 βn,1 < 1, then the assessment S(A1(O1)) is

considered to be incomplete. Obviously, if
∑5

n=1 βn,1 = 1 then the assessment
is complete. In the ER framework, both complete and incomplete assessments
can be accommodated [40].

More generally, if an assessment problem has L attributes Ai (i =
1, . . . , L), M options Oj (j = 1, . . . , M) and using N evaluation grades
Hn (n = 1, . . . , N) to assess the options on each attribute, then a matrix
can be constructed with S(Ai(Oj)) as its element in the ith row and jth
column where S(Ai(Oj)) is given as follows:

S(Ai(Oj)) = {(Hn, βn,i(Oj)), n = 1, . . . , N}
i = 1, . . . , L, j = 1, . . . , M (2)

This matrix is called belief decision matrix (Table 2), in contrast to the
normal decision matrix (Table 1). It should be noted that a performance on a
criterion can be measured using numerical values or a set of evaluation grades.
It should also be noted that different grade sets, possibly with different number
of grades in them, may be used for assessing different attributes [40].
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It is commonly known that different attributes may play different roles in
an assessment and their importance is represented by attribute weights. Sup-
pose ωi is the weight of attribute Ai (i = 1, . . . , L). Because weights represent
the relative importance of attributes, they can be scaled (or normalised). In
the ER approach, the normalisation is such that 0 ≤ ωi ≤ 1 and

∑L
i=1 ωi = 1.

2.2 ER Approach for Information Aggregation

Instead of aggregating average scores, the ER approach employs an evidential
reasoning algorithm [40–42] developed on the basis of the evidence combina-
tion rule of the Dempster–Shafer theory [26] to aggregate belief degrees in
performance distributions. The outcome of the aggregation is also a distribu-
tion, not a single score.

Without loss of generality and for illustration purpose, the ER algorithm is
presented below by assuming that the performance of an alternative option is
decided by its performances on two criteria A1 and A2. Detailed descriptions
and the properties of the aggregation process can be found in [43,44].

Suppose the performance on criterion A1 is given by (1) and on A2 by

S(A2(O1)) = {(β1,2,H1), (β2,2,H2), (β3,2,H3), (β4,2,H4), (β5,2,H5)}
= {(0,H1), (0.5,H2), (0.5,H3), (0,H4), (0,H5)}

(3)

Further suppose the normalised weights of A1 and A2 are ω1 = 0.4 and ω2 =
0.6 respectively. The problem is to aggregate the two assessments S(A1(O1))
and S(A2(O1)) to generate a combined assessment S(A1(O1))⊕S(A2(O1)). In
the example S(A1(O1)) and S(A2(O1)) are both complete. If not, the rational
handling of the unknown portion of its performances is to assume that the
missing portion of the performance can be rated to any grade from H1 to
H5. The details of the ER algorithm for the example is given below and its
more generic format capable of aggregating both complete and incomplete
assessments is described in [41] and [40]. Let

pn = ω1βn,1 (n = 1, . . . , 5) and pH = 1 − ω1

5∑
n=1

βn,1 = 1 − ω1 = 0.6 (4)

qn = ω2βn,2 (n = 1, . . . , 5) and qH = 1 − ω2

5∑
n=1

βn,2 = 1 − ω2 = 0.4 (5)

where each pn or qn (n = 1, . . . , 5) is referred to as basic probability mass,
and pH and qH are the remaining probability mass unassigned to any of the
grade Hn (n = 1, 2, 3, 4, 5). Their values are given in the 1st row and 1st

column of Table 3.
The ER algorithm is used to aggregate the basic probability masses to

generate combined probability masses, denoted by rn (n = 1, . . . , 5) and rH

using the following equations:
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Table 3. Probability masses

S(A1(O1))

S(A1(O1))⊕ p1 = 0 p2 = 0 p3 = 0.28 p4 = 0.12 p5 = 0 pH = 0.6

S(A2(O1)) {H1} {H2} {H3} {H4} {H5} {H}

S
(A

2
(O

1
)) q1 = 0 p1q1 = 0 p2m1 = 0 p3q1 = 0 p4q1 = 0 p5q1 = 0 pHq1 = 0

{H1} {H1} {Φ} {Φ} {Φ} {Φ} {H1}
q2 = 0.3 p1q2 = 0 p2q2 = 0 p3q2 = 0.084 p4q2 = 0.036 p5q2 = 0 pHq2 = 0.18

{H2} {Φ} {H2} {Φ} {Φ} {Φ} {H2}
q3 = 0.3 p1q3 = 0 p2q3 = 0 p3q3 = 0.084 p4q3 = 0.036 p5q3 = 0 pHq3 = 0.18

{H3} {Φ} {Φ} {H3} {Φ} {Φ} {H3}
q4 = 0 p1q4 = 0 p2q4 = 0 p3q4 = 0 p4q4 = 0 p5q4 = 0 pHq4 = 0

{H4} {Φ} {Φ} {Φ} {H4} {Φ} {H4}
q5 = 0 p1q5 = 0 p2q5 = 0 p3q5 = 0 p4q5 = 0 p5q5 = 0 pHq5 = 0

{H5} {Φ} {Φ} {Φ} {Φ} {H5} {H5}
qH = 0.4 p1qH = 0 p2qH = 0 p3qH = 0.112 p4qH = 0.048 p5qH = 0 pHqH = 0.24

{H} {H1} {H2} {H3} {H4} {H5} {H}

rn = k(pnqn + pHqn + pnqH), (n = 1, . . . , 5) (6)

rH = k(pHqH) (7)

where

k =

⎛⎜⎝1 −
5∑

t=1

5∑
n=1
n �=t

ptqn

⎞⎟⎠
−1

(8)

From Table 3, we have

k = (1 − (0.084 + 0.036 + 0.036))−1 = 0.844−1 = 1.185,

r1 = 0, r2 = k × pHq2 = 1.185 × 0.18 = 0.213,

r3 = k × (p3q3 + pHq3 + p3qH) = 1.185 × (0.084 + 0.18 + 0.112) = 0.446

r4 = k(p4qH) = 1.185 × 0.048 = 0.057, rH = k(pHqH) = 1.185 × 0.24=0.284

If there are more than two criteria, the combined probability masses can then
be aggregated with the third assessment in the same way. The process is re-
peated until all assessments are aggregated. The combined probability masses
are independent of the order in which individual assessments are aggregated.
If there are several levels of criteria in a hierarchy, the aggregation process is
carried out from the bottom level criteria one branch at a time until the top
of the hierarchy is reached. The belief degrees in the aggregated performance
distribution are calculated from the combined probability masses. Suppose
the final combined assessment for the option O1 is represented as follows:

S(O1) = {(H1, β1), (H2, β2), (H3, β3), (H4, β4), (H5, β5)} (9)
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where βn (n = 1, . . . , 5) are the combined belief degrees generated by:

βn =
rn

1 − rH
(n = 1, . . . , 5) (10)

For the example, we have β1 = 0, β2 = r2
1−rH

= 0.213
1−0.284 = 0.297, β3 =

0.623, β4 = 0.080, and β5 = 0.

2.3 Expected Utility Scores

If necessary a score can be calculated from the distribution. Before the cal-
culation, a utility value needs to be assigned to each grade to represent the
preference of policy makers towards the grade [14]. For example, suppose the
utilities for the five grades in (1) are as follows:

u(H1) = 0, u(H2) = 0.25, u(H3) = 0.5, u(H4) = 0.75, and u(H5) = 1

An expected utility score for O1, denoted by u(O1), can be calculated as
follows with the belief degrees as weights,

u(O1) =
5∑

i=1

u(Hi)βi = 0.45 (11)

It should be noted that the ER aggregation is in essence a statistical and non-
linear approach, which reinforces harmonic judgements and weaken conflict
ones [44].

2.4 Applying the ER Approach through IDS

As we can see from the example, ER approach involves handling data in a
structured way and without computer support it is difficult to be applied
manually. To facilitate its easy application, IDS1 is developed to transform
the model building and result analysis processes into an easy window-based
click and design activity. It aims to provide not only technical supports in data
processing including data collection, storing, retrieving and presentation, but
also cognitive supports in problem structuring and assessment process. The
rest of the chapter is devoted to demonstrating the application of IDS in each
of the four stages of an IA process.

3 IDS and Its Applications in Impact Assessment
Support

IDS is a Windows based software tool based on the ER approach. During
the past few years, it has been applied to support assessment activities in
different areas. Example of such applications include supplier assessment in
1 A free demo version of IDS can be obtained from Prof J B Yang via email:

jian-bo.yang@mbs.ac.uk or www.e-ids.co.uk
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procurement [28,37], market performance assessment and consumer preference
identification in new product design [7], business performance assessment and
organisational self-assessment in total quality management [8,19,27,35], cus-
tomer satisfaction survey [37] in customer relationship management, impact
assessment in policy making [33, 34], and risk assessment in engineering de-
sign [15]. The results show that the ER approach, supported by IDS, has
significantly helped to improve consistency, transparency and objectivity in
the assessments.

In the following discussion, the impact assessment of UK Euro membership
is used as an example to illustrate the application of the IDS in each of the
four stages of an IA as outlined in Sect. 1, namely problem structuring, estab-
lishing an assessment model, data collection and handling, and interpretation
of outcomes.

3.1 Problem Structuring

In the problem structuring phase, stakeholders, an initial set of alternatives,
key issues, constraints, and uncertainties need to be identified.

There are many qualitative frameworks for problem structuring. Many soft
operational research techniques can be used. The value focused thinking [13] is
also an excellent and well accepted approach for generating new alternatives
creatively. Post-It is often used for capturing and organising ideas. Belton
and Stewart [2] provide a comprehensive summary on approaches for problem
structuring. The CAUSE framework is one of them. The acronym CAUSE
stands for

C – identifying Criteria. Criteria should be measurable and understand-
able, cover all aspects of concern to decision makers, and should not
have redundancy

A – identifying Alternatives
U – identifying Uncertainties
S – identifying Stakeholders
E – identifying Environmental factors and constraints

In the UK Euro membership problem, there are two natural alternatives:
either join or not join. It is important that opinions from both pro- and anti-
Euro sides are taken into account so that a balanced assessment can be made.
A quick search of the Internet can lead to many sites discussing the gains and
losses of UK joining the Euro in various aspects. Those aspects form the basic
sets of assessment criteria for the problem.

Generally, in an assessment problem, alternative options are assessed by
many criteria and sub criteria. If the sub criteria are still too general and
abstract to be measured, they should be broken down further until they are
measurable. The process leads to the formation of a criterion hierarchy. IDS
provides user friendly interfaces to document the alternatives and construct
the criterion hierarchy.
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Fig. 1. Support of problem structuring: assessing UK Euro membership

In its main window (Fig. 1), there are two panes, the left is for listing
the alternative options (or simply alternatives), and the right for listing a
criterion hierarchy. New alternatives can be added by clicking on the left
pane once and then the yellow arrow button on the Toolbar of the main
window. The alternatives can be renamed, and described with more details
if necessary by right clicking on it once. New criteria can be added at any
position by clicking at the desired position and then the blue arrow button

(Fig. 1). The newly added criteria can also be renamed and defined with
more details. For example, from searching the Internet, the impacts of UK
Euro membership are mainly on the following four areas: Political, Economy,
Business and People. Under each category, there are more detailed sub areas
which are treated as sub criteria and the criterion hierarchy can be built using
the IDS as shown in Fig. 1. IDS also provides the facility to delete, copy and
paste criteria and alternatives if necessary.
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3.2 Assessment Model Building

Having identified the options and the assessment criteria, and implemented
the criterion hierarchy in IDS, in the second phase, we need to address the
following three issues and build the assessment model accordingly; (a) how
the performance of each option can be measured on each criterion, (b) what
weights should be assigned to each criterion so that its relative importance
can be represented and (c), what is the preference or risk attitude of policy
makers towards each assessment grade or value in the measurement scale
of each criterion. Those three elements together with the criterion hierarchy
built earlier constitute an assessment model which is used for assessing all the
policy options in an IA problem. The three issues are discussed in turn in the
following sub-sections.

Assessment Criterion Definition

Issue (i) is concerned with how performances can be measured on each
criterion. The simplest cases are when the performance of each option can be
measured numerically on a criterion without uncertainty, such as the pound
and euro changeover costs if it can be estimated more or less accurately. It is
more complicated for other cases. If qualitative judgements are unavoidable,
there is an issue of how to reduce subjectivity and increase consistency in the
assessment. If the performances are associated with certain random factors,
the issue is then how to clarify and represent the uncertainty in the model so
that the risks associated with the uncertainty can be revealed and examined.

On qualitative criteria, the performance of each option is commonly as-
sessed by grades. For example, the impact of UK Euro membership in many
areas can only be measured qualitatively and a frequently used set of mea-
surement grades are:

• Very negative
• Negative
• Neutral
• Positive
• Very positive

One problem with qualitative grades is that the meaning of a grade may
mean different standards for different people. To reduce subjectivity, it is also
a common practice to clearly define the standards of all grades.

For a quantitative criterion with probability uncertainty, traditionally the
expected or mean value is used to represent the performance of an option on
the criterion. This, however, introduces information losses. Ideally the prob-
ability distribution of a performance should be preserved and the associated
risks be explicitly explored in an assessment process.

The IDS software is designed with a focus on supporting the model build-
ing process of IA problems with both qualitative and quantitative criteria
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Fig. 2. Define qualitative criteria

Fig. 3. Define quantitative criteria

under various types of uncertainties. It starts by prompting users to classify
a criterion into one of the three logical categories: qualitative, quantitative
(without uncertainty) and quantitative with uncertainty (Figs. 2 and 3).

For a qualitative criterion, further interfaces are provided for users to de-
fine assessment grades, their corresponding standards and utilities (Figs. 4, 5
and 8). Late on, at the data collection and handling stage, when the per-
formance of an alternative on this very criterion is assessed and rated, the
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Fig. 4. Define assessment grades

Fig. 5. Define assessment grade standards

grading standards defined here will be conveniently accessible so that users
can make a reference to it to ensure the consistency of the assessment.

For a quantitative criterion without uncertainty, IDS prompts users to
identify the performance variation range of alternative options on it (Fig. 3),
and the preferences of policy makers towards the different performances. If
the performance of any alternative on the criterion is anticipated to be a
probability distribution, then the “Uncertain” box (Fig. 3) should be checked
and later in the data collection stage users will have the flexibility to record
the performance of an alternative on the criterion using a distribution.
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Relative Importance of Criteria and Weight Elicitation

Issue (ii) is concerned with the role each criterion can play in an assessment or
its weight assignment. The assignment process involves significant subjective
judgements and need to be supported in order to get a satisfactory set of
weights.

In IDS, there are a couple of interfaces dedicated to support criterion
weight elicitation. The first one is the visual assignment window (Fig. 6). From
this window, a number of methods can be used for eliciting and recording the
weights through an interactive graph. One is the direct assignment method [20]
and is used when policy makers have more or less decided what weight to
give to each criterion. The second one is the SMART (Simple Multi-Attribute
Rating Technique) [30] method, which assigns 10 points to the least important
criterion and more than 10 to the second least important criterion and so on.
The third one is the SWING method [30], which is somehow opposite to
SMART. It gives 100 points to the most important criterion and less than
100 points to other criteria. To apply any of the three methods in IDS, users
need only to drag and drop each bar in the interactive graph to an appropriate
height.

Fig. 6. Weight assignment by interactive graph



Handling Uncertain and Qualitative Information in Impact Assessment 173

The second interface is for supporting weight assignments using paired
comparison. It considers only two criteria at a time. This is a frequently used
method due to the simplicity of the idea, even though the derived process is
quite tedious. From the interface, the comparisons can be carried out between
either all possible pair combinations, or one criterion and each of the others
(n − 1 pairs if the number of criteria in consideration is n) [22, 24]. Once the
comparisons are finished, the set of weights best fit the comparisons is then
calculated and any inconsistency noted by IDS.

When there are multiple stakeholders, and a consensus set of weights can
not be achieved, average weights or weight intervals given by members may
be used. The intervals of weights can then be used to guide the sensitivity
analyses in the next phase for weight fine-tuning (Fig. 7).

Elicitation of Preference of Policy Makers

Issue (iii) is concerned with the preference or risk attitude measurement of
policy makers towards the performances of an alternative on each criterion.
The measurement is accomplished by using a common scale, normally between
0 and 1 with 0 corresponding to the least and 1 the most preferred levels of a
performance respectively. Such a common scale is referred to as utility function
in decision theory [14]. For example, the impact of UK’s Euro membership on

Fig. 7. Weight assignment by pairwise comparison
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Fig. 8. Interfaces for defining utility functions

Stability for Business Planning is measured by the following 5 grades: Very
Negative, Negative, Neutral, Positive and Very Positive. If the policy makers
assign utility of 0, 0.5, 0.8, 0.9 and 1 to each of the five grades respectively, the
utility function for this criterion may look like the curve shown in Fig. 8. If the
policy makers wish to assign different utilities to the grades, it is supported
in the IDS by an interactive interface (Fig. 8) where users can drag and drop
the points on the curve to a desired position.

As indicated by (11), from utility functions and the performance distri-
butions of alternative options, scores can be calculated and ranking can be
generated based on the scores. Therefore one of the purposes of utility func-
tions is to facilitate the comparability of alternatives on each criterion at any
level of the hierarchy. Through the use of utility functions, alternative options
can be assessed on each criterion using its own most appropriate scale first
and then the assessments are transformed to the common scale. IDS has such
information transformation procedures [40] built-in to ensure that, although
different assessment grades are used, policy makers’ preferences are equiva-
lently preserved in the transformation processes and properly presented in the
aggregated outcomes.
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3.3 Data Collection and Data Handling

Having established and implemented an assessment model using the IDS soft-
ware, our attention can now turn to assessing individual policies. To assess
the impact of a policy in each area (or on each criterion), data need to be
collected from different sources, including looking at historical data and seek-
ing expert opinions on the potential costs and benefits, tangible or intangible,
of implementing and enforcing a policy. There are inevitably uncertainties in
the estimates and judgements. IDS provides a number of interfaces to sup-
port data collection and input processes. The aim of the supports are to help
improve consistency in judgements, clarify and reduce uncertainties in assess-
ments, and manage the data colleted.

There are three different interfaces for data input in IDS, each for one
of the three types of criteria as discussed in Sect. 3.2: quantitative (without
uncertainty), quantitative with uncertainty, and qualitative.

Entering assessment data on quantitative type of criteria is straightforward
therefore it is not discussed further. If there is uncertainty in quantitative
assessments, they can normally be represented as probability distributions.
For example, suppose the “Pound-Euro changeover costs” if UK adopts the
Euro are estimated to be 3, 3.5 and 4 billion pounds sterling with probability
of 30, 50 and 20% respectively. IDS then provides both interfaces to accept the
information as it is and an algorithm to properly aggregate the information in
the data so that the effects associated with the uncertainties can be revealed
in the outcomes.

For qualitative type of criteria, the support to reduce subjectivity in as-
sessments is from two fronts. One is the provision of an evidence mapping
interface (Fig. 9). It displays the assessment standards, as defined earlier in
the assessment framework (Fig. 5), and the related evidence and judgements,
collected and entered by users at the current stage, side by side so that the
comparison of a performance against the standards are made easier. In this
way the assessments made by different assessors are geared to follow the same
standards and improved consistency can be achieved. On the second front, if
a performance matches a mixed grade standards, users have the flexibility to
assign portions of the performance to a number of grades using belief degrees
as discussed in Sect. 2.1 (Fig. 10). In this way, the assessment can be made
more objective and accurate.

The supports from IDS also include the structured recording of the as-
sessment knowledge and performance evidences for traceability and future
references. From the data and the recorded knowledge, an assessment report
for each policy option can be generated automatically. This can further save
time, and improve accuracy and efficiency in report preparation.
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Fig. 9. Making qualitative assessment through evidence mapping

Fig. 10. Making qualitative assessment using belief degrees
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3.4 Outcome Interpretation and Sensitivity Analysis

Outcomes and Interpretations

IDS generates different assessment results in both numerical and textual for-
mats. To help the interpretation and the communication of the results, nu-
merical ones are normally presented using graphs, including overall assessment
scores of policy options, the potential performance variation ranges when there
is missing information in an assessment (Fig. 11), and performance distribu-
tions (Fig. 12). Those graphs enable the comparisons among alternative policy
options and are available on any selected areas at different levels of the as-
sessment criteria hierarchy.

Ranking is based on overall assessment scores, a weighted sum of utilities
of the grades in the aggregated performance distribution of each option, with
belief degrees as weights as calculated by (11). The dark grey area in the
ranking score graph (Fig. 11) indicates that there is some missing information
in the assessment of the option “Not Join” and its performance score can be
as high or low as the value marked by the top or bottom of the dark grey area
respectively. The height of the dark grey area indicates the combined effect of
the missing information. In the example shown in Fig. 11, the effect is small
and will not affect the ranking no matter whether the missing information
turns out to be in favour of the option or not.

Figure 12 shows the distributed overall performance of the two options
regarding the UK Euro membership, based on the information collected in a

Fig. 11. Ranking of alternatives and performance variations due to uncertainty
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Fig. 12. Performance distributions

study. It reveals the performance composition in different categories (grades),
and sheds light on why one option may be better than the other. Note that
the portion of missing information is also revealed as a percentage in the
Unknown category. The distribution shows that there are both negative and
positive impacts if UK joins the Euro, and mostly neutral impacts if not.
Such information allows policy makers to make an informed selection. If it
is desirable to find the best or worst performing areas for an option, IDS
provides a searching function for the purpose so that policy makers knows
where exactly the risks are if going for the option.

To improve transparency in policy making processes, those graphical out-
comes are available at not only the overall level represented by the top crite-
rion, but also any level in the criteria hierarchy. Performances of all or selected
options can also be compare on a selected set of criteria across different levels
of the hierarchy.

To save time in assessment report preparation, IDS generates a tailor made
assessment report for each option based on the evidence recorded and the
assessment model, highlighting key areas to consider for each option. The as-
sessment model, including assessment criteria, assessment grades and grading
standards, and assessment results on every attribute, can all be saved in text
files. The text files provide a basis with accurate and essential information
for generating a detailed report. Together with a range of graphical display
of outcomes, the report should help to communicate the assessment outcomes
effectively.
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Sensitivity Analysis

Sensitivity analysis is regarded as one of the very important step in any deci-
sion analysis process. It examines the effects of changes in some of the assump-
tions and judgements made during assessment processes, including parameters
such as attribute weights, shapes of utility curves, and belief degrees assigned
to the grades in an assessment. As those judgements and assumptions are
somehow subjective in nature and difficult to be precise, sensitivity analysis
will help to reveal how robust the outcomes, such as rankings of alternative op-
tions, are and therefore help decision makers to understand any risks involved
in taking a particular course of action.

There are a range of sensitivity analysis functions supported by IDS which
allow most parameters to be changed and the effects displayed. Three typical
graphical sensitivity analysis interfaces are briefly described below.

The first type is interactive charts displaying the effects of changes in
criterion weights and belief degrees assigned to a performance. For example
Fig. 13 is a graph for examining the ranking changes of the 2 policy options in
the Euro problem (join or not join the Euro) when the weight for the criterion
“Impact on UK Business” changes. The current weight is 30 and the option
“Not Join” is ranked higher than “Join”. However, the graph shows that the
ranking order will change if the weight becomes 40 or larger. If any weight
is around a sensitive zone, the graph helps to draw the attention of policy

Fig. 13. Performance distributions
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makers to the weight which may need to be re-examined and elicited using a
number of approaches.

The second type of graphs shows the combined effects of different parame-
ter changes on outcomes. This type of sensitivity analysis is normally referred
to as global sensitivity analysis in literature [23, 36]. For example, Fig. 11 is
one of such graphs displaying the combined effect of missing information in
the assessments of “Not Join” on a number of criteria. Capable of providing
global sensitivity information is a unique feature of IDS while most tools allow
only one parameter to be changed at a time during sensitivity analyses.

The third type is the so called cost benefit or trade-off analysis graphs. It
displays the scores of all alternative options on only two criteria at a time. For
example, if the two criteria are “Costs” and “Benefits”, as shown in Fig. 14,
the two policy options in the Euro problem can then be positioned in the
graph according to their performances on the two criteria. This type of graph
allows users to exam whether the potential benefits of joining the Euro are
worth the costs.

Model Fine Tuning

Impact assessment problems are complicated and it is unlikely to establish
satisfactory models for the problems straight away. It is expected that the
modelling phases need to be revisited from a number of times to make some
adjustments on parameters such as weights after sensitivity analysis. It may
also be necessary to check if there are any missing factors that need to be
taken into account, or redundant attributes that need to be deleted. At the
same time, the policy makers may need to challenge their own intuitions and
rethink the problem and their preferences. Therefore the four phases of the

Fig. 14. Cost benefits analysis
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MCDA process may need to be repeated until the policy makers are relatively
satisfied with the model. The resulted model is termed as requisite, instead of
optimal by [18]. This process is incisively summarised by French [9, p. 110].

“The decision makers begin the analysis ill at ease, discomforted by some
half-perceived choice before them. As the analysis proceeds, their perceptions,
beliefs and preferences evolve, guided by the consistency inherent in the un-
derlying theory. Initially, the models used are very simple. But, gradually as
intuitions emerge, the models are refined. A cyclic process is followed in which
models are built, the output reflected upon and examined for sensitivity, in-
tuitions emerge leading to revision of the models, and so on. This process is
stopped when no further intuitions emerge.”

4 Concluding Remarks

Policy making is a complicated process involving dealing with heterogeneous
types of data with uncertain and missing information. As such, it needs to
be supported with appropriate methodologies and tools. The ER approach
and its software implementation, the IDS tool, are purposefully developed for
dealing with such complication in IA assessment problems. Through a wide
range of applications in supporting many complicated assessment activities,
it is demonstrated that IDS is a flexible tool capable of handling data with
uncertainties and providing more transparent, informative and reliable out-
comes.

The capabilities of the ER approach are achieved through the use of a belief
decision matrix to model an assessment problem. The use of belief decision
matrix provides the following four advantages.

1. It helps maintain the originality of information in data. Using a conven-
tional decision matrix, the distributed performance information, such as
the one shown in (1) has to be approximated by a single value or grade
which inevitably introduces information losses or distortion. Therefore the
assessment of an option can be more reliably and realistically represented
by a belief decision matrix than by a conventional decision matrix.

2. It provides policy makers with flexibility to collect and document assess-
ment information in formats that are appropriate to certain circumstances,
such as in single numerical values, probability distribution or subjective
judgements with belief degrees. Consequently, it helps strengthen both the
confidence and commitment levels of policy stakeholders in their chosen
courses of action.

3. It allows all available information embedded in different data formats, in-
cluding qualitative and incomplete data, to be maximally incorporated in
the assessment processes, which again leads to more reliable outcomes.

4. It allows the assessment outcomes to be presented more informatively,
which helps the effective communication of the outcomes.
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The IDS software is developed to facilitate the application of the ER approach
and realise its potential. It provides not only the technical support to apply
the ER approach through friendly interfaces, but also cognitive support in the
assessment process, and knowledge management, report generation and data
presentation facilities. Encouraged and requested by users of IDS, a web based
version of the tool has also been developed [33] and the UK Euro membership
assessment example is made available online, which is accessible from the web
site www.e-ids.co.uk.

The main limitation of the ER approach may be that people who are used
to using conventional decision matrices for modelling MCDA problems may
find that using belief decision matrices may look complicated, in particular
for modelling purely quantitative MCDA problems. With the support of the
IDS software and the power of modern computers, the complication associated
with data processing is less a concern. To conclude this chapter, it may be
noted that modelling an assessment problem using a conventional decision
matrix is the same as using a belief decision matrix if all belief degrees in the
latter are either 0 or 1.
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