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Preface
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This volume includes an introductory chapter and two chapters from the work-
shop’s invited speakers: The Real Work of Computer Network Defense Analysts by
Anita D’Amico and Kirsten Whitley, and VisAlert: From Idea to Product by Ste-
fano Foresti and Jim Agutter. All other papers were peer-reviewed by the VizSec
program committee.
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Introduction to Visualization for Computer
Security

J.R. Goodall

Abstract Networked computers are ubiquitous, and are subject to attack, misuse,
and abuse. Automated systems to combat this threat are one potential solution, but
most automated systems require vigilant human oversight. This automated approach
undervalues the strong analytic capabilities of humans. While automation affords
opportunities for increased scalability, humans provide the ability to handle excep-
tions and novel patterns. One method to counteracting the ever increasing cyber
threat is to provide the human security analysts with better tools to discover pat-
terns, detect anomalies, identify correlations, and communicate their findings. This
is what visualization for computer security (VizSec) researchers and developers are
doing. VizSec is about putting robust information visualization tools into the hands
of humans to take advantage of the power of the human perceptual and cognitive
processes in solving computer security problems. This chapter is an introduction to
the VizSec research community and the papers in this volume.

1 Computer Security

In The Cuckoo’s Egg, astronomer-turned-systems administrator Cliff Stoll (Stoll,
1989) recounted his experience identifying and tracking a hacker through the
nascent Internet in the mid-1980s. Through perseverance, creativity (he once dan-
gled his keys over the telephone modem lines to create interference to slow down
and frustrate the intruder), and extensive coordination and collaboration with other
systems administrators, Stoll’s actions led to the uncovering of an international spy
ring that had infiltrated U.S. military systems. The intruder was initially detected
from a 75 cent accounting error.

J.R. Goodall
Secure Decisions Division of Applied Visions, Inc., 6 Bayview Ave. Northport, NY 11768, USA,
e-mail: johng@securedecisions.avi.com
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2 J.R. Goodall

In the two decades since Stoll’s investigation, computer security has become an
overriding concern of all types of organizations. New systems and protocols have
been developed and adopted to prevent and detect network intruders. But even with
these advances, the central feature of Stoll’s story has not changed: humans are still
crucial in the computer security process. Administrators must be willing to patiently
observe and collect data on potential intruders. They need to think quickly and cre-
atively. They collaborate and coordinate their actions with colleagues. Humans are
still as central to computer security today as they were 20 years ago. Technologies
have evolved and many security processes have been automated, but the analytic
capabilities and creativity of humans are paramount in many security-related prac-
tices, particularly in intrusion detection, the focus of this chapter. Because of this,
not all security work should be or can be automated. Humans are – and should be –
central to security practice. This central feature of computer security is at the core
of visualization for computer security (VizSec).

Many things have changed since Stoll’s time. In conjunction with the rapid
growth of the Internet and increased organizational dependence on networked
information technology, the frequency and severity of network-based attacks has
increased drastically (Allen et al., 1999). At the same time, there is an inverse
relationship between the decreasing expertise required to execute attacks and the
increasing sophistication of those attacks; less skill is needed to do more damage
(McHugh, 2001). As we have come more and more to rely on the ability to network
computers and access information online, attacks are becoming more pervasive,
easier to carry out, and more destructive.

Despite this increasing threat and concerted efforts on preventative security mea-
sures, vulnerabilities remain. The reasons for these include: programming errors,
design flaws in foundational protocols, and the insider abuse problem of legitimate
users misusing their privileges (Lee et al., 2000). While it is theoretically possible
to remove all security vulnerabilities through formal methods and better engineer-
ing practices, practically it remains infeasible (Hofmeyr et al., 1998). Thus, even
as security technologies and practices improve, the threat to network infrastructures
remains.

Automated systems to combat this threat are one potential solution, but most
automated systems require vigilant human oversight. This automated approach
undervalues the strong analytic capabilities of humans. While automation affords
opportunities for increased scalability, humans provide the ability to handle excep-
tions and novel patterns. A technical report on intrusion detection technologies
noted that while security vendors attempt to fully automate intrusion diagnosis, a
more realistic approach is to involve the human in the diagnostic loop; computers
can process large amounts of data, but cannot match humans’ analytic skills (Allen
et al., 1999).

Humans excel at recognizing novel patterns in complex data and computer secu-
rity support tools should integrate these intricate sense-making capabilities of the
human analyst with the ability of technology to process vast quantities of data. In
order to effectively support human analysts and keep them in the diagnostic loop,
it is necessary to fully comprehend the work security analysts do, how they do it,
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and how their work processes can be improved by taking advantage of the inherent
strengths of both technology and humans.

One method to counteracting this ever increasing threat is to provide the human
security analysts with better tools to discover patterns, detect anomalies, identify
correlations, and communicate their findings. This is what VizSec researchers and
developers are doing. VizSec is about putting robust information visualization tools
into the hands of humans to take advantage of the power of the human perceptual
and cognitive processes in solving computer security problems.

2 Information Visualization

Because of the vast amounts of data analysts work with, the need to recognize
patterns and anomalies, and the importance of keeping humans in the loop, infor-
mation visualization shows great potential for supporting computer security work.
Put simply, information visualization turns data into interactive graphical displays.
Information visualization takes advantage of the highest bandwidth human input
device, vision, and human perceptual capabilities. Information visualization can
be used for exploration, discovery, decision making, and to communicate complex
ideas to others.

Information visualization is distinct from the broader field of data graphics. Infor-
mation visualization is interactive; the user will have tools to adjust the display in
order to gain a more meaningful understanding of the data being presented. Unlike
scientific visualization, which is concerned with representing physically based data
(such as the human body, molecules, or geography), information visualization rep-
resents abstract data; to do so often requires creativity on the designers’ part since
there is no existing structure to map the data to the graphical display. This is
one of the inherent problems in developing an effective information visualization:
mapping the data spatially in a meaningful manner. At the core of information visu-
alization is the goal of amplifying cognition, the intellectual processes in which
information is obtained, transformed, stored, retrieved, and used (Card, 2003). Infor-
mation visualization is able to augment cognition by taking advantage of human
perceptual capabilities.

Information visualization involves the use of computer-supported, visual rep-
resentations of abstract data to amplify cognition by taking advantage of human
perceptual capabilities (Card et al., 1999). Card, Mackinlay, and Shneiderman
(1999) propose six ways that information visualization can amplify cognition: (1)
increased resources, (2) reduced search, (3) enhanced recognition of patterns, (4)
enabling perceptual inference, (5) using perceptual monitoring, and (6) encoding
information in a manipulable medium. Visualization increases memory and pro-
cessing resources by permitting parallel processing of data and offloading work
from the cognitive to perceptual memory. Graphical information displays can often
be processed in parallel, as opposed to textual displays, which are processed seri-
ally. Visualization shifts the cognitive processing burden to the human perceptual
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system, which can expand working memory and the storage of information. Infor-
mation visualization reduces the processes of searching by grouping information
together in a small, dense space. Pattern recognition, one of the key elements in
recognizing intrusion detections, is another of the benefits of visualization, which
emphasizes recognition rather than recall, another way in which working memory is
expanded. Visual representations can often make an anomaly obvious to the user by
taking advantage of human perceptual inference and monitoring abilities. Finally,
information visualization encodes the data in a manipulable form that permits the
user to browse and explore the data.

One of the most successful examples of an information visualization technique
is the treemap. The original treemap layout was designed by Ben Shneiderman to
effectively use display space when visualizing a hard drive’s files and their attributes,
such as file size and type (Shneiderman, 1992). The treemap was a recursive algo-
rithm that split the display space into rectangles alternating in horizontal and vertical
directions. The size and the color of the leaf node rectangles can encode attributes
of the data. In the original implementation visualizing a computer disk, color repre-
sented file type and size represented file size. An example application of a treemap
is an alternative method of viewing software source code, as shown in Fig. 1. In
this example, nodes represent source code files organized into their package hierar-
chy. Color is used to show the file’s last modification time, with green hues being
more recently modified. Treemap visualizations have been adapted to many different
applications of understanding hierarchical data, such as newsgroup activity, stock
market performance, election results, and sports statistics. (For a history of treemaps
and their many applications by Ben Shneiderman, see (Shneiderman, 2006)).

Fig. 1 A treemap visualization of the source code for the prefuse visualization toolkit showing the
hierarchy of the code as it is organized into packages, where each node represents a source code
file and the size of nodes shows the file size and color the last modified date
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Fig. 2 The FilmFinder information visualization application combining a starfield display with
dynamic queries. c©1994 ACM, Inc. Included here by permission

FilmFinder, shown in Fig. 2, is an early example of an information visualiza-
tion that highlights the importance of interaction (Ahlberg and Shneiderman, 1994).
FilmFinder combines a starfield display, a scatterplot where each data item is repre-
sented by a point, with dynamic queries so that the display is continuously updated
as the user filters to refine the selection. This is an excellent example of the impor-
tance of interaction in information visualization. The display itself is fairly simple,
time is plotted on the x axis and ratings on the y axis with color coded to genre.
But the dynamic queries through sliders and other widgets prevent user errors and
instantly show the results of complex queries. The system is an exemplar of the
visual information-seeking mantra: overview first, zoom and filter, then details on
demand (Shneiderman, 1996). This approach encourages exploration and under-
standing of the data set as a whole, while providing a method for drilling down
to the actual data details. Many of the VizSec systems described below follow this
methodology.

3 Visualization for Computer Network Defense

There are many potential applications of information visualization to the problems
of computer security, including:

– Visualization for detecting anomalous activity
– Visualization for discovering trends and patterns
– Visualization for correlating intrusion detection events
– Visualization for computer network defense training
– Visualization for offensive information operations
– Visualization for seeing worm propagation or botnet activity
– Visualization for forensic analysis
– Visualization for understanding the makeup of malware or viruses
– Visualization for feature selection and rule generation
– Visualization for communicating the operation of security algorithms

This is a non-exhaustive list of the kinds of tasks that VizSec tools can be designed
to support. Because networks and the Internet are so important to the operations of
today’s organizations and since the network is the source of most computer based
attacks, the majority of VizSec research has targeted supporting the tasks associated
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with the defense of enterprise networks from outside attack or insider abuse. This
section will focus on the data sources and results of the research into visualization
for computer network defense (CND).

3.1 Data Sources for Computer Network Defense

The research of VizSec for CND can be organized according to the level of network-
ing data to be visualized. At the base, most raw level is a network packet trace. A
packet consists of the TCP/IP header (which defines how a packet gets from point
A to point B) and payload data (the contents of the packet). At a higher level of
abstraction is a network flow. Originally developed for accounting purposes, net-
work flows have been increasingly used for computer security applications. A flow
is an aggregated record of the communications between two distinct machines. A
flow is typically defined by the source and destination Internet Protocol addresses,
the source and destination ports, and the protocol. Flows are much more compact
than packet traces, but sacrifice details and have no payload data. At a higher level
of abstraction are automated systems that reduce network data to information such
as an intrusion detection system (IDS). An IDS examines network traffic and auto-
matically generates alerts of suspicious activity. All three of these levels operate on
the enterprise network level. At a finer level of granularity is the visualization of
data about individual computer systems or applications, and at a higher level is the
visualization of data about the Internet.

The remainder of this section will describe a selection of VizSec research that
targets the enterprise network level, which is generally the focus of CND.

3.2 VizSec to Support Computer Network Defense

This section presents representative visualization research projects for each of the
levels of enterprise network security. The examples presented here each solve an
important problem. Rumint facilitates the understanding of packet payloads; tnv
allows analysts to move from a high-level overview of packet activity to raw details;
NVisionIP enables analysts to use visualization to create automation rules; FlowTag
assists collaboration and sharing through tagging of data; VisAlert enables the inte-
gration of multiple data sources through a what, where, when paradigm; and IDS
Rainstorm highlights the importance of multiple, linked views at different levels of
semantic detail.

3.2.1 Packet Trace Visualizations

At the most granular level of enterprise network data are raw packet traces. This kind
of data is useful for understanding the behavior of networks and as a supplementary
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Fig. 3 Rumint visualization: binary rainfall visualization where each row represents a packet and
each column in the row represents a bit in the packet (left), and byte frequency visualization where
each row represents one of 256 byte values and each column in the row represents the frequency
of that byte in the packet (right). c©2006 IEEE, Inc. Included here by permission

source for analyzing security events, but is typically collected and analyzed on an ad
hoc basis, not systematically, since the data can become very large. To help analysts
cope with this copious packet data, researchers are looking at ways to visualize
packet headers and payloads.

One example is rumint, shown in Fig. 3, which uses a novel visualization called
binary rainfall, in which each packet is plotted one per row where each pixel rep-
resents a bit in the packet (Conti et al., 2006, 2005). Multiple packets are shown
in time series order at multiple semantic levels. An additional view presents a byte
frequency visualization, where each packet is plotted on a row where each pixel
represents byte values of 0–255. Pixels for each row are drawn according to the
frequency of that byte in the packet. The system is unique in that it provides a
graphical plotting of packet payload data, plotted according to the bit value. Rumint
also includes other views into the data, such as a parallel coordinate plot to show
network connections.

Tnv, shown in Fig. 4, is a visualization tool designed to facilitate the analysis pro-
cesses of CND by providing a visual display that can facilitate recognizing patterns
and anomalies over time – thereby increasing support for learning and recognizing
normal traffic behavior patterns – coupled with more focused views on packet-
level detail that can be understood in the context of the surrounding network traffic
(Goodall et al., 2005, 2006). The display is split between three areas. To the left is
a narrow area that displays remote hosts, in the center is the area that displays links
between hosts, and the large area to the right displays local hosts (those defined as
being local to the user), which is divided into a matrix where each row represents
a unique local host and each column represents a time interval, with each resulting
cell color coded to the number of packets to and from that host within that time
period. Bisecting the display to separately show local and remote hosts increased
the scalability of the visual display, so that many more hosts can be displayed at
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Fig. 4 Tnv visualization showing 170,000 packets. Remote hosts at the left and local hosts at the
right of the display, with links drawn between them; packets are drawn for local hosts over time
and color is used to represent protocol and packet frequency for a time period

once by dividing the available screen real estate between local and remote hosts. In
addition to being able to display more hosts at a time, this partitioning also fits well
with analysts’ perceptions of what they deem to be important. Because local hosts
are of primary concern in ID analysis, the majority of the display space is devoted
to the local hosts. The details of individual packets can be displayed on demand.

3.2.2 Network Flow Visualizations

Network flows are aggregations of packet traces according to the hosts, ports, and
protocol involved. Because it is aggregated, flows can be systematically collected
and stored, and then used in forensic analysis when an intrusion occurs or monitored
for anomalous activity. In either case, the volume of data makes textual analysis dif-
ficult and a number of researchers are looking at visualization methods for analyzing
flow data.

NVisionIP is geared to increasing an analyst’s situational awareness by visualiz-
ing flows at multiple levels of detail (Lakkaraju et al., 2004, 2005). At the highest
level of aggregation, NVisionIP, shown in Fig. 5 displays an entire class-B network
(65,534 possible addresses) as a scatterplot of colored hosts to facilitate understand-
ing the state of a network. NVisionIP also provides the ability to drill down into the
data through a small-multiple view and a histogram of host details. NVisionIP was
also extended to “close the loop” by allowing users to create rules from the visualiza-
tion that can then automatically alert on new data. This concept will likely become
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Fig. 5 NVisionIP visualization’s galaxy view, a scatterplot that puts subnets (the third octet of
the class-B network) along the x axis and hosts (the fourth octet) along the y axis to present an
overview of network flows for a class-B network. Animation can be used to visualize traffic flows
over time. c©2004 ACM, Inc. Included here by permission

increasingly common in VizSec applications in the years to come. Machines excel at
pattern matching, humans excel at recognizing novel patterns. This approach allows
for both machines and humans to do what they do best.

FlowTag, shown in Fig. 6, is a system to visualize network flows and to tag
the data to support analysis and collaboration (Lee and Copeland, 2006). Tagging
allows analysts to label key elements during the analytic process to reduce the cog-
nitive burden of analysis and maintain context. Tagging can also be used for sharing
and collaboration. Tagging has become popular recently with social networking and
social bookmarking sites; adapting the concept to CND should be encouraged in all
VizSec applications. FlowTag brings the popular concept of tagging to the problems
of analyzing and sharing network security data.

3.2.3 Alert Visualizations

Intrusion detection, the process of using computer network and system data to iden-
tify potential cyber attacks, has become an increasingly essential component of
the information security infrastructure. However, due to the dynamic and complex
nature of computer networks and the potential for inappropriate or self-damaging
responses to potential attacks, IDSs are only effective when complemented by a
human analyst. To help manage the analysis of IDS alerts, several researchers have
turned to information visualization.
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Fig. 6 FlowTag visualization showing flow connection information on a parallel coordinate plot of
destination port on one axis and source IP address on the other organized in order of appearance;
color represents the selection state. c©2006 ACM, Inc. Included here by permission

VisAlert is a flexible visualization that correlates multiple data sources, such as
IDS alerts and system logs files (Livnat et al., 2005a, b). Correlation is based on
the What, When and Where attributes of the data. VisAlert, shown in Fig. 7, inte-
grates these into a single display depicting alerts as vectors between the perimeter,
representing alert time (when) and type (what), and the interior, representing net-
work topology (where), of a radial view. This system represents one of the more
sophisticated and novel visualizations to solve the important problem of correlating
disparate events. This is a significant example of a novel approach to support the
integration of multiple data sources within a unified display.

IDS Rainstorm, shown in Fig. 8, focuses on scalability, mapping IDS alerts to
pixels over time (Abdullah et al., 2005; Conti et al., 2006). Zooming and drilling
down to the details allow the users to understand the details of their IDS data. The
overview visualization aggregates 20 IP addresses for each row of pixels, organized
sequentially from top to bottom and the columns wrap around at the bottom of
the display. Each column represent 24 h of alerts. By wrapping the columns, IDS
Rainstorm can represent 2.5 class B IP networks (163,830 hosts) in a single display.
This type of display, similar to the software visualization tool SeeSoft (Eick et al.,
1992), maximizes the available display space to provide an overview of very large
data sets. The color of the pixels represent the severity of the associated alerts (the
highest severity of the group of 20 is used). A second display screen is used to
show a zoomed in view, which shows larger glyphs to represent alerts and also adds
semantic details to show connections between the internal IP address space and
external IP addresses represented in the alert. Like NVisionIP, this is a noteworthy
example of synchronizing multiple views to show different levels of semantic detail.
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Fig. 7 VisAlert visualization of correlated intrusion detection alerts showing alerts along outer
rings and network topology maps in the center. c©2005 IEEE, Inc. Included here by permission

4 Papers in This Volume

The papers collected in this volume were presented at the Fourth VizSec Workshop
for Computer Security, held in conjunction with IEEE Vis and InfoVis in Sacra-
mento, California in 2007. This collection presents the state of the art in VizSec
research.

4.1 Users and Testing

Anita D’Amico and Kirsten Whitley open this volume with an invited chapter enti-
tled The Real Work of Computer Network Defense Analysts: The Analysis Roles
and Processes that Transform Network Data into Security Situation Awareness.
This chapter is intended to frame the central problems of CND work that secu-
rity visualization applications attempt to solve. The authors report on the results of
their cognitive task analysis of CND analysts in the U.S. Department of Defense.
They cover three of the findings from the task analysis: the cognitive transforma-
tion process from raw data into security situation awareness, the identification and
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Fig. 8 IDS Rainstorm maps intrusion detection alerts to pixels in the overview visualization that
wraps columns of IP address activity over a 24 h time period. c©2006 IEEE, Inc. Included here by
permission

description of the analysis roles in CND, and CND analysts’ workflow across orga-
nizations. The authors conclude by linking their findings to visualization design;
drawing valuable implications for future VizSec researchers and developers.

Jennifer Stoll, David McColgin, Michelle Gregory, Vern Crow, and W. Keith
Edwards apply a user-centered design method to VizSec in Adapting Personas for
Use in Security Visualization Design. The authors turn to human–computer interac-
tion and participatory design research to solve the problem of requirements capture
by using personas. Personas are an archetype description of a system’s target users
that provide a framework for organizing requirements. Rather than approach users
for feedback on design, designers can turn to the personas to simulate how well
a design meets user requirements. This chapter demonstrates how user-centered
design methodologies can be applied to VizSec software development.

Xiaoyuan Suo, Ying Zhu, and G. Scott Owen focus on evaluating VizSec soft-
ware in Measuring the Complexity of Computer Security Visualization Designs. The
authors propose an alternative evaluation method to user studies: complexity anal-
ysis. VizSec designers developers can use this method to evaluate a set of factors
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that affect the ability of users to understand a visualization. Complexity is measured
across several dimensions, including visual integration, separable dimensions for
each visual unit, the complexity of interpreting the visual attributes, and the effi-
ciency of visual search. The authors demonstrate the complexity analysis method
with two VizSec applications, rumint and tnv, which were described in Sect. 3.2.1.

Tamara H. Yu, Benjamin W. Fuller, John H. Bannick, Lee M. Rossey, and
Robert K. Cunningham address the difficulty of supporting network testbed opera-
tions in Integrated Environment Management for Information Operations Testbeds.
Network testbeds are crucial in the design and testing of information operations
software, but as testbeds become more realistic, they also become more complex
to set up and manage. The authors present a visual interface that facilitates test
specification, testbed control, and testbed monitoring through multiple information
visualization techniques.

4.2 Network Security

Doantam Phan, John Gerth, Marcia Lee, Andreas Paepcke, and Terry Winograd
present a VizSec system called Isis in Visual Analysis of Network Flow Data with
Timelines and Event Plots, which was named the workshop’s Best Paper winner.
Isis supports the analysis of network flow data through two visualization meth-
ods, progressive multiples of timelines and event plots, to support the iterative
investigation of intrusions. Isis combines visual affordances with structured query
language (SQL) to minimize user error and maximize flexibility. Isis keeps a history
of a user’s investigation, easily allowing a query to be revisited and a hypothesis
to be changed. A detailed case study using anonymized data of a real intrusion
demonstrates the features of Isis.

Teryl Taylor, Stephen Brooks, and John McHugh present another VizSec system
for network flow analysis in NetBytes Viewer: An Entity-Based NetFlow Visualiza-
tion Utility for Identifying Intrusive Behavior. NetBytes Viewer plots network flow
data per port of an individual host machine or subnet on a network over time in 3D.
The Z axis displays the ports, the X axis displays time, and the Y axis displays the
magnitude of traffic (in flows, packets, or bytes) seen by the host (or subnet) in an
hour.

Denis Lalanne, Enrico Bertini, Patrick Hertzog, and Pedro Bados describe a visu-
alization approach to support multiple user roles in Visual Analysis of Corporate
Network Intelligence: Abstracting and Reasoning on Yesterdays for Acting Today.
The authors present a pyramidal vision of network intelligence to support more than
just the daily monitoring of networks. In addition to the system and security ana-
lysts, the authors argue that other user profiles are interested in network intelligence,
such as the the helpdesk, legal department, and the chief executive officer. They
present two methods of network analysis, taking a user/application centric view and
alarm/temporal centric view.
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Jason Pearlman and Penny Rheingans take a service-oriented perspective to visu-
alizing network traffic in Visualizing Network Security Events Using Compound
Glyphs from a Service-Oriented Perspective. The authors present a node-link visu-
alization in which each node is represented as a compound glyph that provides an
indication of the node’s service usage. Time slicing is also used in these glyphs to
provide an indication of time.

Barry Irwin and Nicholas Pilkington attempt to map large IP spaces using Hilbert
curves in High Level Internet Scale Traffic Visualization Using Hilbert Curve Map-
ping. Network telescope (also called DarkNets) are large collections of IP space
with no hosts; all traffic collected on a network telescope is sent to a non-existant
host. These dead end communications are never legitimate and provide indications
of backscatter, scanning, and worm activity. The authors use Hilbert curves, a space
filling curve that preserves locality (i.e., ordered data will remain ordered along the
curve), to map the activity on large network telescopes.

4.3 Communication, Characterization, and Context

Stefano Foresti and James Agutter present their experience with the design of a
VizSec system in VisAlert: From Idea to Product. VisAlert, described above in
Sect. 3.2.3, is a VizSec system that can correlate data from multiple sources into a
unified visualization. In this invited chapter, the authors describe the design process
from the conception of rough visual sketches to the implementation and deployment
of a production-ready software and the issues that the design team had to address to
carry the project from concept to product.

Dino Schweitzer, Leemon Baird, and William Bahn present a visualization of
their security algorithm in Visually Understanding Jam Resistant Communication.
Their algorithm, BBC, is based on a new type of coding theory known as concur-
rent codes that is resistant to traditional jamming techniques. The authors found
it difficult to explain the formal definition and proofs to non-mathematicians, and
so turned to visualization as a communication device to visually demonstrate the
algorithm’s effectiveness.

Florian Mansman, Lorenz Meier, and Daniel A. Keim present an approach to
visualizing host behavior in Visualization of Host Behavior for Network Security.
The authors use a force-directed graph layout to look at changes in host behavior
over time to assist in the detection of uncommon behavior. A node represents the
state of one host for a specic interval and its position is determined by its state at that
interval. So as hosts’ states change, their position also changes, allowing analysts to
easily see changes over time.

William A. Pike, Chad Scherrer, and Sean Zabriskie focus on bringing context
into visualization in Putting Security in Context: Visual Correlation of Network
Activity with Real-World Information, which was named the workshop’s Best Paper
runner-up. The central tenant of the paper is that CND analysts use their own under-
standing of the world to put security events into context. In order to support this
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necessary analytic step, the authors demonstrate a system, called NUANCE, that
creates behavior models for network entities at multiple levels of abstraction and
fuses these models with contextual information on current threats and exploits from
textual data sources.

4.4 Attack Graphs and Scans

Leevar Williams, Richard Lippmann, and Kyle Ingols present an elegant solution
to visualizing attack graphs in An Interactive Attack Graph Cascade and Reacha-
bility Display. Attack graphs present potential critical paths that could be used by
adversaries to compromise networked hosts based on their known vulnerabilities.
Attack graphs are useful for understanding the vulnerability level of a network, but
are often too complex to understand. The authors present a visual solution for attack
graph comprehension based on treemaps. Multiple treemaps are used to cluster host
groups in each subnet. Hosts within each treemap are grouped based on reachability,
attacker privilege level, and prerequisites.

Chris Muelder, Lei Chen, Russell Thomason, Kwan-Liu Ma, and Tony Bartoletti
combine machine learning and visualization to tackle the problem of classifying
scanning activity in Intelligent Classification and Visualization of Network Scans.
The authors present a system that uses associative memory learning techniques to
compare network scans in order to create classifications. The classifications can be
used with visualization to characterize the source of scans.

Barry Irwin and Jean-Pierre van Riel describe a 3D visualization for traffic
analysis in Using InetVis to Evaluate Snort and Bro Scan Detection on a Net-
work Telescope. Source IP address, destination IP address, and destination port
are mapped to the three axes in InetVis for TCP and UDP traffic and a separate
plane is shown below this cube (with no port information) for ICMP traffic. InetVis
also incorporates textual filtering and querying using the powerful and flexible the
Berkeley Packet Filter syntax. The authors use the visualization to examine the scan
detection capabilities two IDSs to identify possible flaws in those scan detection
algorithms.

5 Conclusion

VizSec is a growing community that is attempting to solve the important problems of
computer security through enabling humans through information visualization. This
chapter has highlighted the motivation for VizSec and presented some of the tasks
VizSec tools support and the data sources visualized. Examples of visualizations
of packet traces, network flows, and intrusion detection alerts were presented to
provide an understanding of some of the themes that VizSec research has grappled
with and solved, particularly for CND.
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The Real Work of Computer Network
Defense Analysts
The Analysis Roles and Processes that Transform
Network Data into Security Situation Awareness

A. D’Amico and K. Whitley

Abstract This paper reports on investigations of how computer network defense
(CND) analysts conduct their analysis on a day-to-day basis and discusses the impli-
cations of these cognitive requirements for designing effective CND visualizations.
The supporting data come from a cognitive task analysis (CTA) conducted to base-
line the state of the practice in the U.S. Department of Defense CND community.
The CTA collected data from CND analysts about their analytic goals, workflow,
tasks, types of decisions made, data sources used to make those decisions, cognitive
demands, tools used and the biggest challenges that they face. The effort focused on
understanding how CND analysts inspect raw data and build their comprehension
into a diagnosis or decision, especially in cases requiring data fusion and correla-
tion across multiple data sources. This paper covers three of the findings from the
CND CTA: (1) the hierarchy of data created as the analytical process transforms
data into security situation awareness; (2) the definition and description of different
CND analysis roles; and (3) the workflow that analysts and analytical organizations
engage in to produce analytic conclusions.

1 Introduction

As government and business operations increase their reliance on computer net-
works and the information available on them, defending these valuable networks and
information has become a necessary organizational function. Risks have appeared
from many sources. The online world is witnessing increasingly sophisticated tech-
nical and social attacks from organized criminal operations. Moreover, an estimated
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120 countries are using the Internet for political, military or economic espionage
(McAfee, 2007).

The broad area of cyber security encompasses policy and configuration decisions,
virus scanning, monitoring strategies, detection and reaction. In the commercial
world, the domain of expertise for securing and defending information resources is
referred to as information security (InfoSec). U.S. governmental organizations use
the synonymous terms computer network defense (CND) and defensive information
operations (DIO).

This paper treats the topic of CND analysis from the perspective of the peo-
ple working as professional CND analysts. We discuss how their user requirements
should apply to the design of CND visualization tools. To describe the nature of
CND analysis, we draw upon a cognitive task analysis (CTA) that we conducted
in the 2004–2005 timeframe using mainly CND analysts working within U.S.
Department of Defense (DOD) organizations. D’Amico et al. (2005) provides a pre-
liminary report on that work. The research was designed to gain a full understanding
of the daily CND analysis process. Three design considerations were: to understand
both the similarities and differences in how network data was analyzed across differ-
ent organizations; to include analysts whose responsibilities ranged from defending
local networks to looking for attacks more broadly across a community (i.e., the
notion of enclave, regional and community monitoring); and to include perspectives
stemming from both tactical and strategic missions.

The CTA research was undertaken with several goals in mind, including to serve
as foundation material for tool developers who do not have easy access to CND
analysts and to provide requirements for the design of successful visualization for
computer security. These goals also motivate this paper. This paper summarizes
three findings from the CTA: (1) the hierarchy of data created as the analytical
process transforms data into security situation awareness; (2) the definition and
description of different CND analysis roles; and (3) the workflow that analysts
and analytical organizations engage in to produce analytic conclusions. We pinpoint
cognitive needs of CND analysts, rather than the software and system requirements.
The analytic process is a joint (both human and machine) cognitive system, and the
pipeline of CND analysis will not be automated in the near future. The needs of
human analysts will remain a critical component of successful CND and should be
considered when designing CND visualizations.

2 Related Work

The CND mission is succinctly summarized by Sami Saydjari: “Imagine that you
lead an organization under computer attack on your critical information systems.
What questions are you likely to ask? Am I under attack; what is its nature and
origin? What are the attackers doing; what might they do next? How does it affect
my mission? What defenses do I have that will be effective against this attack? What
can I do about it; what are my options? How do I choose the best option? How do I
prevent such attacks in the future?” (Saydjari, 2004).
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To answer these questions, CND analysts are responsible for tasks such as col-
lecting and filtering computer network traffic, analyzing this traffic for suspicious or
unexpected behavior, discovering system misuse and unauthorized system access,
reporting to the appropriate parties and working to prevent future attacks. CND ana-
lysts consult the output of automated systems that provide them with network data
that have been automatically collected and filtered to focus the analyst’s attention on
data most likely to contain clues regarding attacks. These automated systems (such
as firewalls, border gateways, intrusion detection systems (IDSs), anti-virus systems
and system administration tools) produce log files and metadata that the analyst can
inspect to detect suspicious activities.

To gauge the missions and analytic tasks across the CND community, Carnegie
Mellon University (Killcrece et al., 2003) conducted a study of 29 Computer Secu-
rity Incident Response Teams (CSIRTs), of which 29% were military, and listed the
major activities of the teams surveyed. A summary appears in Table 1 along with
the percentage of organizations reporting these activities. The bold typeface high-
lights those activities that were of interest to our CND CTA research. Our research
focused on understanding how CND analysts inspect raw data and build their com-
prehension into a diagnosis or decision, especially in cases requiring data fusion
and correlation across multiple data sources. The CTA did not include the work of
vulnerability assessments, penetration testing, insider threat or malware analysis.

The CMU study also categorized CND activities or functions into three groups:
reactive, proactive, and security quality management. Reactive activities are trig-
gered by a preceding event or request such as a report of wide-spreading malicious

Table 1 The major activities performed by CND analysts and percentages of organizations
reporting these activities (Killcrece et al., 2003)

Activities of Computer Security Incident Response Teams

Incident handling 97%
Perform security policy development 72%
Publish advisories or alerts 72%
Perform artifact analysis 66%
Perform virus handling 66%
Monitor IDS 62%
Produce technical documents 62%
Provide and answer a hotline 62%
Do training and security awareness 59%
Perform forensic evidence collection 55%
Perform a technology watch or monitoring service 55%
Track and trace intruders 52%
Pursue legal investigations 44%
Vulnerability handling 41%
Monitoring network and system logs 38%
Security product development 34%
Vulnerability scanning 31%
Vulnerability assessments 28%
Security configuration administration 24%
Penetration testing 17%
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code or an alert identified by an IDS or network logging system. Looking to the
past, reactive tasks include reviewing log files, correlating alerts in search of pat-
terns, forensic investigation following an attack and identification of an attacker who
has already penetrated the network. Looking to the future, proactive activities are
undertaken in anticipation of attacks or events that have not yet manifested. Proac-
tive tasks include identifying new exploits before they have been used against the
defended network, predicting future hostile actions and tuning sensors to adjust for
predicted attacks. Security quality management activities are information technol-
ogy (IT) services that support information security but that are not directly related
to a specific security event; these include security training, product evaluation, and
disaster recovery planning. Killcrece et al. reported, and our CTA results support,
the fact that most CND analysis work is reactive, not proactive. In the CND CTA,
we looked for examples of proactive work; however, the majority of the analytic
activity was reactive. In describing the analysis roles below, we note instances in
which proactive tasks can occur.

Alberts et al. (2004) extended the work of Killcrece et al. in a report that advo-
cates best-practice workflows for effective incident management. Their models
represent what incident response should or could be and do not necessarily represent
the actual experiences of most CND analysts. By comparison, our CTA studied the
state of the practice, sought to understand the existing factors that impede success-
ful analysis and identified opportunities to improve situation awareness. Biros and
Eppich (2001) conducted a CTA of rapid intrusion detection analysts (which include
triage and aspects of escalation analysis, as defined below) in the U.S. Air Force and
identified four requisite cognitive abilities: recognizing non-local Internet Protocol
(IP) addresses, identifying source IP addresses, developing a mental model of nor-
mal, and sharing knowledge. We used their work as a starting point, but studied the
larger range of CND analysis beyond triage analysis and beyond the Air Force.

3 Methods

Generally, CTA is the study of an individual’s or team’s cognitive processes, activ-
ities and communications within a specific work context. CTA uses naturalistic
observation techniques to elucidate expertise and to understand the actual effect
of processes and systems (e.g., software systems) built to automate or assist human
decision makers. Ideally, a CTA involves both observing individuals as they go about
their work and asking directed questions about the way in which they approach the
problems, how they decide what steps to take, their communications with their co-
workers and the difficulties of their work. In a CTA, care is taken to distinguish
between the inherent work of a domain and the work that may be created by the
current working environment and tools; in this way, the CTA can provide insight
into how the current working environment helps or hinders the ultimate goals of the
work. The output of a CTA is a detailed description of the tasks that an individual
or team performs, the data on which they operate, the decisions they make and the
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processes and activities (cognitive, communicative and perhaps physical) that they
engage in to reach those decisions.

During the CTA described in this paper, 41 CND professionals working in seven
different organizations participated. Most were currently active analysts; a few were
managers who were not performing analysis on a day-to-day basis. They varied in
level of expertise and represented a variety of job titles and work roles, as defined
by their organizations. We focused on CND analysts who look at network traffic and
related data to determine whether the information assets are under attack and who
the attacker is. To collect data, we used a combination of four knowledge capture
techniques: semi-structured interviews, observations, review of critical incidents
and hypothetical scenario construction. In semi-structured interviews, the researcher
guided discussion with an analyst by using a checklist of questions, yet also used
wide latitude to encourage the subject to describe the day-to-day work in detail.
Observations involved watching analysts at work combined with asking questions
to clarify the process. Review of critical incidents involved dissecting past incidents
that challenged the analyst’s skills. The technique of scenario construction involved
working with analysts to flesh out an imaginary analysis case of typical offensive
actions taken by a sophisticated attacker and defensive actions taken by the CND
analyst. Scenario construction allowed analysts to reveal the kinds of information
they seek from available data sources, knowledge of adversary operations and tech-
niques, and types of connections they make between seemingly disparate pieces of
information.

4 Findings

While the organizations participating in the CTA differed in their stated mission
(such as protecting a single network, identifying trends in computer attacks across
the entire DOD, or performing CND services for customers outside one’s own orga-
nization), they had much in common. This overlap, however, was obscured by the
lack of standard terminology. Whereas various members of the community used
common terms (e.g., event and alert), they often used the terms differently or with-
out a specific definition. Also, at times, the analysts used different terms that gave
an initial impression that they had different missions or needs. Therefore, a primary
task in the CTA data analysis became to analyze the participants’ usage of terms in
the context of the details of their work. By sifting through the details, we identified
similarities across the community. For tool designers, these widespread cognitive
processes are valuable to understand, because they are fundamental aspects of CND.

The following sections describe CND analysis from three perspectives, high-
lighting aspects of human cognition. The first section considers the status of the
data as raw data are processed into analytic product. The second section presents
a range of analysis roles, based on work performed, not on job title. The third sec-
tion describes a synthesized workflow that captures the steps in the analytic process.
Throughout the discussion, the focus is on the similarities across organizations, not
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on exceptional cases. In these findings, we use a standardized vocabulary, not in a
prescriptive way, but as a way to illuminate the CND process data for the purpose
of the CTA.

4.1 Data Transformation in CND Analysis

As a CND analyst works, data are filtered, sorted, retained or discarded based on
the analyst’s responsibilities and expertise. Different responsibilities involve differ-
ent data. For example, some analysts primarily review the newest packet traffic or
sensor data; others concentrate on data that have already been identified as suspi-
cious, but require further analysis and correlation with additional data sources. As
we discussed this process with the analysts, we ascertained that, as analysis pro-
ceeds, data are transformed as an analyst’s confidence in an analytic conclusion
increases. The cognitive transformation can be seen as a hierarchy of data filters
with the levels reflecting the increasing certainty that a reportable security violation
has been identified (depicted in Fig. 1). It is worthwhile to note that the volume of
data generally decreases from level to level.

Raw Data 

Interesting Activity

Suspicious Activity

Events

Incidents

Intrusion Sets 

Fig. 1 Data hierarchy as data are transformed into security situation awareness
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Raw data are the most elemental data in the hierarchy. At the start of the entire
CND analytic workflow, the raw data can be network packet traffic, netflow data
or host-based log data. Especially because the amount of raw data is so large, ana-
lysts do not generally inspect all raw data. Instead, raw data are passed through an
automated process (e.g., an IDS) that makes initial filtering decisions (e.g., based on
attack signatures). The automated filtering results in a substantially reduced amount
of data requiring human attention.

Interesting activity refers to the data that has been flagged by the initial automated
filter and sent to a CND analyst for inspection. We heard it referred to as activity,
alerts, alarms, data, logs and interesting activity. Some analysts objected to the term
alerts because they felt strongly that activity is not an alert until a human analyst
has inspected and verified that the activity is worthy of further attention. Interest-
ing activity might be presented to the CND analyst in the form of packet header
data from TCPDUMP or as an IDS alert. Depending on the techniques employed
by the automated filter, the interesting activity may be largely composed of false
positives. Analysts perform triage on interesting activity, examining the alert details
and related data, throwing out false positives and retaining the remainder for closer
inspection.

Suspicious activity remains after the triage process because the CND analyst
believes that the activity is anomalous for the monitored network or because it
adheres to a signature or attack pattern associated with malicious intent. Some CTA
participants called this type of activity an event, anomaly or suspicious activity.
Examples of suspicious activity include a series of scans from the same source
IP address; an unusual increase in traffic to or from a server inside the network;
virus infections on several workstations in a short time period; and misuse of the
monitored network by employees downloading inappropriate content.

Event refers to suspicious activity that a CND analyst has a responsibility to
report, based on the organization’s mission and policies. For example, an organiza-
tion might be charged to report only on certain types of intrusion attempts and not
on employee policy violations (e.g., using unauthorized peer-to-peer software); in
this case, a policy violation would not be escalated as an event.

At the level of events, the volume of data has been significantly reduced from
that of raw data. It is also the point at which CND analysts begin grouping indi-
vidual activity based on common characteristics (such as source and destination
IP addresses, time, attack characteristics or attacker behavior). Along the analy-
sis workflow, CND analysts are also expanding their understanding of the data
by searching for and adding new facts that show the extent of the security viola-
tion including the actors, machines, and information that has been compromised.
The work for the CND analyst inspecting event data is to confirm that a security
violation has occurred and to provide as full an understanding as possible of the
violation.

Incident is the point when a CND analyst(s) has confirmed the occurrence and
seriousness of one or more events and reports on the collection of relevant data. The
incident level is usually a formal, documented point in the analysis process. A CND
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analyst prepares a formal report describing the incident. After any required approval,
the incident report is released as an official analytic product. Some organizations
have more than one type of reports (e.g., a rapid-release distribution mechanism to
distribute early information as quickly as possible and a formal reporting mechanism
which is the finalized incident description). Within the DOD, official incidents are
assigned to the responsible party for incident handling. Incidents may be tagged with
a category type or priority ranking. Currently, there is no international consensus on
incident categories or how to measure incident severity.

Incident reports are distributed to interested parties based on factors like category
type and official reporting chain. The topic of report distribution and data sharing
is closely related to the fact that CND analysis is often done collaboratively across
organizations. Monitoring often takes place at enclave, regional and community lev-
els with formal or informal collaboration and sharing across levels. For example, in
the DOD, CND analysis occurs at individual military bases (i.e., enclave level), at
the military service level (i.e., regional level) and across the entire DOD (i.e., com-
munity level). Data and reports flow up and down this reporting chain. Currently,
the Joint Task Force for Global Network Operations (JTF-GNO) provides DOD
community-wide analysis. For state and local governments, US-CERT, operated by
the Department of Homeland Security (DHS), provides the community level. In the
commercial world, companies have corporate monitoring (i.e., enclave or regional
level) and may also report to a community service (e.g., a financial institution may
participate in the Financial Services Information Sharing and Analysis Center (FS-
ISAC)). In the case of Managed Security Service Providers (MSSPs), incidents are
reported to individual customers (i.e., enclave level); an MSSP might also perform
trend analysis across its entire customer base.

The benefit of wider analysis at the community level is indisputable. Aside from
individual enclave concerns about the sensitivity of their data, the value of grouping
CND data stems from the fact that certain incidents cannot be fully understood
within a single enclave. When protecting national interests, it is important to detect
related activity and larger trends occurring across individual enclaves.

Intrusion sets are sets of related incidents. In the organizations we visited,
intrusion sets and problem sets were essentially synonymous terms. Intrusion sets
commonly arise at the community level when CND analysts can review incidents
from different reporting organizations and group these incidents based upon shared
features such as source and destination IP addresses, time, attack characteristics
or attacker behavior. When a CND community suspects that separately reported
incidents emanate from the same source or sponsor, the community groups the inci-
dents into an intrusion set. Just as incidents are almost universally a formal analytic
product, the designation of an intrusion set is an official decision point for the orga-
nizations in our CND CTA. The community then increases attention and resources
to detecting, understanding and responding to relevant activity. This process can
include decisions about tuning data collection and IDS signatures to catch all new
related data.
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4.2 CND Analysis Roles

We wanted to understand whether and how analysis duties are divided across ana-
lysts and organizations. However, we were initially confronted with the lack of any
functional descriptions of jobs performed by the analysts. Job titles, such as level 1
analyst or lead analyst, varied considerably across organizations. Furthermore, an
analyst with a single job title, such as lead analyst, often performed many roles,
such as rapid intrusion detection, consultation with other analysts and even training
of junior analysts. In considering how to address this lack of common descriptions,
we decided to categorize analytical function based on the actual tasks performed.
The result of this exercise was a set of six broad analysis roles that accounted for
all of the cognitive work observed: triage analysis, escalation analysis, correlation
analysis, threat analysis, incident response and forensic analysis.

These roles represent categories of analysis; the roles do not directly map to job
titles. An analyst with a single job title may perform work across more than one of
the analysis roles. The roles illuminate the amount and types of data that the analyst
is integrating and the goal of the analysis. The roles also reflect authority boundaries
imposed by law and policy (e.g., relating to privacy). Some of the roles align closely
with reactive analysis; some include aspects of proactive analysis.

Triage analysis is the first look at the raw data and interesting activity. The triage
decision is a relatively fast decision about whether the data warrants further analysis.
Triage encompasses weeding out false positives and escalating interesting activity
for further analysis, all within a few minutes of viewing the data. Commonly, an
analyst inspects IDS alerts and the immediate associated traffic/flow metadata and/or
packet contents.

The majority of analysts in the CND CTA performed triage analysis. It is also
very common that novice CND analysts are first assigned the job of triage analysis
and work under the guidance of more senior analysts. The triage cases that novices
encounter provide on-the-job training that increases the range of security violations
that they can easily recognize.

Triage analysis is reactive in nature, since it is based on reviewing and sorting
activity that has already occurred. Within the CTA, we encountered the following
relevant CND job titles: level 1 analyst, first responder and real-time analyst. For
the organizations in the CTA, analysts with these job titles spent the majority of their
time performing triage analysis. In a small organization or at a remote site within a
large organization (e.g., Air Force base), triage analysis may be performed, albeit in
a limited way, by the system administrator or network manager.

Escalation analysis refers to the steps taken to investigate suspicious activ-
ity received from triage analysis. Escalation analysis requires increasing situation
awareness of the suspicious activity. The process may take hours or even weeks from
start to finish, during which the CND analyst marshals more data, usually from mul-
tiple data sources and from inside and outside the organization, resulting in greater
comprehension of the attack methods, targets, goal and severity. The CND analyst
may also make an initial assessment of attacker identity and the mission impact of
an attack.
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A main goal of escalation analysis is to produce incident reports. Compared
to triage analysis, escalation looks at related data over longer periods of time
(e.g., over the last several months of collected data) and from multiple data sources
(e.g., including information from threat reports). The time needed to process these
data queries and to interpret and assemble the results accounts for the fact that esca-
lation analysis takes longer than triage analysis. In triage analysis, emphasis is on
speed; correspondingly, the analysis usually involves limited queries on a single
data source. In the current practice of CND analysis, the combination of triage and
escalation analysis is what is often referred to as a real-time monitoring capability
(although it does not actually occur in real time).

Sometimes, escalation analysis is based on tip-offs received from colleagues in
other analysis groups and from cooperating organizations. This situation occurs
particularly for senior analysts who have good contacts throughout the CND com-
munity.

Escalation analysis is largely reactive. Less commonly, escalation analysis
involves proactive actions such as tuning sensors to look for predicted attacks or
activity related to a current investigation. Within the CTA, we encountered the
following relevant CND job titles: level 2 analyst and lead analyst.

Correlation analysis is the search for patterns and trends in current and histor-
ical data. At the community level, correlation analysis includes grouping data into
intrusion sets; these investigations can take days to months. When conducted at the
community level, correlation analysis is closely related to threat analysis.

Correlation tasks include retrospectively reviewing packet data, alert data or
incident reports collected over weeks or months of CND monitoring, looking for
unexplained patterns. Patterns may arise from different data attributes such as
specific source or destination IP addresses, ports used, hostnames, timing character-
istics, attack details and attacker behavior. By discovering patterns, CND analysts
can uncover suspicious activity that was previously unnoticed. An analyst might
not know what patterns they are looking for in advance; instead, the analyst might
“know it when they see it.” When they encounter a pattern that they cannot explain,
they form hypotheses about potential malicious intent, which they try to confirm or
contradict via additional investigation.

In the CND CTA, we encountered few analysts whose primary role was corre-
lation analysis. Only 5% of the CTA participants were primarily responsible for
community-wide correlation; another 5% were primarily responsible for the post
hoc review, at the regional level, to search for anomalies or patterns not found during
triage and escalation analysis.

Correlation analysis is reactive when it focuses on discovery within existing data.
It has the potential to be proactive if discovered patterns are used to make pre-
dictions about next likely actions. Within the CTA, we encountered the following
relevant CND job titles: level 2 analyst, correlation analyst and site-specific ana-
lyst. We choose the term correlation analysis, not out of a technically correct use of
the concept of correlation, but rather due to the prevalent use of the term in the CND
community to refer to grouping related data.
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Threat analysis is intelligence analysis in support of CND. Threat analysis uses
data sources beyond the monitored traffic (e.g., information published on hacker
websites) to gain additional insight into the identity, motives and sponsorship of
attackers and to forecast upcoming CND attacks. The additional data sources pro-
vide a higher-level perspective than is possible by examining computer network
traffic and host-based activity. The additional data sources are essential for under-
standing an attacker’s true identity and intent; One of CTA participants explained,
“Intelligence is the most important factor in doing prediction and attribution.”

Threat analysis may proceed in reaction to a specific attack. However, threat
analysis is the most proactive of the analysis categories, since threat analysis can
precede and uncover facts before a CND attack occurs. In the CTA, we found that
threat analysis was primarily linked with the job title of threat analyst.

Incident response analysis recommends and/or implements a course of action in
reaction to a confirmed incident. Responses may be as straightforward as blocking a
source IP address, or as complex as “caging” or “fish bowling” an attacker inside the
network to observe the attacker in action. Incident response involves assessing the
tradeoffs of potential responses and how the responses will impact organizational
mission. Incident response analysis is, by definition, a reactive activity. Within the
CTA, we encountered the following relevant CND job titles: incident handler and
incident responder.

Incident response, as well as forensic analysis, involves the issue of authority.
Because of legal ramifications, only certain CND analysts are authorized to imple-
ment a response. In the CTA, the majority of analysts was responsible for analysis
and reporting and not authorized to take response actions.

Forensic analysis consists of gathering evidence in support of a law enforcement
investigation instigated by an incident. Forensic analysis is especially concerned
with evidence preservation and has increased need for host-based evidence collec-
tion. Forensic analysis takes weeks to months to complete. Forensic analysis is, by
definition, a reactive function.

In the DOD, forensic analysis is separated from the other aspects of CND analy-
sis due to the issue of authority. Only certain analysts are authorized to collect and
review cases involving U.S. citizens and to prepare this data for legal action. Foren-
sic analysis is performed by members of a law enforcement organization, who may
be assisted by incident handlers.

4.3 CND Analysis Workflow Across Organizations

Each organization that participated in the CTA had its own workflow for analyz-
ing CND data, which differed from the other organizations’ workflows. Nonethe-
less, after capturing each process in a workflow diagram and comparing them,
we found many commonalities. Figures 2 and 3 depict a synthesized workflow that
encapsulates and abstracts observations from all seven organizations.

The entire workflow operates to transform data from interesting activity to inci-
dents and intrusion sets, with the goal of enhancing the situation awareness of



30 A. D’Amico and K. Whitley

Fig. 2 Generalized CND workflow

individual analysts, organizations and the community of related organizations. All
of the analysis roles play a part in this workflow. Some roles operate sequen-
tially (e.g., triage precedes escalation) while others recur through the workflow
(e.g., correlation and threat analysis). Feedback loops in the workflow illustrate the
interdependence of the analysis roles and the importance of analyst communication
in the data transformation process. The workflow contains both tactical and strate-
gic goals (highlighted in Fig. 2 and described below). The workflow also contains
three stages that align with principles of situation awareness and sensor data fusion
(highlighted in Fig. 3 and described below).
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Fig. 3 Stages of CND situation awareness and cognitive data fusion
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Tactical analysis. The top half of Fig. 2, ending at the declaration of an incident
and initiation of incident response, represents a tactical focus. The goal of tacti-
cal analysis is to defend against an immediate, current attack and to maintain the
operational status of the monitored networks. Tactical analysis is usually performed
at enclave and regional levels. Analysis at the tactical level focuses on inspecting
IDS alerts, flow data, firewall logs and TCPDUMP, with additional information
drawn from open source and intelligence sources. The declaration of an incident
is a definitive point in tactical analysis that initiates a series of incident response
tasks. Incident response may be handled by the monitoring organization or by the
enclave network administrator.

Strategic analysis. The bottom half of Fig. 2, beginning with the categoriza-
tion and correlation of confirmed incidents, represents a strategic focus. The goal
of strategic analysis is to understand the broader implications of related attacks.
Strategic analysis is an important function of the community level (e.g., JTF-
GNO and FS-ISAC). Incidents declared across enclaves and regions are collected
at the community level. At this strategic level, a community organization exam-
ines all constituents’ incidents for patterns or trends. Such patterns may indicate a
well-resourced, sophisticated attacker with motives beyond nuisance attacks on an
individual workstation.

Analysis at the strategic level focuses on confirmed incidents; it may be aug-
mented with data from community sensors, intelligence reports and packet-related
data requested from an enclave location. The recognition of an intrusion set is a
definitive point in strategic analysis that triggers additional analyses into attack
attribution, techniques, motive and sponsorship.

Stages of situation awareness. The CND workflow (see Fig. 3) moves through
the three stages of building situation awareness: perception, comprehension and
projection (Endsley, 1995; Endsley et al., 2003). In CND, the three stages of sit-
uation awareness also align with levels of data fusion. Specifically, analysts engage
in detection, situation assessment and threat assessment, which are levels of data
fusion identified by the Joint Directors of Laboratories (JDL) and recognized widely
by the sensor data fusion community (Llinas and Hall, 1998, Waltz, 1998).

Stage 1: perception/detection. During the first stage, a CND analyst acquires
data about the monitored environment, which is typical of the perceptual stage of
situation awareness. As the analyst performs triage on interesting activity, compre-
hension begins. An analyst assembles and integrates data to form a mental model of
how the interesting activity might represent an attacker’s action. By testing hypothe-
ses through additional data and input from colleagues, an analyst modifies and
clarifies his mental model. By the end of the first stage, when the analyst decides
whether to escalate, the focus shifts from perception to comprehension. The first
CND stage is primarily concerned with initial data inspection and detection and,
thus, aligns with JDL Level 1.

Stage 2: comprehension/situation assessment. During the second stage, analysts
focus on escalation and correlation analysis, which represent the comprehension
aspect of situation awareness. Analysts combine suspicious data, their own knowl-
edge and expertise, and additional data sources to determine whether the suspicious
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activity represents an incident. The analyst refines the mental model of the attacker’s
identity and threat level by tracking the attack path through the network and time.
Analysts performing correlation analysis identify patterns of anomalous behavior,
which they share with those performing triage and escalation analysis.

Stage 2 also involves limited projection. Escalation analysis includes some postu-
lating about an attacker’s actions if left unblocked. Incident responders, in choosing
a course of action, project what actions an attacker might take if he realizes he has
been discovered. This stage also aligns with JDL Level 2 because a main activity
is to inject more data (perhaps from relevant, additional data sources) to refine the
analysis.

Stage 3: projection/threat assessment. During the third stage, analysts perform-
ing correlation, incident response, and threat analysis review and categorize con-
firmed incidents at the community level. By comparing incidents and adding data
from intelligence sources, they discern attack patterns. By this point, the analysts
at the community level have a shared mental model. As comprehension improves,
the analysts refine the shared mental model and project into the future to fore-
cast the types of incidents to expect within the community. Furthermore, proactive
threat analysis identifies potentially new exploits and attackers that could become
active in the future. Based on these projections, tips are fed back into the start of
the analysis pipeline as perceptual cues for detection. This feedback loop forms a
perception-action cycle across multiple, distributed actors. This stage aligns with
JDL Level 3 because the analysis involves inferences about attacker identity, motive
and sponsorship.

5 Implications for Visualization

5.1 Visualization Across the CND Workflow

Along the CND workflow, as analysis tasks transform data into situation awareness,
analysts’ attention widens from single packets and network flows to communi-
cation networks and final conclusions. Fundamental tasks include noticing what
data should be investigated, formulating good analysis questions, searching data
sources, evidence tracking and synthesizing a conclusion. CND visualization can
occur within a single packet/flow, across multiple packets/flows, across incident
reports and in situations that require blending data from multiple data sources.

In the triage stage, CND analysts are commonly looking at IDS alerts and the
metadata and content contained in individual packets and flows. Usually, an ana-
lyst’s attention has been guided to a specific packet or flow by an automated filter
or colleague’s tip-off. The analyst needs fast access to the alerts and rapid drill
down to the related raw data. Viewing individual data elements, an analyst is not
yet forming connections to other pieces of data. Simple visualizations are appro-
priate at this stage. An example is color highlighting of the interesting portions of
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the data (e.g., the content that matched the IDS signature) to ensure that the ana-
lyst sees relevant details. One simple, but effective visual cue observed in the CTA
was an alert management system that used color to reflect the status of the alert.
Lines were colored according to whether the alert was not yet assigned to an ana-
lyst, whether the alert had been assigned and was in triage or whether the triage had
completed (either by discarding or escalating the alert). This mechanism can apply
to CND offices with centralized, shared raw data in which the office needs to track
all incoming interesting data.

In the escalation and correlation stages, CND analysts build patterns that span
across packets. The work includes analysis needed to understand whether an
attempted attack succeeded and to understand the extent of a successful attack. A
common exercise during escalation is to build the communication network of the
suspected attacker and victim. The analyst wants the picture of all known hosts that
have communicated with either the attacker or the victim, and all alerts associated
with any of these hosts. This network is a central part of the analyst’s mental model
of the attack; it indicates the extent of the attack by showing likely attack origination
points, data exfiltration paths and further contamination. Unifying visualizations
can facilitate comprehension of the sequence of interconnected events; appropriate
visualizations include graphs (i.e., link-node diagrams) and flexible timeline-based
visualizations.

Other patterns in the escalation and correlation stages include summaries of, for
example, the most active ports and IP addresses, frequency of alert types, the size
of data payloads and the relationships between ports and protocols. Visual presen-
tations can be very useful for exposing patterns and supporting data exploration.
Even traditional visual techniques such as scatterplots and histograms, combined
with easy-to-use filtering capabilities, can be applied effectively to the problem.
Analysts will look for something to “pop out at them.” In fact, the popping out that
occurs is a cognitive event in which an analyst associates several pieces of data and
adds a hypothesis explaining how these data are related.

For correlation for intrusion sets and threat analysis, there is increasing need to
combine facts from multiple data sources and to present the data as a cohesive ana-
lytic conclusion. For intrusion sets, in particular, a visualization solution should be
capable of providing a temporal context that emphasizes the sequence of events.
In these roles, there is more likelihood that an analyst will be manipulating sec-
ondary data sources and textual data (e.g., incident reports in correlation analysis;
open source text in threat analysis) and assembling all evidence into a single com-
pendium. The combination of visualization and annotation (a feature mentioned
again in Sect. 5.2) would allow analysts to provide the combination of facts and
interpretation that completes the analytic product.

For successful CND visualization, the value of visualization is closely tied to the
utility of the data available for viewing and the analysts’ ability to search that data.
CND analysis is very much an information retrieval problem. Like web search-
ing, CND analysts need to search data repositories and are limited or empowered
by the expressivity and usability of the search capability. For example, if ana-
lysts can only query their data repository on attributes in the metadata (as opposed
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to characteristics of the traffic content), analysts will have difficulty discovering
new attack strategies (i.e., for which no IDS signatures exist). Another example
concerns whether analysts can easily query the organization’s database of inci-
dent reports. Incident reports represent the CND organization’s collective memory.
Often, incident reports are textual documents without delineated fields to enable
straightforward searching. The result can be that an analyst is prevented from
checking to see if an unusual attack detail has appeared in any prior incident reports.

Expanding on the example of incident reports, the value of CND visualization
is strengthened when contextual data are immediately available for viewing. Con-
textual data are general (e.g., IP registration information) or site-specific (e.g., “Hot
IP” lists, prior incident reports) information that speeds situation awareness. In the
case of “Hot IP” lists, CND organizations frequently maintain a changing list of
IP addresses of particular interest. An analyst may also have a list related to his
individual set of investigations. The analyst’s perception and comprehension will be
improved if data visualizations automatically highlight IP addresses that appear on
the organization’s list or his individual list.

As a final suggestion, tool designers should consider user groups beyond pro-
fessional CND analysts. As a whole, the entire Internet population is increasingly
concerned with computer security and identity theft. In particular, tool designers
could benefit home users by making the current and past behavior of their home
computers more transparent and understandable.

5.2 Visualization as Part of a CND Analysis Environment

Visualization components form a part of a larger CND working environment. The
success of the visualization pieces depends upon how well the visual tools are inte-
grated with a CND analyst’s other tools and how well the combination of tools
addresses the CND workflow. These considerations may not be at the forefront of
priorities when a visualization designer begins. However, these considerations ulti-
mately determine whether CND analysts are willing to adopt the tool and whether
the tool is commercially viable.

Three important criteria are ease of input and output from the tool, support for
report building, and management of evidence and analysis. In today’s state of the
practice, CND analysts spend considerable time on tasks other than analysis. Exam-
ples are time spent massaging data formats and spent creating a final report form.
Therefore, for a visualization tool to be attractive to analysts, a tool should mini-
mize the effort needed to get data into and out of the tool. A desirable approach is
for the tool to support a variety of input and output options, a strategy that also helps
interoperability with other tools. For input, it is common for a CND analyst to use
a primary data source, but at times to receive data from other sources with differ-
ing formats. Similarly, analysts must communicate their analysis to peers; this may
mean sharing the data isolated during analysis (i.e., a subset of the actual data) or
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sending a copy of the visualization illustrating a communication network or pattern.
Thus, the tool should support the output of both data and visualizations.

An extension of this, CND analysts become very enthusiastic at the idea of a
tool that automates some or all of the requisite report building. A tool that can
directly add relevant data and views into a report for direct distribution to customers
will spare analysts the tedious time and potential errors involved in assembling a
report using cut-and-paste and transcription. Analysts are not enthusiastic at the idea
about investing energy to create a useful visualization, but then having to compose
a textual equivalent for their report.

Finally, the category of evidence and analysis management refers to features that
assist analysts in gathering and tracking the data that support their current inves-
tigations and in documenting the analysts’ hypotheses and interpretations. During
the CTA, CND analysts were very desirous of tools that would support “an analytic
diary” capability. As an analyst isolates data segments relevant to an investigation,
it is helpful to be able to save the data subset and its context (i.e., collection infor-
mation including data source and time range) in a personal analysis space. As a
collection of current evidence, the analysis space should support quick access and
manipulation of the evidence. Moreover, the analysis space should allow the analyst
to annotate investigations with notes about their interpretations of the evidence and
recommended next steps.
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Adapting Personas for Use in Security
Visualization Design

J. Stoll, D. McColgin, M. Gregory, V. Crow, and W.K. Edwards

Abstract The development of security visualization applications must involve the
user in the design process in order to create usable systems. However, it is all too
easy to lose track of the user during the design and development process, even
though upfront investment in extensive user requirements gathering has proven
benefits. To address this challenge, we adapt a user-centered design method called
personas that enables effective requirements capture for varying scopes of require-
ments-gathering efforts, and, when used properly, keeps the user involved at every
step of the process from design to evaluation.

1 Introduction

The need for usability in security and visualization interfaces is well-documented
in (Adams and Sasse, 1999; Cranor and Garfinkel, 2005; Erbacher et al., 2002;
Zurko, 2005). Unfortunately, the failure to achieve usability due to neglect or mis-
understanding user requirements is also well-known (Jarzombek, 1999; Standish,
1994, 2001). The domain of human–computer-interaction (HCI) provides a wealth
of methods, best practices and approaches for mitigating software failures due to
missing user requirements. However, for those unfamiliar with classic user-centered
design (UCD) methods, the HCI literature can be daunting and easily misapplied
without specialized expertise (Seffah, 2003). Additionally, the methods themselves
can be too heavy-weight or resource-intensive to successfully apply to smaller
projects, research efforts, or projects with tight deadlines, all of which are common
among security visualization applications. As such, there seems to be a gap in the
application of effective HCI methods in the computer security domain; specifically
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methodological details about how to ensure that user requirements are indeed reified
in the resulting software design.

We address this gap through an in-depth exploration of an HCI methodology
aimed at translating user requirements data into the software prototypes. We also
demonstrate through a case study how a light-weight user-centered design process
can be used to better ensure the usability of the resulting software. The method we
discuss, personas, provides a framework for effectively using the user in order to
get the user requirements right. This method is a user requirements capturing tech-
nique arising out of the Participatory Design philosophy (Grudin and Pruitt, 2002).
The value we gained through an adaptation of personas to a security visualization
project shows similarity to so-called ‘discount usability’ methods that can offer
cost-effective measures that improve usability even with limited resources (Nielsen,
1995).

In what follows, we first describe the use of personas as a design method and
situate this technique in the context of other human–computer interaction (HCI)
methods. In Sect. 3, we describe a use case where this method is applied to the
requirements gathering phase of a security visualization project. In Sect. 4 we
discuss the lessons learned and how this method might be applied for security
visualizations more broadly before concluding in Sect. 5.

2 Overview of the Personas Method and Related Work

As with any software application, the first step in building a usable security visu-
alization is to have a good understanding of user requirements. Bowles (2006)
suggests the following six steps for the requirements gathering and specification
phase of user-centered design approach:

1. Define the product
2. Define the user
3. Define done
4. Define the user interface
5. Define the functional requirements
6. Define the non-functional requirements and constraints.

This and other frameworks help organize the requirements gathering phase of soft-
ware development but do not necessarily ensure that the user needs actually drive
the design of the security visualization tool from start to finish. Anecdotal evidence
attests to the ease of overlooking user requirements and designing software for our-
selves rather than the user; or designing solely based on technical considerations.
We also believe questions concerning design tradeoffs must be determined by the
user’s needs. We argue that it is not enough to merely define the user, but rather
usable software is better achieved through utilizing the user throughout the design
and development process; and we believe this can be accomplished for the security
visualization projects in part through the use of personas.

In short, a persona is an archetypical user that captures a range of user needs in
a coherent narrative (Cooper, 1999). The basic idea behind a persona is that one can
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design for a range of users by designing for a single fictional user called a persona
which effectively becomes the representative user by embodying the needs of the
selected user population (Cooper, 1999). Where fundamental characteristics are in
conflict, multiple personas can be developed to account for diversity in the target
users. As such, the personas method provides a way to define, represent, and uti-
lize user requirements (Adlin et al., 2006; Cooper, 1999). It does so by providing
a foundation for developing usability metrics, task identification and analysis, and
devising a coherent design rationale. Additionally, this method facilitates collab-
oration among project members and stakeholders since user requirements can be
referred to more succinctly via individual personas created for the project.

While there are a number of approaches to defining user requirements (i.e.
scenario-based design, storyboards, modeling, and contextual inquiry (Dix et al.,
2004; Holtzblatt and Beyer, 1999; Young, 2002)), we argue for the complementary
use of personas because this method creates the explicit definition of an ever-present
user (Grudin and Pruitt, 2002). Personas should be grounded in a strong understand-
ing of real-world users. Contextual inquiry offers proven methods to gather the raw
data, from interviews to longitudinal observation of work practice. Once synthesized
into personas, this captured data can be used for varying types of task analysis. We
agree with Pruitt and Grudin (2003) that scenario-based design also works well with
personas. Scenarios involve descriptions of users performing a task, including the
relevant details that might drive system requirements. Scenarios bring to light many
technical and functional requirements inherent in accomplishing a task, but tying
them to personas can add users’ broader goals, social and environmental factors,
and relevant information about skills, attitudes, and other factors which need to be
considered. These processes working together form a solid foundation for the design
of usable systems. Personas can even be used along with other techniques to perform
summative evaluation (Dix et al., 2004), as discussed in more detail in Sect. 5.

Viewing potential users as collaborators in the design process and co-creators of
the eventual product or prototype is a central thrust behind the participatory design
philosophy. The personas method, which grows out of participatory design, makes it
more feasible to involve the user in every step of the software development process
beginning with the requirements gathering phase. The consequences of unusable
security visualizations can be severe (especially if they are for national security or
critical infrastructure purposes). Therefore utilizing the personas method which cre-
ates an ever-present user seems appropriate, especially as personas has a rich history
of successful use by both practitioners and researchers in significantly improving
usability across domains (Adlin et al., 2007; Grudin, 2006; Grudin and Pruitt, 2002;
Nieters et al., 2007).

2.1 Personas Method

Creating a persona consists of identifying and capturing significant details that
shape the users’ needs. The details considered in a persona include: goals, pref-
erences, challenges and context that influence or dictate what users would need in
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an application. User characteristics are based on data gathered in the “real world”.
Adlin et al. (2007) provides explicit steps to guide the process of creating a persona.
We prefer this five-step method because the persona creation process is explicitly
data-driven compared to other more anecdotal approaches (Grudin and Pruitt, 2002).
The five steps are:

1. Define the user population and gather data on target users

• Determine the user population.
• Collect user data related to the target population.
• Consider other users such as the international market, disabled persons and

the user who is outside the target population.

2. Transform data gathered into a fictional user or persona

• Write-up the details into a persona narrative or description.
• Create a foundation document based on the narrative for each persona that is

created.

3. Make the persona personable and introduce as “members” of the team

• Create photos and names for each persona.
• Cross-check each persona with “real world” users.
• Introduce each persona to team members and other stakeholders by holding a

kick-off meeting.

4. Consult personas in the design decision-making process throughout the project

• Ask how a particular persona may react to particular features or lack thereof.
• Create scenarios using each personas to highlight needed features.
• Create additional documents such as feature-design maps or persona compar-

ison poster.

5. Evaluate design based on persona requirements; evaluate whether to reuse or
discard personas

• Use personas to determine the usability of the resulting prototype.
• If choosing to reuse, continue collecting data about personas to revise them as

new user data becomes available and continue to further refine and enrich per-
sonas by adding new details such as learning style, book usage patterns, etc.

2.2 Related Work

The extent to which personas are used and the detail captured and used in the five
steps are widely varied. Personas themselves can include elaborate personal details
and there is variance in how organizations encourage their adoption within a team.
Although the personas method is still relatively new, a number of companies have
adopted it successfully, including Cisco, NYT.com, Best Buy, Zylom, Pfaltzgraff,
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and Medco Health (Adlin et al., 2007; Nieters et al., 2007; Spool, 2006). Some of
these companies have written about their best practices and yielded guidance on
how to best utilize aspects of the personas method. For example, Microsoft markets
their persona internally to larger development teams through the use of swag such
as mugs with persona photos, mouse pads, posters and playing cards. Similarly,
Yahoo! Media threw a party so the team could “meet” the personas (Adlin et al.,
2006; Grudin and Pruitt, 2002; Klee and Goodwin, 2001; Spool, 2006).

However, in this investigation, we apply personas to a small research and design
project. In doing so, we demonstrate how lighter-weight requirements gathering can
be well represented in development settings with the smaller teams, budgets, and
shorter timelines that likely characterize most current security visualization design.
We provide a use case of personas by introducing a computer security persona and
discuss how that persona can be used to increase the usability security visualizations.

3 Case Study: First Look

Our implementation of personas was adapted to the research needs of the first look
visualization research project driven by a pressing need: As professional informa-
tion analysts approach a large and dynamic source of data, how can meaningful
changes in information be represented and summarized to a user? Analysts spend an
inordinate amount of time probing and orienting to their information space before
moving on to productive analysis of the relevant portions. Our goal is to develop
methods to reduce the time it takes to prioritize work and start analysis. As new
data pours in, many aspects change but the significance of these changes depends
on type, magnitude, and the perspective of the user.

Our designs need to be domain independent and with such variety in users and
data, we needed a way to organize our requirements. We met with a varied set of
individuals who are tasked with analyzing content of dynamic, large datasets. From
these discussions, it became clear that the use of personas would greatly aid in scop-
ing user requirements. Given the research nature of the project, we could not afford
the time or budget to create elaborate personas. Thus, we followed the five steps
outlined above for persona building, but made alterations based on our needs and
constraints. Our tailored adaptation of personas has been instrumental in guiding
our work and is evidence of the robustness of this approach to different scales and
domain applications.

3.1 Five Steps to Persona Implementation

3.1.1 Step One: Defining a User Population

The First Look project as a whole is aimed at supporting basic problems that are
common to a broad range of information analysts. Personas helped us organize
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requirements into cogent sets, contextualized by the myriad details common to a
particular organization or user type. Creating the personas also brought to light a
number of conflicting assumptions that may otherwise have remained hidden. We
chose three initial user types: a policy analyst, an intelligence analyst, and a cyber-
security analyst. Gathering data on similarities and unique properties across these
three analysis domains continues to inform our design decisions.

Dix et al. (2004) and Young (2002) describe a variety of ways that user data
can be collected through both direct means (engaging real-world users) and indirect
means (relying on existing data about the target user). We mainly relied on indirect
data gathering, borrowing from prior experience with analysts and analyzing many
different analyst job postings, organizational charts, and online descriptions. While
more exhaustive methods of contextual inquiry have demonstrable benefits, they can
often be expensive in time and resources. There can also be problems of user access,
client buy-in, and training the project team member. Particularly when resources are
limited, personas from other efforts can also be reused or repurposed as we hope
ours will be, and personas still have life-cycle benefits even with lower-cost data
gathering.

3.1.2 Step Two: Transform Data into A persona (or Personas)

The primary outcome of this step is the creation of what is called a foundation doc-
ument. This document offers a primary means for communicating the persona to all
other team members and stakeholders. This method also explicitly links the details
of the persona with the supporting user data, i.e. according to Grudin and Pruitt,
this document should contain, in narrative form, the details gathered in the first step
(2002). They suggest an extensive list of information to include. For our needs, we
created the narrative foundation document with the following set of details:

• Job position
• Background which included education and computer skills
• Overall goals
• Work environment which included communication/collaboration activities
• Job duties
• Characteristics of the analyst’s particular information space, such as raw data

sources and formats, analysis tools, analytical products they created and the
target audiences.

The details we gathered are not as extensive as Grudin and Pruitt recommend (2002).
We selected them to capture the salient aspects of users for our research efforts.
If target security visualization users were, for example, frequently telecommuter
working from home then more detailed personas might include details about their
home environment and work habits.

The temptation exists to ignore the narrative format and to create a “laundry list”
of user requirements based on the user data gathered in the previous step and then to
use this as the requirements list. However, there is good evidence that the narrative
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Fig. 1 “Foundation Doc-
ument” excerpt from the
persona Frank

Frank Kreuse
Cyber Analyst, EOBU (a defense industry supplier)

Background:
Frank has a B.S. in Information Systems. He specialized in 

computer user. 

Work Environment and Information Management:
Frank has access to sophisticated data capture tools but
better analytic tools are still lacking. Much of the data that
he works with is generated by state-of-the-art network 
scanning tools. However, he primarily relies on Excel to 
keep track of the data that is of interest to him so that he 
can perform analyses such as “what if” queries.

Duties:
Part of Frank’s duties is to produce risk analysis reports
based on test results derived from system assessment 
tools such as Tivoli Netview and DISA SRR. 

form is more effective at keeping the user in the software design and development
loop. Psychological evidence demonstrates that a narrative is more engaging and
more inspiring than a rote list, boosting motivation in designers, developers, and
even clients to use the requirements more effectively (Grudin et al., 2006; Nieters
et al., 2007). The persona also becomes an efficacious and convenient way to quickly
convey a set of requirements among the project team or with other groups. The
partial document in Fig. 1 is part of foundation document for one of our personas,
“Frank, the Cyber Analyst”.

Since the creation of personas enabled us to have a systematic method for repre-
senting user groups, we gained richer understanding of analysts that came from
making the requirements explicit. We became more cognizant of the significant
differences among different analyst types such as information assurance analysts
vs. policy analysts. The bounds of our problem space were defined by the multi-
ple personas we developed to account for the breadth of user types we needed to
support; and these insights would not have been as easily or naturally gained with
non-narrative, non-personal lists of user features.

3.1.3 Step Three: Personalize the Persona(s)

The personas become more real to the team members the more they know about
them. Grudin and Pruitt (2002) argues that photos, especially candid, more realistic
photos (from freely available stock) lend to the “personability” of the personas. The
combination of name and picture helps the team to remember and refer to them.
The personas we created to match our three user types were each given a name and
an associated photo. They were introduced to the First Look team by sharing the
persona foundation documents at team meetings. Everyone on the team then had
the opportunity to review the personas and provide feedback. As the project contin-
ued with technical discussions and research, we (almost naturally) began to refer to
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Table 1 Three personas created for the First Look project

Name: Rob McCormick
Organization: Food and Drug Administration
Role: Consumer Safety Officer, Office of Food Additive Safety,
Center for Food Safety and Nutrition

Name: Terry Whitter
Organization: Customs & Border Patrol
Role: Intelligence Research Specialist, Office of Intelligence

Name: Frank Kreuse
Organization: Government contractor
Role: Cyber Analyst

personas by name as we discussed aspects that would affect them to reinforce their
utility after their introduction and make clear the role they would play as team mem-
bers. Our three personas were “Frank, the Cyber Analyst”, “Terry, the Intelligence
Researcher”, “Rob, the Consumer Safety Officer”, represented below in Table 1.

3.1.4 Step Four: Consulting Personas in the Design Decision-Making Process

Once personas are created, they can be “consulted” with when design decisions arise
particularly during the development phase. In order to facilitate this process, two
matrices can be created: (1) a data-to-features matrix and (2) a persona-weighted
feature matrix. To generate these matrices, we created multiple scenarios for our
personas to explore requirements. These scenarios stemmed from specific tasks and
situations where the persona analyst must deal with tracking information change in
a large information space. For example, Frank, as a cyber analyst, was run through
a scenario where he had to validate the emergence of a threat pattern using disparate
data sources. How Frank performed in the scenario was constrained by the persona
characteristics that he was given, i.e. his job description, the resources that he had
available and time constraints.

These scenarios, tightly coupled with the personas, allowed us ultimately to
create a weighted “feature matrix” (sample show in Fig. 2) that let us explore the
importance of individual system features relative to the other features based on per-
sona needs. This matrix was then used to explore initial design directions and for
creating a design map that will be used to inform our prototype design.

The data and the features inferred from the persona and scenario data are tabu-
lated and used to inform the persona-weighted feature matrix. Figure 3 is an example
of how these requirements for each personal can be weighted to aid in decision
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Frank
Cyber Analyst

RobTerry
Intelligence Researcher

FeaturesUser Data

1. Functional:
    Need a
    summary of
    the metadata 
    about the
    information 
    being used in
    analysis.

“Frank is not always
the person required
to respond to intrusions.
...he must be aware of 
and be able to access 
information about how
each incidenct is being
handled by the team. 
...network monitoring
information comes 
from a variety of tools so
Frank needs to know
where the information
came from.”

“Terry must perform her
analysis in a highly
collaborative environment
and the data she receives
from the Intelligence

many varied sources.
... at times she must do
quality control on the 
information she receives
from the newer support

are coming from credible 
sources.”

“Rob works for an agency
that utilizes antiquated
computer and information
systems. 

One of the daily challenges
that Rob faces is keeping
track of the many alerts
he receives about food
safety incidents to be
investigated. He relies on 
where the alert came from 
to determine priority for
investigation.”

Fig. 2 “Data-to-features” matrix excerpt

Frank
(weight = 40)

Rob
(weight = 20)

Terry
(weight = 40)

Features Persona Weights

1. Functional:
    Need a summary of the 
    metadata about the 
    information being used in 
    analysis.

2. Non-functional:
    Need information change
    alerts to be rapidly 
    customize-able.  

weight = percentages totaling to 100% or on a scale such as 1-5
score = -1 harms persona
                0 does not matter to persona if the feature is there or not
              +1 helpful to the persona
              +2 is a must-have feature for the persona 

2 2 2

2 1 0

Weighted
Priority

200

120

Fig. 3 Persona-weighted feature matrix excerpt

making in the design process (Adlin et al., 2007). For each of the features identified
in the data-to-feature matrix, an inference is made by the designer or development
team to determine whether such a feature is helpful to the persona, harmful or nei-
ther. The personas themselves are also assigned a weight according to the priority of
the visualization project. For project First Look, our focus was on designing primar-
ily for the cyber analyst, Frank rather than the policy analyst, Rob. Therefore, Frank
was assigned a heavier weighting than Rob. Consequently, the project development
process will focus primarily on features which Frank finds important. Also, when
design conflicts arise between catering towards Rob’s need vs. Frank’s, the assigned
weighting should provide direction as to which tradeoffs to make in the design.

Our choice to use a feature matrix is partly based on Meuller’s (Adlin et al.,
2007) recommendations for deciding which attributes, based on which users, are
crucial for inclusion in the design. Also, both matrices can be combined and used
as a handy reference card throughout the development process, similar to the one
created and used at Yahoo! Media with success. Designers and developers were
able to refer to the card as they were in the process of actually coding the prototype.
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This is particularly important as the experience of software engineering tells us that
critical design decisions often occur later on realities of development unfold (Dix
et al., 2004). Again this points to the utility of the personas method to enable the
user to be ever-present throughout the duration of the project.

By comparing the personas we were able to identify which features would need
to vary across the range of personas and which were held in common. This informed
important decisions about system architecture. In fact, we concluded that a stand-
alone software tool would actually hinder our users by forcing them to change their
workflow and have yet another tool to learn when our goal is to provide rapid, usable
orientation. Thus, we explored options such as creating extensions to existing tools
and providing services that could be combined into custom applications. The vary-
ing time constraints and use environments of the diverse personas led us to explore
multimodal interface options and various blends of push and pull technologies, as
illustrated by Fig. 4. (It should be noted, however, that the task of generating actual
designs from the functional and non-functional requirements identified is often more
dependent on the designer’s inspiration than other factors.)

Personas helped to reveal some natural connections between technical resources
and user needs through functional and non-functional requirements. At other times,
one or more of the project members asserted opinions about certain features that
needed to be included while others dissented. In these situations, discussing the fea-
ture in light of the persona’s need helped to bring project members to an agreement
regarding the design decision. Assuming the role of a persona can illuminate the
problem in a new light. When no personas seem applicable it may highlight the
need for additional unforeseen requirements and an opportunity to further define
the problem space.

Using these three matrices to inform design decisions throughout the develop-
ment lifecycle can provide a means to coherently connect design decisions made
with user requirements data.

1. Functional:
    Need a summary of the 
    metadata about the 
    information being used in 
    analysis.

Visual

Design Option A: clip on the meta-
data summary as part of the existing
representation...

Design Option B: multi-view option of providing

Audio

Fig. 4 “Feature-to-design” map excerpt
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3.1.5 Step Five: Evaluate Results and Persona Retention

In this step, the personas are used to evaluate the resulting system. In the First Look
project we have still been in the design/prototyping stage and have not yet used the
personas for this last step of evaluation. However, we intend to use the weighted fea-
ture matrix and design map for this purpose. For our research-oriented project, we
also plan on using personas as a perspective in cognitive walkthroughs, a baseline in
heuristic evaluations, and possibly as guidelines for prioritizing quality assurance.
The literature provides numerous examples of the successful use of personas for
evaluating the software in a variety of ways (Adlin et al., 2007).

We plan to retain the personas foundation document and other related documents
to make them available as part of a library for other projects with similar goals
and user populations. Projects with no resources for requirements gathering can
benefit from the rich representation of users and requirements, or they may provide
a starting point for bootstrapping efforts on related problems.

3.2 Discussion

We have found that in this small research project the use of personas was crucial
to design processes, and continues to be useful throughout the implementation.
One challenge we encountered that has been experienced by others (Adlin et al.,
2006; Holtzblatt and Beyer, 1999; Klee and Goodwin, 2001; Spool, 2006) is gain-
ing acceptance of personas as additional members of the team. It is not surprising
that real-world team members need time to learn how to work with their persona
colleagues. For our smaller core team, the foundation documents and consistent
invocation were sufficient. As we offer the personas as resources to more people
and other projects we may investigate other options, such as Yahoo! Media’s per-
sona party, though this approach seems more appropriate for much larger teams who
are already facing cohesion challenges. However, as it did for the First Look project,
personas can serve as a common rallying point for project engagement which may
have been otherwise lacking.

4 Application to Security Visualizations

In the case study we presented here, personas were useful for logically and coher-
ently grouping requirements, designing with real user needs in mind, and giving
all team members a shared understanding of project goals and priorities through a
memorable narrative. The personas method is appropriate for capturing and utiliz-
ing user requirements particularly for security visualization system design vis-à-vis
other security problems. Unlike other security problems such as sensor data cap-
ture or anomaly detection, a security visualization system must be designed with the
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human user in mind because analysts will be interacting directly with the interface to
help with their tasks. Thus, making sure the user needs are appropriately addressed
is particularly critical and the personas method helps to ensure that this is the case
throughout the duration of the security visualization project.

Though our specific research project was not geared solely to computer security
alone, Frank, our cyber analyst persona, gave us insight into the processes in com-
mon across analysis domains as well as the unique properties of the cyber analyst.
For example, like other profession information analysts, Frank required tools to help
manage the information being gathered to support his hypothesis of threat pattern
development. However, unlike other analysts, Frank did not have to cope with new
information arriving at irregular intervals. He did not have a need for indicator level
alerts to prompt him when new information had arrived, a feature required by both
the intelligence and policy analysts.

Also, our project goals led us focus on how Frank coordinates with other staff
and integrates information from email, alerts, and social connections with changing
data about current system performance to protect the network. We acknowledge
that for many applications within security visualization, there are multiple user
types and a project with a different focus may capture different requirements in
a given persona. Having a suite of personas to represent the range of functionality
needed may help security visualization designers better understand and articulate
the degree of flexibility needed for each functional/non-functional requirements
identified.

Projects specifically targeting cyber-security may need to create sub-type per-
sonas to more precisely cover the range of intended users such as system adminis-
trators, cyber or information assurance analysts, and network administrators, among
others. Variations within the user types can be significant enough to warrant finer-
grained representations of the user population that can inform design (Conti et al.,
2005; D’Amico and Kocka, 2005; Goodall and Lutters, 2004; Yurcik et al., 2003).
The use of sub-types of users could be exploited in the same way that we exploited
our three user types: each of them can help define features, and give a weighting to
those features to inform and direct user-centered design alternatives.

Relevant details could also vary. Applications interested in remote system mon-
itoring might embed in personas information about the home environment or expe-
rience and skill with mobile devices. A visually rich application supporting interac-
tion with massive data might also have a persona that, among other things, represents
the substantial color-blind user population.

As a developing field, security visualization encompasses a broad range of
research efforts, prototypes, and commercial products. With so much at stake, we
must ensure that these systems are usable and target the right problems by effec-
tively involving users. Security visualization applications are highly varied, and
while the literature provides examples of effective persona use for large-scale soft-
ware projects, our case study demonstrates that they can be adapted to smaller scale
projects, including research, to effectively be centered on the user in the process.
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5 Conclusion

Security visualization applications intended to help users deal with massive data
must be more than just aesthetically pleasing or purely functional. They must be
share the users’ priorities and be usable or their benefits are compromised. Once
requirements are gathered, personas offer an adaptable way to keep the user involved
in all of the design, development, and evaluation that will affect usability and adop-
tion of the application. The accessibility of the personas method allows all team
members from developers to quality assurance testers to utilize the personas, and
thereby sharing a common understanding of the goals and priorities. They can
enable even collaborators, clients, and other projects with similar needs to easily
share this improved understanding.

Our experience also demonstrates the adaptability of the persona method
to research and efforts that cannot prioritize expensive requirements-gathering
approaches. We do not contend that personas is the sole method for achieving user-
centered design, but rather that they particularly enable the user to remain in the
process as a focal point throughout the life-cycle of the project. In other words,
they help to ensure we are solving problems that are important to the users in truly
usable ways.
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Measuring the Complexity of Computer
Security Visualization Designs

X. Suo, Y. Zhu, and G. Scott Owen

Abstract We present a novel method to measure the complexity of computer secu-
rity visualization designs. The complexity is measured in terms of visual integration,
number of separable dimensions for each visual unit, the complexity of interpreting
the visual attributes, and the efficiency of visual search. Visualization developers
can use this method to quickly evaluate multiple design choices in the early stage of
their design before any user study can be conducted. To demonstrate this method,
we have conducted complexity analysis on two open source security visualization
tools – TNV and RUMINT.

1 Introduction

Evaluation is an integral part of the information visualization design process. For
example, visualization developers often need to make a design choice among mul-
tiple design options. In a group setting, different developers may come up with
different designs for the same set of data. In these situations, developers need meth-
ods to assess and compare different designs. The most common evaluation method
is user study, which can be used to measure task completion time, the number of
errors, and user satisfaction. However, user studies are often time consuming, dif-
ficult to control and can only be conducted after a prototype has been developed.
In addition, the results of these studies often do not explain what causes usability
problems.

In this paper, we propose an alternative evaluation method – complexity analy-
sis. Following this method, developers systematically evaluate a set of factors that
influence the efficiency of processing visual information. Here the complexity is
measured in terms of visual integration, number of separable dimensions for each
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visual unit, the complexity of interpreting the visual attributes, and the efficiency
of visual search. Based on well established psychological theories on human cogni-
tion, this method allows visualization developers to quickly compare the complexity
of multiple visualization designs and is particularly useful during the early design
stage before any user study can be conducted.

Comparing with other heuristic visualization evaluation methods that deal with
a broader range of usability issues, the proposed method focuses on complexity.
However, the complexity of a visualization design may greatly influence common
usability issues, such as task completion time, error rate, learnability, and user sat-
isfaction. Therefore it would be beneficial to correlate the proposed complexity
analysis with other heuristic methods as well as user studies. For example, the results
of the complexity analysis can help generate hypotheses for user studies to verify.

The paper is organized as follows. In Sect. 2, we discuss related work. In Sect. 3,
we present our method, using open source security visualization tool TNV as an
example to demonstrate the steps of complexity analysis. As an additional case
study, we apply our method to another open source security visualization tool
RUMINT. In Sect. 4, we discuss our future work. Section 5 is the conclusion.

2 Related Work

Assessing the effectiveness of the visualization design is a complicated issue. There
is no doubt that formal user study is and should be the primary form of evaluation.
However, as Tory and Moller (2005) pointed out, formal user studies have their
limitations. Controlled user studies require lots of time and resources and are hard
to manage. As a result, Tory and Moller have argued that expert review can be a
valuable alternative to formal user studies.

Expert review is a heuristic evaluation method, and there have been a number of
heuristics for evaluating information. For example, Tufte (2001) has proposed some
heuristics for evaluating the visual display of quantitative information, such as the
data-ink ratio. Shneiderman’s “Visual Information Seeking Mantra” (Shneiderman,
1996) is sometimes used as a heuristic for evaluation. Amar and Stasko (2005) have
proposed a knowledge task-based framework for the design and evaluation of infor-
mation visualizations. This is a high level framework that covers a broad range of
issues.

Overall, the current heuristics for evaluating information visualization are far
from comprehensive and not well organized. To address this issue, Zuk et al. (2006)
have performed a meta-analysis of existing heuristics with an aim to develop a set of
appropriate heuristics for the evaluation of information visualization. As a first step,
they attempt to build a hierarchical structure to organize the many heuristic rules of
evaluation. Their proposed information visualization heuristic structure includes the
following groups: perceptual, cognition, usability, etc. Drawing from three sets of
heuristics (including Shneiderman’s and Amar and Stasko’s heuristics), their anal-
ysis suggests that different heuristics are needed to evaluate different aspect of a
visualization design.
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Our complexity analysis is a type of heuristic evaluation of information visual-
ization. It can be seen as a specific type of expert review with a focus on evaluating
the complexity. The specific guidelines and procedures presented in this paper
is a new addition to the heuristics of information visualization evaluation. Our
work is compatible with the analysis by Zuk et al. (2006). The analysis of visual
integration, the number of separable dimensions for each visual unit, and the com-
plexity of interpreting the visual attributes belong to the cognition group in their
heuristics hierarchy, while the analysis of visual search efficiency belongs to the
perception group.

The uniqueness of our proposed method is its focus on the complexity of visu-
alization design. The complexity of visualization design is rarely mentioned in
previous heuristic evaluation methods. Only a few visualization researchers have
touched on the issues of complexity in visual display, but none of them have dealt
with it in a systematic way. For example, Bertin (1983) and Trafton et al. (2000)
have used the number of dimensions as a measure for the complexity of visual dis-
plays, and considered visualizations with more than three variables to be complex.
Brath (1997) has proposed a heuristic method to measure the effectiveness of the
mapping from the data dimension to the visual dimension by classifying the visual
mappings into one of the four categories. In terms of analyzing complexity, our eval-
uation method is more systematic than these previous methods and considers many
more factors.

The proposed complexity analysis is based on a number of psychological the-
ories, including Guided Visual Search theory (Wolfe and Horowitz, 2004), Gestalt
theory (Wertheimer and King, 2004), and cognitive load theory (Clark et al., 2006).
According to the cognitive load theory, there are three types of cognitive load:
intrinsic cognitive load, extraneous cognitive load, and germane cognitive load. The
mental effort to comprehend a data visualization is part of the extraneous cognitive
load, which is a major factor that influences the task performance. The proposed
visualization complexity analysis is an attempt to measure the extraneous cognitive
load of visualization comprehension.

It should be noted that the proposed complexity analysis is not a direct measure
of a visualization design’s usability or task performance. Although we hypothesize
that the complexity of a visualization design is likely to have a significant impact
on task performance and usability, the exact relationship between complexity and
usability or task performance is not well understood and will be the focus of our
future work. It also means that our method should be combined with user studies
and other heuristic methods that directly measure usability and task performance.

3 Technical Approach

The processing of a data visualization depends on a host of psychological processes,
including information read-off, integration, and inference (Trafton et al., 2000). The
main goal of the proposed complexity analysis is to systematically evaluate the
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Table 1 Overview of the complexity analysis

Complexity Step 1 Step 2 Step 3 Step 4
analysis steps

Purpose Divide a data
visualization
into hierarchical
layers

Analyzes the
efficiency of
visual
integration

Analyze the
efficiency of
reading visual
units

Analyze the
efficiency of
visual search

Theoretical
basis

(Trafton et al.,
2000; Zhou and
Feiner, 1997)

(Wertheimer and
King, 2004;
Trafton et al.,
2000)

(Clark et al.,
2006; Garner,
1974)

(Wolfe and
Horowitz, 2004)

Outcome
Data structure

N/A Visual integration
complexity tree

Visual mapping
complexity tree

N/A

Quantitative
metrics

N/A Maximum
number of
visual
integrations

• Number of
different types
of visual units

Target-distracter
difference score
and visual
search
complexity
scores for color,
motion, size,
and orientation

• Number of
separable
dimensions per
visual unit

• Complexity
scores for visual
units

major factors that influence the efficiency of information read-off and integration.
Table 1 gives an overview of the complexity analysis process.

The complexity analysis is carried out in the following steps:

(1) We divide the visualization into five layers: workspace, visual frame, visual
pattern, visual units, and visual attributes.

(2) Next, we analyze the efficiency of integrating visual elements. We build a tree
structure that depicts how visual frames are organized in each workspace, and
how visual patterns are organized in each visual frame. We call this a visual
integration complexity tree (Fig. 2) because it shows how a reader might men-
tally integrate visual frames and visual patterns. The number of nodes on this
tree is the maximum number of visual integrations that a reader might perform.

(3) We then analyze the efficiency of interpreting visual units. For each type of
visual unit, we identify the visual attributes that are used to encode data param-
eters. Each of the encoded visual attributes is called a dimension. For each
encoded visual attribute, we estimate the complexity of mapping the visual
attribute to its corresponding data parameter. The outcome is a visual mapping
complexity tree (Fig. 6).

(4) Finally we analyze the efficiency of visual search. We evaluate the target-
distracter difference for four attributes (color, motion, size, and orientation) that
are important for efficient visual search.



Measuring the Complexity of Computer Security Visualization Designs 57

In the following sections, we will discuss the complexity analysis in more detail,
using TNV as an example to demonstrate our ideas. TNV (version 0.3.7) is a com-
puter network traffic visualization tool developed by Goodall et al. (2005). Later we
will apply our method to RUMINT, another open source network security visual-
ization tool developed by Conti (2005, 2007). The dataset we used to evaluate both
tools is called cigi.pcap, available at http://wiki.ethereal.com/CIGI.

3.1 Hierarchical Analysis of Data Visualization

In order to systematically analyze a visualization design, we divide data visualiza-
tion into five hierarchical layers: workspace, visual frame, visual patterns, visual
units, and visual attributes. Each layer is a component of the previous layer. That is,
a workspace is one or more visual frames that are designed for a specific purpose.
A visual frame is a window within a workspace and contains multiple visual pat-
terns. A visual pattern is a set of visual units that are readily perceived as a group;
and they are identified based on four Gestalt laws: proximity, good continuation,
similarity, and common fate. Some examples of visual units include point, line, 2D
shape (glyph), 3D object, text, and image. Each visual unit is defined by seven visual
attributes (Bertin, 1983): position, size, shape, value, color, orientation, and texture.

The hierarchical analysis of data visualization is inspired in part by Zhou and
Feiner (1997), who used a hierarchical framework to construct visualizations. Our
hierarchical analysis is also influenced by Trafton et al. (2000), who propose a three
layer hierarchical framework – information read-off, integration, and inference – to
describe the cognitive process of graph comprehension. In our hierarchical frame-
work, visual units and visual attributes are related to the information read-off layer,
while visual patterns and visual frames are related to the visual integration layer.

In the case of TNV, the workspace is the entire visual interface, while the four
visual frames are marked by red boxes (see Fig. 1).

3.2 Visual Integration

Larkin and Simon (1987) point out that a main advantage of visualization is that it
helps group together information that is used together, thus avoiding large amounts
of search. In complex problem solving, the visual units need to be integrated
(Trafton et al., 2000), which adds to the extraneous cognitive load.

In this study, the cognitive load of visual integration is estimated by building a
visual integration complexity tree (Fig. 2). For each visual frame, we identify the
visual patterns in that frame based on four Gestalt laws: proximity, good continu-
ation, similarity, and common fate. The number of nodes on the visual integration
complexity represents the upper bound of visual integration a reader might perform.
The visual integration complexity for TNV is shown in Fig. 3.
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Fig. 1 Four different frames of TNV
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Fig. 2 Visual integration complexity tree

3.3 Separable Dimensions for Visual Units

In a visualization design, different data parameters are mapped to different visual
attributes of different visual units. Each encoded visual attribute is called a dimen-
sion. Readers need to identify and remember these visual mappings, thus adding to
the extraneous cognitive load. Psychological studies have showed that human eyes
can see only three variables at the same time, and the difficulty of using a graph is
determined by how many fixations are required (Kosslyn, 1985). Some researchers
have suggested using the number of dimensions as an indicator for the complexity
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Fig. 3 Visual integration tree for TNV. Each of the child nodes contains the number of visual
patterns and the Gestalt laws they are identified with. Each parent node contains the number of
visual frames. The number of visual integrations is calculated by multiplying the number of visual
frames and the sum of the visual patterns

of visualization (Kosslyn, 1989; Brath, 1997; Trafton et al., 2000). However, we
believe that it is important to consider the difference in visual processing of integral
and separable dimensions.

Garner (1974) has discussed the difference between integral and separable dimen-
sions and how they are processed differently by human. In short, integral dimensions
are processed together, while separable dimensions are processed individually. As
a result, integral dimensions are likely to be processed faster than the separable
dimensions. Garner has also provided a number of guidelines for identifying inte-
gral and separable dimensions. For example, in perceptual classification, stimulus
sets defined by integral dimensions are classified primarily in relation to similari-
ties; sets defined by separable dimensions are classified in relation to dimensional
structure. Also in perceptual classification, dimensional preferences exist only for
separable dimensions.

Based on the guidelines in (Garner, 1974), we have identified the following
integral and separable dimensions:

• X and Y coordinates are integral dimensions. (Here we only consider two
dimensional displays.)

• Color and value are integral dimensions.
• Shape, size, and orientation are each considered as a separable dimension.

It should be noted that the guidelines in (Garner, 1974) are rather abstract. Differ-
ent people may have different interpretations and come up with different groupings
of integral dimensions. Much work needs to be done to develop more specific
guidelines for identifying integral and separable dimensions in visualization design.

In the case of TNV, there are five different dimensions in the main visual frame
(Fig. 4), and three different dimensions in the port visualization frame (Fig. 5).
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Links Main Viz. Local 

Host vs. Time 

Packet

Info

Details of Activities 

vs. Time Span

Histograms 

for packets 

Fig. 4 Five different dimensions in TNV main visualization matrix. (a) Histograms for pack-
ets: categorized based on their shape/size/color. (b) Details of activities; categorized based on
color/shape. (c) Main visualization matrix: categorized based on X–Y coordinate; in this case, they
are local host vs. time. (d) Package information triangles: categorized based on shape/size/color.
(e) Links: categorized based on shape/size/color

3.4 Interpreting the Values of Visual Attributes

Readers need to interpret the values of each visual attribute, which is another source
of extraneous cognitive load. In our analysis, for each separable dimension, we
assign a score for the complexity of interpreting the values of the visual attribute
based on the following criteria:

For integral dimensions, the visual attributes are considered together. For exam-
ple, X and Y coordinates are considered together and a single complexity score is
assigned to both coordinates. In the end, each separable dimension has a complexity
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Connection 

Lines 

Source Info 
Destination 

Info

Fig. 5 Three different dimensions in port visualization. (a) Source and destination information:
categorized based on the coordinate (vertical axis). (b) Connection lines between the two axes:
categorized based on shape/color

Fig. 6 Visual mapping complexity tree

score. The complexity score for a type of visual unit is the sum of complexity scores
of its separable dimensions. The complexity score for a visual frame is the sum of
scores of different types of visual units it contains, and so on. The structure of a
typical visual mapping complexity tree is shown in Fig. 6.

The visual mapping complexity tree for TNV is shown in Fig. 7.

3.5 Efficiency of Visual Search

One of the main advantages of visualization is that they can support efficient visual
search. According to Wolfe and Horowitz (2004), target-distracter difference is
the key to efficient visual search, and there are four major factors that affect the
target-distracter differences – color, motion, size, and orientation. Target-distracter
difference indicates how a target stands out from the background, which can be any
other surrounding objects or the neighboring background colors.
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Fig. 7 Visual mapping complexity tree for TNV, each number below the visual units are the com-
plexity scores based on Table 2. Every parent node’s score is calculated as the sum of its children’s
scores

The target-background difference is determined differently for color, motion,
size, and orientation through the following equations.
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Equation (1) is for calculating the target-background difference in color. Here Tr,
Tg, and Tb are the R/G/B values of target color, Dr, Dg, Db are the R/G/B values of
the distracter whose color is the closest to the target color. N and n are the number
of color components represented in the visualization. Number 765 is the distance
between the two most distant colors.

Equation (2) is for calculating the target-background difference in motion. Here
T f and D f are the speed of motion for target and distracter, respectively. F is the
speed of the fastest moving item in the visualization. N and n are the number of
moving items.

Equation (3) is for calculating the target-background difference in size. Here Ts
and Ds are the sizes of target and distracter items, respectively. S is the total area
of visual frame that contains the target and distracters. N and n are the number of
visual entities.
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Table 2 Complexity scores for interpreting the meaning of visual units

Complexity Criteria
score

5 Very difficult to interpret. There is no legend. A typical reader has to memorize the
mapping between the value of the visual attribute and the value of the
corresponding data parameter

4 More difficult to interpret. A typical reader needs to frequently refer to a legend to
interpret the value of the visual attributes

3 Somewhat difficult to interpret. A typical reader needs to refer to a legend from
time to time

2 Relatively easy to interpret. A typical reader only needs to refer to a legend
occasionally

1 Easy to interpret. This is based on common knowledge. There is no need to
memorize or refer to a legend

Size 

distracter

Color distracter

Target,

RGB (139, 193, 180) 

Fig. 8 Part of the main TNV visualization frame

Table 3 Target-distracter difference scores for TNV

Color Motion Size Orientation

Target-distracter difference scores 0.2850 N/A 0 1

Equation (4) is for calculating the target-background difference in orientation.
Here To and Do represents the orientation of the target and distracters respectively.
N and n are the numbers of distracters.

In the case of TNV, we calculated the target-distracter difference for the color,
size and orientation of the visual units in the main visualization frame (Fig. 8). The
result is shown in Table 3.

3.6 Case Study with RUMINT

RUMINT is an open source network security visualization tool developed by Conti
(2005, 2007). Figure 9 shows a RUMINT thumbnail view after it finishes capturing
949 packets from the test dataset.

Figures 10 and 11 are the visual integration complexity tree and visual map-
ping complexity for RUMINT, respectively. Since RUMINT is a rather complicated
visualization tool with many frames and dimensions, we have to simplify the trees
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Fig. 11 Visual mapping complexity tree for RUMINT

in order to fit them into this paper. Table 4 shows the target-distracter difference
scores for two visual frames of RUMINT.

It is necessary to point out that the case studies discussed above is not an attempt
to directly compare TNV and RUMINT. Because the visual interfaces of these
two software tools are quite different, it is hard to make meaningful comparisons
between their complexity scores. For example, the two software systems may have
the same complexity scores for different reasons. In other words, our proposed com-
plexity analysis is primarily for comparing different design choices in the same
visualization tool. It is not meant to compare visualization tools with drastically
different visual interfaces.
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Table 4 Target-distracter difference scores for two visual frames in RUMINT

Visual frames Visual search guidance

Color Motion Size (pix2) Orientation

Overview 0.33333 n/a 0.43064 0
Byte frequency 0.33333 n/a 0.32169 0

4 Future Work

In the future, we plan to continue refining our complexity analysis methods. For
example, the process of identifying integral and separable dimensions for visual-
ization designs need to be further clarified and improved. The current equations for
calculating the target-distracter differences are based on our intuition and need to be
verified and revised through user studies.

Another focus of our future work is to study the relationship between the visu-
alization complexity and usability. It will be interesting to see how the various
complexity parameters affect the task completion time, error rate, learnability, and
user satisfaction. We will need to correlate our complexity analysis results with for-
mal user studies. We plan to use our complexity analysis to generate hypotheses of
usability, and then design specific user studies to test these hypotheses.

Although the proposed complexity analysis method is developed in the context
of computer security visualization, it can be easily extended to other information
visualization areas. In particular, we plan to apply our complexity analysis method
to bioinformatics visualization.

5 Conclusion

In this paper, we have presented a systematic methodology to measure the complex-
ity of information visualization. Here the complexity is measured in terms of visual
integration, number of separable dimensions for each visual unit, the complexity
of interpreting the visual attributes, and the efficiency of visual search. These mea-
sures are based on well established psychological theories. Together they indicate
the amount of cognitive load involved in comprehending a particular visualization
design. The underlying hypothesis is that by reducing visualization complexity, we
can improve the usability of the visualization.

The proposed complexity analysis is particularly useful during early design phase
before any user studies can be conducted. It is intended to help developers quickly
compare different design choices for a visualization tool. We have demonstrated this
method by evaluating the complexity of two computer security visualization tools –
TNV and RUMINT.

The proposed complexity analysis is not intended to be a comprehensive assess-
ment of the usability of a visualization design. Rather it is focused on measuring the
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complexity of visualization designs in terms of visual cognition. Therefore it should
be combined with user studies as well as other heuristic evaluation methods.
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Integrated Environment Management
for Information Operations Testbeds

T.H. Yu, B.W. Fuller, J.H. Bannick, L.M. Rossey, and R.K. Cunningham

Abstract Network testbeds are indispensable for developing and testing information
operations (IO) technologies. Lincoln Laboratory has been developing LARIAT to
support IO test design, development, and execution with high-fidelity user simula-
tions. As LARIAT becomes more advanced, enabling larger and more realistic and
complex tests, effective management software has proven essential. In this paper,
we present the Director, a graphical user interface that enables experimenters to
quickly define, control, and monitor reliable IO tests on a LARIAT testbed. We
describe how the interface simplifies these key elements of testbed operation by
providing the experimenter with an appropriate system abstraction, support for basic
and advanced usage, scalable performance and visualization in large networks, and
interpretable and correct feedback.1

1 Introduction

Network testbed research has advanced significantly in recent years. Testbeds pro-
vide a controlled setting for studying various aspects of a networked environment:
hardware, protocols, algorithms, applications, social behaviors, and so on. Pub-
lic testbeds, such as Emulab (White et al., 2002) and PlanetLab (Peterson et al.,
2006), achieve a level of configurability, repeatability, and realism that is well suited
for most networking research. DETER (Benzel et al., 2006) is an Emulab clus-
ter with enhanced containment mechanisms designed specifically for cyber-security
research.
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Since 1997, Lincoln Laboratory has been developing software that generates
realistic traffic for testbed networks by simulating users (Lippmann et al., 2000),
eventually packaging the software as a tool called LARIAT, or Lincoln Adaptable
Real-time Information Assurance Testbed (Rossey et al., 2002). The main distinc-
tion between LARIAT and other testbeds is that LARIAT generates a virtual user
world that overlays on top of the experimenter’s own testbed. LARIAT supports a
wide range of software, hardware, and network topologies. It applies various mod-
els of user behaviors to directly exercise applications specified by the experimenter,
resulting in highly realistic usage of the applications and the underlying operating
systems, hosts, and networks.

LARIAT can be used for a broad range of information operations (IO) tests. It is
particularly useful for security research and evaluation because it accurately repre-
sents vulnerabilities that occur as a result of flaws in the design and implementation
of services, protocols, and applications by directly running the software used on the
modeled network.

While LARIAT excels in providing host-level realism for tests, early versions of
LARIAT were complicated to set up and use. In these first versions, experimenters
configured test parameters via direct interaction with a database, manually set up
user accounts and applications on each host, parsed log files to determine if the con-
figuration scripts ran correctly, and manually verified that each traffic generator was
running. This tedious process limited the size and complexity of networks that could
be tested. These early experiments made it clear that efficient testbed management
is important.

We have found that certain key tasks of IO experiments – test specification,
test control (including software deployment, troubleshooting and validation), and
test monitoring – are particularly problematic for experimenters. To address these
tasks, we developed the Director, a graphical user interface for managing LARIAT
testbeds. In this paper, we present two contributions: (1) an interface that greatly
simplifies these key tasks and thereby significantly improves the usability of LAR-
IAT, and (2) a demonstration of how several interface and visualization techniques
can be used in large-scale testbed management software.

The remainder of this paper describes the Director in detail. Section 2 sur-
veys related work. Section 3 describes the technical approach of our work. It
first presents some background knowledge on the general LARIAT framework in
Sect. 3.1, then identifies key design goals in Sect. 3.2, and finally presents the solu-
tions in Sect. 3.3. Section 4 discusses lessons learned and future work. Section 5
closes with a summary.

2 Related Work

There have been extensive studies on testbeds for networking research and develop-
ment. Solutions span simulation, emulation, overlay, and live networks, providing
researchers a wide range of options for experimentation.
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Simulation tools such as ns (Bajaj et al., 1999) and Simnet (Kamara et al., 2005)
require minimal hardware and are easy to setup, control and use to obtain verifiable
results. They efficiently simulate the normal operation of a variety of protocols and
arbitrary network topologies, but cannot be used to explore flaws in protocol imple-
mentations or unusual application behavior without re-programming the flawed
implementation or behavior. To create conditions that closely mimic live networks
while maintaining experimental control, researchers turn to emulation tools.

Emulab (White et al., 2002) is a widely used network emulator. It allows exper-
imenters to run the system under test on physical hosts with real operating systems
and application software. Testbed assets can be rapidly configured to create any net-
work topology. Hosts can be easily set to a target state for the experiment and reset
to a clean state when the experiment is done. Furthermore, Emulab leverages tools
like Dummynet (Rizzo, 1997) and ns to introduce synthetic network conditions and
traffic between physical nodes. The mix of real resources and simulation provide
both depth and breadth for the experimental environment. Emulab traffic is gener-
ated at the host level and is protocol-based. It does not model real applications and
interactions between users, which can be critical to many security tests.

DETER (Benzel et al., 2006) is an Emulab cluster focused on information secu-
rity concerns and repeatability of experiments. DETER is unique in that it is an open
resource that allows for the running of malicious code. However, the platform’s
public nature limits the scope of experiments that can be run on the testbed. For
strong assurance of security and confidentiality, coupled with significantly lowered
hardware cost in recent years, many still prefer private, isolated testbeds.

Unlike Emulab, which operates on local dedicated clusters, PlanetLab (Peterson
et al., 2006) is a global platform that runs on an overlay network of nodes on the
Internet. It provides a testing environment with live network conditions for large-
scale network services such as distributed hash tables (DHTs) (Rhea et al., 2005).
PlanetLab users contribute computing assets to the platform in exchange for access
to the collective resources. PlanetLab manages the nodes on behalf of their owners
and allocates slices of those nodes to the users in a safe, fair manner. While Planet-
Lab is invaluable for the network research community, it is not for experiments that
require direct access to and full control of testbed assets or those that require strict
containment.

Many tools seek to effectively manage testbed systems. Plush (Albrecht et al.,
2006) provides a framework for deploying applications in distributed environ-
ments such as PlanetLab. In Plush, experimenters define applications under test
in XML. Based on the definition, Plush controls allocation of available resources,
deployment of software, configuration of nodes, and execution of the application.
The Plush framework is extensible: it integrates third-party tools where appropri-
ate for distribution of software and monitoring of hosts. The current interface is
designed primarily for application developers with area expertise on the definition
and deployment tools in use.

The Experiment Workbench (Eide et al., 2007) is a system for managing exper-
iments in Emulab. Using the Workbench, experimenters apply scientific process to
testing by running experiments in controlled iterations. Each iteration is comprised
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of setting or restoring the test environment to a pristine state, setting or changing
parameters, performing the experiment, collecting data, and archiving any mate-
rial (e.g., code, scripts, and configuration reports) pertaining to the experiment.
This allows for easy verification of test results and clear comparison across runs.
The Experiment Workbench provides a graphical user interface for easy access and
control of the experiments.

SEER (Schwab et al., 2007) is the testbed management tool that is most similar to
the Director in environment, goals, and implementation. It provides a user interface
for DETER, enabling experiment definition and deployment of traffic generation
scripts on the DETER testbed. In contrast, the Director focuses on the definition
and deployment of virtual users for testbeds of arbitrary complexity.

Managing a testbed is similar to administering a network. In both cases, the oper-
ators have to monitor activities on many machines and detect anomalies, i.e., errors
or attacks. Because of this similarity, two network traffic analysis tools are included
in this discussion.

Network Eye (Ball et al., 2004; Fink et al., 2005) is a network traffic monitoring
tool that provides visualization of the inbound and outbound traffic of a “home” net-
work, allowing users to easily detect any unusual patterns in foreign connections.
It further correlates those connections with host processes to aid forensic investi-
gation of suspected attacks. While the aggressor–defender model does not apply to
testbed management, Network Eye’s techniques for summarizing network status,
highlighting anomalies, and mapping low-level observations to high-level activities
are relevant and valuable.

TNV (Goodall et al., 2005) is also a visualization tool designed for network traf-
fic analysis. TNV creates timelines of network events by hosts, on top of which it
overlays host connections. This allows analysts to view and correlate sequences of
events and reconstruct scenarios. The tool provides additional coordinated views of
detailed information such as ports and packet contents. The Director has a simi-
lar aim of displaying virtual user activities and communications over time for test
verification and monitoring purposes.

3 Technical Approach

3.1 LARIAT Overview

LARIAT emerged from the 1998–1999 DARPA off-line Intrusion Detection System
(IDS) evaluations (Lippmann et al., 2000). In the first evaluation, Lincoln Labora-
tory used a 16-node testbed network to emulate thousands of hosts modeling an Air
Force base communicating with the Internet. Virtual and real users exercised real
applications to generate traffic and launch existing and novel attacks on the testbed.
The corpora of network traffic created from the testbed were used to measure the
IDSs attack detection and false-alarm rates, resulting in the first formal, repeat-
able, statistically significant evaluation of IDSs. While the traffic corpora proved
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valuable, network characteristics have changed and new devices, operating systems,
and applications have been developed.

To provide researchers the flexibility of having their own testbeds, we created
LARIAT. In preparation for LARIAT deployment, the testbed staff build the net-
work(s) under test, install the operating systems and applications on the hosts, and
deploy network or host-based defensive tools if necessary. On top of this basic
testbed, LARIAT deploys virtual hosts and virtual users, creates an emulated Inter-
net, and puts data content on servers to transform the generic network into the
specific, desired environment. Driven by Markov models, which are based on pat-
terns of activity derived from real user and network behavior (Boothe-Rabek, 2003),
the virtual users exercise applications, access server contents, and interact with other
virtual users.

LARIAT tests run on the topology available. The testbed topology generally
varies from test to test and may even change during a test, such as when hosts
migrate from network to network as a real user of a laptop might. The testbed may
include widely disparate hardware – desktops, laptops, and other network devices
with different architectures and manufacturers. Individual hosts may be running a
wide range of operating systems, including Linux, Unix, and Windows, in multiple
configurations. LARIAT supports tests in most of such customized, heterogeneous
network environments.

In the LARIAT framework, a host may operate as a client, providing a platform
for a virtual user or group of virtual users, or as a server, providing information at
the request of one of the clients. Linux and Unix hosts can be configured in one of
two modes: single-host, which operates much like a normal desktop, or multi-host,
which sources traffic from multiple (10–10,000) IP addresses to emulate multiple
hosts. LARIAT Windows servers do not support multi-host virtualization. Similarly,
on a Windows client, only one user can act at a time and interact directly with
applications (Boothe-Rabek, 2003).

Virtual users communicate via a range of protocols and applications, including
e-mail (POP, SMTP, and Exchange) via Microsoft Outlook and mail, file sharing
(SMB) via Windows Network and Samba, and web (HTTP, HTTPS, and FTP) via
Internet Explorer and Mozilla. They can be assigned different roles, such as super-
visors, secretaries, developers, or system administrators. The role assigned to a user
dictates their daily usage pattern, the applications used, the way in which they inter-
act with the applications, the types of contents and services accessed, and the pattern
of collaboration with other users.

On a LARIAT testbed, servers host data and provide services that need to
be accessed by the virtual users. LARIAT automatically configures many Linux
and Windows servers, including Apache, Internet Information Services (IIS), Very
Secure FTP Daemon (vsftpd), CVS, and Certificate Authority (CA) Server. A sub-
stantial repertoire of data contents, such as sample web sites, is provided and can be
automatically deployed on the appropriate servers. LARIAT also sets up accounts
that allow users to log onto remote hosts via SSH or Telnet. Finally, LARIAT sup-
ports emulation of an Internet cloud hosting thousands of web sites and the root
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Domain Name Servers, creating the appearance that an isolated testbed is connected
to the Internet.

The available options in LARIAT provide an enormous breadth of possibili-
ties. The approach of modeling users of real applications allows for testing of
open source and commercially available software, open and proprietary protocols,
and the performance of security tools using attacks against actual applications.
The challenge is to enable all of these options in a manner understandable to the
experimenter.

3.2 Design Goals

LARIAT is a powerful but complex system. When designing a user interface for
LARIAT, we must address the following challenges:

• Appropriate system abstraction. A key goal of the user interface is to provide
functionality without burdening experimenters with implementation details. The
user interface should help experimenters design the test they want to run for the
network they have and the users and traffic profiles they want to model.

• Basic and advanced usage. It is important to identify a set of features common
to all tests and make them obvious and easy to use, so that experimenters can
focus on correctly designing and configuring the custom components necessary
for their particular tests.

• Scalable performance and visualization. The user interface must perform effi-
ciently on small and large testbeds. Since LARIAT supports modeling individual
and groups of users and individual hosts and enterprise networks, status needs to
be provided across a wide range of scales, and interface elements must be able
to depict both overviews and details.

• Interpretable and correct feedback. The user interface should provide useful
feedback on all tasks performed, on all system components under control. Accu-
rate reports of testbed status and detailed troubleshooting information need to be
collected in a centralized display tool.

3.3 Interface and Visualization

3.3.1 Director Overview

The Director is a Java-based graphical user interface that serves as the control cen-
ter of the testbed. It provides a gateway to testbed resources as well as the database,
where configuration, status, and log information is stored. It allows experimenters to
design and execute tests in a high-level environment. The home screen in Fig. 1 con-
veys the overall workflow on a LARIAT testbed. Items in the center column depict
the basic steps of running a test: describing the Testbed Environment, defining the
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Fig. 1 Data and message exchanges between the Director (left) and other testbed components
(right)

Experiments, and performing experiment Runs. Items on the sides provide addi-
tional control for advanced users to refine User Models, adjust Traffic Profiles, and
enable access control with LARIAT Accounts. As shown in Fig. 1, the Director coor-
dinates actions on the testbed, collects and processes logs, and displays status to
the experimenter. The testbed Monitor and detailed Logs provide further aids in
troubleshooting.

The Director is specifically designed to address several key tasks of IO testing:
test specification, testbed control, and testbed monitoring. In Sects. 3.3.2–3.3.4, we
will describe the visualization components of this interface in detail, focusing on
how they meet our design goals in helping experimenters perform these tasks.

3.3.2 Test Specification

A test specification consists of three components: the testbed environment (includ-
ing both the network topology and the virtual environment overlay), the models that
control user actions and shape traffic, and the parameters that define a run.

In LARIAT, the testbed environment is organized hierarchically. At the top is the
site, i.e., the testbed facility. Within a site are one or more networks. Networks are
broken up into network segments, which in turn contain the physical hosts. Each
host has a configuration that describes what the machine represents in the context
of a test (e.g., a personal desktop, a public shared machine, an entire organization
with many virtual hosts, or a server). Multiple configurations can be specified for
a host. This lets experimenters quickly change settings by selecting an alternate
configuration. LARIAT automatically generates virtual hosts and virtual users for
the machines, which are positioned at the bottom of the testbed hierarchy.

Figure 2 illustrates the hierarchical organization of a LARIAT testbed in the
Director. On the left side, the experimenter can see that within the testbed MIT
Lincoln Laboratory there is a network called Internet.world.net, which is responsi-
ble for emulating the Internet. This network contains one logical subnet with several
hosts: INT-PC-010, hive, page, mela, and spew. The real host spew emulates a set
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Fig. 2 The testbed environment is displaying part of the hierarchical tree with a virtual user
selected

of virtual hosts. Virtual users are assigned accounts on these virtual hosts. In the
display, the account of Pavese Cavey Lanzkron is selected, showing his login user-
name and password, his Email client’s supported protocols, his user role and account
type. Related Accounts shows that the user has additional accounts elsewhere on the
network. Under the Parameters tab, the experimenter can change the user’s behavior
by adjusting parameters such as the workday hours, the probability of a mistyped
command, and the likelihood to access projects. Finally, Projects provide the exper-
imenter a mean of modeling collaboration among users, who may share documents
and exchange emails frequently.

The testbed environment presents a natural and coherent view of the testbed.
The tree structure provides an abstraction of the relations among numerous testbed
components of all types. By expanding and collapsing nodes, it allows the exper-
imenter to manage the level of complexity of the testbed configuration exposed,
reduce visual clutter, and focus on specific areas of interest. The tree is highly scal-
able. Even in a large network with hundreds of machines and hundreds of thousands
of users, experimenters can still systematically navigate their way around and drill
down to any parts necessary. Furthermore, similar to a filesystem browser, the dual-
panel interface allows experimenters to quickly navigate the tree on the left and edit
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Fig. 3 Experimenters can fine-tune the traffic profiles

the properties of the selected node on the right. Experimenters can add, remove, and
search for nodes. Compared to alternative representations such as network graphs,
this interface is more compact for viewing large testbed setups and more streamlined
for the typical testbed design workflow, which is heavy in edits.

For a basic LARIAT setup, the testbed environment is all that an experimenter
needs to configure. LARIAT provides a default set of models that generate reason-
able traffic. However, if customization is necessary, the Director also provides more
advanced controls. For example, Fig. 3 displays an interface for defining models of
virtual users’ computer activities as split among different applications and protocols,
where each pie segment represents an application or protocol. From this interface,
experimenters can quickly gauge the expected traffic composition and adjust it by
dragging the handles on the edge of the pie. There are tools for defining other aspects
of the traffic models, such as application state machines and daily traffic rates (not
shown here). These graphical representations help experimenters understand and
modify virtual user behaviors.

Another way to customize the communication patterns on the testbed is through
network flows. Network flows are predominately used to represent security poli-
cies of organizations. They describe what types of inbound and outbound traffic
are allowed in a network as well as any exceptions. Figures 4 and 5 show two
complementary views of the same flows on a testbed.

In the graphical view (Fig. 4), directed edges represent traffic flows among net-
work nodes. In this example, most of subnets can communicate with each other,
forming the well-connected cluster in the lower left corner. The cluster on the right



76 T.H. Yu et al.

Fig. 4 A graphical view of
network flows

Fig. 5 A matrix view of
network flows

represents a small community that talks among themselves but not with anyone out-
side. An interesting exception here is the host SOL-PC-010.solo.juneau.gov, which
can go to Internet.world.net. The graphical view is an intuitive way of visualiz-
ing the flows. Major traffic patterns are easily identifiable, as are certain outliers.
However, the graphical view does not scale well. When the number of nodes
increases (e.g., when there are more host-level rules), the number of edges could
grow quadratically, making the view unreadable very quickly. The graphical view is
also relatively difficult to edit.

The matrix view (Fig. 5) solves some of these problems. The traffic flows are
presented in an adjacency matrix, in which rows and columns correspond to nodes
in the testbed’s network topological tree. The cell (r,c) is colored if there is a rule
that allows the node in row r to send traffic to the node in column c. Unlike the
graphical view, in which the layout could change drastically when some of the flows
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change, the matrix view places nodes in an organized and fixed manner. This makes
flow editing much easier. The ability to collapse parts of the tree allows this view to
work efficiently with large testbeds and lots of flow rules. The main disadvantage
is that when a node is collapsed, the lower-level flows are completely hidden. This
could result in misinterpretations. We plan to address this in future versions.

In general, the directed graph is intuitive but hard to manipulate; the matrix is
space-efficient and easy to edit but poor in showing the “big picture.” They can
be used to complement each other. Similar dual-representation has been shown in
MatrixExplorer (Henry and Fekete, 2006). We adopt this representation because it
does not force experimenters to create and verify flows strictly in one view or the
other, but allows them to choose the best view for the task at hand.

3.3.3 Testbed Control

Once an experiment is designed, the experimenter has the challenge of realizing
the test design on the physical testbed. Setting up hosts individually through man-
ual configuration and ad hoc scripts works in the short term for small testbeds, but
the solution is neither repeatable nor scalable. The Director streamlines software
deployment and configuration by introducing a well-defined sequence of tasks with
precise commands for any host and test configurations. An example is the Traffic
Preparation:All task selected in Fig. 6, which gives hosts configuration information
needed for the experiment. Tasks are organized into phases. In this case, the selected
task belongs to the phase Validation, which contains tests to ensure the network is
properly configured and that hosts will generate traffic as expected. Phases make up
the final workflow that the experimenter can step through. In each step, the exper-
imenter can simply select a task, select the hosts to run the task, start the task, and
monitor the progress from the Director (Fig. 6).

The Director allows experimenters to execute tasks on testbed hosts in parallel.
Based on the task, the host’s operating system, and the connectivity of the network,
the Director automatically determines how to connect to the host (via SSH, Telnet,
etc.) and gives the appropriate command to start the task. The Director uses a thread
pool to handle connections to multiple hosts concurrently. To support rapid config-
uration in large networks and to meet our scalability design goal, the Director can
delegate tasks to others. Instead of connecting to all hosts, the Director can connect
to one or more group leaders and ask them to either perform the task for all or relay
the task order to their group members. Delegation greatly reduces the processing
burden on the Director, allowing it to quickly satisfy the experimenter’s requests.

As the hosts perform the task, they send status updates to the database. The Direc-
tor periodically queries the database and displays the progress to the experimenter.
The task status display is organized around the hierarchical network topological tree.
Each row corresponds to a node. The display shows the overall status for each host
followed by pie charts that demonstrate progress in various aspects of the task. The
outcome of each step, or wedge, is color-coded: green means okay, yellow means
warning, and orange, red, and magenta mean errors at different levels of severity.
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Fig. 6 An interface for running and monitoring tasks on the testbed, which displays the workflow
on the left and the task status on the right

Small pie charts are effective in providing the overview at a glance. The extent of
problems on the range can be assessed by the amount of red shades shown. The
pattern of the colors may also suggest the source of the problem, e.g., whether it is
local or at a gateway. If the experimenter wants more details, he or she can mouse
over a small pie chart, which would pop up a magnified version. The experimenter
can drill down even further by double-clicking the small pie chart to view a set of
relevant logs useful for troubleshooting.

In addition to showing host-level status, the task status display aggregates status
up to the network segment, network, and site levels. Aggregate status is displayed
as semi-transparent to differentiate from host status. The need for aggregation arises
from the difficulty of debugging large testbed networks. For testbeds with hundreds
of nodes, there is too much information when viewing all hosts at once: experi-
menters would have to keep scrolling and they cannot focus on a subset of hosts.
With aggregation, experimenters can collapse some networks and concentrate on
the rest. The faintly displayed aggregate status would not compete for the experi-
menters attention, but at the same time ensures that any warning or error conditions
are still shown. This meets our fourth design goal providing overall status of testbed
tasks with the ability to pinpoint specific problems and receive verbose information
about errors.

Finally, the Director’s task framework is designed to be highly extensible. Instruc-
tions for tasks are encoded in database tables and normally abstracted away from
experimenters by the interface. However, experimenters have the option of creating
custom tasks by adding them to the task tables. Then they can run these custom
tasks the same way as normal tasks from the Director. Some examples include tasks
to start traffic capture and archive test results.
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3.3.4 Testbed Monitoring

While executing tasks, the Director is effective in providing status and troubleshoot-
ing information; to meet our goal of interpretable feedback, it is necessary to give
information during an experiment as well. Given the vast number of events that
occur during a test, this data must be presented in a way that gives the experimenter
useful information without being overwhelming. During an experiment, the Direc-
tor provides status at both the host and user level: a host health monitor (Fig. 7)
tracks machines’ CPU, disk, and memory usage, and a traffic event viewer (Fig. 8)
displays user-driven activities in a timeline format.

The host health monitor (Fig. 7) is a visualization tool designed to allow exper-
imenters to quickly detect and mitigate problems related to system resource usage.
The visualization has two parts: a heatmap on the left, which indicates the overall
condition of hosts on the testbed, and a set of charts on the right, which provides
detailed historical information on a selected host. The heatmap has three columns,
which represent CPU, disk, and memory usage. Each row corresponds to a host.
The shade of each cell indicates the condition or activity level of a given type of
system resources on a given host: green means low usage, black means medium
usage, and red means high usage. As the number of hosts increases, the display tries
to shrink the row height to fit all hosts. When the number of hosts gets so big that
they cannot all be presented in the display in a legible manner, adjacent hosts are

Fig. 7 A dynamic heatmap
that represents the health
status of testbed hosts, along
with details for the selected
host

Fig. 8 A timeline of virtual
user traffic events expanded
by traffic type on testbed hosts
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aggregated into one row that displays the worst conditions in the group. In this way,
an experimenter can monitor the full testbed at a glance and would never miss hosts
in distress even when statuses are aggregated. This display is also highly dynamic.
When the experimenter moves the mouse over the heatmap, the rows near the mouse
will expand to show individual hosts’ status. The experimenter can click on a host
to lock the display and then examine the charts on the right more closely. These
charts display the recent history of the selected host’s health condition, including
detailed measurements of load, disk space, swap and paging activities. Together, the
heatmap allows experimenters to quickly detect problems and the charts help them
diagnose the problems, making this an effective diagnostic and monitoring tool for
testbeds.

In any large, complex network, failures are inevitable. Generally, users report
these errors to administrators, who then diagnose and correct the problems. LAR-
IAT, at a minimum, must be able to reproduce the error reporting part of the process;
that is, it should provide an experimenter with detailed status of the virtual users
as they log their actions and results. Figure 8 shows how these logs are presented
to the experimenter. Each traffic generator has events displayed in a timeline. The
events are painted as vertical bars. The colors of the bars indicate the outcomes of
the events: green for okay, yellow for warning, and orange for error. At the high
level, the display shows when virtual users generate traffic and whether the traffic is
okay. For example, the users on http://www.waterbury.connecticut.com are working
approximately 8-hour shifts with 4-hour breaks in between. There are a lot of warn-
ings and some errors toward the end of the each shift. The experimenter can zoom
in to examine the events more closely. He could also break down the traffic events
by applications. For example, traffic on http://www.worcester.massachusetts.com is
generated from the File Browser, Internet Explorer, Outlook, Words among others.
In this case, email seems to have a lot of failures, while web browser seems okay.
To investigate the problems further, the experimenter can retrieve log messages for
the selected events, as shown in the lower part of the display.

The primary use of these monitoring tools is to help experimenters verify that
tests are running as expected (at least from the traffic generation perspective) and
detect any system or configuration error. LARIAT does not monitor the system under
test. Nevertheless, the outcomes of traffic events are directly affected by test events.
Therefore, the results shown in these displays must be interpreted in the context of
the experiment. For example, traffic failures may be the result of activating defen-
sive tools that block critical pathways. While it is not a complete solution, these
monitoring tools can provide valuable situation awareness during test.

4 Future Work

LARIAT and the Director have been used extensively over the last several years
at dozens of sites. As with any interface design, the Director must balance expres-
siveness with ease of use. For example, a network is better represented as a graph
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than a tree. However, a graph with thousands of nodes is hard to understand and
even harder to manipulate. The simplicity of a tree is attractive, but there are net-
work devices that cannot be easily classified into one network or another. The tree
structure is also unsuitable for describing the link layer. We are considering a hybrid
approach to provide the best of both worlds.

Over the last decade, we have seen IO testbeds grown significantly, but experi-
menters are not given any more time to configure their testbeds. Most experimenters
already have tools for designing network topologies integrated into their workflow
(e.g., Visio). It would save a lot of time if the Director could import data from
these tools, so that the experimenters do not have to enter the network information
again. The data entry problem can also be alleviated by auto-discovering the topol-
ogy. However, it is unlikely that all of the information needed by LARIAT can be
discovered without modifying existing tools. To this end, it would be useful to let
experimenters set properties for multiple hosts simultaneously in a context sensitive
environment, so that these missing pieces of information can be filled in quickly.

Furthermore, as testbeds grow, situational awareness becomes even more impor-
tant. The Director visualizes both host and user-level events, but it is still missing
other important aspects of traffic generation, such as the spheres of communication
and the paths of traffic. For example, in addition to reporting that a user is browsing
a file share, it would be informative to correlate it with other events, such as this
user’s past activities and other users’ actions in this file share. Through correlation,
the visualization can start painting a more complete picture of the networks in a
test. The challenge is to scale any solution to hundreds of thousands of users, both
in designing the visualization and in engineering the system.

5 Conclusions

In previous sections, we described the design and implementation of the Director.
The Director dramatically reduces the time and effort required to describe and per-
form a test in LARIAT. This improvement is due in part to intelligent defaults and
the ability of the Director to automatically create the virtual user environment. This
allows experimenters to very quickly define their test network at a level they are
comfortable with and the Director will populate the virtual user world on top of that
topology. For experimenters that desire more fine-grained control, the Director sup-
ports editing of user and traffic models, as well as various parameters of instantiated
users. As test networks expand to include hundreds of thousands of virtual users, the
Director has employed many techniques to address scalability issues. For example,
to avoid making too many simultaneous connections, the Director may request a few
hosts to relay task orders to others if possible. Task results are posted to a central-
ized database, where the Director provides an at-a-glance status of the task, showing
successes, warnings, and failures. The goal of this work was to help experimenters
define and execute tests more accurately and quickly on LARIAT testbeds. We have
achieved this goal by providing a unified, easy-to-use environment for controlling
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testbeds at both the network level and the user level. The Director acts in concert
with other LARIAT software to enable experimenters to create virtual components,
configure networks and hosts, and monitor status and activities easily and reliably.

Although the capabilities of LARIAT are unique, the usability challenges are
common among large testbed systems. We found Ben Shneiderman’s Visual Infor-
mation Seeking Mantra “overview first, zoom and filter, then details-on-demand”
(Shneiderman, 1996) to be a reliable approach in dealing with structural complex-
ity and information overload. We chose visual representation structures that were
intuitive and scalable. The hierarchical testbed tree and the dynamic heatmap both
handle aggregation well. They allow experimenters to drill down to a specific area
without losing sight of the context. Elements are rendered using visual cues such as
hue, intensity, and shapes to help experimenters make high-level assessments of the
testbed and to direct their attentions to problems. The consistent application of the
overview-to-details model, the selection of scalable representations, and the atten-
tion to visual features made the Director a successful interface for LARIAT and for
IO testbeds. We hope our experience will provide insights for future development in
testbed management and interface software.
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Visual Analysis of Network Flow Data
with Timelines and Event Plots

D. Phan, J. Gerth, M. Lee, A. Paepcke, and T. Winograd

Abstract This paper describes Isis, a system that uses progressive multiples of
timelines and event plots to support the iterative investigation of intrusions by expe-
rienced analysts using network flow data. The visual representations have been
designed to make temporal relationships apparent, allow visual classification of
events with dynamic brushing, and enable users to organize their visualizations to
reveal traffic structure and patterns by reordering rows. Isis combines visual affor-
dances with SQL to provide a flexible tool for investigation. We present an annotated
case study using anonymized data of a real intrusion that demonstrates the features
of Isis.

1 Introduction

For the last 2 years we have been researching visual tools to aid network security
investigations by working with the principal network analyst for the electrical engi-
neering and computer science departments. Analysts use a variety of data sources
to resolve incidents, including system logs, intrusion alerts, network flows, and full
packet traces. Our tools target network flow data. They make use of a data source
that produces 0.5–3 million flows per hour with daily accumulations in the tens of
millions of events. Developing strategies for storage, retrieval, and display at these
data volumes heavily influenced our design.

During incident handling, time is of the essence for analysts because they need to
quickly isolate intrusions and because the sequencing of events in time is critical in
reconstructing the methods and patterns of intrusion. As the analyst looks through
time he frequently pivots to change the IP on which he is currently focused. To
support this iterative search process, our tool, Isis, provides analysts with two linked
visual representations of temporal sequences of network flow traffic – the timeline
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and the event plot. In both representations, IP addresses act as categorical values for
the vertical axis with time on the horizontal axis. Timelines show an aggregate value
over all events, while event plots reveal the patterns of individual events. These are
examples of Bertin’s reorderable matrices where rows are rearranged to reveal visual
structure in the data through juxtaposition (Bertin, 1983).

The two representations support a common set of affordances to help the analyst
look for temporal relationships in the data. The different levels of aggregation in
the displays provide different opportunities to visually classify events with dynamic
brushing and to create visual structures from the events. Small multiples of timelines
are compact, which provide orientation, navigation and history at the expense of
detail. In contrast, event plots provide enormous detail about the exact sequence of
events and permit reordering of IP addresses to show their relationships. However,
their unaggregated nature means they do not use space efficiently.

The rest of the paper is organized as follows. First, we describe the network flow
data and how it has been structured in a database to permit the analyst to issue effi-
cient queries. Next, we detail the evolution and design rationale of our system, Isis.
We describe how an analyst interacts with our system in practice, by following an
annotated case study of a typical intrusion incident. We conclude with a discussion
of related work, and the benefits and limitations of our approach.

2 Network Flow Data

The data for our visualizations are the routed ICMP, UDP, and TCP network flows,
captured by a sensor at the network gateway, and stored in a relational database.
Each flow summarizes the time and duration of a network connection at the transport
layer. Packet counts and bytes are stored, but the contents are not. To be useful for
the analysis of network incidents, flows must be organized for fast searches over the
tens of millions of daily flows. We use a MySQL database to store the flows, which
provides the analyst with a flexible and familiar interface for specifying queries.
Initially we directly mapped flow record fields to table columns, but this resulted in
unsatisfactory performance. More importantly, it did not match up well with the ana-
lyst’s needs so we modified the schema as described below. Because flows are rel-
atively modest in size compared to the traffic they summarize, both the flow sensor
and the database repositories can be housed on inexpensive commodity hardware.

2.1 Flow Sensor

Flow records can be uni-directional or bi-directional. Bi-directional flows collapse
the two uni-directional flows of a conversation into one record, with separate fields
for the port, packet and byte counts. We are using the open source Argus flow system
(http://www.qosient.com/argus) configured to create bi-directional flows for routed
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ICMP, UDP, and TCP traffic. Each flow is defined by the 5-tuple key of protocol,
source/destination IP, source/destination port. The orientation of a flow is deter-
mined by the srcIP in the packet that created the flow. For long-running connections,
a flow record is generated every 60 s, but any connection which is idle for more
than 300 s will be dropped. It is re-established as a new flow if subsequent packets
are seen.

2.2 Database Repository

Many incidents begin with a report of anomalous behavior involving a local IP
address. As a result, the analyst will issue a query for all the traffic associated with
that focus IP. Once the analyst locates a suspect IP that contacted the focus, he will
often want to retrieve the suspect IP’s communication with other local IPs. We call
this a pivot from the focus IP. The problem is that a SQL table constructed with
columns directly mapping raw flow record fields will have srcIP and dstIP columns.
Obtaining all the traffic for a single IP would require queries with expensive OR or
UNION clauses, because the investigation process is easier to reason about in terms
of local and remote addresses.

To improve query performance, we transform all the src/dst fields in flow records
into local and remote columns in the database table. To preserve the critical orien-
tation information of the src/dst relationship, we add a column which specifies the
role played by the local IP in each flow. Because we capture some local traffic, there
can be flows with two local addresses. In this case we arbitrarily choose the destina-
tion as the local IP. Since using local and remote designations makes a query about
a flow’s destination port more complex, we include it as a convenience column.

The database schema also incorporates metadata reflecting aspects of the struc-
ture of the network. Our local network is subdivided along lines reflecting the
administrative and technical groups. Since analysts are responsible for these log-
ical subnets, called VLANS (for virtual LANS), the database allows queries to be
restricted by VLAN. A similar segmentation is made for remote IPs because the
Internet is divided into autonomous system numbers (ASNs) which define respon-
sibility for IP address ranges. Since an ASN is roughly equivalent to an internet
service provider (ISP) and resolving network incidents is usually done at the ISP
level, the database also associates ASNs with an IP address.

3 The Investigation Process

Network security incidents can be triggered in a variety of ways, by an automatic
alert generated by intrusion detection systems (IDS), by an e-mail complaint from
an administrator at a remote network, or even by a user noticing that a machine has
started behaving oddly.



88 D. Phan et al.

Once a report has been received, analysts assume a variety of roles (D’Amico
et al., 2005) while engaging in an iterative process of hypothesis generation and
evaluation: Triage to decide whether a report merits investigation; Escalation to
determine method of compromise and its extent; Correlation to compare this inci-
dent with those of the past; Threat analysis to search for attacker identity and
motivation; Incident response to recommend or implement a course of action; and
Forensic analysis to gather and preserve evidence.

The network flows collected by the sensor show details of the times and extent
of communications among machines and so are valuable for triage and escalation.
If sufficiently fast access to historical data is available, they may also be used for
correlation analysis. During an investigation, analysts are trying to identify flows
that comprise an intrusion out of a vastly larger set of flows. By providing filtering,
sorting, and compact visualization of the flows, Isis can help the analyst to build a
mental model of the network activity so that he can distinguish intrusion flows from
normal flows.

As one might expect, we observed that an analyst typically begins an investiga-
tion focused on the IP thought to be compromised. The analyst would inspect all
of its traffic looking for sources of possibly malicious traffic. The analyst would
then pivot to focus on the suspect IPs and inspect their traffic. If that traffic indi-
cated additional possible compromises, he would pivot again. This iterative analysis
process may be described as follows:

1. Select a IP to focus on and look at its traffic by querying the database.
2. Inspect the composition of the traffic to determine it is related to the intrusion.
3. Compare traffic to other flows to discover attributes and temporal correlations.
4. If there is uninteresting data, refine the query by adding filters, and repeat #2.
5. If an interesting IP is found, pivot to it, changing focus, and repeat #1.

4 Flow Maps

Initially we tried to use flow maps, a type of node-link diagram (Phan et al., 2005),
to display network traffic. Each computer was mapped to a node and the width of
an edge encoded the amount of traffic between the two computers. Flow maps were
used to minimize the amount of edge clutter that would occur had we created an
edge for each flow. However, we found that it was difficult to pivot with node-link
diagrams. From an initial graph, the analyst could pivot on a partner IP node, and the
system would add new nodes and edges to the pivot node. Unfortunately, repeated
pivots would add too many nodes and the display would become too cluttered.

Analysts also found the intermediate nodes used to cluster outgoing edges in
flow maps to be meaningless because the clustering was based on position of the
destination node, and not on an attribute of the data. We tried data driven layouts,
such as mapping a node’s position to the geographic location to its ASN, this was
not an effective use of screen space. We also tried creating meaningful interme-
diate nodes that would break traffic into different components, such as port nodes.
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Fig. 1 A flow map where
nodes are radially mapped by
the first time they contacted a
focus node at the center

Unfortunately, this had the disadvantage of replicating the same IP in multiple nodes
and forced the analyst to visually collect traffic from disparate locations.

After using the flow map prototype with analysts on several intrusions, we real-
ized that it was critical to make the temporal relationships of flows apparent. For
example, analysts wanted to look for correlations between a login and the beginning
of malicious traffic. The problem was that an edge only indicated that two IPs had
communicated, but not when they communicated. Unfortunately, it was difficult to
add temporal cues to node-link diagrams. Animation was largely ineffective as ana-
lysts had a hard time tracking movement and recalling trajectories (Tversky et al.,
2002). We had some success using an analog clock metaphor seen in Fig. 1. Nodes
were positioned by the first time that they communicated with a focus node at the
center, but we later realized this layout was not flexible enough.

5 Progressive Multiples of Timelines and Event Plots

After our experiences with the flow map prototype, we decided that our visualiza-
tions should:

• Make temporal relationships apparent
• Allow users to classify events by their attributes and inspect event details
• Support an iterative analysis process
• Allow users to create visual structure in order to reveal traffic patterns

We developed a display where time is mapped left-to-right along the x-axis. Since
the principal element of an investigation is the traffic to and from an IP address,
we segmented the y-axis into rows, where each query for the traffic of a focus IP is
visualized as a timeline. An example can be seen in Fig. 2. The analyst can brush
the timeline to inspect its data attributes or get details on demand. If they find suspi-
cious connections, they can pivot on those connections to create new timelines. New
rows are added sequentially to the display, which preserves the steps taken by the
investigator. This history allows the analyst to backtrack and revisit earlier queries.
Analysts can also reorder rows to compare the results of different queries. We
describe this technique as progressive multiples (Phan et al., 2006), a combination
of progressive disclosure and small multiples (Tufte, 1990) of timelines.

Timelines are useful for overviews of network traffic, but when the investigation
has narrowed to a small time window, the analyst needs to see unaggregated flows.
Initially we provided the flow data as a sortable table, but analysts found it hard to
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Fig. 2 Timeline using an aggregation expression that shows the maximum total packets to and
from the local IP that is suspected to be compromised

Fig. 3 Timeline using an aggregation expression that shows the total number of connections to and
from the local IP that is suspected to be compromised

extract temporal patterns from text. In response, we developed the event plot. An
example can be seen in Fig. 9. For each IP on the y-axis, each of its flows is shown
as a mark on the x-axis. The event plot has a sidebar to support inspection of traffic
in several dimensions: port, ASN, VLAN, locality, and role. Brushing an IP in the
main window highlights entries in the sidebar that appear in that IP’s row. Likewise,
brushing an entry in the sidebar highlights IPs that contain that value. The event plot
allows the analyst to color marks by traffic type, to reorder the rows to reveal traffic
patterns, and to adjust the horizontal spacing of the marks.

We describe the features of timelines and event plots by presenting them in the
context of the investigation of an anonymized version of a real intrusion.

6 A Case of Mysterious IRC Traffic

After looking at a routine summary of network activity, an analyst noticed that there
was a high level of IRC traffic to a server in northern Europe from a local machine,
75.64.71.22. Since hackers often use an IRC channel to control a bot on a compro-
mised host, she decided to look at the machine’s traffic by providing the tool with a
focus IP, time window, aggregation function, and filter string.

The aggregation and filter are specified as SQL expressions. To ensure the entire
query result fits on the screen events are binned and shown as bars. The height of the
bars is controlled by the aggregation expression, which can be any expression that
returns a non-negative scalar value, such as the min, max, or average of the number
of packets. Figure 2 shows the result of a query of 75.64.71.22 with the aggregation:
max(l pkt + r pkt) which maps the height of each bar to the flow in that bin with
the largest total number of packets.

The aggregation expression count(∗) will count the rows satisfying a query and
creates a timeline where the bar heights are proportional to the number of connec-
tions in each bin. In network incidents, the existence of a connection is often as
important as its size or duration so it is a common for an analyst to use this aggrega-
tion to begin exploring traffic. Figure 3 shows the result of a query of using count(∗)
to get an overview of the traffic spanning the last day.
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To discover the extent of the IRC traffic, the analyst looks at the port distribution
by asking for the tearoff window seen in Fig. 4. After sorting the ports by the aggre-
gate value, the analyst sees that port 6667, an IRC port, has approximately 63,000
flows. The analyst can see how activity on the port is distributed in the timeline by
brushing its cell. If they see a value of interest, they can create new timelines that
filter traffic on these ports.

Brushing the cell containing port 6667 results in the timeline seen in Fig. 5.
Orange highlighting is overlaid on all of the existing timelines. The height indicates
the proportion of traffic using port 6667. Orange marks underneath the bins indicate
the presence of port 6667 traffic, even if the height of the orange may not be visible
in the bar. As a result, the analyst can see that IRC traffic has been present over the
whole time period.

The analyst can bring up tearoff menus for several dimensions: partner IPs, ports,
role, ASN, locality, or Vlan. From the IP tearoffs the analyst can also pivot to new
IPs. Figure 6 shows a brush from the same tearoff menu for port 6666, which
is another IRC port. This reveals a different connection to an IRC server that is
correlated with the spike in activity. Since the goal is to determine the first inci-
dence of IRC traffic, the analyst makes a mental note to come back and look at the
traffic on port 6666 at a later time.

Figure 7 shows a progression of queries the analyst generates to discover the
beginning of the IRC traffic. To determine when the IRC traffic began, she limits the

Fig. 4 A tearoff menu that
shows the distribution of
traffic by destination port

Fig. 5 A brushed timeline where the orange highlighting indicates the presence of connections to
IRC servers on port 6667 that extends over the whole period

Fig. 6 A brushed timeline where the orange highlighting indicates connections to IRC servers on
a different port, 6666
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Fig. 7 A progression of queries generated in the timeline display showing how the user has
narrowed the time window from a 2-day period to 2-h period

Fig. 8 An example of the sortable drill down table that is generated when the analyst looks at the
raw data

traffic to port 6667 and changes the time window to be another day earlier, which
produces row B, and shows the beginning of the IRC traffic. To look for the source of
the compromise, she queries for all traffic in a 2-h window centered on the beginning
of the IRC traffic, resulting in row C. Since the focus IP is a web server, the analyst
removes all web traffic served by the focus and restricts the traffic to be non-local,
as local traffic is usually benign. This is done using the filter “not(l role>0 and
d port=80) and locality=1”, resulting in row D.

Timelines in the same folder share a common bin size and aggregate, which
makes it easy to juxtapose rows and compare query results. Since the bin size of the
larger folder is constrained by the earlier queries, the analyst moves row D to new
folder on row E. The bin sizes are recalculated, and changes the binning to 30 s.
Each folder has different bin sizes and aggregates so that the system can display a
wider dynamic range of data.

Now that the analyst has narrowed her focus to a 2-h window, she wants to see
the individual flows. The analyst can create a drill down table to look at the data,
which has approximately∼1,600 flows, as seen in Fig. 8. Each row in the drill-down
table describes a flow between the focus IP and partner IP.

Since the analyst is looking for temporal patterns, she moves from the table view
to the event plot seen in Fig. 9 which provides a direct mapping from table rows
to marks. Marks are placed along the x-axis according to a table row’s timestamp
and the event plot is initially ordered by numeric IP address. To facilitate visual
classification and inspection of traffic, the system provides several affordances that
allow the user to modify the size, shape, and color of the mark based on its flow
attributes. To obtain additional detail about a mark, the user can hover over the
mark, and a tooltip will display the full information for that flow.

Each mark is mapped to one of three bin sizes (first quartile, middle quartiles, last
quartile) depending upon the total number of packets exchanged between the two IP
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Fig. 9 An event plot gen-
erated of a two-hour time
window containing ∼1,600
events. Notice that many
events lie off-screen, due to
limited resolution

addresses. From the sidebar, the analyst can adjust the thresholds for the mark size
to reduce visual clutter or highlight outliers.

The shape of the mark initially shows the role of the focus IP. If the connection
was initiated by the focus IP then it is the client and the mark is a triangle. Otherwise,
the focus IP is a server and the mark is a circle. Being able to see when a computer
switches from being a client to being a server is often a useful heuristic for localiz-
ing intrusions. Since too many encodings can interfere with preattentive search, the
analyst can choose to view all marks as squares. To isolate the initial intrusion, she
looks for an SSH connection that occurs before the start of traffic to the IRC servers.
She can do this by using the sidebar, which provides a breakdown of the traffic into
its constituent parts by the same dimensions as the tearoffs in the timeline display:
ASN, Port, Vlan, Locality, and Role. She can control which dimension to inspect
with the drop down menu.

Hovering over port 22 (SSH) in the sidebar causes the system to highlight all the
rows in the event plot that contain flows with that destination port, revealing SSH
server connections from two IPs as seen in Fig. 10.

The system allows users to brush marks as well as the entries in the sidebar.
Hovering over a mark highlights the values in the sidebar that appear in the IP’s
connections and highlights bins in any timeline containing that IP. For instance, if
an IP uses both port 22 and port 80, Isis will highlight those ports when the mouse is
over that row. Hovering over an entry in the sidebar will highlight all the rows that
contain that value and the bins in the timeline display that contain that value.
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Fig. 10 Brushing the sidebar
on port 22 highlights two
rows containing suspicious
SSH connections

Fig. 11 (a) The left event plot shows the results of coloring port 22 a shade of blue. (b) The right
event plot shows how the analyst has brushed port 6667 and used the “collect a brush” action to
bring the IPs with flows on port 6667 to the top of the display so they can be made visible

To keep permanent track of port 22, the analyst colors its sidebar entry a shade
of blue, seen in Fig. 11a. The system allows the user to color marks by any of the
sidebar dimensions. The color space for each dimension is global, so marks in other
event plots with port 22 will now also be colored blue. A mark is only colored by
one dimension at a time to avoid conflicts in displaying a mark that has had multiple
attributes colored.

To look for the IRC traffic, the analyst brushes over port 6667, but does not see
any highlighting. The problem is that the number of rows that need to be displayed
can exceed the physical limitations of the screen. Note that Fig. 9 is 1,920 pixels
high, but currently she has about 1,200 pixels, or 60% of that vertical resolution.
When a user brushes a dimension, off-screen rows are logically highlighted but are
not visible. To address this, the system allows users hovering over a dimension to
“collect a brush”, that is to force all brushed rows to move to the top of display. This
also allows her to easily group IP addresses by their different attributes in order to
organize the display visually. In Fig. 11b, we see her collect the brushed rows for
IRC port 6667.

At this point the analyst has a good idea of the intrusion sequence, but the display
does not yet reflect this structure. After coloring the marks for port 6667 in red, she
now searches for the prior download of the IRC tools themselves. The analyst knows
that once an intruder logs in via SSH, he will usually download a set of exploit tools
via a web server or ftp. The analyst selects web traffic on port 80 in the sidebar and
colors it yellow. The system allows her to reorder rows to create visual structure out
of the events. Figure 12 shows the results of the analyst moving the rows containing
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Fig. 12 An event plot where the analyst has colored SSH connections on port 22 in blue, web
traffic on port 80 in yellow, and IRC traffic on port 6667 in red. She has also reordered the rows so
that the flow of events can be more easily read in a left-to-right and top-to-bottom manner

SSH traffic (port 22) and Web traffic (port 80) so that the image can be read top-
to-bottom, left-to-right. The juxtaposition allows her to compare the behavior of
different IP addresses or group IP addresses by their role in an intrusion.

Up to this point the analyst has been working with the event plot scaled with a
traditional continuous time axis. The advantage of continuous time is that the hori-
zontal distance between marks is linearly related to the number of seconds between
those flows. This allows her to get a sense of how events are clustered or distributed
in time. Since intrusion events often occur in a small time interval, a continuous
view of time can result in overplotting and reduced visibility.

To reduce the effects of overplotting, the system can show events in an ordinal
space. This distributes them evenly across the x-axis such that the distance between
the marks does not encode the number of seconds between events. However, because
understanding the ordering of events is often more important than knowing the pre-
cise time at which they occurred, the ordinal view can be very useful. To make more
space for the events, the analyst switches the view to be ordinal, as seen in Fig. 13.
This reveals a gap between the SSH connections and the onset of IRC connections
suggesting that there may be interesting events in the off-screen flows.

Scrolling down, the analyst discovers that the spacing is due to the presence
of proxy scans from computers presumably controlled by the intruder which are
mapping the compromised computer. Figure 14 shows an ordinal event plot where
the rows have been reordered by the analyst to show the proxy scans.

Now that the analyst has established a sequence of events for the intrusion, she
wants to precisely adjust the spacing of the marks so as to create a narrative. The
system allows her to interactively edit and adjust the location of the temporal grid-
lines to segment the event plot and make it easier to read visually. This allows her to
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Fig. 13 A plot with the same
data as Fig. 12, changed from
continuous to ordinal time
so as to evenly space marks
across the x-axis

Fig. 14 An ordinal event plot
where the rows have been
reordered to show a string of
proxy scans from machines
presumably controlled by the
intruder

create multiple regions with different horizontal distortion, similar to the technique
offered by table lens (Rao and Card, 1994).

The analyst completes the narrative in Fig. 15 by adjusting gridlines to allocate
more space to the events that make up the intrusion. The SSH connection in blue
circles indicates a remote login from 69.42.69.18. The analyst concludes that it is the
IP that is likely to be responsible for the initial intrusion and that IRC bot tools were
downloaded from 66.175.39.28 by the flow in yellow. The remaining connections
in red are the client connections to the IRC servers. The gray connections are the
proxy scans. At this point, she will want to return to the timeline display to pivot
upon the intruder IP to determine if other computers have been affected and begin
this process a new.

This case study has demonstrated how an analyst is able to investigate intrusions
using a combination of small multiples of timelines and event plots. Both repre-
sentations make temporal relationships apparent; make it easy to visually classify
events; and to create visual structure. The two displays are complementary: time-
lines provide overviews, navigation through pivoting, and support iteration, whereas
event plots allow the analyst to classify events and create visual structure through
the reordering of rows.

7 Related Work

There are many examples of applying visualization to improve monitoring and
situational awareness of a network. Lakkaraju et al. describe a tool called NVi-
sionIP, which visualizes flows using three levels of granularity: a galaxy view, which
shows the whole network, a small multiples view which shows the information
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Fig. 15 The narrative event plot of the intrusion after adjusting the ordinal gridlines. The second
row shows the blue server flows of the SSH compromise. The next row shows the large yellow
triangle of the IRC bot download. Finally there are several rows of client IRC connections as red
triangles. The remaining traffic in gray are proxy scans

for a selected set of hosts, and a view which shows the behavior of one machine
(Lakkaraju et al., 2004). Similarly, Yin et al. describe VisFlowConnect, which uses
parallel coordinates to monitor the state of a network (Yin et al., 2004).

To represent time, some systems have used animation (Lakkaraju et al., 2004;
Musa and Parish, 2007) instead of allocating an axis. Among those with spatial
layouts of time, PortVis (McPherson et al., 2004) visualizes port activity with time
on the y-axis and IDS Rainstorm (Abdullah et al., 2005) which visualizes alarms
from an IDS for a large IP space in columns where the x-axis of each column is
time. Livnat et al. describe polar layouts with time on the radius (Livnat et al., 2005)
while Radial Traffic Analyzer (Keim et al., 2006) uses an angular measure for time.

Isis differs from the preceding visualizations in that its focus is incident inves-
tigation using network flows. VIAssist (D’Amico et al., 2007) is a framework also
designed for escalation and correlation analysis. It integrates multiple data sources,
visualizations, and supports collaboration among analysts. The timelines and event
plots of Isis are not found in VIAssist, but could be incorporated into such a
framework.

Among temporal event plots with categorical values on the vertical axis are the
Gannt and PERT charts used in job shop and project scheduling. These differ in that
events are the categorical variables whereas in Isis, events are the marks in our plots.
This makes the event plot similar to the medical event chart (Lee et al., 2000) used
to track disease progression and treatment. In the area of network security, Goodall
et al. describe TNV which maps each IP address to a row to produce a timeline of
activity (Goodall et al., 2005). Connections between IP addresses are drawn as lines
among rows, in contrast to Isis, which maps an aggregate over connections for a
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specific IP address as a bar in a bin on a single timeline, or maps connections into
marks along the x-axis of an event plot.

8 Future Work and Conclusions

The size of the datasets being visualized is constantly growing; for example, the traf-
fic at the university’s border is an order of magnitude larger than our data source.
Given the volume of data, the visualization that runs on the analyst’s workstation
should offload calculation to a remote database. We have been able to conduct anal-
yses spanning a few days, using queries that run over tens of millions of events and
select tens of thousands for display. These queries take under a minute to complete.
If an analyst needed to search a few billion rows, we have some preliminary evi-
dence that this could be done by distributing a query across a clustered database
server. However, even if the query eliminated 99.99% of the rows, it might still gen-
erate a result set of several hundred thousand events and a degree of overplotting
that could easily overwhelm event plots with ordinal time. Incorporating methods
that abstract flows into larger behaviors by Kannan (2006), Xiao et al. (2006), or
Karagiannis et al. (2005) holds promise for reducing clutter as well as adding useful
information for the analyst.

The timeline and event plot visualizations were developed for experienced ana-
lysts with the goal of revealing temporal patterns through juxtaposition. The two
representations are designed with Shneiderman’s information-seeking mantra
(Shneiderman, 1996) in mind. Timelines provide overview, zooming, and filtering
functions while event plots illuminate details. Their development benefited enor-
mously from taking an evolutionary approach. For example, the initial decision to
allow the analyst to directly alter the WHERE clause of the SQL query was thought
to be a temporary scaffolding to enable rapid prototyping of interface elements.
However, we soon realized that selectively exposing SQL in parts of the interface
provided flexibility for expert users.

Designing tools for expert users that leverage their domain knowledge remains a
difficult problem. Practices that work well for novices or for tools used occasionally
can be inefficient and even annoying for those who must use them every day. The
ad hoc nature of incident analysis suggests we should design each tool to do one
thing well, knowing that the analyst will combine it with others. Network incident
response is still more art than science and likely to remain that way for some time
to come.
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NetBytes Viewer: An Entity-Based NetFlow
Visualization Utility for Identifying Intrusive
Behavior

T. Taylor, S. Brooks, and J. McHugh

Abstract NetBytes Host Viewer is an interactive visualization tool designed to show
the historical network flow data per port of an individual host machine or subnet
on a network over time, using a 3D impulse graph plot. Such visualizations allow
network administrators to quickly and effectively diagnose infected or malfunction-
ing computers by viewing data transmission patterns for each port on the entity.
NetBytes has a set of interactive features which help to deal with the problems asso-
ciated with displaying a 3D graph on a 2D screen. First, NetBytes offers a “selector”
mode which allows the user to highlight specific ports (or times) on the graph using
a slider and snap buttons. From the selector, the user can launch a set of 2D graphs
(Bytes vs. Time and Bytes vs. Ports) to acquire more detailed information about the
host with less clutter. Lastly, the user is able to rotate the 3D graph in any direction
to mitigate occlusion. The long term objectives of this work include the integration
of the NetBytes Viewer with complementary visualizations of the overall network.
This application will integrate with a larger network analysis tool and be utilized as
a drill-down mechanism.

1 Introduction

Over the years, the Internet has increasingly become host to Trojans, scanners and
other viruses which can wreak havoc on private networks. These hostile programs
have made it necessary for security administrators to watch over their networks
using intrusion detection systems which trace large amounts of packet data. This
data must be analyzed for signs of viruses. To help in this analysis, researchers have
turned to visualization techniques. Visualizing network data allows network admin-
istrators to more quickly discover patterns of hostile activity and diagnose problem
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computers. However, current techniques focus on visualizing network traffic as a
whole and do not focus on visualizing historical data of individual hosts.

The NetBytes Viewer is an interactive visualization tool designed to show the
activity of a network entity over time using a 3D impulse plot. The entity could
be a single host (e.g. an email server) and the visualization shows the per port out-
bound NetFlow volumes for a certain time interval (e.g. hourly) over a specified
time period (e.g. a week). The entity could alternatively be a subnet, showing per
host behavior or a larger network aggregation showing per subnet behavior. Such
a visualization allows network administrators to quickly and effectively diagnose
infected or malfunctioning computers by viewing data transmission patterns for
each port on the host. For example, an email server would typically have a sig-
nificant traffic load on port 25 (STMP) and port 110 (POP). A visualization using
NetBytes would show this as “picket fences” corresponding to the ports with the
height of each picket (impulse) representing an hourly volume. NetBytes allows
the user to monitor a range of ports for significant network traffic. Traffic on ports
that should be unused may be a sign of a worm, virus, or other malcode. Unusu-
ally high volumes on supported services may also indicate a compromise. Using a
historical database, NetBytes can help pinpoint the time at which a host was com-
promised. Tracing back through the original NetFlow data for this time allows the
user to determine the source of the compromise. Working forward from that time
can identify secondary infections.

This paper will discuss the design and implementation of the NetBytes Viewer
and discuss how it can be an effective tool for analyzing network traffic. Further-
more, the document will outline some of the other network visualization tools
currently under research as well as discussing the future plans for NetBytes.

2 Related Work

There exist several network traffic visualization tools that enable network adminis-
trators to monitor traffic flows on their internal networks. VISUAL (Ball et al., 2004)
is a 2D visualization application which shows the traffic for a small to medium-
sized network. All internal hosts are represented as cells in a square grid in the
center of the screen. External hosts are represented as squares placed outside the
internal grid. Square-size denotes the amount of IP activity of the host and lines in
the square are used to denote port traffic. Line connections between internal and
external hosts denote traffic flow while grid color denotes communication between
computers internally. VISUAL allows interactive filtering of specific computers to
reduce screen clutter and utilizes animation to show changes in network flow data
over time. Detailed information of individual hosts is available in “text” form and
includes host IP, IP addresses of all computers that are communicating, ports used
and percentage of overall traffic. However, VISUAL is limited in its ability to show
individual port traffic for a specific host over time.
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VisFlowConnect (Yin et al., 2004) utilizes a set of parallel axes view on a 2D
screen. Each point on an axis represents an IP address (of a machine or domain) and
connections between points on parallel axes represent network connections and flow
of data. Users can drill down in an overall global network view to see a subset of IP
addresses in a specific domain or a view of the internal network. VisFlowConnect
depicts time by using animation to show connections appearing and disappearing
between computers. Furthermore, it has the ability to filter by port, protocol, transfer
rate, and packet size. Lastly, VisFlowConnect does show individual host statistics in
a text view. Stats include: total number of bytes into and out of the machine in the
current time window, as well as, bytes transferred per machine.

NVisionIP (Lakkaraju et al., 2004) presents a visual representation of an entire
class-B IP network on a single screen. The overview screen has horizontal and verti-
cal axes in which all subnets of a network are listed along the top axis while the hosts
in each subnet are listed on the vertical axis. Each host is colored based on some
characteristic of interest which include traffic volume, number of flows or flows on
a particular port. Once again animation is used to show traffic collected over a given
time period. Users can select a region of the overview screen to launch another win-
dow which provides more detailed information about hosts in the selected region.
Each host is represented by two bar charts. One chart displays the traffic on a num-
ber of well known ports with the other shows traffic on all other ports. Color is
assigned to traffic on different ports to make it easier to compare flows of interest.
NVisionIP also has a machine view which is launched by clicking on a single host.
This launches a window which visualizes byte and flow count for all protocols and
ports using 2D bar graphs. Although the drill down mechanism allows users to view
data on individual hosts, it does not visualize patterns in the data over time.

The “Spinning Cube of Potential Doom” (Lau, 2004) is another network visual-
ization tool which was built on top of the Bro intrusion detection system. It displays
a 3D cube which a user can interactively spin. “Each axis represents a different
component of a TCP connection: X is the local IP address space; Z is the global
IP addresses space; and Y is the port numbers used in connections to locate ser-
vices and coordinate communication” (Lau, 2004). TCP connections are displayed
as individual dots with color used to distinguish a successful from an unsuccessful
connection. Time is again displayed through the use of animation. This application
has no drill down mechanisms for showing detailed data for individual hosts.

None of the above applications give detailed information on individual hosts.
NetBytes complements these applications by showing detailed time and port infor-
mation for individual host all on a single screen. It would therefore be an excellent
addition to any of these applications.

Portall (Fink et al., 2005) is a network visualization tool which displays TCP
connections between hosts and is able to correlate those connections with the pro-
cesses that generate them. The main application window shows two parallel axes.
One axis represents client hosts and processes of the machines that are monitored
on the network while the other axis represents server hosts and processes. Client-
server connections are displayed using straight lines from one axis to another while
transmission volumes are visualized by tool tip popups. Time is represented using
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animation with processes and connections appearing and disappearing. Portall is
the first visualization tool to try to correlate traffic flow to the processes sending and
receiving the traffic. It works well for very small networks but suffers from clutter
and occlusion issues as the number of hosts and processes grow on the main display.
Having said this, Portall and NetBytes could be good complements to one another
as NetBytes can show traffic volumes and history for a host on a single screen while
Portall could show from which processes that data is coming from.

Portvis (McPherson et al., 2004) is another visualization tool which incorporates
three different displays to view TCP port traffic. The first visualization corresponds
to a 2D grid where rows along the vertical axis represent units of time while each
column along the horizontal axis represents a range of 2,048 ports. Color in each
column is used to represent the level of activity on the ports during a particular
time unit. A selector is used to select the unit of time to be displayed on the main
visualization. The main visualization contains a 256× 256 grid where each point
represents one of the 65,536 ports. The location of the port on the grid is deter-
mined by breaking the port number into a two-byte (x,y) location. The grid can
be magnified in specific areas to provide more detailed information about specific
ports. Lastly, the tool contains a port display which displays information on five
attributes of a selected port. The 3D display is a set of 5 bar graphs where time is
represented on the horizontal axis and traffic volume on the vertical. This visualiza-
tion tool shows many different types of data at the same time using several different
2D graphs. Portvis takes an interesting approach to visualizing port traffic; how-
ever, time-dependent patterns are defined very coarsely (2,048 port buckets) which
could make detecting temporal patterns difficult. Furthermore, there may be issues
of information overload especially under conditions of extreme port traffic when the
port grid is filled with many colors. NetBytes Viewer improves on this by showing
time as a third dimension allowing the user to see data trends on ports more quickly
with no need for port volume aggregation.

IDS Rainstorm (Abdullah et al., 2005) was designed to visualize IDS alerts for
the Stealthwatch anomaly-based IDS system. The main visualization divides the
display into a set of columns that represent a contiguous set of IP addresses. The
horizontal portion of each column represents a 24 h period of alerts. Colored dots
in a row represent the total alarms for the IP addresses at a particular instance in
time. The user can use a mouse to highlight an IP address range. Upon clicking on
a selection, a secondary window is launched with an enlarged view. The selected IP
addresses appear on a vertical axis on the right side of the window. Time appears on
a horizontal axis and the alarms appear as large colored glyphs. This works shows
how a drilldown mechanism can be used to view specific data in more detail. Net-
Bytes Viewer utilizes drilldown to launch 2D views of multiset data to gain more
insight into network traffic patterns.

The work of (Komlodi et al., 2004) is compelling as it places the user at the center
of the design process itself, and offers a great deal of flexibility over the visualiza-
tion. The user is able to visualize IDS alerts in both 2D and 3D windows and set the
mappings between variables and visual attributes of glyphs such as position, size,
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opacity and color. In addition, they derive a set of new guidelines for the design of
information visualization tools for intrusion detection.

In “Situational Awareness and Network Traffic Analysis” (McHugh et al., 2004),
the authors look at various techniques for analyzing and visualizing network traf-
fic. Although the authors did not develop any interactive applications as part of the
study, they do show a set of graphs which help to visualize network traffic at aggre-
gate and individual host levels. One such graph is a 3D chart of an individual host
which displays bytes transferred from a host per port per hour over a specified range
of time. It allows the user to easily see patterns in port traffic which allow for quick
diagnosis of anomalous behavior of the machine. NetBytes extends this 3D graph
visualization by making it interactive so that patterns can be analyzed much more
in-depth.

3 Technical Approach

The NetBytes Viewer was designed to visualize processed NetFlow data. Applica-
tion volume data is obtained from multisets (bags) produced by the SiLK Analysis
Tools from NetFlow data and can represent flow, packet, or byte counts.

NetFlow is an open protocol developed by Cisco for collecting IP traffic infor-
mation. It “is an abstraction that provides a level of detail that is less than that from
packet headers, but greater than session summaries. Flow records capture source and
destination addresses, protocols, ports (for TCP and UDP), traffic volumes (pack-
ets and bytes), and start and end times” (McHugh et al., 2004). Such records can
be generated using a NetFlow enabled Cisco router on a border network then col-
lected and analyzed using a set of data analysis tools called SiLK. SiLK has the
ability to perform many operations on the data including bagging (counting) flows,
bytes or packets for specific unique key identifiers such as source ports, destination
ports, source IP addresses, or destination IP addresses. This bagging technique was
used to manipulate raw NetFlow records which were subsequently placed in a rela-
tional database and selected for visualization using relational queries allowing for
multiscalar visualization over a wide range of entities.

The NetFlow data used in this project was collected from a private office network.
The data shown in this paper is from a network email server with significant IP traffic
on ports 25 (SMTP), 110 (POP), and 443 (https used for email web access).

3.1 NetBytes Viewer User Interface

NetBytes offers a comprehensive set of different views to make it possible for a
network administrator to thoroughly analyze the traffic for an individual host (or
aggregate subnet) on a network. It does this by showing the traffic activity per port
on an hourly basis over a specified time period. This allows the administrator to



106 T. Taylor et al.

Fig. 1 NetBytes host overview representation of a 3D impulse graph (bytes vs. ports vs. time)

see patterns of anomalous traffic activity (e.g. traffic spikes or scanner activity) on
suspicious ports. Furthermore, NetBytes enables the admin to pinpoint the time at
which the anomaly occurred so that he/she may determine how the host became
infected.

The initial overview screen (shown in Fig. 1) displays a global view of a single
host’s traffic structured as an orthogonal 3D impulse graph. Along the Z axis of the
display is the port list for the machine (ranging from 0 to 2,048 in Fig. 1) while time
(at an hourly granularity) is display on the X axis. The third dimension represents
the magnitude of traffic (in flows, packets, or bytes) seen by the host (or subnet) in
an hour.

Time was displayed as a third dimension to avoid the need for animation. Anima-
tion requires users to use short-term memory to remember trends and patterns in the
data which could be missed or forgotten during playback. Furthermore, animation
can cause issues of change blindness for the individual (Rensink et al., 1997). By
contrast, with time on the third dimension, all the information is displayed on the
screen, allowing the user to view and retrieve important information quickly. Color
is used to specify all the data over time for a specific port. This helps to differentiate
between the ports in the host viewer.

On the right-hand side of the main viewing window there is a sub window which
contains a set of controls allowing the user to interact with the graph for a more
detailed analysis of the data. A list box of IP addresses is used to select the host
or subnet entity to be displayed in the main graphic window. NetBytes Viewer also
gives the user control over setting which port data is displayed via a set of text
boxes. Radio button groups allow for the data to be filtered based on data direction,
protocol and volume measure (i.e. bytes, packets or flows). Sliders are also provided
to select data points as will be described further in the next section.
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3.2 User Interaction

Rendering a 3D graph on a 2D surface can cause several difficulties including occlu-
sion, loss of depth perception and loss of head parallax (Ware, 2004). To deal with
these issues, the overview screen is equipped with a number of interactive features.
First, to help eliminate occlusion and perception issues, the 3D graph can be rotated
around its center axis in all directions by holding down the left mouse button and
dragging the view in any direction. This allows the user to view the data from all
angles which facilitates the recognition of patterns and can also be used to disam-
biguate the 2D projection of the 3D graph. Furthermore, the user can drag the graph
into two separate 2D orthogonal views (Volumes vs. Ports and Volumes vs. Time)
as shown in Fig. 2. The “Volumes vs. Ports” view is useful to see the maximum net-
work traffic per port while the “Volumes vs. Time” graph is useful for investigating
peak traffic times.

Another issue with the 3D graph is that it can be difficult to perceive depth espe-
cially when there are several ports on the screen with associated data points. To help

Fig. 2 Rotating the 3D graph into two separate 2D orthogonal views “Bytes vs. Ports” (top) and
“Bytes vs. Time” (bottom)
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Fig. 3 “Bytes vs. Time” and “Bytes vs. Ports” graphs launched when application is in selection
mode

the user deal with these issues, the NetBytes Viewer allows the user to look at data
in more detail by launching a set of auxiliary 2D graphs (Volumes vs. Ports) and
(Volumes vs. Time) as shown in Fig. 3. These 2D graphs are restricted to either a
single time or a single port. This further reduces occlusion and perspective issues
and increases the user’s ability to interact with the data. The 2D Volume vs. Ports
graph, as shown in Fig. 3 (top), can be launched by clicking on the Enable Date
Selector selection box, while the Volume vs. Time graph (Fig. 3, bottom) can be
launched by clicking on the Enable Port Selector selection box. Clicking on these
boxes will not only launch the graphs in a separate window, but also enable the cor-
responding slider in the main 3D view. Using the slider, the user can select a point
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on the time axis (if the date selector is enabled) or the user can select a point on the
port axis (if the port selector is enabled).

When the Port Selector slider is enabled, a green semi-transparent highlight
band is displayed along the port axis and a slider is enabled at the bottom of the
screen as shown in Fig. 4 (top). When dragging the slider from side to side, the
highlight band moves back and forth along the port axis and the corresponding 2D
graph is updated in real-time with the time and volume data for the newly selected
port. Clicking on the arrow buttons on either side of the slider causes the highlight
band to jump to the next port which has data values. A similar highlight band (in
blue) is displayable on the time axis when the Date Selector slider is enabled as
shown in Fig. 4 (bottom).

It is worth noting that alternate approaches were considered for implementing
the selection feature. Initially we allowed the user to click on a port number on the

Fig. 4 Overview screen in port selector mode (top) and date selector mode (bottom)
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port axis to highlight the data; however, with a large port range (around 2000+) this
became impractical as it was difficult to accurately click on a port. A slider with
snap buttons was more effective as the user is able to drag the slider to the vicinity
of the intended port and then use the snap buttons to accurately select one.

The user can interact with the 2D graph using his or her mouse to highlight data
points. Corresponding data values are displayed in the bottom left hand corner of the
window, as can be seen in Fig. 3. These values are updated in real-time. Axes with a
large number of data points can make it difficult to precisely highlight these values
using the mouse; therefore, the UP and DOWN arrows were enabled on the window.
Moving the cursor to a region on the graph and pressing the UP arrow selects the
closest data point to the right-hand side of the cursor. Furthermore, pressing the
DOWN arrow selects the closest data point to the left side of the cursor.

3.3 Implementation Details

NetBytes was written in C++ using the OpenGL graphics library (Woo et al.,
1999). OpenGL was chosen for its power and flexibility in developing 3D graphics.
OpenGL is a high performance graphics package written in C++ which is important
when dealing with large amounts of data. Furthermore, it is platform independent
which makes it useful for both Windows and UNIX users. Our aim is to release all
tools as open source software on a variety of platforms.

NetFlows are gathered from a network border using the SiLK collection utilities
and then processed with the SiLK bag tools. Afterwards, data is loaded into an SQL
database by a small automated process. NetBytes uses this database when rendering
its graphs. Using an intermediate database allows the application to capitalize on
the more powerful SQL query language. It also ensures that the viewer can be used
with other data analysis tools other than SiLK.

3.4 Case Studies

The goal of NetBytes Viewer is to enable administrators to quickly analyze the
flow of traffic into and out of a host or subnet to determine if any malicious activ-
ity is occurring. A good example of where NetBytes Viewer proved useful was at
a small networking research laboratory. The SiLK tools were installed to collect
Netflow traffic at a border between the internal and external networks. As part of
the research facility, the administrators house computers for external companies.
Data was collected between February and March 2006 yielding some interesting
results.

One host in particular produced fascinating visualizations indicating signs of
systems being hijacked. Using NetBytes Viewer, evidence that the host was com-
promised is seen immediately as shown in Fig. 5 (top). As can be seen, there is
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Fig. 5 Host compromised by game server (top) and port 27,015 (bottom)

a significant amount of incoming UDP traffic on ports 26,900 (yellow band) and
27,015 (brown band). These ports are typically utilized as game server ports for
games like Half Life. The machine had been compromised and turned into a game
server. Using the port selector feature, the port traffic was investigated in further
detail in the 2D Packets vs. Time graph also shown in Fig. 5 (bottom). Many worms
and viruses utilize high numbered ports to transfer data. NetBytes Viewer makes it
easy to see the traffic on these higher ports to identify intrusion. Also of interest is
the consistent traffic volumes on port 123 (red band in Fig. 5) which suggests this
system is likely an NTP server for the network. Changing the filter parameters on
the right control window allows the user to investigate the outgoing UDP traffic as
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Fig. 6 Outgoing traffic for compromised host

shown in Fig. 6. Since the figure shows outgoing traffic, there is plenty of ephemeral
port activity including two very prevalent bands of consistent data flow. One data
flow is on port 27,014 (pink band that is highlighted by the port selector) and is
likely the outgoing traffic for the game server running on the machine. The brown
band maps to port 54,020 which seems to be typically used for client applications
like FTP, messaging etc. on Linux servers.

Since NetBytes Viewer shows temporal data as well as traffic volume data on
the same graph, administrators are able to see large data spikes in the context of
normal traffic volumes. Excessive traffic volumes could be an indication of a denial
of service attack or large file upload or download. Another SiLK data set from a
private company showed a large spike in TCP traffic one evening during a two week
collection period. This spike was clearly visible when using NetBytes Viewer using
a volume-protocol-time graph. With a small amount of further investigation it was
found that such a spike was the result of a planned back up of one of the company’s
data servers.

NetBytes Viewer is also good for looking at cyclic patterns in a network’s traf-
fic. For instance, in a company where workers would typically work from 9 to 5
Monday to Friday, one would typically expect the HTTP traffic to be relatively
high through the week and almost non-existent on evenings and weekends. With
NetBytes Viewer, network administrators can see these patterns by producing visu-
alizations of entire subnets and networks and drilling down to see specific port
traffic. If patterns do not exist, administrators can use the application on smaller
subnets and hosts to track down the offending hosts. Ultimately, NetBytes allows
the user to monitor how much data traffic is on his/her network over time and using
this information can track down malicious behavior.
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4 Future Work

The current NetBytes’ feature set provides a good basis for an interactive host visu-
alization; however, there are many more features that we intend to implement. A
simple addition would be a mechanism for selecting a range of dates so that the user
has more control over what is displayed in the 3D view. One way to do this might
be to provide the entire date range on the selection slider, and then allow the user
to highlight a range which would dynamically alter the corresponding axes on the
graph. Another option is to provide a set of date pickers along the right-hand side of
the main window, where the user could enter in the range values.

Another useful visualization technique that we intend to incorporate is non-linear
distortion (Leung and Apperley, 1994). NetBytes is able to display all 65,000 ports
as some viruses and Trojans are active on higher ports. But placing such a large port
range on the screen at once causes the graph to become very large which can make
it much more difficult to analyze. Since data tends to be sparse in higher port range,
this range (2,048–65,000) could be distorted (compressed) to show all the data but
in far less space. One way to do this might be to group ports into 256 partitions and
collapse all the traffic for a partition into 1 aggregate impulse.

The application also requires a mechanism for displaying all the remote hosts
that interact with the current host as well as the amount of data transferred per hour
between the hosts. A possible approach might be to create another 3D graph which
depicts “volumes vs. destination hosts vs. time”. Another option might be to launch
the 2D graph of “volumes vs. ports” and then list the remote hosts on a per port
basis off the 2D graph.

Other features that will be explored include:

• The ability to filter based on protocol (UDP, TCP, ICMP, etc.), magnitude of
bytes transferred per hour, and individual remote host IP addresses. The latter
filter would be excellent to view what data is being transferred per port between
two machines on a network.

• The 3D graph could be made bidirectional which enables the user to view
network data on both the source and destination ports of a particular host.

• Standardize the scaling values across 2D graphs so that they can be more easily
compared.

• Ability to generate PDF files or jpegs of the visualizations.
• Ability to snap the 3D graph to a 2D orthogonal view.
• Use flooding techniques to display accurate Byte values on the 3D graph.
• Integrate NetBytes more closely with the SiLK NetFlow analysis tools.

The NetBytes viewer will also become a component of a larger network level
visualization tool which shows connections between entities as well as entity behav-
ior. This tool will support drill down to follow links between entity levels and to
identify the sources or destinations of the volumes contributing to a single impulse.
A user study will also be conducted to analyze the impact of the visualization tool
on a network administrator’s ability to do his/her job. Such a study is invaluable in
gaining feedback on the tool’s usefulness.
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5 Conclusions

In conclusion, NetBytes provides a useful technique for visualizing network traffic
flows to an individual host using a 3D Volume vs. Ports vs. Time graph. Further-
more, it provides a set of interactive features enabling network administrators to
discover anomalous traffic patterns that could indicate signs of a virus or Trojan. As
a result, it offers an effective drill down mechanism for a larger network analysis
visualization tool. Many features will be added to NetBytes to improve its ability to
effectively help in the fight against network intrusion. This work can therefore be
viewed as the initial stage of a comprehensive network visualization project.
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Visual Analysis of Corporate Network
Intelligence: Abstracting and Reasoning
on Yesterdays for Acting Today

D. Lalanne, E. Bertini, P. Hertzog, and P. Bados

Abstract This article proposes to go beyond the standard visualization application
for security management, which is usually day-to-day monitoring. For this purpose,
it introduces a pyramidal vision of the network intelligence and of the respective role
of information visualization to support not only security engineers, but also analysts
and managers. The paper first introduces our holistic vision and discusses the need to
reduce the complexity of network data in order to abstract analysis and trends over
time and further to convert decisions into actions. The article further introduces
the analysis tasks we are currently tackling. The two following sections present
two different ways to overview network data concentrating on specific dimensions
of network security: user and application centric firstly, and alarm and temporal
centric secondly. Finally this article concludes with the limitations and challenges
introduced by our approach.

1 Introduction

Most of the visualization tools designed and implemented so far for the domain
of corporate network security generally support day-to-day monitoring of network
activities or high level security dashboards. However, numerous other user profiles
and needs are related to the administration and analysis of a computer network in
a company, and there is an increasing need to analyze and take decisions on this
resource and its related information. In other words, not only the security team and
the system/network engineers are nowadays interested in reflecting on the network
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topography, users and applications, but also higher level decision-makers such as
the security architect, the chief security officer, the helpdesk, legal department or
even employees farther away from the raw network resources, such as the business
managers, the chief information officer and finally the chief executive officer.

In this position paper, we propose to consider network intelligence as a central
resource of the company and consider the role of interactive visual tools for sup-
porting not only daily monitoring but also other administrative activities related to a
corporate network, which generally requires analysis over a longer period of time.

Most of the data related to a corporate network can be represented with the tuple
who (users), where (hosts), how (applications/ports), what (alarms) and when (spe-
cific time). From our experience, the when parameter has a privileged role and can
be taken into account at various levels of detail: day(s) perspective for monitoring
or tracking activities; weeks, months for a deeper analysis in time; months, quarters
or years for trending. In this article, we will emphasize on the analysis aspect since
it is the middle layer standing between the security team and the management. We
believe this middle layer can particularly be helpful for increasing knowledge and
incrementally defining policies.

The various time levels mentioned above imply various user tasks and different
levels of detail to be supported. Figure 1 represents our understanding of network
administration, from day-to-day monitoring by system administrators to analysis
and further trending by managers. Of course users can have various roles and are
not stereotyped to one activity. To make it simpler, we define three main layers
corresponding to three major user tasks:

1. Monitoring. This task is already well supported by visualization tools and allows
tracking abnormalities on a corporate network and finding the related causes in
order to take immediate actions to preserve the sake of the network.

2. Analyzing. This task stands in the middle layer of our pyramidal view. We believe
this layer is particularly crucial and must be supported by visualization tools.
There are numerous analysis tasks to support such as segmenting user types
and applications through visual clustering, visualizing alerts over time as an

Fig. 1 Various levels of abstraction, various time granularities (day-to-day, month, year), and
various roles of users, with different needs, are involved in network administration
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entry point to understand relationships between network data, and also finding
correlations, grouping similar elements, eliciting outliers.

3. Trending. Based on simple indicators, such as performance metrics, volume,
license prices, etc. the management can observe its corporate IT evolution over
time and can compare its own company with others in the field. The role of such
kind of tools is the support for taking decisions and defining novel strategies, to
be further converted in policies by its team members.

The pyramidal view in Fig. 1 also indicates that the level of details of the net-
work data is inversely proportional to the time range of observation, mainly for two
reasons: the increasing amount of data to handle when considering larger periods of
time, and the level of details necessary to take high level decisions. Because there is
a large amount of raw data, aggregation is necessary in order to reduce complexity
when shifting from day-to-day monitoring to larger periods of time. A top manager
will need to see how simple indicators evolve during a full year, whereas an analyst
who needs to apply network policies will need to analyze activities within a month,
in order to adapt management strategies and decisions into actionable policies.

2 Background

In the recent years the use of visualizations as a means to monitor corporate net-
works and detect potential threats has grown in interest, and a good number of
systems have been developed. Visualizations can be useful in network security, not
only for monitoring, but also to analyze evolution in time of large quantities of data.
When mapping data to visual features, it is possible to perceive complex patterns
at a glance and to reduce the burden associated to the reasoning activity. Visualiza-
tion works as an external memory, offloading cognitive resources and considerably
increasing the efficiency and effectiveness of analysis (Allen et al., 2000; Card et al.,
1999).

One way to classify the existing security visualization systems is according to
the nature of their data source. Tools such as visFlowConnect (Yin et al., 2004),
nVisionIP (Lakkaraju et al., 2004), RUMINT (Conti et al., 2005) or TNV (Goodall
et al., 2005) manipulate network flows or the results of packet inspection. Appli-
cations like MieLog (Takada and Koike, 2002a) or Tudumi (Takada and Koike,
2002b) use logs collected directly on the endpoints. And finally, RainStorm (Abdul-
lah et al., 2005), SnortView (Koike and Ohno, 2004), STARMINE (Hideshima and
Koike, 2006), VisAlert (Yarden et al., 2005), or other visualization-based tools that
use an hybrid approach (Hertzog, 2006), visualize alarms directly generated by IDS.
Regardless the type of data utilized by the system, and thus the kind of supported
tasks, all these systems share the same principle of using visualization to increase
situational awareness and to make more effective and simpler the detection and
comprehension of abnormal behaviors. Even if these systems also support the anal-
ysis of threats and the formulation of possible solutions, their main focus remains
the monitoring task. The quality of a security visualization system is measured in its
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ability to convey all the necessary information and to provide administrators with
a sense of control of their network. For this specific reason, most of these systems
further share a time perspective limited to day-to-day monitoring.

While ensuring a daily network safety is of paramount importance, we want to
investigate the idea of taking into account longer time spans and to consider the
analysis of a network not only in the perspective of monitoring but also of strategic
analysis: understanding relationships between data, managing a segmented popula-
tion of users and applications, observing the evolution of various indicators (overall
risk, volume, number of licenses, etc.), and finally devising adequate network poli-
cies. A similar approach is presented in (D’Amico and Kocka, 2005) where different
types of analyses, job functions and uses of visualization are described. The need
to go beyond the day-to-day monitoring task is also acknowledged in the domain
of computer forensics where the data collected over long time periods is necessary
to deeply analyze some potentially criminal behaviors (Allen et al., 2000) but this
domain does not cover the needs we try to address here: the main objective in foren-
sics is to follow the paths of some criminal acts to find evidence of them; here we
propose to look into the data to increase knowledge and take informed decisions.

As soon as we shift from the daily monitoring paradigm toward the extended
time analytics paradigm, we face the problem of data explosion. Security visual-
ization can profitably draw ideas from other fields of computer science like data
warehousing, data mining, and visualization, where the problem of coping with
large quantities of data to visualize trends and patterns has been largely investigated.
Data reduction and summarization are particularly pertinent here. As an example,
in business intelligence there is a long tradition of methods and techniques con-
ceived to cope with millions of transactions accumulated everyday (Ramakrishnan
and Gehrke, 2000). With such a volume of data produced at a constant rate it is
mandatory to decide what to retain and what to discard, and also at what level
of abstraction data must be represented. An interesting initial study going in this
direction is used by Hierarchical Network Maps (Mansmann and Vinnik, 2006) a
visualization tool for monitoring data traffic, where OLAP data cubes are used to
represent data hierarchically and at different level of details. In data mining the are
also several methods that might be useful to our purposes to: help reducing the
amount of data, produce more abstract descriptions of the data, and discover hidden
information (e.g., dimensional reduction, sampling, clustering, rules induction, clas-
sification) (Han and Kamber, 2000). Visualization then has as well an established
set of tools and techniques to deal with large quantities of data and/or to produce
effective visual abstractions such as: pixel-based visualizations (Keim, 2000) and
visualization from data cubes (Stolte et al., 2002).

3 On the Need to Support Visual Analysis

Figure 2 details the middle layer presented in the introduction and particularly
emphasizes on the gap between the usual daily network monitoring and the very
high level of decision making. Our claim is that this gap is currently not well bridged
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Fig. 2 Visual interactive tools are critical not only to support analysts in abstracting indicators
to help decision makers defining strategies but also to convert high level strategic decisions into
actionable policies

by any interactive tools, neither in the bottom-up direction, nor in the top-down.
The bottom-up bridge should support the analysis of raw data in order to abstract
indicators for the top management to easily take decisions, whereas the top-down
bridge should ensure that the causes of the discovered trends are elicited, and the
taken decisions are, for instance, converted by the analyst into actionable network
policies.

Monitoring network data over time can be useful to observe how the network
evolves according to taken actions (“what if I add this policy, or dispense this
awareness program to my users?”). Visualization tools can help observing evolu-
tion and development in order to compare network status before and after specific
intentional actions. Although it is hard to infer a strict causality between a spe-
cific action and the resulting network evolution, correlations between actions and
impacts on the network can be clearly brought to light. Furthermore, we believe
giving analysts the opportunity to annotate the network at specific times, or to label
applications or users, could be of great value for assessing the impact of network
policies or management strategies (control volume, optimize number of licenses,
etc.). In a longer term, we could envision supporting prediction of network evolution
on simple indicators, such as network overall performance based on customizable
features.

To wrap it up, our belief is that abstracting network data in time and reducing
complexity for the sake of understanding open various opportunities to increase
knowledge, support high level reasoning, devise policies and strategies, and monitor
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specific events, performance and risk over time in order to finally increase the
overall security level. Our pyramidal view further sustains the idea of supporting
collaboration between layers and people within an IT service, not limited to security.

3.1 Types of Analyses

In our view the analytical process can have a strong impact both on the lower and
higher layers, interacting with each with different tools and purposes. Two types of
analyses can take place.

– Explorative (from monitoring to deciding) – its main purpose is to find something
useful or interesting without having a completely formulated and explicit goal.
We see this type of analysis originating from the middle of the pyramid, thus
mainly performed by security analysts as a way to inform administrators (below)
and managers (above).

– Explicative (from decision to action) – its main purpose is to explain trends or
behaviors of interest observed in the system. This is the type of analysis that
is currently performed at the monitoring level to: (1) understand what is the real
danger represented by the event; (2) understand the origin of the event. The same
type of analysis however can be scaled to longer time spans and adopted by the
higher levels of the pyramid. As an example, current trending tools, commonly
found in dashboards, permit to see trends (mainly variations in time) but fail to
explain why such trends take place. Being able to explain them might increase
the ability to devise clever policies.

Explicative analysis takes requests from the outside to return explanations. Explo-
rative analysis stems from an inner and less focused effort to analyze what happens
in the other layers and to inform them when some useful knowledge is produced.
Both types of analyses are useful and implemented only in few systems. We
believe that the approach we propose can support both these tasks and increase the
distribution of knowledge across all the layers within an organization or company.

3.2 Analysis Tasks

In our attempt to understand the kind of analytical tasks that can be performed in
network security as soon as we abstract away from the view of “pure” network
monitoring we have devised a list of possible tasks. This is certainly not exhaustive
but is useful to understand what kind of knowledge might be generated. The fol-
lowing tasks are also the ones supported by the software tools and prototypes we
have developed so far and from which we have gained most of our experience. In
describing these tasks we consider that the following data on network’s traffic is
available: source and target hosts, applications, ports, and user IDs and that some
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form of alert system is in place. Following are the tasks we have isolated from our
own experience:

– Segmentation (who does what) – the network can be seen as a place with actors
(users) who exploit some resources and generate traffic and events. In this con-
text one is interested to know who does what to segment the population or
the resources according to the traffic or events they generate. As an example,
in our SpiralView (presented below), it is possible to see which users, with
what resources, generate some specific types of alarms: these elements are “seg-
mented” in terms of alarm types. Many other methods of segmentation can be
imagined.

– Correlation, clustering, and outlier detection (building profiles) – what is really
difficult from the perspective of a network analyst is to summarize in few ele-
ments what are the typical behaviors/habits taking place in a network. As an
example, it is certainly true that there will be groups of users who use the same
set of applications in more or less the same manner and that spotting them would
be useful to build user profiles and thus to devise specific policies for specific
groups. In this task we consider all types of analyses permitting to identify homo-
geneous groups of resources that explain some relevant behaviors observed in the
network. Another example would be to see if there are any emerging patterns
between source hosts and target hosts, i.e., if there are groups of source hosts
who usually connect to the same set of target hosts, and so on. It is worth to
note that in the effort to find consistent groups able to expose some patterns, we
often find outliers, i.e., elements behaving as no other elements in the network.
Often these are at least as informative as groups, typically exposing malfunctions,
potential threats or poor network management.

– Alerts as entry point to the whole population (normal vs. abnormal behavior) –
if a system is equipped with some sort of alert generation system (e.g., an IDS)
it is true that the whole network traffic can be split into two wide categories:
resources involved at least once in suspicious behaviors and the others. If we
look at the network through this lens we can recognize interesting opportunities.
One is to use the resources involved in suspicious behaviors as an entry point
to the whole population. One can isolate suspicious behaviors originating, e.g.,
from a group of alarms and see if there are other similar behaviors which do not
generate alarms. Alternatively, one can compare the typical traffic of a resource
and discriminate the traffic that generates alarms to better understand its nature.

– Tracking and evolution – While it is always possible to consider the data under
inspection as the whole data accumulated so far (besides the obvious compu-
tational and scalability problems), we noticed that there is an interest per se in
comparing the state of the network before and after some specific moments in
time (e.g., the application of a new policy) or even to visualize the evolution
through animated visualizations. To this end, it is also important to provide ana-
lysts with powerful annotation and tracking tools that permit to easily find their
elements of interest and compare their status at different times.
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The analysis vision proposed in this article might sound ambitious and we do not
plan to solve it in one shot. In the rest of the article, we present three applications
that take place in the middle layer of our pyramids and support various analysis tasks
corresponding to the ones presented above. Those applications support the idea of
reducing network data complexity through visualizations manipulating a reduced
number of dimensions, that we call dimension-centric views, enabling to explore
network data through specific facets. Further, we believe that there is an adequacy
facet/task, i.e., some dimensions are more adequate for supporting some tasks. The
following visual applications use a proprietary engine developed by NEXThink
S.A.1, which, differently from most existing engines, is able to convey, other than
traditional data (such as IP addresses, ports, etc.), information about applications (in
terms of binaries in opposition to protocols or services in most systems) and users
(e.g., Windows SID).

4 User and Application Centric Views of the Corporate Network

Classifying users and applications within a company is a big challenge. The goal of
this analysis is to visually represent the pertinent information to help the adminis-
trator answer this kind of questions:

– What is the typical user in my company? What is her/his typical behavior?
– How many different groups of users do I have in my network?
– Which is the typical profile of a “marketing” user? Has one user a behavior similar

to this typical profile?
– Can we cluster applications and identify the family of an unknown one?
– Is there any differentiating pattern between users involved in alarms and users

never involved?

We do not intend to completely solve those questions in the following sub-
sections but rather to propose initial designs of dimension-centric visualizations to
explore potential capabilities of tools addressing such problems. It is important to
make clear from the beginning that some of these prototypes represent only initial
designs and therefore their completeness or final effectiveness is not in question
here. The following visualizations address similar problems from opposite point
of views: while the RadViz aims at plotting similarities, the OriginalityView aims
at plotting the uncommon. These two visualizations are examples illustrating the
underlying adequacy between task, data facet, and visualization techniques.

4.1 The RadViz: Visually Grouping Similar Objects

In order to visually group similar users, and thus to find profiles, we use a cus-
tomized version of RadViz (also known as StarCoordinates) (Hoffman et al., 1999;

1 http://www.nexthink.com
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Kandogan, 2001), a common technique to visualize n-dimensional datasets to find
clusters and outliers. A number of anchors equal to the number of data dimensions
are laid out in a circular manner. Each data item is connected to each anchor through
a spring whose force is proportional to the value of the given dimension for the given
data item. The dots occupy the position where the sum of the forces is equal to zero.
As a result, the data points that share common combinations of values across all the
dimensions occupy similar positions on the screen, thus segmenting the datasets in
groups.

We apply this design to our particular case to find users who have similar appli-
cation usage behaviors. In our design each user is a data item and each dimension
an application with values corresponding to the user-application pair network usage
(measured in terms of number of connections). An anchor can represent a class of
applications, e.g., browser, email, multimedia, etc., or directly an application, and
each dot is a single user in the network. The design is particularly suitable for the
task because the visual technique is known to scale well as the number of data
dimensions (i.e., applications) increases.

In our custom design we use a bivariate color scheme to distinguish between
users who generated alarms, with red hues and increasing brightness as the number
of total alarms increase, and users who never generated alarms, with a green hue.
The size of dots is proportional to total network activity, i.e., big dots high activity,
small dots low activity. The anchors also convey useful information. Their size is
proportional to the number of users who use the application and its color to the
total activity. In a single view we can isolate groups of users, and compare which
applications they use, their activity level, and their alarm level. We can also spot
the applications (anchors) that are most used and therefore that influence most the
placement of dots on the screen.

The user can interact with the visualization in many ways. The applica-
tions/anchors can be filtered out/in to select interesting subsets. A small 2D scatter
plot supports the user in this task displaying the anchors on a space where usage and
number of users are mapped to the axes. The user can select subsets of anchors and
use them to see how the population maps to the selected resources. The anchors can
also be moved around the circle and their force can be increased/decreased in order
to discriminate between clusters and isolate possible outliers (similar techniques are
described in (Kandogan, 2001)).

By selecting one or multiple dots, it is possible to activate a bar chart that com-
pares the usage profile of the selected users. This feature enables to understand what
is the usage profile represented by the cluster and how the items inside relate each
to another. As an example, in Fig. 3 we have selected the applications with the high-
est ratio between total activity and number of users. Four applications are markedly
influential: iexplore.exe (Internet Explorer), nlnotes.exe (Lotus Notes), ldiscn32.exe
(LANDesk Management Suite), amclient.exe (LANDesk Application Management
Client). nlnotes.exe is the one that attracts most of the users (bottom right), as clearly
shown on the figure. We can see at least three major groupings: users who mostly
use nlnotes.exe (bottom right), users using mostly iexplore.exe and ldiscn32.exe, and
those using mostly ldiscn32.exe and amclient.exe. We can also see that there is a big
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Fig. 3 The RadViz application: plotting similarities

red user on the bottom, quite distant from any other user. This represents the sys-
tem user that comprehensibly is very distinct from the others: very high number of
connections and alarms and an original composition of applications.

There are many others patterns that can be found using the interactive capabilities
offered by the tool. Here we just want to give a glimpse of how this visualization
can help in spotting groups of users and therefore in building profiles. However, the
same technique can reasonably be applied to other combinations of network entities,
e.g., to see how users use target hosts, or how applications use network ports. This
kind of activity can increase the knowledge of a security analyst and help her/him
in formulating novel strategies to apply.

4.2 The OriginalityView: Plotting the Uncommon

The OriginalityView (Fig. 4) exploits the, so called, originality metric as a way
to discover original users, detect outliers, and segment user population according
to their usage of applications. The originality metric, that we adapted from the
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Fig. 4 The OriginalityView: eliciting outliers

standard TF.IDF used in information retrieval (Salton and Buckley, 1988), measures
the weight of an application to segment a population of users. In other words, it
measures how important an application is to a user in respect to the overall popula-
tion. This originality metric takes into account the global use of an application, over
the number of users that employ it. The corresponding OriginalityView consists of
two main parts: the top is a scatter plot of consumers (users in this case) and the bot-
tom an axis of resources (applications in this case). The small colored rectangles in
the bottom area are the applications, colored according to the application category
they map to (e.g., browser, file transfer, spyware), and ordered by their unpopularity
value. The users are represented by the colored dots and their placement on the hor-
izontal axis depends on their barycenter: each user is virtually connected through
springs to all the applications he uses and attracted by them with a force propor-
tional to originality value. When a user is selected, the visualization exposes his
connections with applications through lines whose width is proportional to the orig-
inality value, which represents the force of the spring. This way it explains what
makes a user original and draw his profile by highlighting the resources he uses.
The given design leaves at least three relevant visual properties available for use.
Key visual features like y-axis position, size and color can be mapped to other rel-
evant parameters to investigate correlation with the originality. In our figure, as an
example, we mapped the y-axis to average number of network connections (that is
how active a user is), size to the level of access privileges (e.g., system administrator
up to standard user), and color to estimated risk. Interestingly, purple users, the one
with more associated risk, tend to be also original. Investigating more in details their
usage pattern is very beneficial in terms of security findings.

Besides the complexity of the underlying placement algorithm and the absence of
a real metric space on the horizontal axis, the final visual result is easy to understand:
(1) original users and unpopular applications are on the rightmost side, (2) the lines
connecting a selected user with the applications explain her/his originality and usage
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profile. Even if the tool has not been evaluated through any formal user study, we
gained some evidence of its understandability by showing it to stakeholders in the
network security domain: the design principle was very easily understood and the
interface can be operated with ease.

5 Alarm/Event Centric Views

The SpiralView is our first attempt to build a tool to analyze network data in large
periods of time, in order to address various analysis tasks such as tracking and evo-
lution, segmentation of users, and overview of the network considering a limited
proportion of the population, as an entry point to the overall population. In its cur-
rent implementation, the SpiralView is first of all a tool designed to observe alarms
over time, and in an extended way, all types of events, as long as they are aggregated.
Alarms are a particular case of events. Events are objects in time or instantiations
of properties in objects. In principle, any temporal record on the network can be
considered as an event. We also consider events being any known actions that could
have an impact on a corporate network such as an awareness program given to a
group of employees, or new security policies, etc. While the SpiralView can be used
to monitor the network, its primary purpose is to support the analyst in reasoning
about how the network evolves and in taking informed decisions on how to adminis-
trate it. The focus is shifted from day-to-day monitoring, as a way to spot dangerous
events and react, to the analysis of extended periods of time to devise policies that
improve the network’s behavior. Examples include: better targeted awareness pro-
grams, restriction or relaxation of network constraints, redefinition of access rules.
To this end, the system also allows to attach notes to alarms or specific moments in
time to remember when some strategies have been implemented.

All alarms generated in the system in the last k months are displayed, starting
from the oldest in the center up to the most recent in the outer ring. The spiral
shape has the following advantages over other time-based visualizations: (1) it can
present data sequentially; (2) it exposes periodic behavior through radial alignments
of objects; (3) it assigns more space to recent alarms. The perception of time periods
in the spiral is extremely important. We decided to use a daily period as a default
(that is, one ring represents one day) because this is the most natural way to see
alarms in time from the point of view of an administrator, other layouts are avail-
able however (e.g., week layout) and might be used to expose periodic behaviors at
different time scales. Certain types of network alarms, in fact, tend to be clustered
around specific times in the day. The spiral thus follows a 24 h period, starting at
midnight in the top, following with 6 am in the right, noon in the bottom, 6 pm in
the left. The color of alarms represents their type because it is the most important
information administrators use to discriminate between alarms, and corresponds to
the same colors displayed in the bar charts for a ready correlation. Their size is
mapped to the severity that is the second most important information.
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Fig. 5 The SpiralView: Analyzing alarms in time as an entry point to deeper analysis
of relationships between network resources

The tool is provided with additional views, coupled with the spiral, to visualize
related network resources and attributes. Their design is based on simple interac-
tive bar charts and a custom user/application view which we chose because of their
familiarity and ease of use. The bar charts measure the number of alarms falling in
each category. As an example, the top bar chart in Fig. 5 presents the number of
alarms pertaining to each alarm type category (e.g., network scanning, malicious
activities, etc.). The user can select a single or a combination of bars, similarly
to brushing histograms (Spence and Tweedie, 1998), to make queries and filter out
alarms that are not within specified categories. The tool implements a two-way inter-
action mechanism. Selection on bar charts filters out and thus segments the set of
alarms according to categories of interest. At the same time, interaction with alarms
in the spiral enables to select groups and see how they map onto network resources.
The spiral is further coupled with a time histogram at its bottom, which is used
to convey aggregate data about how the total number of alarms evolves over time.
The histogram is also used to select a time period in the spiral and zoom on it. We
have also implemented an animated zoom that supports the user in understanding
the change of view. When zooming in, each alarm is moved along a radial path and
the substrate changes (e.g., the distance between rings grows) to reflect the change
in time resolution.

Finally, thanks to annotation capabilities the spiral also serves as a communica-
tion tool between administrators and as a tool to keep track of the manual inter-
ventions made on the network. Indeed, the analyst can annotate it in order to label
alarms or specific times to measure the effectiveness of deliberate interventions.
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For instance, an administrator can enter an annotation on the fly, explaining the
origin of the highlighted group of alarms and also marking the action undertaken on
the engine or on the network to relax this type of alarms. This capability is extremely
important in that it permits to remember when certain actions took place and thus to
compare the status of the system before and after an intervention. Since the primary
purpose of the system is to permit long term analysis and policies’ assessment, with
annotations not only it is possible to devise new strategies but also to check if and
how new rules have changed the network’s behavior and to share this knowledge
between stakeholders.

The SpiralView’s design is the result of various interactions with network secu-
rity analysts from private companies who already use NEXThink’s engine for more
than a year. Taking into account real world tasks, they provided us valuable feed-
backs on the usefulness of our visualizations and on their usability. The major
concern we had to face with this design is the visualization performance and its
complexity. Finer grain modifications have been made recently to improve the inter-
action and readability of the actual SpiralView (zooming mechanisms, brush/link
with histograms, etc.) but its performance remains an issue to be solved. More
information about the SpiralView can be found in Bertini et al. (2007).

6 Limitations and Challenges

The approach we propose in the article opens numerous challenges and limits to
overcome. Visually abstracting relevant information to support trending by man-
agers is not a trivial task. Finding the right balance between usability and com-
pleteness, implies finding the right level of abstraction/aggregation (visual vs. data
aggregation), but also producing computationally reactive interactive visualizations.
For instance, when developing our SpiralView we had to face usability problems,
due to the computational time to interact with the view in production with thou-
sands of users. We believe these problems can be often solved with user evaluations
of the prototypes produced, and dynamic adaptation of the views to the network
topography. However these approaches are time consuming efforts. We believe this
problem can be bypassed by limiting the spectrum of an application, with fewer
dimensions, and supporting only specific tasks. Similarly, finding the ways to pro-
duce fruitful exploration (actionable insights) is a very challenging problem since
exploration by definition leads to unknown discoveries, outcomes and thus actions
to be taken. For this reason, we believe supporting network administration is an
incremental process, that should be supported with simple customizable tools that
can be assembled in a toolkit, among which the final user can pick the tools of
interest to build her/his own environment. Other challenges include finding commu-
nication bridges among the layers of the pyramid so that the different types of users
within a company can exchange their findings and decisions. We currently believe
that annotations are the best way to capture, store and exchange information, but
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more formal representations might be found to be able to search and retrieve this
type of information.

7 Conclusion

This article presents a pyramidal approach to network management, showing vari-
ous levels of time and data granularity, in order to support various types of users:
system engineers, analysts and managers. The paper first introduces our vision and
discusses the need to reduce the complexity of network data to abstract analysis and
trends in time and further to convert decisions into action. The article further intro-
duces envisioned analysis tasks and presents two different ways to support them
and to overview network data both concentrating on specific dimensions: users and
applications (resources centric) firstly, and alarms (events centric) secondly. The
paper presents in particular three visual tools built to support different tasks. We
believe these tools are still too close from the tasks performed usually by system
administrators and much more efforts are necessary in order to develop tools that
support higher level roles and activities such as trending. Even though our approach
opens numerous challenges, our major objective with this article is to support the
idea that visualization tools can be useful for a broader range of applications related
to the administration of a corporate network, that at the end will benefit not only to
define adapted security policies but also to improve the understanding of the network
usage within the company. Finally, our technical goal is to build a visual customiz-
able toolbox, to bridge the gap between daily network monitoring and strategic
trending and decision making.
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Visualizing Network Security Events Using
Compound Glyphs from a Service-Oriented
Perspective

J. Pearlman and P. Rheingans

Abstract Network security is the complicated field of controlling access within
a computer network. One of the difficulties in network security is detecting the
presence, severity, and type of a network attack. Knowledge of such an attack
is used to mitigate its damage and prevent such attacks from occurring in the
future. We present a new visualization of a computer network for security purposes
by approaching the problem from a service-oriented perspective. This approach
involves a node graph visualization where each node is represented as a compound
glyph, which gives details about the network activity for the specific node based
upon its service usage. Furthermore, we visualize temporal activity using time slic-
ing techniques in the compound glyph to give more details about the network and
allow interactive controls for an administrator to actively monitor a network in order
to react to security events quickly. Our resulting visualizations of networks success-
fully identified and described denial of service (DoS) and compromised network
attacks.

1 Introduction

Network security is crucial to maintaining stable networks in order for institu-
tions to continue normal operations. Network attacks are designed to cripple or
disable normal functionality of a network, interrupting normal operations. A net-
work administrator’s primary task is to enable secure and legitimate communica-
tions between machines on a network. A large portion of this task involves both
reactive and proactive prevention of attacks. The administrator is concerned with
any type of anomaly that could represent an attack or an intrusion. Furthermore,
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the administrator must recognize signature-based network threats, as most attacks
follow some pattern. The network administrator performs three tasks: monitoring,
analysis, and response (Komlodi et al., 2004). In the first phase, monitoring, the
administrator attempts to find something problematic about the network, such as
an attack or unauthorized access. Once a problem is found, the administrator will
analyze the specifics of the problem in order to respond by taking steps to correct
the issue and prevent the problem from occurring again. Network security visual-
ization aids the network administrator in the first two generalized tasks, monitoring
and analyzing. The more specific tasks that a network security administrator must
perform in the monitoring and analysis stages include detecting insecurities, detect-
ing intrusion attempts, defending against network attacks, and detecting resource
misuse.

The primary goal of network security visualization is to provide a network
administrator with visual information that allows the administrator to perform
their job-related tasks, including identifying and preventing unauthorized access to
resources, attacks on their network, and misuse of resources from within the net-
work. One of the difficulties of this task is handling large amounts of data and
filtering the data in such a way that security events stand out. Another difficulty
is enabling the visualization to show data for individual nodes while showing data
for the entire network to better detect and understand security events. Most of the
current network security visualization techniques focus on one of these areas, either
displaying data for only one node on a network, or displaying overall network data
without going into detail on the particular nodes. Without an understanding of the
node’s traffic in its significance within the overall network traffic, certain types of
attacks are difficult to detect.

The specific problem we address is visually aiding a network system admin-
istrator in identifying security events on their network from a service oriented
perspective. The major goal of this research is to provide a visual means for a net-
work administrator to take steps to prevent attacks, mitigate damage from attacks,
and monitor service traffic. The features that a visualization tool must provide to
perform this task is to visually identify anomalous behavior in a network and allow
the administrator to gain information about the anomalous behavior. The visualiza-
tion tool must provide service information about each node on the network to detect
anomalous behavior at the service level. Finally, the visualization tool should be
able to use temporal data to distinguish between heavy usage and attacks. This visu-
alization will aid the administrator in identifying the presence, severity, and type
of network security even present in a network by representing network data at the
service or application layer.

This research will visually identify service activity on a per node basis with an
emphasis on anomalous service activity. Any inbound network activity occurring
on a service that the administrator is unaware of is a cause for concern. Particular
services, such as Internet relay chat (IRC), are commonly used for outbound traffic
when Trojans or worms are present on a network. Also, common service activity
from a set of machines to a machine on another network can lead to the discovery
of an attacker’s control points. This research will provide a real time system for
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network administrators to monitor service activity, allowing for early detection of
attacks, such as a denial of service (DoS) attack.

We present a new approach to network security visualization by extending exist-
ing approaches in order add service and temporal information into the node itself.
We begin with a node scatter plot, which is similar to other approaches based upon
network traffic data sets. Within each node in the scatter plot, we embed more infor-
mation than previous approaches by using time slicing and service differentiation
visualization techniques. By visualizing different service activity over time on a
per-node basis, we are able to differentiate between attacks, discover more details
about the attack, and identify different types of attacks not available in previous
scatter plot node graph visualizations of network data.

2 Related Work

A cluster of previous research represents the structure of the network as a graph of
links and nodes. Becker performed research on visualizing node links; this research
is frequently cited because most visualizations contain some type of node link infor-
mation (Becker et al., 1995). The vertices in the plot represent machines, and the
edges in the plot represent network connections. Ball introduced a method that
reduced the clutter by focusing in on nodes for a specific network and called this
a home-centric approach (Ball et al., 2004). Teoh’s work took node links to a higher
level of detail, by using focus + context techniques to display time data in addi-
tion to node link data (Teoh et al., 2004). In another application of this technique,
Goldring experimented with using scatter plots for various visualizations, including
network link traffic (Goldring, 2004). Building upon the common node link scatter
plot, Erbacher used glyphs instead of dots as nodes, and glyphs instead of lines for
links, in order to add more information to the visualization (Erbacher, 2002). Ball
uses size to represent amount of traffic and opacity to represent inactivity time (Ball
et al., 2004). These explicit approaches have a tendency to be overwhelmed by very
large network sizes.

Other previous research uses other information visualization techniques to show
the multivariate nature of network data. Conti used parallel coordinates to plot exter-
nal port, internal port, source address, and destination address (Conti and Abdullah,
2004). Yin et al. (2004) used NetFlow data, a format that logs network data trans-
ferred from end to end by ignoring intermediate communications, to visualize a
network. McPherson et al. (2004) used a color mapping technique to identify inter-
esting ports on a network. Papadopoulos et al. (2004)’s Cyberseer is a unique
combination technique using visual and auditory techniques for network monitor-
ing. Girardin (1999) used a self-organizing map to visualize port activity over time.
NVisionIP (Lakkaraju et al., 2005) uses a galaxy view as its main view but then
allows other more focused views on selected areas of interest.
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3 Technical Approach

The method used to solve the problem of identifying anomalous network nodes to
determine attacks is a glyph-based visualization technique similar to scatter plots
of network traffic developed in previous work. Our method adds more information
to the glyphs in order to better identify anomalous behavior by the service activity.
In order to identify vulnerable nodes and network attacks, more information than
general network activity must be used, such as service information. The service
activity information can differentiate between normal usage and potential attacks.

In order to detect DoS attacks and compromised networks, it is important to
distinguish traffic based on service type and time. Our method combines several
techniques to accomplish the goal of determining the presence, severity, and type of
a network attack. Like in Ball’s approach, glyph representations and differentiation
between managed and unmanaged nodes are techniques used in this method and like
in Girardin’s technique, we break down difference service activity visually. How-
ever, service activity is displayed within each node in order to give more detail about
network attacks. Furthermore, temporal data is displayed in a static manner to allow
for more analysis on an attack. Finally, adjusting opacity on a per glyph basis is used
to compare the network to normal network conditions for detection of anomalies.

3.1 Network Node Glyph

This method maps port information to a glyph representing a node on the managed
network. Each open port, or service running on a machine, exposes a potential point
of entry, authorized or unauthorized. Each glyph, representing a node on the net-
work, represents the presence and amount of activity for a particular service. Each
glyph is a compound representation of services and their activities, with each region
of the glyph representing the amount of activity on an open service of a machine.
The size of the glyph represents the total amount of activity on the node, while the
regions identify what percentage of that total activity belongs to a particular service.
The size is scaled with amount of activity, measured by number of packets, with a
relative maximum size. The glyph contains a representation color for each different
service but reuses colors for services because there are more services than visually
distinguishable colors (approximately 65,000 different services). Following Ball’s
home-centric approach, managed nodes on the network will be rendered differently
from unmanaged nodes outside the network (Ball et al., 2004). Finally, node activity
links exist between managed nodes to other managed nodes, and unmanaged nodes
to managed nodes.

Service mapping. The compound glyph representation is a pie chart. Each service
is a region of the pie chart, with its size representing the amount of activity on
that service and its color differentiating it from other services. The simple pie chart
representation adapts well to adding temporal data. When raw traffic is seen on the
wire, several attributes are determined from the network packet including source
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Fig. 1 Service mapping of
a node. Mouse over high-
lighting provides a key which
details the ports of each ser-
vice region. Host 192.168.0.2
is performing several different
activities during this visual-
ization, including web traffic,
chat traffic and file sharing
traffic to another managed
node

address, destination address, and the type of protocol. The protocol can often be
determined by the destination port of the initial packet that establishes a connection
(the SYN packet in TCP). However, ports can be customized so looking at the actual
data in the packet can more accurately determine the protocol. The protocol then
determines the service. In each node representation glyph, an arc is created for each
service and filled with a color mapping to that service. Figure 1 shows two managed
nodes which are divided up into several services. The managed node 192.168.0.2
is highlighted to show the key which displays ports for each service represented by
a colored region. Notice that both nodes in this visualization are participating in
various different service activity, and from the key of the highlighted node, we can
see that node 192.168.0.2 is conducting approximately two-thirds of its traffic as
web traffic. It is also using the instant messenger service (port 5190) and windows
rpc service (port 139) in lesser amounts than the web service.

Managed and unmanaged nodes. Managed nodes will be visually larger than the
majority of unmanaged nodes barring relatively large amounts of activity occurring
on an unmanaged node. Furthermore, unmanaged node traffic that does not have
one endpoint at a managed node will not be visualized. Unmanaged node traffic
(both endpoints are unmanaged nodes) is rarely useful in determining a network
attack and is extremely vast, since this effectively means all Internet traffic! Also,
having access to capture all traffic on the Internet poses a different problem. By
eliminating unmanaged node traffic, the administrator can focus on managed nodes
and their communications. Figure 2 is an example of one managed node connecting
to three different unmanaged nodes. Each unmanaged node happens to be a web
server, the one highlighted by the key being the ACM portal. In this visualization,
the larger glyph, representing a managed node, has slightly more than half of its
activity occupied by web traffic to three different web sites.

Temporal activity. Another goal of the visualization is to show the change of the
amount of service activity over time. Reoccurring network activity on a predictable
schedule is an indication of a worm or trojan on a machine and a stronger indi-
cation when the reoccurring network activity is of similar amount and using the
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Fig. 2 Managed nodes vs.
unmanaged nodes. Man-
aged nodes are represented
by larger glyphs and placed
in a centralized location of
the visualization. This figure
shows a managed node con-
nection to three different web
sites, one of them being the
ACM portal, which is high-
lighted by a mouse event

same service. Shanbhag et al. (2005) used visual time slices to display changing
attributes over time. They present several different methods including rings, slices,
and wedges to display temporal data of a region. In order to display the change
in activity for a particular service, this technique is applied to each region of the
glyph that represents the activity of a particular service. The size of the region rep-
resents the amount of activity for the service, the color of the region distinguishes
the different services, and temporal slicing is used within the region to show when
network activity occurred on the service represented by the region. Ring based tem-
poral slices are used, with the most outer ring representing the most recent time
slice. Visually, the slicing is trivial to display by drawing the outer pie chart first and
drawing inner pie charts on top of the previous one. The size of each time slice is
determined by subtracting a variable step size from the size of the previous radius
of the time slice, which eventually hits zero when too many time slices are created.
The amount of time each slice represents is configured by the user. However, since
the outer time slice represents the most recent data, the oldest time slices will disap-
pear first. Figure 3 shows an example of a display of a node cut into four time slices.
In the oldest time slice which is the center of the circle, only two types of traffic
are present: IRC represented by yellow, and instant messenger chat represented by
cyan. In the second oldest time slice, different service activity occurs including win-
dows file sharing activity represented by pink, email traffic represented by gray, and
web traffic represented by green. In the second most recent time slice, only web and
instant messenger traffic is present. In the most recent time slice or the most outer
ring or the glyph, more than 75% instant messenger traffic occurs with a little web
browsing traffic and some IRC chat traffic.

3.2 Layout

The layout of the nodes follows a trivial formula and is not a primary focus of this
visualization. The (x,y) coordinates of the node on the two-dimensional plane are
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Fig. 3 A glyph representa-
tion of a managed node on a
network. This node is sliced
into four time slices, each rep-
resenting a different amount
and type of service activity

(a) (b)

Fig. 4 A visualization of a small normal network. Notice that each of the web traffic nodes (green),
representing web sites the managed nodes are visiting are grouped in the same area. One time slice
has been performed on this visualization among all nodes. (a) Without comparing to a simple
model. (b) Comparing to a simple model that detects abnormal behavior. Nearly all nodes are
faded because our simple model doesn’t detect very anomalous behavior

calculated based upon the type of activity occurring within that node. For managed
nodes, their location starts near the center of the viewing area and randomly moved
slightly from the center to create some separation from other managed nodes. For
unmanaged nodes, the service with the largest amount of traffic is found and used
to position the node along the x-axis and slight randomization is added to prevent
excessive overlap. By performing this positioning, unmanaged nodes with similar
characteristics are grouped together, allowing the user to treat such groups as larger
entities if needed. In Fig. 4, notice that all of the unmanaged nodes producing web
traffic are grouped together. Finally, we allow the user to manually reposition nodes
as well.

3.3 Comparing to a Model

Because all networks are different, it is difficult to generically detect normalcy in
a network. Because of this, an interface to a model for a network was created to
have a visual method for comparing a network to a “normal” network. A “normal”
network can be defined by a custom model which follows a limited interface, which
includes functionality for rating the abnormality of a node in the actively monitored
network. A custom network model is used for this feature because every network has
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a different definition of normal activity. Using a direct relationship to the anomaly
factor given by the network model, the visualization modifies the alpha value of
the node. This technique will allow the administrator to fade out nodes that are not
considered abnormal by the network model.

The model interface requires the model to return an anomaly factor for a specific
node. The node’s graphical representation will be altered by opacity based upon
the model’s anomaly factor for the node. As an example, we use an overly simpli-
fied model to demonstrate this visualization technique. The sample model works by
starting with an anomaly factor of 0.3 on a zero to one scale. The model is based on
college dorm traffic just like the simulation. Activity that we consider normal, such
as web and instant messaging traffic, lowers the anomaly factor. Unknown service
traffic raises the anomaly factor and ICMP traffic raises the anomaly factor by an
even larger step. ICMP traffic is generally used for obtaining detailed information
about a network but our sample network only has one administrator and does not
expect to see ICMP traffic initiated by other sources. Furthermore, if there is traffic
to a select group of common web sites, the anomaly factor is lowered slightly and
otherwise raised slightly. A simple host based check raises the anomaly factor when
having traffic to or from sites without a common suffix like .com, .net, or .edu. In
Fig. 4 we apply the comparison of a normal network to our simple model. Because
this visualization is of a normal network, our simple model detects the nodes in the
network as fairly normal and therefore fades them out in the right image which is
compared to a model.

3.4 Results

These methods were applied to a simulated network consisting of a small set of
client users representing college student’s dorm computers with some added net-
work servers. Most of the common types of attacks were identifiable by applying
these methods and creating a visualization of the network under attack. More specif-
ically, details of the attack can be determined from the visualization down to which
computer and which service is under attack. Session hijacking and man in the middle
attacks will not be visible using these methods as that different style of attack would
require a different visualization approach. This visualization deals with endpoint to
endpoint traffic which will not identify changes along the route which occurs in man
in the middle attacks. Furthermore, in order to detect session hijacking, unmanaged
node to unmanaged traffic must be visualized, which creates large scalability issues.

Network packets are captured at each machine on the network and stored in some
pcap (packet capture) format. Each packet consists of TCP/IP header information,
containing meta information such as the source and destination of the packet. In
addition to the source and destination address, the header contains the source and
destination port. The source and destination address allows for mapping of activity
on a node to node basis. The destination port allows for mapping the availability of
services on a node in addition to the amount of activity for a particular service on
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a node. This application is capable of real time network monitoring and therefore
needs the capability to sniff network traffic in real time. JPcap (Java API to the pcap
library) is used for real time packet sniffing and creating simulated network packets
(Charles, 2001).

3.4.1 Compromised Network

Figure 5 is an example of an IRC trojan which has infected several machines on the
managed network. IRC traffic is mapped to a yellow color and covers ports 6667–
7000, which are the typical set of ports used for IRC. The small yellow sections
indicate a small amount of IRC traffic coming from the managed nodes, in each
of the time slices. The small yellow node is the control center the attacker uses to
control the IRC trojans. Trojans are difficult to detect from a network administrator
view who is not familiar with the network. Certain trojans use fairly uncommon ser-
vices, for example, Backdoor.IRC.Snyd.A uses IRC as its command protocol. When
comparing the infected network to a simple network model, normal traffic can be
faded, highlighting potential risks. A very basic model, which does not consider IRC
common traffic, can highlight infected nodes in Fig. 5. Even if IRC was commonly
used by several users on the managed network, if the administrator is familiar with
seeing such traffic, the added IRC traffic when other nodes are infected will appear
anomalous. Finally, if the model is created or adapted to consider IRC traffic from
particular IRC users to be normal, and even consider the set of IRC servers normally
used to be normal, then comparing to the model will still effectively highlight the
infected nodes.

3.4.2 Denial of Service Attacks

Figure 6a is an example of a network receiving an application level distributed DoS
attack. This example is a web(port 80) distributed DoS attack. The attackers are

(a) (b)

Fig. 5 A visualization of network infected by an IRC trojan. (a) Without comparing to a simple
model. (b) Comparing to a simple model that detects abnormal behavior. Notice that the nodes
emitting abnormal network behavior are darker
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(a) (b)

Fig. 6 Network undergoing heavy web traffic on its web server (a) This represents a Distributed
DoS attack. Notice that in each timeslice, web traffic is still occurring from each of the nodes con-
tacting the webserver represented by the large green glyph near the center. (b) This represents large
amounts of web traffic from approximately 100 different clients in the time span of the visualiza-
tion. Time slicing is used to show that the majority of these clients have activity in a single time
slice and are not repeatedly creating connections like in a DoS attack

represented by the large cluster of green colored nodes all connecting to the same
managed node. The larger size of the attacking nodes indicates a larger amount of
network traffic. A comparison is difficult to find in this network because nearly all
represented nodes experience high traffic volume. However, in the northwest region
of the web traffic nodes cluster, there is a smaller traffic node in which only about
half of the glyph is visible peeking out on the left side. This likely represents normal
usage or a weak attacker in the DoS attack.

Time slicing is performed among the web client (or attacking) nodes to show
that traffic occurs in each slice. By using time slicing, it makes it more apparent
that this is a DoS attack and not a case of large legitimate web traffic. Small time
slice intervals will improve the effectiveness of distinguishing between heavy usage
and a DoS attack. Notice that web traffic occurs in every time slice of the attacking
node, indicating constant web traffic over an extended period of time. Normal usage
would have a colored inner ring, indicating the initial connection, but would likely
see the traffic trail off toward the outer rings. The number of time slices colored
would be proportional to the amount of time the client continues to browse the same
web server. Of course, it is extremely unlikely that all clients continue to browse the
same web server for even a small amount of time.

Figure 6b is an example of a network receiving large amounts of application
level network traffic, but not necessarily a distributed DoS attack. In this network
visualization, many web client connections are made to the web server (represented
by the cluster of green nodes), which happens in a DoS attack. However, using
time slicing, this visualization shows that most of the nodes do not continuously
communicate with the web server. Most nodes are represented by a green inner
circle, representing an initial connection and traffic to the web server, and clear outer
rings. This indicates that after the initial connection and traffic occurs, the user no
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(a) (b)

Fig. 7 A visualization of network under attack by an application level DoS attack against the SSH
service. (a) Without comparing to a simple model. (b) Comparing to a simple model that detects
abnormal behavior. Notice that only the nodes involved in the SSH DoS attack still have a strong
opacity

longer browses the managed web server in this visualization. This is more typical of
normal web usage than Fig. 6a as the user would likely come to a web server, obtain
what they need, and move onto to another web server or stop browsing all together.

Figure 7 is an example of a network receiving an application level DoS attack
against the ssh service. The large red node indicates the attacker and is large because
of the amount of traffic present. Under normal network conditions, no node will
become larger than a managed node. Baseline network traffic is also present in this
visualization of normal college student traffic. Analyzing the managed node under
attack, normal traffic patterns are present in the initial time slice (center) with a mix
of web, chat, and file sharing traffic. In the most recent time slice (outer), normal
traffic is present but heavily overcome by SSH traffic as indicated by the strong red
color presence. In this particular network, the managed node is a normal network
user with the SSH service open to allow remote logins to that machine. However,
that service is under a DoS attack in this visualization, which is likely inhibiting that
user’s ability to conduct normal network traffic and certainly inhibiting the use of the
SSH remote login service. The SSH DoS attack network visualization is also com-
pared to a normal usage network model and is easily able to identify the managed
node under attack.

Figure 8 shows one of the managed nodes in the college student network get-
ting ping flooded. Note that this visualization does not look much different from the
SSH application level DoS attack. Underneath, the attack is similar, lots of network
packets directed at the same network service. For this visualization, ICMP packets
are regarded as port 0, since ICMP as a protocol does not have ports. Also notice
that the attack occurred in the second time slice of the managed network. There
is no black coloring, indicating ICMP traffic, in the first time slice represented by
the center of ring in the managed node representation of the machine with the host
name “HEAP”. The difference between this network attack and an application level
network attack such as the SSH DoS attack above is that the ICMP layer is harder to
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Fig. 8 Visualization of a stu-
dent’s machine under attack
from an ping flood

defend. The main reason for this is that services such as SSH must be enabled by a
user and are not active by default while ICMP services (such as ping) are generally
enabled by default and often require changes to the operating system’s kernel to dis-
able or change behavior. However, ICMP services are often more lightweight than
application level services, requiring less communication to perform their function,
making it more difficult to use these services for a DoS attack. It is important for
an administrator to see these attacks because although the user may not be able to
disable such services, the network administrator can prevent malicious traffic from
getting to the user at all.

3.4.3 Evaluation

This visualization was evaluated by surveying network administrators about effec-
tiveness. The survey consisted of questions asking the network administrator to draw
conclusions from the visualization. Network administrators of varying experience
and ability were used in the survey to better evaluate who the visualization is useful
for. The survey displays different visualizations of the same network with varying
network conditions, including different types of network attacks. The administra-
tor was asked to identify the anomaly by comparing the different visualizations of
the same network. One of the choices we give is a network attack that this visu-
alization technique does not support and is not visually present in our resulting
figures. This evaluation was designed to address the feasibility of this visualization
technique assisting network administrators in detecting security events but is not a
formal validation of the effectiveness of the technique.

Five network administrators were able to identify which type of network attacks
were taking place in the visualization with high accuracy. Even when they were
incorrect, they were able to identify the features shown in the visualization and
describe them. The survey questions were asked for the figure representing the nor-
mal network (Fig. 4) and each of the five analysts produce similar answers. Each
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participant was easily able to identify managed nodes vs. unmanaged nodes. Each
participant was also able to identify that two machines were using instant mes-
saging traffic, four machines have sent email, and machines were accessing web
servers. One participant thought it was odd that all of the students access the same
set of web servers which is fairly unlikely and more a problem with my simula-
tion. Although some analysts were skeptical of this being a normal network, when
asked to choose between the choices listed above, each participant chose normal
network. This image was shown to the participants first in order to give them some
base knowledge of the network. All of the attacks occur on this same network, so
this at least gives the participants of the survey some knowledge of the base network
because a network administrator would certainly have knowledge of their network.

The SSH DoS attack (Fig. 7) produced consistent results among the participants
of the survey. When asked to choose an identifier for this particular figure, all par-
ticipants chose DoS attack and were able to identify it was against the SSH service.
One of the participants noted that it could simply be a large file transfer over SSH,
using a tool like sftp. Two other participants noted differences in instant messag-
ing traffic over time, which was present, but was just a result of the randomness of
the simulation. Two of the participants noted that the SSH traffic only occurred in
the most recent time slice, although the other three participants were not explicitly
asked about when the attack occurred. One participant was considering this to a
possible session hijacking, but thought it out and chose DoS. This figure, especially
compared with the normal network figure, provides an easily identifiable increase in
traffic on the SSH service between two nodes and each participant was immediately
able to identify it.

The compromised network (Fig. 5) produced good results among the participants
of the survey. Each participant was able to identify light traffic occurring across port
7000, or IRC traffic. When comparing this model to the network, each participant
tried to figure out the anomalous behavior in each of the darker nodes. Three of
the five participants were able to quickly identify this network as network compro-
mised by trojans that communicate via IRC. However, two of these administrators
were aware that IRC is a commonly used protocol for trojans. The other two par-
ticipants eliminated most of the choices listed (DoS, distributed DoS, etc.) but were
unable to decide between normal network, compromised network with trojans, or
session hijacking. However, these two participants, when asked, did not know that
IRC is a commonly used protocol for trojans. One of the two participants that did
not choose compromised network was wondering how much IRC traffic is a normal
amount of IRC traffic for a particular host but assumed the small number of packets
using the IRC service were normal and therefore chose normal network. The com-
promised network is one of the types of attacks that other visualizations do not focus
upon and our method is designed to identify. With network security knowledge that
IRC is a commonly used protocol for trojans, our participants were able to use this
visualization to identify the attack.

The distributed DoS attack (Fig. 6a) was quickly and easily identified by each
participant as a distributed DoS attack. The addition of multiple unmanaged nodes,
each using the same service and grouped together, made this an easily identifiable
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attack. Four of the five participants looked at the time slicing on the unmanaged web
traffic nodes to conclude that this was a distributed DoS attack. Those participants
were able to assume that continuous traffic over time slices from all unmanaged web
traffic nodes would only occur in an attack. Two of the five participants were consid-
ering this to be normal traffic to a web server assuming that maybe the web server
just got turned on or got linked from a popular news site but still chose distributed
DoS when presented with the options.

The normal heavy web usage (Fig. 6b) took the most thought for each of the five
participants. Each of their initial thoughts was a potential distributed DoS attack.
Three of the five participants considered it normal network usage and the other two
participants considered it a possible distributed DoS attack. One of the participants
that considered this figure a DDoS attack said it was the end of a DDoS which
occurred in the first time slice. The other participant that considered this a DDoS,
said it was possible a quick DDoS which stopped, or just heavy usage. Each of
the five participants viewed time slicing on the unmanaged web traffic nodes to
identify that the amount of web traffic went to zero over time. One of the participants
noted that some of the unmanaged web nodes produced constant web traffic over
multiple time slices which was a result of the randomization of the simulation. Each
participant was able to view time slicing to differentiate this figure from the web
DDoS figure which is the goal of time slicing in this context.

The ping flood (Fig. 8) proved to be another figure where the attack was quickly
and easily identifiable by each of the five participants. Each participant identified
some type of DoS attack occurring over ICMP. Three of the five participants identi-
fied this as a “ping of death” or ping flood attack, which was the attack we attempted
to simulate in this figure. All participants noted that this attack occurred in the most
recent time slice against one of our managed nodes that was behaving normally in
the previous time slice.

Each participant was asked after each of the different figures if using Ethereal,
which is a common practice of a network security administrator, would help or be
better than using our visualization to identify an attack. Four of the five participants
felt that this visualization method makes it significantly easier to identify attacks. All
five participants felt that using this visualization tool to identify a starting point for
analyzing anomalous behavior and then further investigating using ethereal would
be useful. One of the five participants preferred to use Ethereal setup with various
filters for each type of attack to actively monitor a network, but noted that it would
only be effective if the administrator was able to actively see everything in Ethereal
meaning that the amount of traffic was low enough to be managed on a line by line
basis by the administrator.

4 Future Work

In our comparison to network model section, we used an overly simplistic model
to demonstrate the opacity effect. Our future work should include creating several
models designed for defined networks to give a more realistic feel impressive of the
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comparison to model section. Furthermore, using better models in the evaluation
section will improve the conclusiveness of the results of the visualization technique
based upon the model. Along with using more realistic data models, using real net-
work data instead of simulated network data would improve the practicality of the
evaluation section. Creating a good network model may also prove to be a difficult
task for a network administrator. We will consider using machine learning tech-
niques using user actions as attributes to attempt to build a network model based
upon what the administrator does interactively. While our layout technique is effec-
tive in clustering nodes experiencing similar network behavior, we lose details due to
occlusion as the node set gets larger. More work can be done using more interactive
controls, grouping, and self-organizing maps to address this issue.

5 Conclusions

This approach aids a network administrator in identifying network attacks and intru-
sions. By visualizing the network from a service perspective, more specific types of
attacks can be detected. The contribution of this research is to provide an application
using a combination of existing visualization techniques applied a network traffic
data set in order to better detect the type, severity, and presence of a network attack.
Furthermore, this research visualizes more information than previous network traf-
fic maps by approaching the data from a service oriented perspective and embedding
multivariate information into the glyph representing a node. Based upon the results
of our evaluation survey, network administrators feel that they gather more informa-
tion in order to successfully detect attacks using this visualization technique. Finally,
the temporal data present in the compound glyph via time slicing provides informa-
tion for an administrator to distinguish between high volume cases and distributed
DoS attacks.

There are some limitations to this approach including visual scalability and cus-
tom models. The comparison feature of this visualization is only available and
effective when used with a good model of an existing network. In our results we
use a very basic and simple model, which covers a variety of anomalous behav-
ior, but does not get into enough detail about the normal activity of the network in
order to be more useful. Basically, our model assumes all networks are the same,
and things such as web and instant messaging chat should be the large majority of
traffic. Such a model would not compare well with a cluster of SSH servers. Also,
scalability to large networks is a limitation.
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High Level Internet Scale Traffic Visualization
Using Hilbert Curve Mapping

B. Irwin and N. Pilkington

Abstract A high level analysis tool was developed for aiding in the analysis of large
volumes of network telescope traffic, and in particular the comparisons of data col-
lected from multiple telescope sources. Providing a visual means for the evaluation
of worm propagation algorithms has also been achieved. By using a Hilbert curve as
a means of ordering points within the visualization space, the concept of nearness
between numerically sequential network blocks was preserved. The design premise
and initial results obtained using the tool developed are discussed, and a number of
future extensions proposed.

1 Introduction

This paper describes the tool developed for providing high level Internet scale visu-
alization of network traffic. The development of the tool was prompted by the need
to have a tool which was able to display large volumes of IP traffic collected at net-
work telescopes, while being be able to communicate some kind of semantic and
sequential relationship between the nodes representing networks displayed on the
resultant plot. This work was to a large extent inspired by the work done by Randall
Munroe, author of the xkcd.com web comic who published a “Map of the Internet”
(Munroe, 2006a, b) based on aggregation of IP space by class A (/8 bit) in Decem-
ber 2006. This work was based on an interpretation of the IP address to Hilbert
curve mapping algorithm that was used in his work, which was then extended for
producing higher order and hence more fine grained curves. The real value of the
application of the Hilbert mapping is that it preserves the locality of adjacent net-
blocks when the one-dimensional numerical ordering of octets is rendered to a two
dimensional grid.
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The pure information security aspects of this tool are not focused on in this paper,
but rather the value of the technique for plotting IP Network data. Using this layout
mechanism as a basis any number of colouring or other additional attributes can be
added as an augmentation.

The remainder of the paper is organized as follows. A brief introduction to
the Hilbert curve is presented as a prelude to the details of the implementation
of the tool. The bulk of the paper is focused on sample output obtained and the
interpretation thereof. Conclusions and reflection on planned extensions conclude
the paper.

2 Related Work

The Hilbert curve is a continuous fractal curve, the limit of which fills a square.
This was conceived by German mathematician David Hilbert in 1891 (Riemersma,
2006; Weisstein, 2007) and falls into a larger family of space filling curves including
the Peano curve family. The Hilbert curve can be used to extrapolate data from one
dimension into two dimensions while still maintaining properties of the original one
dimensional data – particularly the notion of ordering and closeness to sequential
nodes within the sequence. A Hilbert curve maintains locality of data on the curve.
This means that data ordered a certain way in one dimension will still be ordered
the same way along the curve in two dimensions. Another interesting property of
the curve is that it visits every lattice point in a square with side length a power of
two. This is especially useful in extrapolating data which occurs in powers of two,
onto a plane.

The process of generating a Hilbert curve fractal can be formally expressed with
a Lindenmayer production system as shown in Fig. 1.

A somewhat less formal, and possibly more intuitive, description of the operation
of the curve can be presented graphically. The Hilbert curve is comprised of what
are known as “cups” and “joins”. Cups are squares with one side open, and joins are
straight lines that connect two cups. Each can be orientated in any way as long as
they remain parallel to the cardinal axes. The simplest Hilbert curve is the first order
one which fills a 2×2 square grid and it just a cup with the top side open (Fig. 2a).
In order to generate the next (second) order curve – one replaces the existing cup

Fig. 1 Lindenmayer rep-
resentation of the Hilbert
curve
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Fig. 2 (a) Order 1 Hilbert
curve. (b) Second order
Hilbert curve showing cups

(b)(a)

Fig. 3 Fourth order Hilbert curve showing plotting path for class A (/8) network blocks. 0/8 is
mapped to the top left, and 255/8 to the top right corners, respectively

with four other cups connected together with joins as shown in Fig. 2b below. This
process can then be repeated in the same way to generate all higher order curves as
needed.

The Hilbert curves of order 4, 8, 12, and 16 are especially interesting as they
have 256, 65536, 16,777,216 and 4,294,967,296 points, respectively. These values
correspond to the natural grouping of Internet networks blocks by Class A (/8), Class
B (/16), and Class C (/24) with the range of 32-bit Internet address space. A 16th
order curve provides the same number of points as 232 which is the same as the total
potential number of addressable nodes on the IP protocol version 4 (IPv4) Internet.

Figure 3 shows the layout used for plotting class A network blocks using a fourth
order curve. The curve starts with 0.0.0.0/8 mapped to the top left, and 255.0.0.0/8
to the top right corners, respectively. The grid can be divided into quadrants show-
ing the placement of the 256 network blocks, which can be used as a guide when
interpreting output such as that shown in the next sections. Raising the order of the
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curve for /16 and /24 networks used the same layout, but increases the tightness of
the curve within the respective quadrants.

It is worth noting that a similar pixel based plotting approach was proposed by
Teoh et al. (2002), which uses a quadrant based mapping scheme based on the most
significant bits of an IP address. The Hilbert plotting scheme has a more natural
binning effect (to those habituated to dealing with traditional “classful” subnets)
than the aforementioned method.

Two other projects are making use of the same Hilbery Layout for performing
similar work (in both cases also inspired by Munroe’s work). The first is the ANT
Censuses of the Internet Address Space (Heidemann and Pradkin, 2007b), using
the curve for plotting Address space usage as part of the Internet Census project
(Heidemann et al., 2007a). The second related project is that being run by Measure-
ment Factory using this to vizualise BGP route data (Wessels and Claffy, 2007).
In many ways similar to the original goals and purpose of the system evaluated in
Teoh et al.

3 Technical Approach

A proof of concept implementation of the Hilbert curve based layout system
was developed in C++ and OpenGL. While development and testing was on the
Microsoft Windows� platform, it should be portable to any system POSIX and
OpenGL compliant system. Other implementations have been found in php (Bosci,
2007), but follow a similar system. The base layout code was developed to map a
given substring of a dotted-quad IP address representation to a particular point on
the grid being produced. In effect this associated a bin or bucket holding IP net-
works of a given ordinarily (representing natural 8-bit divisions of the dotted-quad,
and hence clustered by most significant octets) to nodes on the curve.

As previously discussed, curves of orders 4, 8 and 12 map easily to the natu-
ral netmasks of pre-CIDR class A, B and C network blocks. Hilbert curves of 16th
order were not implemented due to the complexities of mapping these to a reason-
able screen size, and memory constraints. While it is recognized that much Internet
address space allocation today does make use of CIDR based variable length masks,
for most purposes, the traditional masks are still useful. The net result is a graphical
output showing nodes which are coloured as containing elements aggregated depen-
dant on the order of the curve. Initially a true/false flagging system was used where
a node was drawn if it contained at least one member in the aggregation bucket.
This was extended to use colouring based on criteria such as unique hosts with the
bucket, and total number of packets within the bucket.

A number of discrete implementations were produced, each focusing on sepa-
rate aspects of the visualization, but all using the same underlying Hilbert curve
generation for layout. Specifically versions were produced that provided colour-
indexed quantifications of the number of unique hosts with in a specific network
block bucket, and the number of packets received within a bucket.
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In the program the vertices were generated recursively using the Lindenmayer
System representation of the Hilbert – this was the simplest representation and
allowed the curve to be generated quickly and accurately. Additionally, the use of
this representation also generates the vertices of the curve in numerical order which
allows points to be plotted at the same time the curve is generated thus providing
much greater efficiency.

The IP addresses to be plotted were stored in a hash table that allowed the
required IP address count associated with the current vertex on the Hilbert curve
to be quickly recovered from the table and plotted.

Input to the system was by means of simple text files containing a single dotted-
quad IP address per line. This format was chosen due to the simplicity to produce
form a number of different data sources, such as libpcap format packet captures,
databases (containing Intrusion detection data), and simulation software. The code
could also be trivially extended to work directly with formats such as libpcap.

4 Results

Initial results presented by the tool have been promising with tests of up to 63 mil-
lion individual addresses being rendered with relatively modest hardware require-
ments by modern measures. The test system used was a dual Xeon 2.2 Ghz with
4 Gigs of DDR2 RAM running Microsoft Windows Server 2003, and an Nvidia
Gforce 5200.

Performance was found to remarkably good on the test system with the exception
of the colour mapping based on total packet count which was found to be particu-
larly resource intensive, requiring over 1,800 MB of RAM in which to store the
state tables, and needing 60 min to render the 63 million addresses on an order 12
curve (equivalent to /24 network bins each holding 256 individual IP addresses). It
is anticipated that this can be improved, as zooming and other navigation became
near impossible at this level of performance.

The simple flagging and host count based colour mapping were found to perform,
responsively, and required in the order of 300 MB of memory to hold the large 63
million address dataset. Smaller datasets required on average 100–150 MB of RAM.
Sample images of the tool output should be interpreted bearing the layout show
in Fig. 3 in mind as a guide to the relative addresses of nodes within the overall
address space.

Generating an overview at class A level provides a quick overview of input data,
and particularly allows for sanity checking that data is not being plotted in regions
where it is not. Figures 4–6 show the plot of 2.4 million unique data points sampled
from CAIDA network Telescope data between 12h00 and 17h00 EST on February
28th 2007 (Shannon et al., 2007). Figure 4 is the fourth order curve with the actual
Hilbert path plotted as a guideline. The same data is shown in Figs. 5 and 6 but
plotted onto an eighth order curve showing data bins with netmasks of /16 (thus
holding 216 IP addresses) and a 12th (/24 bins) order curves, respectively.
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Fig. 4 Plot of the fourth order
showing background curve.
Colouring is based on number
of distinct nodes within the
bucket

Fig. 5 Plot of eighth order representation of the data in Fig. 4, showing buckets corresponding to
/16 networks (Class B)

The increase in granularity can be seen, particularly in the sequences show in
Fig. 7 and discussed in the following section.

The above images illustrate the value of increased resolution, which can then be
further analysed.
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Fig. 6 Plot of data on a 12th order curve. Points correspond to buckets of size/24 (Class C). The
boxed area relates to the zone of discussion in Fig. 7, and represents the network ranges from
23.232.0.0/13 to 24.170.0.0/16

Fig. 7 Close up of the view
of the 23.232.0.0/13 and
24.0.0.0/8 networks using /16
buckets (A – left), and then
with a finer resolution of /24
buckets in B (right) showing
a distinctly different pattern.
This area is shaded in Fig. 6

4.1 Output Analysis

Once traffic plots have been created, further analysis of the resultant images can be
performed. Figure 7 shows close up of the view of the 23.232.0.0/13 and 24.0.0.0/8
networks using /16 buckets, and then with a finer resolution of /24 buckets in Fig. 7b
showing a distinctly different pattern, with a number of networks having no traffic
originating from them. These ranges are particularly interesting to analyse as the
24/8 network has been used widely for the provision of broadband cable access in
the Americas, with large portions belonging to providers such as Comcast, Char-
ter Communications and RoadRunner – major players in the provision of home
broadband connectivity.
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Portions of the netblock are also allocated to LACNIC where they appear to be
sub-allocated to similar sorts of companies, but these do not show up as having been
sources within the traffic set used. Data sources networks range from 23.323.0.0/16
to 24.170.0.0/16. This range is also indicated by a grey box on Fig. 6. Interestingly
IANA lists the 23.0.0.0/8 netblock as currently reserved, so one can speculate as to
the origins of this traffic – possibly misconfigured hosts as the range appears in a
number of vendors documentation as example addresses.

One of the strengths of the plotting scheme developed is the aggregation of
nearby networks as shown in Fig. 7. This allows for immediate visual recognition of
the logical and special relationship between these nodes far more easily than some
traditional grid based and wrapped linear plotting methods.

Analysis of the data can be performed either by means of working with the resul-
tant image, or within the application which provides a rudimentary heads up display
type information where feedback is provided as to the actual network address of the
node over which the mouse cursor is placed.

Using the colour-index based mappings, as a means of shading graph nodes, fur-
ther information relating to the plotted nodes can be conveyed. Figure 8 gives an
example of 63 million events being blotted on a eighth order curve, with colouring
indicating the number of unique hosts in the particular block that have originated
traffic (or at least purported to based on IP datagram source addresses) to the net-
work telescope. The graduation runs from green through blue orange and finally
red. The insert within Fig. 8 shows a zoomed view of the 210.0.0.0–221.0.0.0 net-
work ranges. The area of the image occupied by this insert is traditional Class D
(224.0.0.0/4) and E (240.0.0.0/4) address space, which are, respectively, used for
Multicast and reserved.

4.2 Other Applications

Following the initial work done with the curve the authors applied it to the visu-
alisation of two other related problem areas. The first being to allow for a visual
comparison and evaluation of the effectiveness of network telescopes of differing
sizes. The results for this can be seen in Fig. 9, where the general shape of the plot
produced when only using data from a single address still maintains the general
shape of that produced when using data from the entire Class A telescope. This
shows that smaller telescope still have some value, when used over long temporal
baselines.

The second area in which it was applied was in evaluating the impact and effec-
tiveness of differing network worm propagation algorithms. In the case study shown
below the Hilbert curve is used to map snapshots of activity from a simulated Blaster
worm at iterations 5,000, 7,500 and 10,000 within its propagation cycle. From these
images it can be easily seen that while the propagation has covered 96% of /8 net-
work bins (Fig. 10c), the coverage at /16 (Fig. 11) and particularly /24 sizing is very
sparse.
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Fig. 8 63 million events plotted using host based colouring. Red dots show networks with the
greatest number of unique hosts

Fig. 9 Comparative mappings of (a) Class A telescope (b) data collected by a single IP address
within the telescope

The ability to use images such as those presented above allows for researches
to perform rapid visual evaluations and comparison, on the basis of which further
more detailed statistical analysis may be performed.
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Fig. 10 Progressive coverage of IPv4 space by Blaster. /8 bit bins used for aggregation, and plotted
on a fourth order curve. From left showing coverage at 5,000 (a), 7,500 (b) and 10,000 (c) iterations
of the scanning and propagation algorithm

Fig. 11 Coverage of IPv4
space by Blaster after 10,000
iterations of propagation
algorithm. Blotted using
eighth order curve and bins
of size /16. Despite near full
coverage of the space with
larger bins, the coverage is
fairly low at this level of
detail

5 Future Work

The authors have anticipated a number of extensions to the tool now that the value
of the plotting scheme has been established. A more in-depth usability study needs
to be completed, and aspects highlighted there will need to be addressed. From
initial informal evaluation and operational use by the authors and researchers within
the department, the following items are envisaged as being useful extensions and
additions to the toolset:

• IPv6 support – with the move to IP version 6 the curve should scale, provided
sufficient memory is available on the host system. Curves of order 32 and above
would need to be used.

• Heads-up display capability – in order to provide for improved navigation of
the curve, a HUD mode needs to be added, which could also provide further
information relating to the specific nodes within the network.

• Overlay mode – allow network block of interest to be defined and input to the
application which can then display a toggle-able highlight or shadow mask to
show these when navigating. Network blocks defined as Bogons or reserved
blocks are likely to be a useful set which to highlight traffic originating from.

• Time sequence views – to add accelerated and retarded time playback of libp-
cap files with the resultant output being captured as frame sequences or video
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for analysis. This would illustrate changes in source traffic over time. Currently
this has to be implemented through external processing, and only allows for
snapshots.

• A Geographical mapping where colour mapping can be performed based on con-
tinent, country or regional registry. This may work best for highlighting specific
countries rather than as a general mapping mechanism where nearly 200 colours
would prove difficult to discern and differentiate, particularly at the /24 level.

The implementation of these features and a more detailed usability study is planned
for the forthcoming academic year.

6 Conclusions

Since its initial inception the tool implementing the plotting scheme discussed has
been used for detailed analysis of network telescope traffic, in particular to perform
quick visual comparisons between data collected on the authors’ own network tele-
scope (comprising a single /24 network under the auspices of AFRINIC) and data
provided by CAIDA.org (Shannon et al., 2007) from their large telescope located
in the United States comprising a class A network – 65,535 times larger than that
of the authors! The outputs generated using the Hilbert plotting scheme have shown
that the same address ranges are being seen as the sources of both backscatter and
malicious traffic, with minor variations between the two networks.

Another use to which the tool has been put is to visualise the output of simu-
lated worm scanning activity in order to assess the effectiveness of various scanning
algorithms and defensive measures such as strike back, and counter worms. The
resultant images have allowed for quick visual evaluation of datasets ranging in the
tens of millions discrete dataset members.

The tool developed has proved useful in providing high level overviews of large
volumes of traffic while still maintaining the sequence order of the input data.

From a pure Information Security perspective this tool allows for easily inter-
preted visual summative reports to be generated from very large volumes of network
traffic. While the proof of concept tool developed has noted shortcomings, the actual
principle of using the Hilbert curve, or possibly other space filling fractal curves for
plotting IP traffic data is a solution portable to other visualisation applications and
problem spaces. The use of such visual reporting allows for easier interpretation of
data at executive level, and in high workload environments.
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VisAlert: From Idea to Product

S. Foresti and J. Agutter

Abstract Visalert is a visualization system designed to increase the monitoring and
correlation capabilities of computer network analysts engaged in intrusion detection
and prevention. VisAlert facilitates and promotes situational awareness in complex
network environments by providing the user with a holistic view of network security
to aid in the detection of sophisticated and malicious activities, and ability to zoom
in-out information of interest. The system provides a mechanism to access data
from multiple databases, and to correlate who, what, when and where. This chapter
describes the design process that enabled the team to go from the conception of
rough visual sketches to the implementation and deployment of a finished software.
In addition, the chapter describes the issues that the interdisciplinary team had to
address to carry the project from idea to product.

1 Introduction

This chapter describes the interactive development process to design a visualization
system for computer network security. We want to focus on the design phase of the
visualization and show how initial concepts were developed with lessons learned
from these concepts. In addition, we wish to illuminate the design choices along
the development path that ultimately led to a successful visualization paradigm.
First, we will discuss the different people and roles of the interdisciplinary team.
Second, we will describe the different design sketches that were developed. Third,
we will describe the transformation of these pen–paper based sketches into a refined
computer visualization scheme. Finally, we will briefly discuss the move from final
static prototype to implementation.

S. Foresti and J. Agutter
University of Utah and Intellivis, Inc. e-mail: stefano@intellivis.com, jim@intellivis.com
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1.1 The Project and Team

The project was started by the CROMDI team at the University of Utah. We were
awarded a grant by the Intelligence Community (ARDA-DTO-IARPA) to research
novel visualizations that would aid network analysts in detecting cyber-anomalies,
with particular interest for stealthy attacks that are diluted in time, and very hard
to detect.

The Center for the Representation of Multi-Dimensional Information is a Utah
State Center of Excellence that performs science, R&D and commercialization of
user centered interactive displays. Our team uses an interdisciplinary methodology
that integrates cognitive psychology, visual design, computational and visualization
methods, and knowledge from domain experts.

CROMDI had previously developed novel displays from idea to commercializa-
tion, in medicine. Prior to this project the team had no specific experience in network
security: this enabled the team to approach the project by “thinking outside of the
box” and come up with a novel visualization method.

1.2 The VisAlert Metaphor

VisAlert enables correlation of heterogeneous network data, leveraging the fact
that all events possess what we term the “W 3” premise: When, Where, and What
attributes:

• When refers to the point in time when the event happened.
• Where refers to the network node, e.g., an IP address, to which the event pertains.
• What refers to some indication of the type of the event, e.g., $ log = snort, gid =

1, sid = 103$.

The visual layout, as shown in Fig. 1 maps the Where of an alert into the center of
the circle. This is represented via a topology map of the network under scrutiny.
The What of an alert instance is mapped to the different sections of the outside
circular element. The When of an alert instance is mapped to the radial sections of
the circle moving from most recent (closest to the topology map) to the past as it
radiates outward. Alert instances are visualized as lines from the alert type on the
outer ring, to the node location in the inner circle. The When space is divided into
history periods, that show the number of alert instances that occurred in them, while
the alert instance lines are only shown for a selected history period only.

Additional visual indicators encode information to increase the situational aware-
ness of the user:

• The icon size increases when nodes experience several alerts. The assumption is
that a node that is experiencing multiple unique alerts has a higher probability
of malicious activity than one experiencing only one alert. The size will make it
stand out and focus the user’s attention so he or she can take action.
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Fig. 1 An event is represented by a line connecting an alert type (What) at time (When) to a
resource (Where). VisAlert here exhibits multiple alerts and relevant visual indicators to analysts:
alert type via color coding, larger node size with larger number of different alert types, and larger
beam size for persistence of the same problem

• The alert beams encode persistence of a particular problem. If a large number
of the same alerts are triggered on a particular node over an interval of time the
line changes in thickness to show how many alerts. In this manner, continual
or recurring problems become evident very quickly, enabling the user to take
swift action.

• Color is used to determine user selected ranges and severity levels.

For more detail about the visualization scheme refer to Foresti et al. (2006).

2 Related Work

2.1 Visualization of Network Security

The growing community of VizSec indicates the relevance and number of problems
that need to be tackled in network security, where visualization is seen as a potential
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solution or aid. Many of these techniques have been demonstrated to be effective at
allowing users to see malicious activities such as worm or DoS attacks (Teoh et al.,
2002).

One general theme that can be found in the previous work of visualization of
security is that it was driven by the identification of specific problems (Teoh et al.,
2003) or the monitoring of specific data types (Cox et al., 1996; Estrin et al., 2000).
Much research has been done on visual techniques to improve visual pattern match-
ing (D’Amico and Larkin, 2001), and to improve recognition of known events or
levels of threat (Polla et al., 1998).

Traditional representations and network alert reporting techniques tend to use a
single sensor – single indicator (SSSI) display paradigm. Each sensor has a unique
way of representing its information (indicator) and does not depend on information
gathered by other sensors. The benefit of such an approach lies in the separation of
the various sensors. Each sensor’s indicator can thus be optimized for the particular
data produced by its sensor, and the user can pick and choose which sensors to use
in an analysis. Furthermore, the failure of one sensor does not impact the capability
of the rest of the system.

Consequently, the separation between the various sensors is also the weak-
ness of this representation technique. Because each indicator is isolated, the user
must observe, condense, and integrate information generated by the independent
sensors across the entire enterprise. This process of sequential, piecewise data
gathering makes it difficult to develop a coherent, real-time understanding of the
interrelationship between the information being displayed.

2.2 Design

The discipline of design has collected a comprehensive knowledge base of the
nature, methods, and value of basic 2D and 3D design and their relationship to
human collective and individual psychology and behavior. This knowledge base
consists of basic principles (e.g., scale, shape, rhythm, color, structure), elements
(e.g., line, figures, objects, space) and organizational rules (e.g., hierarchy, layering,
symmetry) (Arnheim, 1977; Bogdan, 2002; Wong, 1972, 1977).

Our team determined that information visualization tools are more effective for
decision making if developed with an iterative design process that permits simulta-
neous attention to multiple perspectives, skills and knowledge-bases. We also found
that the design process allowed for a spontaneous and natural way of socially engag-
ing a wide range of disciplines and individuals working in a very difficult problem.
This is in line with existing knowledge that the design studio model in general and
the design process in particular are a successful working laboratory and method-
ology for addressing open-ended, fuzzy, and multivariable problems (Cross, 1982;
Rowe, 1987).
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2.3 Inter-Disciplinary Collaboration

Collaborative success is ultimately grounded in the careful structuring of a team’s
group dynamics, which are based on clear roles, respect, trust, values, shared
goals, and a common language (Friedman, 1997). Accommodating different meth-
ods, techniques, positions, interests, standards, languages, perspectives, knowledge,
expectations of people from different disciplines takes considerable time and effort,
as one has to overcome prejudices each field has of the others (Kraut et al., 1988).

Our team determined that the production of technology that meets users’ needs
requires the involvement of several roles and perspectives, and that trust among
different disciplines is both essential to success, and becomes stronger with the
demonstrated value of the work.

3 Technical Approach

3.1 The Team Dynamics

The CROMDI team utilizes an iterative interdisciplinary process to design, a built-
in evaluation process to verify its design output, and a business approach to meet
customer needs. The lifecycle of the project included several dozens of people at
different levels of involvement and periods in time.

We can identify the following teams or roles, each one addressing the problem
from their specialty but in direct collaboration with others according to needs. The
Design Team establishes the overall rhythm of the process, and interacts with all
other teams at different times in a modality similar to that of the traditional design
studio. Following is a description of the roles and their tasks involved in the design
process:

1. The Client is the actual organization or user asking/supporting the development
of a new data representation solution to a particular information problem.

2. The Application Team takes the role of the specialist and works as middle-person
between the Client and the Design and Psychology Teams (3 and 4). This team
“translates” the client needs and requirements into programmatic needs. This
team also works as critic and adviser to our research group at large during the
design process. Application teams have been in Medicine, Finance, and Network
Security.

3. The Design Team is in charge of developing the data representation scheme fol-
lowing a collaborative design process and using special principles and techniques
discussed elsewhere (Bermudez et al., 2000). During the initial phases, the design
team works very closely with (2) and (4). As the schemes become more final, the
design team begins to have direct contacts with (1) and with (5).

4. The Psychology Team extracts the mental model experts in the field of application
use to make sense and act upon the data. During the initial phase, (4) works
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in close relationship with (2) to study (1). In later phases, this team is heavily
involved in the evaluation of the representation schemes developed by (3) and
implemented by (5).

5. The Computing Team addresses algorithms, software development, and dis-
tributed computing implementation. This team is particularly involved during
the final phases of a project. At that time, it works closely with (3) and receives
advice from (2) and (4). Its initial input consists of providing prescriptive and
“budgetary” advice regarding actual computer implementations of the data dis-
play. In areas of application relating to computing (e.g., networking monitoring),
this team may also become (2).

6. The Administration Team is focused in supporting the day-to-day operation of
our research group as well as seeking new areas of work, recruiting consultants
and collaborators, managing intellectual property, etc.

7. Consultants: external reviewers enter the process at critical times to evaluate the
ongoing results and provide an unbiased review of our team’s design effort.

3.2 The Design Process

The interactive work of all these people and disciplines occurs within an over reach-
ing ideology of design as a function of human needs and behavior and the interaction
between operator and display. As a result, the design process follows the concept of
a “hermeneutic circle” (Snodgrass and Coyne, 1990). This concept is an iterative
process of implementing a design, learning and understanding from discussion and
feedback from the targeted users, and subsequent design refinement. First, the prob-
lem and the metaphors for the information that will be displayed are defined. Next,
an iterative process via “dialogical exchanges” is used to gain additional insight
into the design. New interpretations are discovered and the design is refined. The
design development process contains a second feedback loop of iterative evaluation
for design usability and intuitiveness.

Each design refinement is evaluated using a testing protocol. The results of these
evaluations are methodically analyzed to elucidate design changes while minimizing
designer bias. This process also minimizes alterations to the requirements and the
design, late in the display designs lifecycle, when changes are more costly (e.g., a
change during the design phase is less costly than a change after the display has
been deployed). This methodology is successful because the design is evaluated and
redesigned during each phase of development, with the intent that the majority of
design changes occur in the early stages of development.

The development methodology of the VisAlert display system followed an itera-
tive design process that allowed for many possible design solutions to be explored.
The team first developed numerous sketches. These sketches were then refined and
mad into conceptual computer based display concepts. These were then iteratively
refined and developed until a final solution was achieved. Following the completion
of the design phase, an iterative refinement period was conducted with end users.
This ensured that the final solution would fit with the uses needs.
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3.3 Sketches

Figure 2 shows an early sketch representing the idea to collapse many variables into
one as a primary indicator. The position in the y dimension shows the amount of the
deviation from normal both for the primary indicator, and the variables combined
to create the primary indicator. This concept helped the team think about nesting
of variables and the hierarchical representation of network data to create primary
indicators from a series of disparate variables.

The sketch in Fig. 3 explored a metaphoric representation idea, based upon a
large group of environmental formations such as a field of flowers. When flowers
bloom they can be seen standing out of the rest of the group because they are visually
unique and distinct. This follows general gestalt principles found in design. The
design concept further explores different types of unique flower types to encode
additional information.

The sketch in Fig. 4 explored time evolution of variables, which are represented
by the y dimension’s height. In addition, items could be placed on a series of
quadrant grids that are subdivided to represent problem severity and problem rel-
evance. Glyphs could represent different graphic primitives to indicate type of data
or variable presented.

The sketch in Fig. 5 examined the idea of the “inside” protected by a firewall
surrounding the enclave from the Internet “outside”. The multiple paths through
the firewall were representative of unauthorized breaches in the firewall and the

Fig. 2 Stem sketch
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Fig. 3 “Field of Flowers” sketch

Fig. 4 Quadrants sketch

compromised machines. This sketch was the beginning of a network typology or
the representation of “where” to provide users with a context of network events.

The concept in Fig. 6 explored the idea of a firewall through a literal representa-
tion of walls and increased levels of security as you move from outside to inside. It
was thought that the most valuable assets would be placed in the center section, and
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Fig. 5 In-and-out sketch

granted only selected access. Unauthorized breaches in the firewall could be shown
as breaks in the wall.

3.4 Refined Conceptual Ideas

After the sketches had been discussed and revised, we then proceeded to move some
of the more promising ideas into a more refined and computer-based representation.
During this step we examined issues of scaling, usage of color, interfaces, and data
handling.

Building upon the idea of the firewall, we developed a multi-dimensional icon
that could map 3 variables (Fig. 7). These information bricks or blocks could be then
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Fig. 6 Firewall sketch

arranged together to create an information structure. The blocks could be grouped
together to show information that would be functionally related, such as information
about all servers grouped together. The objective was to aid network administrators
to quickly identify problems in specific portions of their network.

These icons could then be grouped together scaled to show more information.
The images in Figs. 8 and 9 show how patterns of particular problems would emerge,
and then allow the network operator to drill down by zooming in. This concept also
explored what the interface might look like and what additional tools would be
needed, such as filtering and zooming capabilities.

The next evolution in Fig. 10 was to develop the idea of the firewall icon as a
larger representation and make it a placeholder for network topology and organiza-
tion, thus combining two of the previous ideas. This combined the where and what
of the display, even if limited to representing only firewall data through a metaphor.

The next step (Fig. 11) was to develop the sketch into a refined image to see what
a complete display might look like. In this step we included different information
around the four sides of the display such as firewall logs and alerts. In addition,
the network topology was further developed. The concept of correlation between
network alerts made its first appearance, as evidenced by the red connector lines
to a particular machine, which indicates that a particular machine had experienced
three different types of alerts.

A further refinement, as shown in Fig. 12, introduced the idea of time represented
as radiating rings from the center. This enabled to include the when of an event, and
sparked the idea of the representation of what, where, and when of network events.
The last refinement was to create a radial representation so we could include many
different types of alerts that could be functionally grouped.

The final iteration of the design was to include a network topology in the center
and refine the look and feel of the concept, resulting in the VisAlert concept as
described in the introduction.
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Fig. 7 Firewall icon

3.5 Implementation

The VisAlert prototype technology was implemented in C++ and first deployed
at the Air Force Research Lab (AFRL) in Rome, New York. During the testing
phase we collected comments and suggested features. VisAlert generated very pos-
itive response: users specifically noted its effectiveness, simplicity, and flexibility.
They stated that it provided increased situational awareness to detect, diagnose and
respond to network events and anomalies.
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Fig. 8 Composite firewall icons – O(212)

Fig. 9 Composite firewall icons – O(224)
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Fig. 10 Firewall topology sketch

However, the analysts wanted more deployment flexibility and a technology that
would be operating system and database agnostic. We then completely rewrote
the software in Java and integrated Hibernate database management software to
accomplish the task (Fig. 13). Currently the system is being evaluated by several
commercial network security software vendors.

4 Future Work

Ongoing and future work is in the following areas that are conducive to the complete
user experience with her information space to make decisions.

• Interaction. The word “visualization” indicates how the data is presented to the
user. The next step is to increase the ability of the user to fully interact with
the information space, thus providing more effective ways to input data and to
control which data is displayed.

• Extensibility. This refers to the ability of the visualization software to be extended
and include new modules, and moreover to interact with other tools that users are
familiar with. This includes the ability or users to encode and correlate their own
alert algorithms.
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Fig. 11 Square visualization screen

• Continuity. This refers to ability to present multiple perspectives and level of
details of the information space, and to smoothly transfer from view to view
while maintaining the context and references.

More specifically to network security, future work includes the design of additional
visualization structures that enable analysts to perform hypothesis testing of events
and details, and reporting summaries to decision makers. The complete VisAlert
system could then evolve in a visual continuum that would allow seamless transition
from a holistic view of the system all the way to detail drill down.

5 Conclusions

The design process, starting from “thinking outside of the box”, creating several
concepts, refining ideas, and combining them is an organic and effective method to
produce visual concepts that encode the relevant information and enable users to
enhance the way they work, use their information space, and make decisions.
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Fig. 12 Radial visualization

In order to optimize the chances that technology is actually used, the develop-
ment requires interacting with users from the very beginning to address their specific
problems, tasks, and mental models.

A very important technical characteristic of VisAlert that enabled user accep-
tance was the ability to fuse in one view any and all the data of choice of the user,
and to filter out the unwanted one.

User centered design can be addressed very effectively by involving an inter-
disciplinary team that builds trust and value in different roles and perspectives.
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people and organization that have had a significant contribution in VisAlert’s success. This includes
the whole CROMDI team and other personnel at the University of Utah (with particular gratitude
to Julio Bermudez and Shaun Moon), Utah State University (with particular gratitude to Robert
Erbacher), the AFRL, Battelle, and Skaion Corporation.
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Fig. 13 Screen shot of the current VisAlert product
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Visually Understanding Jam Resistant
Communication

D. Schweitzer, L. Baird, and W. Bahn

Abstract The primary goal of information security is to ensure the confidentiality,
integrity, authenticity, and availability of information. Availability is often relegated
to a discussion of denial of service attacks on network resources. Another form
of denying availability is to prevent communication through the use of traditional
jamming techniques. At the United States Air Force Academy Center for Informa-
tion Security, we have been working on a new algorithm, BBC, which is based on
a new type of coding theory known as concurrent codes that is resistant to tradi-
tional jamming techniques. While the formal definition and proofs of concurrent
codes can be daunting, the algorithm’s effectiveness can be easily conveyed and
appreciated through visual demonstration. This paper briefly introduces concurrent
codes and describes an interactive applet that visually demonstrates the algorithm’s
effectiveness in a noisy environment.

1 Introduction

Traditional omni-directional techniques for jam resistance all assume that the sender
and receiver share a secret key that is unknown to the attacker (Milstein, 1998).
They use spread spectrum communication methods, where there is a sequence of
frequency hops, or a sequence of chips, or a sequence of pulses, which are all unpre-
dictable to the attacker (Kanterakis, 1994; Bergstrom and Chuprun, 1998; Bergel
et al., 2003). It is this unpredictability that provides resistance to jamming. Shared
secret approaches do not scale well in an environment with vast numbers of partic-
ipants, such as a net-centric warfare environment. It is not practical to manage the
distribution and secure access while maintaining the confidentiality of a shared key
with thousands of users.
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To address the problem of providing jam-resistant communication without a
shared secret, researchers at the United States Air Force Academy have developed a
new message coding scheme described briefly below. The approach allows multiple
messages to be simultaneously broadcast and correctly decoded in the presence of
additional traffic and/or random noise whether intentional or not. The challenge is to
provide an understanding of its effectiveness in a noisy/hostile environment without
resorting to complex equations or theorem proofs. To provide this understanding,
a visualization was developed that demonstrates the algorithm and its effectiveness
even under heavy intentional “jamming” by the user. This visualization is described
along with our experience in how well it demonstrates the concepts.

2 Related Work

Intentional jamming is an attempt to disrupt communications by lowering the signal
to noise ratio for the legitimate communicators. The attacker sends (possibly ran-
dom) noise at the same frequency as the legitimate signal. With spread spectrum
technology, it is much more difficult to cover all frequencies being used to commu-
nicate. To jam a legitimate signal, the attacker must use far more energy than the
legitimate sender.

This approach, which uses a shared secret, works well on a small scale. If a
small group of people need to communicate by radio, then they can share a secret
key beforehand. However, it breaks down completely on a large scale. For example,
civilian GPS signals have no jam resistance. This is unfortunate, because the FAA
has stated that the commercial airline industry will become increasingly reliant on
civilian GPS for all of its navigational aids. If a terrorist jams the signal at a major
airport, it could cause serious problems.

Another example is the civilian cell phone system. It is currently possible to buy
a small cell phone jammer on the internet (http://www.globalcadgetuk.com 2007).
The cell phone system has no resistance to jamming whatsoever, because it would
be unthinkable to have every subscriber share a single shared secret (which wouldn’t
remain secret for long), or to give every subscriber a different secret key, and then
have all the millions of keys loaded into every cell phone tower, and have it listen
on millions of channels simultaneously.

Another example is the fact that the Air Force has stated that the future of warfare
is net-centric warfare (Raduege, 2007). This means that every vehicle and device in
theater will be a node in a wireless, ad hoc internet. If the Air Force plans to rely
heavily on this network, then it is critical that it be resistant to jamming. However,
a jam resistance system based on a shared key will not scale up. It is not practical
to create a single shared key, and to distribute it to every person, vehicle, radio,
and device that will be deployed to the theater, and to assume it will remain secret.
This scaling problem is why the common access card (CAC) is based on public
key cryptography rather than on symmetric cryptography that uses a shared secret.
Just as the 1970s saw the invention of public key crypto, which scaled better than
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symmetric crypto, so we currently have a critical need for the equivalent for jam
resistance (Diffie and Hellman, 1976).

2.1 BBC and Concurrent Codes

The first system ever proposed for this problem is the BBC algorithm. It allows jam
resistance without a shared secret. Many radios can broadcast messages simulta-
neously, and the receiver will receive all of the messages without error. It can be
built on top of any of the three most common forms of spread spectrum: frequency
hopping, direct sequence, or pulse-based Ultra Wide Band.

The BBC algorithm is based on a new field of coding theory, concurrent codes.
These are a subset of superimposed codes, and are very different from traditional
error detecting or error correcting codes. A number of theorems have been proven
about these codes, and about the BBC algorithm and other algorithms based on these
codes. This math can be fairly complex, which is why some form of visualization is
useful for describing it to a less technical audience of decision-makers.

The BBC algorithm works as follows. First, there must be a way to send an
indelible mark at chosen locations. If BBC is run on a pulse-based UWB system,
then the indelible mark is a short pulse of very high power RF noise that spans
a large spectrum of frequencies. The location of the mark is the exact time of the
pulse. There is no information encoded in the random noise of the pulse itself. All of
the useful information is encoded in the exact timing of the pulse. Because the pulse
is very short, very random, and very powerful, it is not possible, in any practical
sense, for an attacker to erase a pulse, in the way a sine wave is erased by destructive
interference when an identical wave is sent exactly out of phase with it. Therefore,
an attacker can only create new pulses, not erase existing pulses.

In pulse-based BBC, the message is sent by appending several zeros which act as
checksum bits to a binary message, hashing each possible prefix of the message, and
sending one pulse for each prefix at a location determined by the hash. For example,
to send the message 1011, it would first append zeros to get 1011000, then it would
take each prefix of the message {1, 10, 101, 1011, 10110, 101100, 1011000}, then
it would send seven pulses, where the exact time of each pulse is determined by a
hash of each of those seven prefixes as shown graphically in Fig. 1.

Fig. 1 Encoding messages as pulses in time
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Fig. 2 Binary decoding tree

The receiver decodes the message by first checking whether there are pulses at
the locations determined by the hash of 0 and the hash of 1. If there is a pulse at
time H(1) but none at H(0), then it knows there could be messages starting with 1,
but no messages starting with 0. It then checks for pulses at time H(10) and H(11) to
find the second bit of the message. It will end up following an entire tree of possible
decodings, which ultimately yields all the messages that were sent simultaneously.

Figure 2 is another example using a simple binary decoding tree. Black nodes
represent the presence of a pulse, white nodes indicate the pulse was not present.
The first level of the tree shows that there was a pulse at the H(0) location (left
child) but no pulse at H(1) (right child). That means that all messages sent began
with a value of 0 and no further investigation of the 1 branch of the tree is necessary.
The next level of the tree shows the existence of pulses at both the H(00) and H(01).
Since both branches may be legitimate, the decoding algorithm continues along both
paths until either a given pulse is absent, or the end of the message is reached. At
the end of this decoding tree, three messages remained as shown.

A full understanding of the encoding and decoding of BBC, and all the properties
of it, are not easily grasped from just the English description. To truly comprehend
it, there needs to be an appropriate demonstration to allow a person to experiment
with the algorithm and see the results. Further information on the algorithm and its
properties can be found at Baird et al. (2007).

2.2 BBC Implementations

The BBC algorithm can be implemented on a software radio using any of the three
main types of spread spectrum. This is how it would most likely be used in practice.
However, since humans cannot directly perceive radio signals, doing so does not
give much insight into the algorithm.

A slightly better approach is to implement it with sound waves instead of radio
waves. Such a system allows the audience to hear the pulses, and demonstrates how
two messages can be sent simultaneously without interference. But it still doesn’t
give much insight into how the system works internally.

Perhaps the best demonstration is a visual one. Instead of using radio frequency
pulses for each mark, the marks can be represented as black pixels in a white image.
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This allows the user to actually see the encoding. The decoding tree can also be
shown visually, so that the user understands the amount of computation being per-
formed. It can also allow interactive use by the user, where the user draws additional
noise on the picture in an attempt to jam it. This gives insight into the robustness of
the system. For these reasons, the visual approach appears to be the most useful for
gaining an understanding of the system.

3 Technical Approach

While concurrent codes offer many advantages to traditional approaches for jam
resistant communications, these benefits are not always readily understood by
decision-makers and possible project funders. The basic algorithm for encoding
and decoding can be quickly explained, but the resiliency to additional noise in the
system is difficult to appreciate based solely on the mathematical analysis. This is
especially true for a less technical audience, such as some higher level management
and fiscal managers.

The obvious approach to demonstrate the effectiveness of the algorithm is to
simply have two communication devices talking using the algorithm and show that
they can continue to operate, even under noisy conditions. Unfortunately, having
two software radios, or computers, communicate is not a very impressive demon-
stration. As discussed previously, the algorithm is “hidden” in the software, and the
noise level is hard, if not impossible, to judge. The user simply sees messages being
sent and received correctly. Even if additional information about noise levels, such
as some visual presentation of frequencies, is presented, the user has a difficult time
understanding the significance of what they are seeing.

To address this challenge in communicating the effectiveness of the BBC algo-
rithm, the ACIS research group developed a demonstration that would be mean-
ingful and understandable to a less technical audience. The goal was for viewers
to easily understand how resistant to noise the algorithm was, and to be able to
appreciate some of the more subtle characteristics of the algorithm, such as how the
computational costs grow with noise.

3.1 An Audio Solution

The first attempt at developing an understandable demonstration of the BBC algo-
rithm was to use sound pulses as the communication medium. Three laptop com-
puters were set up close to each other with two sending messages while the other
received them. To send a message, the desired message was encoded as a series of
high-pitched “beeps” set in time based on the hash of the message prefix. At approx-
imately the same time, each sending computer would start sending their encoded
messages simultaneously as audio beeps transmitted through the laptop speaker.
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The receiving laptop would be “listening” for beeps through the attached micro-
phone. Each beep received would be recorded. After recording long enough to
receive all of the beeps, the receiver would decode the received messages using
the BBC algorithm interpreting each beep as a received bit that may or may not be
in the final message and display the results.

This demonstration was successful in demonstrating how two senders could
simultaneously send messages that could be correctly decoded by a receiver. It also
made the concept of “noise” easy to understand, since in addition to the two senders
simultaneously beeping, the receiver was also recording any background noise such
as people talking, equipment noise, etc. Another advantage of this demonstration
is that it shows the algorithm’s robustness to inexact timing. The two senders did
not start at exactly the same moment in time, and the timing calculations for when
to send beeps vs. when beeps were received are slightly inexact for the three lap-
tops. However, the receiver is able to correctly decode messages in spite of these
variations.

While a powerful and useful demonstration, a disadvantage of the audio version
is that it still does not give the viewer a clear understanding of the amount of noise
in the system and exactly how resilient the algorithm is. It is easy to understand
that there is additional noise, but not the amount or the effect of the noise to com-
putation cost. To achieve this understanding, the group set out to develop a visual
demonstration. The goal was to have a demonstration that was easy to understand,
visually meaningful, and interactive.

3.2 A Visual Representation

The first step in developing a visual demonstration was to come up with a mean-
ingful representation for encoded messages that was visually compact and under-
standable. The description of the algorithm often uses the specific implementation
of pulses on a timeline as an easy to understand way of encoding messages. Pulses
represent bits that can be turned on, but not off. The user can envision this as a linear
timeline with pulses at set points in time as was shown in Fig. 1. Multiple messages
are encoded by adding pulses at the appropriate point in time. Noise is represented
as pulses that are not part of the encoded messages. The number of pulses, and thus
density of the timeline, represents how noisy the message space is.

A variation of this visual analogy was used for the visual demonstration. The
linear timeline is “wrapped around” as successive rows of a bit map. Rather than
pulses represented as visual “spikes”, a single dot on the bit map represents the
presence of a pulse at that point in time. Bits can be turned on as additional messages
and noise are added to the system, but bits can not be turned off. Using this analogy,
the visual denseness of the bit map image represents how noisy the message space
is (see Fig. 3).

In addition to the compactness, simplicity, and understandability of this repre-
sentation, there is another advantage to using the bit map approach. Adding noise
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Fig. 3 Bit map representation
of bits in message space

Fig. 4 Initial screen shot of
the BBCVis applet

to the system is equivalent to turning on random bits in the bit map. Familiar paint
tools (pencil, spray can, and solid rectangle) can provide this capability to the user
without needing lengthy explanation.

Along with representing the message space, it was desirable to show how much
computation was required to decode the message(s), and the impact of multiple mes-
sages and noise in the system. A binary decoding tree as described earlier was used
for this purpose. The number of tree nodes represents how much computation is nec-
essary to decode the message(s). As additional messages and noise are added to the
message space, the size of the tree grows, both for actual messages as well as false
paths. A sense of the relative amount of computation can be quickly gleaned from
the visual density of the tree representation. For example, visually comparing the
decoding trees in Figs. 5–8 shows the increased amount of computation necessary
as the amount of noise is increased.

The bit map message space representation and binary tree computation metaphor
are combined in BBCVis, an interactive applet for experimenting with and under-
standing concurrent codes. Figure 4 shows the initial layout for the applet. Messages
are entered into the message box and encoded into the bit image. Decoded message
are displayed below along with the associated decoding binary tree on the right.
Figure 5 shows the applet after four messages have been entered. The density of
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Fig. 5 Four encoded mes-
sages

the bit map image is updated as images are encoded, and represent less than 1% in
the example shown. The decoding tree shows that very few additional nodes were
searched beyond the actual messages (nodes resulting in terminated branches are
shown as hollow circles). The four paths surviving to the bottom of the tree represent
the four messages that were decoded. The dotted line on the decoding tree panel rep-
resents the start of the checksum bits which were appended to each message before
encoding.

Figure 6 shows the effect of “adding random noise” to the system. Random bit
locations are set along with the original bits for the encoded messages. This is anal-
ogous to noise added to the received signal, either intentionally or not. As a result
of this additional noise, the decoding tree has grown to account for the additional
nodes that needed to be searched to find the final decoded messages. An indication
of the robustness of the algorithm is that a significant increase in the bit density of
the message space (over 50 times the number of bits) has resulted in only a modest
increase in the number of binary tree nodes, about a 25% increase in the number of
nodes to search. This is easy to quickly see by the change in the size of the displayed
tree. In addition, the four original messages are correctly recovered.

In addition to random noise, the applet allows for intentional noise set at specific
locations using the drawing tools. This is analog to an attacker using directed attacks
against specific areas of the message space. Figure 7 shows the results of using these
tools including large areas that were “blacked out”.

Figure 8 shows how the algorithm behaves under extreme noise conditions. With
almost 50% density in the message space (half of the bit image covered), the number
of nodes in the decoding tree, and thus computation time, has grown significantly.
The original four messages are still recovered, but additional “hallucinations” or
false messages are also decoded. One way of removing the hallucinations is to
use additional checksum bits when encoding the messages. Figure 9 shows what
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Fig. 6 Encoded messages
with random noise added to
message space

Fig. 7 Encoded messages
with both random and directed
noise

happens at 100% noise level (completely black image). The tree shows the expected
exponential growth (for practical purposes, the algorithm ceases building the tree
after a predefined number of maximum nodes at any level occurs).

In an effort to make the visualization as dynamic and informative as possible, we
have made the decoding portion of the visualization occur in real-time as messages
are entered, or noise is added to the bit image. This allows the user to immedi-
ately see the impact on computation as the message space is changed. Perhaps the
most dramatic effect occurs when drawing a solid rectangle. The tree grows and
shrinks as the rectangle is resized dynamically showing the sensitivity of the com-
putation to the amount of noise in the system. Figure 10 shows two screen shots
while dynamically increasing the size of a black square.
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Fig. 8 Hallucinations occur-
ring from excessive noise

Fig. 9 Maximum noise density

4 Future Work

Concurrent codes and the BBC algorithm are gaining recognition as a viable alterna-
tive to traditional communication techniques for certain applications. One approach
that is being investigated is a hybrid approach of using BBC for initial handshak-
ing and key exchange followed by traditional spread spectrum techniques once a
connection has been established. We are also conducting research and performing
analysis on different attacks an adversary might attempt against the technique.
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Fig. 10 Decoding tree dynamically changing while adding noise

In addition to the communication application of concurrent codes, other applica-
tions are being investigated such as rapid text retrieval for search engines. In theory,
a concurrent code approach could speed up Google searches. Another potentially
huge area would be the use of concurrent codes for RFID tags. Because large num-
bers of messages can be simultaneously transmitted and decoded, a shelf of tagged
items in a warehouse can theoretically all send their information at the same time
and be correctly decoded for inventory purposes.

The BBCVis applet has proven effective for communicating the algorithm. As
new applications for concurrent codes are developed, ways of modifying or expand-
ing the visualization will be investigated to incorporate the new approaches. BBCVis
is part of a larger suite of visualization applications for security education at the Air
Force Academy.

5 Conclusions

The BBCVis applet has been demonstrated to several individuals at different levels
of familiarity with the algorithm. The concept of a message encoded as bits in the
image and decoded seems to be quickly grasped. The use of the drawing tools to
add noise is also quickly understood. The significance of the tree is less intuitive
without explanation. However, the concept that the number of tree nodes and visual
density relates to the amount of computation time is rapidly appreciated.

In addition to the basic understanding, several viewers expressed similar reac-
tions to interacting with the tool. For example, many are surprised at how much
noise can be added without significantly affecting the amount of computation or cor-
rupting the decoded messages. Similarly, many noted how the sensitivity increases
dramatically at key noise densities, such as 50%. Figure 11 shows a chart of the
number of nodes in the decoding tree as a function of percent of coverage in
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Fig. 11 Chart of decoding nodes to message/noise density

the signal space. These results, which were obtained experimentally, match the
theoretical model and illustrate the sharp increase that occurs at the 50% point.

In summary, the BBCVis applet is effective in describing the concurrent code
algorithm and characteristics. Users are able to quickly understand the visual
metaphors and effectively interact with the applet to experiment with and understand
the underlying algorithm.

This work was sponsored in part by the Air Force Information Operations Cen-
ter (AFIOC), Lackland AFB, TX, and was performed at the Academy Center for
Information Security (ACIS) at the United States Air Force Academy.
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Visualization of Host Behavior for Network
Security

F. Mansman, L. Meier, and D.A. Keim

Abstract Monitoring host behavior in a network is one of the most essential tasks in
the fields of network monitoring and security since more and more malicious code
in the wild internet constantly threatens the network infrastructure. In this paper,
we present a visual analytics tool that visualizes network host behavior through
positional changes in a two-dimensional space using a force-directed graph layout
algorithm.

The tool’s interaction capabilities allow for visual exploration of network traffic
over time and are demonstrated using netflow data as well as IDS alerts. Automatic
accentuation of hosts with highly variable traffic results in fast hypothesis generation
and confirmation of suspicious host behavior. By triggering the behavior graph from
the HNMap tool, we were able to monitor more abstract network entities.

1 Introduction

Today, a lot of research deals with an increasing amount of data being digitally col-
lected in the hope of revealing valuable information that can eventually bring about
a competitive advantage. Visual data exploration, which can be seen as a hypoth-
esis generation process, is especially valuable, because (a) it can deal with highly
non-homogeneous and noisy data, and (b) is intuitive and requires no understanding
of complex mathematical methods (Keim and Ward, 2002). Visualization can thus
provide a qualitative overview of the data, allowing data phenomena to be isolated
for further quantitative analysis.

The emergence of visual analytics research suggests that more and more visu-
alization research is closely linked with automatic analysis methods. Its goal is
to turn information overload into the opportunity of the decade (Thomas, 2005;
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Thomas and Cook, 2005). Decision-makers should be enabled to examine this
massive, multi-dimensional, multi-source, time-varying information stream to make
effective decisions in time-critical situations. For informed decisions, it is indis-
pensable to include humans in the data analysis process to combine flexibility,
creativity, and background knowledge with the enormous storage capacity and com-
putational power of today’s computers. The specific advantage of visual analytics
is that decision makers may focus their full cognitive and perceptual capabilities
on the analytical process, while allowing them to apply advanced computational
capabilities to augment the discovery process.

Our objective is to show how visual analysis can foster better insight in the large
data sets describing IP network activity. A non-trivial task of detecting different
kinds of system vulnerabilities can be successfully solved by applying the visual
analytics approach. Whenever machine learning algorithms become insufficient for
recognizing malicious patterns, advanced visualization and interaction techniques
encourage expert users to explore the relevant data and take advantage of human
perception, intuition, and background knowledge. In the process of human involve-
ment acquired knowledge can be further used for advancing automatic detection
mechanisms.

This paper focuses on tracking of behavioral changes in traffic of hosts as one of
the most essential tasks in the domains of network monitoring and network secu-
rity. We propose a new visualization metaphor for monitoring time-referenced host
behavior. Our method is based on a force-directed layout approach which allows for
a multi-dimensional representation of several hosts in the same view. This new visu-
alization metaphor emphasizes changes in the traffic data over time and is therefore
well suited for detecting uncommon system behavior. We use the visual variable
position to give an indication about traffic proportions of hosts at a particular
moment in time: High traffic proportions of a particular protocol attract the observa-
tion nodes resulting in clusters of similar host states. So-called traces then connect
the snapshots of hosts (one snapshot for every time interval) in chronological order
resulting in one chain per host.

Various interaction capabilities allow for fine-tuning the layout, highlighting of
hosts of interest, and retrieval of traffic details. As a contribution to visual analytics,
we implemented an automatic highlighting of hosts with high variations in the used
application protocols of network traffic in order to guide the interactive exploration
process.

The rest of the paper is structured as follows: Sect. 2 discusses related work in the
field of visualization for network monitoring and security with a focus on tools ana-
lyzing application ports, graph-based approaches, and visual analytics applications.
The next section details our system and the graph-based layout, including a descrip-
tion of the available user interactions. Since the tool lends itself to be applied to more
abstract information, we then show how it can be integrated in our previously pro-
posed HNMap tool to monitor network behavior of prefixes, autonomous systems,
countries, or continents. To demonstrate and evaluate the usefulness of the behavior
graph, we conduct a small case study and present means for automatic highlighting
of high variance hosts. After presenting some ideas about further developments of
our tool (Sect. 4), the last section sums up our contributions.



Visualization of Host Behavior for Network Security 189

2 Related Work

Ultimately, all previously proposed methods support the administrators in their task
to gain insight into the causes of unusual traffic, malfunctions, or threat situations.
Besides automatic analysis means, network operators often relied on simple statisti-
cal graphics like scatter plots, pair plots, parallel coordinates, and color histograms
to analyze their data (Marchette, 2001). However, to generate meaningful graphics,
the netflow data and the countless alerts generated by IDSes need to be intelligently
pre-processed, filtered, and transformed since their sheer amount causes scalability
issues in both manual and visual analysis. Since traditional statistical graphics are
familiar to analysts, their design often forms the basic metaphor of newly proposed
visualization systems. Therefore, additional interaction features enhance the user’s
capabilities to discover novel attacks and to quickly analyze threat situations under
enormous time pressure.

One such visualization systems is IDS Rainstorm, which bridges the gap between
large data sets and human perception (Abdullah et al., 2005). A scatterplot-like
visualization of local IP addresses vs. time is provided to analyze the thousands of
security events generated daily by the IDS. After zooming into regions of interest,
lines appear and link the pictured incidents to other characteristics of the data set.

A demonstrative example of work in the field is the situational awareness is
VisAlert (Livnat et al., 2005) which is built upon the w3 premise, assuming that
every incident has at least the three attributes what, when, and where. In the VisAlert
display, the location attribute is placed on a map, the time attribute indicated on con-
centric circles around this map, and the classification of the incident is mapped to
the angle around the circle. For each incident, the attributes are linked through lines.

This linking in detail views is also utilized in other applications like TNV
(Goodall et al., 2006). The main matrix links local hosts, which are colored accord-
ing to their activity level, to external hosts through straight and curved lines. In
addition to that, the system includes a time histogram, a bifocal lens to enlarge
the focus area, colored arrowheads to show traffic direction and protocols, parallel
coordinates linking source and destination port, and details on demand interaction
techniques. While this open source tool is excellent for monitoring a small local net-
work, its limit to display approximately 100 hosts at a time might cause scalability
issues when monitoring medium or large size networks.

As already mentioned, parallel coordinates have become a popular analysis tech-
nique when dealing with network data. VisFlowConnect uses the parallel axis view
to display netflow records as in- and outgoing links between two machines or
domains (Yin et al., 2004). This techniques allows the analyst to discover a vari-
ety of interesting network traffic patterns, such as virus outbreaks, denial of service
attacks, or network traffic of grid computing applications.

It is worth mentioning that visualization techniques like parallel coordinates and
graphs have meanwhile found their way into commercial products, such as the RNA
Visualization Module of SourceFire (Sourcefire, 2005). However, major drawbacks
of parallel coordinates’ are that they introduce visual clutter due to overplotting of
lines and that only correlations between neighboring axes can be identified.
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2.1 Analysis of Application Ports

An important subarea is visualization of application port activity as an indication to
the running network applications. (Lau, 2004), for example, presented the Spinning
Cube of Potential Doom, a 3D scatterplot with the dimensions local IP address, port
number, and global IP address. The cube is capable of showing network scans due
to emerging patterns. However, 3D scatterplots may be difficult to interpret on a 2D
screen due to overlay problems.

Another port analysis tool is PortVis described by McPherson et al. (2004). It
implements scatterplots (e.g., port/time or source/port) with zooming capabilities,
port activity charts, and various means of interaction to visualize and detect port
scans as well as suspicious behavior on certain ports.

For a more detailed analysis, Fink et al. (2005) proposed a system called Por-
tall to allow end-to-end visualization to view communications between distributed
processes across the network. This system enables the administrator to correlate
network traffic with the running processes on his monitored machines.

2.2 Graph-Based Approaches for Network Monitoring

In network monitoring and security, graph-based approaches have been intensively
used. In most cases, however, their use is limited to expressing communication
between hosts or higher-level elements of the network infrastructure among each
other along with information about traffic intensity.

Early internet mapping projects put their focus on geographic visualization where
each network node had a clearly defined geographic position on a map. The same
principle was applied in a study to map the multicast backbone of the internet
(Munzner et al., 1996). Since the global network topology was shown, the authors
used a 3D representation of the world and drew curved edges on top. Other research
focused on visual scalability issues in 2D representations ranging from matrix
representation to embeddings of the network topology (Eick, 2005) in a plane.

Measuring the quality of network connections in the internet through metrics
results in huge data sets. Visualizing this information in graphs becomes both chal-
lenging in terms of the layout calculation as well as in terms of visibility of nodes
and links of such a graph. Cheswick et al. (2000), for example, mapped about 88,000
networks as nodes having more than 100,000 connecting edges. Another related
study implements a hybrid approach by using longitudinal and hierarchical BGP
information for their graph layout (Claffy, 2001).

For further reading, we recommend Chaomei Chen’s book “Information Visual-
ization – Beyond the Horizon” (Chen, 2004) since it contains a nice overview of the
history of internet cartography.
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2.3 Towards Visual Analytics for Network Security

One of the key challenges of visual analytics is to deal with the vast amount of data
from heterogeneous data sources, such as the countless number of events and traffic
collected in log files originating from traffic sensors, firewalls, and intrusion detec-
tion systems. Like demonstrated in (Lee et al., 2005), consolidation and analysis
of these heterogeneous data can be vital to properly monitor systems in real-time
threat situations. Because gaining insight into complex statistical models and ana-
lytical scenarios is a challenge for both statistical and networking experts, the need
for visual analytics as a means to combine automatic and visual analysis methods
steadily grows along with increasing network traffic and escalating alerts.

Muelder et al. (2005), for example, proposed a tool to automatically classify
network scans according to their characteristics, ultimately leading to a better dis-
tinction between friendly scans (e.g., search engine webcrawlers) and hostile scans.
Wavelet scalograms are used to abstract the scan information on several levels to
make scans comparable. These wavelets are then clustered and visualized as graphs
to provide an intuition about the clustering result.

Xiao et al. (2006) start their analysis in the opposite direction. First, network
traffic is visualized as scatterplots, Gantt charts, or parallel plots and then the user
interactively specifies a pattern, which is abstracted and stored using a declarative
knowledge representation. A related system is NVisionIP (Lakkaraju et al., 2005),
which employs visually specified rules and comes with the capability to store them
for reusage in a modified form of the tcpdump filter language. The visual analytics
feedback loop implemented in both approaches allows the analyst to build upon pre-
vious discoveries in order to explore and analyze more complex and subtle patterns.

2.4 Summary

While graphs have previously been used to convey connectivity among network
hosts, the novelty of our approach lies in its objective to convey the type of traffic
through node position. We then connect all snapshots of one single host in chrono-
logical order through traces. In the this paper we employ an adapted force-directed
graph layout to better use the available screen space. At the same time, user interac-
tion and automatic highlighting of suspicious hosts facilitate hypothesis generation
and verification through exploration of their behavior in our visual analytics tool.

3 Technical Approach

The goal of our visualization is to effectively discover anomalies in the behavior of
hosts or higher level network entities by comparing their states over time. Figure 1
shows the states of host A and host B at the time intervals 1–6 by calculating the
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Fig. 1 The normalized traffic measurements define the states of each network entity (host A or
host B) for the intervals 1–6. We interpret these states as points in a high-dimensional space (one
dimension per traffic type)

normalized traffic proportions for each type of traffic within the interval. Although
the figure shows all the relevant information, its scalability is limited since perceiv-
ing this detailed information for many hosts and time intervals makes it difficult to
keep an overview.

We therefore represent every network entity in a two-dimensional map through
several connected points, which all together compose the entity’s trace. Both color
and shape are used to make the entities distinguishable among each other. Each
node represents the state of one network entity for a specific interval and its position
is calculated through the entity’s state at that interval. We basically map a high-
dimensional space onto a distorted two-dimensional space. If the nodes for one
entity are now not in the same place, the entity’s state has changed over time.

This leads to some nice effects which help to visually filter the image. Entities
that do not change form small clusters or might even be only visible as a single point,
whereas entities that have changed reveal visible trails, either locally or throughout
the view. These long lines eventually catch the user’s attention.

To be able to visualize more than two dimensions in a two-dimensional plot, we
use an force-directed layout approach to approximate distance relationships from
high-dimensional space into 2D. Every data dimension is represented by a dimen-
sion node. In a first step, the layout of these nodes is calculated. Although arbitrary
layouts are possible to place these dimension nodes, the current implementation
uses a circular force-directed layout to distribute the nodes on the available space.
This chosen layout now defines the distortion of the projected space. After fixing the
positions of the dimension nodes, the observation nodes are placed in the plane and
connected to their corresponding dimension nodes via virtual springs. All obser-
vation nodes of the same entity are also tied together with virtual springs. The
forces are calculated in an iterative fashion until an equilibrium is approximated.
Figure 2 sketches the layout calculation exemplarily for the two hosts from the pre-
vious figure. The analyst can now trace the state changes for all intervals of the
host.
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Fig. 2 Sketch showing the coordinate calculation of the host position at a particular point of time.
The final graph layout is calculated using a force-based method considering all attraction and
repulsion forces

Fine-tuning the graph layout with respect to trace visibility is done by attaching
additional attraction forces to the trace edges, which are then taken into consider-
ation during layout calculation. To visually highlight the time-dependency of the
object nodes, we mapped the alpha value of the connecting traces to time. Older
traces fade out while newer ones are clearly visible.

For many analysis scenarios, not only traffic proportions but also absolute traffic
measures play an important role. In other words, the graph layout will assign almost
the same position to two nodes with each having 50% IMAP and SMTP traffic, no
matter that the first one has transferred several megabytes whereas the second one
only a few bytes. We thus varied node size according to the absolute value of the
traffic measure (normally the sum of the transferred bytes) using logarithmic scaling
due to large variations in traffic measurements.

3.1 Layout Details

The weights of the attraction edges of each observation node represent the propor-
tions of the employed application protocols within the network traffic of a particular
time interval. The first node of host B in Fig. 2, for example, is only connected to
the SMTP attraction node. Since node positions are calculated step-wise using a
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spring-embedder graph layout and since all attraction nodes push each other away
due to additional repulsion forces, a consistent graph layout is generated where each
nodes has a unique position. We used the (Fruchterman and Reingold, 1991) spring
embedder algorithm to calculate the forces between the nodes. The calculation of
the attracting forces follows the idea of a physical model of atomic particles, exert-
ing attractive and repulsive forces, depending on the distance. While every node
repels other nodes, only nodes that are connected by an edge attract each other.
It is important to note that the forces calculated by this algorithm result in speed,
not acceleration as in physical systems. The reason is that the algorithm seeks for a
static, not a dynamic equilibrium. There are several other algorithms that could solve
our layout problem, like the force directed algorithm from (Eades, 1984), the variant
of (Kamada and Kawai, 1989), and the simulated annealing approach of (Davidson
and Harel, 1996). The reason for choosing the Fruchterman–Reingold algorithm is
its efficiency, speed and robustness concerning the force and iteration parameters.
As weighted edges were needed we extended the Fruchterman–Reingold implemen-
tation of the JUNG (O’Madadhain et al., 2007) graph drawing library to support
additional factors on the forces.

3.2 Implementation

To build a flexible and fast analysis system, we relied on the database technol-
ogy provided by a PostgreSQL database (PostgreSQL Global Development Group,
2007). Data loading scripts extract the involved IP addresses along with port num-
bers, the transferred bytes, and a timestamp from tcpdump files, and store them in
the database. To speed up query time, traffic with identical IPs and ports can be
aggregated in 10 min intervals in a new database table. The actual behavior graph
application is implemented in Java.

3.3 User Interaction

Since node positions depend on the traffic occurring in the respective time interval
and the pushing forces of nearby nodes, only an approximation of the actual load
situation is given. Furthermore, due to the multi-dimensional nature of the data at
hand, estimating traffic proportions from node positions becomes difficult or even
impossible due to ambiguity (e.g., Fig. 2 shows that host A and host B have almost
the same position in the sixth interval). This might happen because there exist sev-
eral sets of traffic loads that are mapped to the same 2D location. We resolve this
ambiguity through user interaction: by moving the mouse over a node a detail view
is triggered (see Fig. 3). Alternatively, the so-called dimension nodes can be moved
using drag & drop to estimate their influence on a particular node or a whole group
of nodes. A simple click on a dimension node results in highlighting all observation
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Fig. 3 Host behavior graph showing the behavior of 33 prefixes over a timespan of 1 h. Interaction
is used as a means to retrieve traffic details for a particular node (bar chart in the middle). The user
has selected three prefixes to trace their behavior. The configuration panel on the right allows for
fine-tuning the graph

nodes containing the respective traffic. This highlighting is realized by coloring all
normal nodes in grayscale while showing the highlighted nodes in color. Using the
configuration panel, further dimension nodes and observation node groups can be
added to or removed from the visualization.

Because we carefully designed our application for a multitude of analysis sce-
narios, the user can flexibly choose the attributes representing attraction nodes and
observation node groups depending on the available data in the considered data set.
To abstract from the technical details, he can simply select from the available data
attributes in the two drop-down menus shown in Fig. 3.

In addition to this, the configuration panel has four sliders: (a) The movement
accentuation slider highlights suspicious hosts with highly variant traffic. Further
details about this are given in Sect. 3.5.2. (b) The second slider controls the number
of observation nodes by increasing or decreasing the time-intervals for aggregating
traffic. Changing the granularity of time intervals is a powerful means to remove
clutter (less nodes due to larger time intervals) or to show more details (more nodes)
to understand traffic situations. (c) Since each distinct node represents the state of
a particular host during a time interval, we use edges to enable the user to trace a
node’s behavior over time. However, following these edges can become a challenge
since nodes can end up in widely varying places. In order to make these observation
node groups more compact, additional attraction forces can be defined on neighbor-
ing nodes of a chain. The strength of these host cohesion forces can be fine-tuned
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Fig. 4 Fine-tuning the graph layout through cohesion forces between the trace edges can improve
the compactness of traces

with the third slider. Figure 4 demonstrates the effect of changing the forces. (d)
Last, but not least, the attraction forces between observation and dimension nodes
play an important role to ensure interpretability of the graph. Too strong attraction
forces result in dense clusters around the dimension nodes, whereas too weak attrac-
tion forces result in ambiguity when interpreting traffic proportions since repulsion
forces among observation nodes push some nodes closer to unrelated dimension
nodes.

3.4 Abstraction and Integration of the Behavior Graph in HNMap

We previously presented the HNMap as a hierarchical view on the IP address
space (Mansmann et al., 2007). Hosts are grouped by prefixes, autonomous systems
(ASes), countries, and continents using a space-filling hierarchical visualization.
This scalable approach enables the analyst to retrieve details about a quantitative
measure of network traffic to and from hosts in the visualization using the above
mentioned aggregation levels.

Figure 5 shows the HNMap on the AS level. Through the pop-up menu, a
behavior graph for any one of the shown ASes can be displayed. Since detailed
information to build up the behavior graph is available for all child levels, the user
is free to choose the appropriate one. Note that only the lowest two levels of details
are available since the selected node (red node at the upper left corner of the pop-
up menu) is an AS node. The higher level behavior graphs can be triggered in less
granular HNMap views.

While the behavior graph on prefixes, ASes, countries, or continents represents
less detailed information about the particular substructures of the internet, it has
proven to be beneficial since these aggregated behavior graphs significantly reduce
the information overload that a network administrator needs to face when dealing
with large-scale network traffic monitoring. Hence, finding the relevant subset using
HNMap in combination with aggregation in detail views can be seen as possible
solutions to get hold of scalability problems.
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Fig. 5 We integrated the behavior graph into the HNMap visualization system. The behavior of
the selected HNMap rectangle is presented by showing its child nodes (e.g., hosts, prefixes, ASes,
countries, or continents) instead of being limited to the lowest-level host behavior

3.5 Application and Evaluation

In order to demonstrate the tool’s capabilities, we present a brief case study using
SNORT intrusion detection alerts followed by a demonstration of the automatic
accentuation visual analytics feature, which is demonstrated on the basis of traffic
measurements from our university gateway.

3.5.1 Case Study

For this case study, we evaluated the 19,000 alerts generated by a SNORT intrusion
detection sensor within our university network in slightly more than 2 days. The
alerts referred to 17 hosts that scanned the network or generated suspicious network
traffic. The attraction nodes were in this case not initialized with application port
numbers, but rather with the 15 most prominent SNORT alerts of our data set and
an “Undefined” traffic node for the remaining 71 rarely occurring alerts.

Figure 6 shows the outcome of our behavior graph. Larger nodes indicate a
higher number of alerts and thus helps us to quickly identify the most actively
attacking nodes. The graph layout generated a number of homogeneous and het-
erogeneous clusters. Color and shapes make nodes of different observation groups
more distinguishable.
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Fig. 6 Evaluating 2 days of SNORT intrusion detection alerts with the behavior graph

During interactive exploration, we discovered that the brown host on the upper
left was continually scanning using ICMP PING NMAP and ICMP PING. Further-
more, the green host close to the middle and below “Undefined” generated about
1,000 alerts of various kinds, probably actively scanning the sensor machine for
vulnerabilities. The two hosts with router advertisements in the lower left corner are
actual routers of the network and the alerts were only generated because the SNORT
sensor configuration did not exclude them.

3.5.2 Automatic Accentuation of Node Groups with Highly Variable Traffic

When regarding the behavior graph, clusters immediately stand out. However, in
many scenarios the analyst is rather interested in nodes with highly variable traffic,
or in other words, nodes that jump from one place to the other in the visualization.
Since our visualization spans up a n-dimensional metric space, it is possible to cal-
culate the normalized positional changes pcnorm of all t subsequent observations of
a host in this Euclidean space:

−→o r =
−→o
|−→o | , (1)

pcnorm =
∑tmax−1

t=1 |−→o r
t −−→o r

t+1|
tmax

, 0 ≤ pcnorm ≤ 2. (2)
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Note that we first need to calculate the relative position −→o r of an observation
node – our graph layout tries to place nodes with identical relative positions close
to each other. Then, after calculating pcnorm for every node observation group, it
becomes trivial to accentuate the groups with the highest values. The bounds of
pcnorm can be explained through the fact that any component of vector−→o r

t is counted
twice, once in the calculation of the difference between −→o r

t and −→o r
t+1 and once

between −→o r
t and −→o r

t−1.
To demonstrate the capabilities of our tool in a reproducible way, we used traffic

measurements from our university network. In particular, we loaded all netflows
passing the university gateway into the database, aggregated them the traffic /24
prefixes. An aggregating SQL query calculates the data for each node and loads it
into the visualization and exploration tool. Figure 7 shows the behavior of the 96
of the /24 prefixes in the data set. Note that nodes with highly variable traffic are
automatically accentuated in accordance with the outcome of our calculations.

3.5.3 Scalability

Our tool works well with approximately 1,000 observation nodes. The number of
actual observation nodes depends on the number of monitored network entities,
the time interval over which the data is aggregated and the monitored time span.
Each one of these can be seen as a factor to estimate the number of observation

Fig. 7 Automatic accentuation of highly variable /24 prefixes using 1 h network traffic from the
university network
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nodes (e.g., monitoring 50 hosts over six 10-min intervals results in approximately
300 observation nodes). Above these 1,000 observation nodes, layout calculation
becomes tedious and fine-tuning layout parameters turns into a challenge in itself.

4 Future Work

We noticed that it would add additional functionality if we enable users to select a
certain point in time for visualization. One possibility would be to use a histogram
of the amount of traffic over time. The user could then select an interval on this
histogram to view the traffic. Another interesting possibility would be the option
to visualize network flows in realtime with a sliding time window starting at the
present and extending to some time in the past. As our layout is calculated itera-
tively, realtime visualization should be possible with a decent processor. Another
direction for further work is the integration of an automatic dimension selection.
For datasets with very high dimensionality the view gets cluttered. As our technique
focuses already on a general view and not on details, it would make sense to use
algorithms like PCA to eliminate dimensions which do have only a minor effect on
the resulting visualization layout.

5 Conclusions

In the scope of this paper, we discussed a novel network traffic visualization
metaphor to monitor host behavior. It uses an adaption of the force-driven Fruchter-
man–Reingold graph layout to place host observation points with similar traffic
proportions close to each other. Various means of interaction with the graph make
the tool suitable for exploratory data analysis.

Since our behavior graph can be used to evaluate both low-level host behavior as
well as more abstract network entities, we integrated it in the HNMap tool. It can
there be triggered through a pop-up menu on network entities of various granularity
levels (e.g., hosts, prefixes, ASes).

The usefulness of the presented tool was demonstrated using traffic measure-
ments from our university’s gateway router and IDS alerts from a SNORT sensor.
Within a brief case study, findings that can be extracted from the presented behavior
graph are discussed. To equip our tool with a visual analytics feature, we introduced
a normalized measure for positional changes in n-dimensional Euclidean space to
automatically accentuate suspicious node groups with highly variable traffic.
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Putting Security in Context: Visual Correlation
of Network Activity with Real-World
Information

W.A. Pike, C. Scherrer, and S. Zabriskie

Abstract To effectively identify and respond to cyber threats, computer security
analysts must understand the scale, motivation, methods, source, and target of an
attack. Central to developing this situational awareness is the analyst’s world knowl-
edge that puts these attributes in context. What known exploits or new vulnerabilities
might an anomalous traffic pattern suggest? What organizational, social, or geopo-
litical events help forecast or explain attacks and anomalies? Few visualization tools
support creating, maintaining, and applying this knowledge of the threat landscape.
Through a series of formative workshops with practicing security analysts, we have
developed a visualization approach inspired by the human process of contextualiza-
tion; this system, called NUANCE, creates evolving behavioral models of network
actors at organizational and regional levels, continuously monitors external tex-
tual information sources for themes that indicate security threats, and automatically
determines if behavior indicative of those threats is present on a network.

1 Introduction

Visualization can have a central role in helping computer security analysts under-
stand the changing state of their systems. But to take action on the basis of what they
see in visual displays, analysts must be able to do more than just perceive anoma-
lous changes; they must be able to explain them. Analysts also need the capacity
to be proactive. Ideally, they should be able to identify potential security threats
before an attack is incipient. Explaining and predicting security events often require
more than just network- or host-centric information. External information such as
exploit and vulnerability reports from other organizations, security advisories and
even news stories are critical in helping analysts put anomalies in context.
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We introduce a security visualization and analysis approach called NUANCE,
which results from extensive engagement with practicing analysts on computational
methods that help them put their network observations into real-world context.
NUANCE abstracts packet-level data to higher-level behavioral models for each
IP address and group of addresses (such as an organizational subnet) observed
on a network. Through a new heterogeneous data integration approach, NUANCE
then visually fuses these behavioral models with contextual information on current
threats and exploits from open sources. Our approach automatically collects this
contextual information and determines to which actors or groups observed on a net-
work (e.g., particular IP addresses, organizational units, or geographic areas) it is
relevant. Creating, maintaining, and applying contextual knowledge of the threat
landscape is the analyst’s stock in trade, and NUANCE automates and scales up this
practice. By seeking out context, NUANCE results in a lower information process-
ing burden on the analyst and can direct the analyst’s attention to activities most
worthy of scrutiny.

We also describe the process of working with practicing analysts to develop and
refine our visualization techniques. Through a user-centered process that included
a series of formative design and evaluation workshops, we produced a set of visual
interfaces that help analysts identify and explain off-normal activities. These work-
shops motivated our research by framing the questions that analysts ask in the course
of investigating anomalies and the work practices that visualization systems need to
support.

2 Related Work

Current network monitoring tools can produce potentially overwhelming volumes
of data (Conti et al., 2006). To improve the detection of malicious events, and make
best use of innate human abilities to integrate observations into explanations, there
is a critical need for visual analysis techniques with which security professionals can
efficiently interrogate this data. Moreover, visualization can be coupled with more
sophisticated data pre-processing steps such that the human analyst is brought into
the analysis loop at the appropriate point; rather than creating synoptic visual dis-
plays of all activity, for instance, we can first employ data reduction techniques that
generate cognitively appropriate visual displays of the highest-value information.

2.1 The Importance of Maintaining Context

Human cognition is fundamentally about putting information in context, and it is
context that allows analysts to make judgments about the meaning and importance of
observed events. Just as real-world context guides pre-attentive selection of salient
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features in the physical environment (Barsalou et al., 1993), contextual selection
should extend to visualization environments. To help analysts deal with volumes of
alerts and warnings, context-aware systems can triage these events in the same way
a human would.

In an examination of the work practices of security analysts, Goodall et al. (2004)
found that analysts often use online contextual information sources to keep up on
the rapidly changing security landscape. Thompson et al. (2006) suggest that text
information, including data from public information sources, be included in visual-
ization applications for network security. We came to a similar finding during our
own workshops (see Sect. 3), where analysts reported that there was more useful
information online about potential threats than they had time or capacity to process.

2.2 Visualizing Packets and Flows

Many contemporary visualization approaches for network analysis problems focus
on node connectivity and traffic flow (e.g., Paulson, 2004; Krasser et al., 2005) or
on firewall alert and packet-level visualization (e.g., Conti et al., 2006). NVisionIP
(Lakkaraju et al., 2004) exemplifies visualization of the lowest level of network flow
data, providing a broad overview of traffic volume. Erbacher et al. (2002) produce
an aggregate display that emphasizes higher-level behaviors, such as traffic load
and connection patterns to individual systems on a network, and demonstrate that
visualization can help analysts detect “interesting” cases quickly.

A primary concern with synoptic visualization of traffic, however, is that subtle
nuances in traffic rate, destination, or type can go unnoticed. Kafadar and Wegman
(2006). for instance, simply characterize “exotic” traffic as that with particularly
high IP address or port frequencies, despite the risk that threats may also be carried
in rare, sparse traffic. To address these subtleties, Wegman and Marchette (2003)
call for “evolutionary graphics” capable of better communicating traffic change
over time.

Ko et al. (1993) provide a foundation for tracking the temporal evolution of net-
work actors, attempting to find the same actor in reports from multiple network
resources. Our approach is to aggregate low-level log data to broader behaviors that
characterize an actor (malicious or otherwise) over time – while allowing the end
user to drill-down to individual records when needed. This technique reduces, in
part, the data overload problem by increasing the level of abstraction at which net-
work data can be analyzed. Our behavior models can also help express the temporal
patterns and periods in traffic that are important – yet generally overlooked – in
anomaly detection (Cordella et al., 2005). Leckie and Yasinsac (2004) take a sim-
ilar behavior-centered approach, characterizing the activity of actors on a network
based on the spread of their sessions during six time periods throughout the day; our
technique, detailed in Sect. 4, uses a more precise continuous activity model.



206 W.A. Pike et al.

2.3 Visualizing Correlated Activity

In response to the heterogeneous nature of data produced by distributed network
sensors, attention has recently been devoted to visual environments that synthe-
size disparate information into coherent views. SecureScope (D’Amico and Larkin,
2001), for instance, helps situate cyber attacks in organizational and geographic
context by visualizing features such as the mission components affected and the geo-
graphic location of critical assets. VisAlert (Foresti et al., 2006) visually links the
“what, where, and when” of alerts from network sensors, although it depends wholly
on the user to detect malicious activities. Hertzog (2006) visualizes relationships
between users, applications, ports, and external hosts using parallel coordinate plots;
large numbers of outgoing connections are grouped effectively in these graphics,
allowing the analyst to readily detect cases where an application is communicating
on an unusual port.

Some work on detecting correlates for cyber attacks is motivated by the subtle
nature of insider threat. For instance, the vast majority of insider attacks demonstrate
extensive advanced planning (Randazzo et al., 2004). Such cases exemplify the need
for contextual information – in this case, information on behavioral changes, infor-
mation access patterns, and so on – that can help detect nascent threats before they
are executed. To this end, Stolfo et al. (2003) evaluate email flow characteristics
(such as attachment frequency and time of use) to detect changing social cliques
and policy violations. A natural extension of this work would apply text analysis
techniques, as we do, to identify themes in traffic content that indicate concern.

From a data reduction perspective, there are existing techniques for correlation
of multiple logs for improved anomaly and intrusion detection; EMERALD (Porras
et al., 2002), for instance, fuses events at the alert level using Bayesian networks.
Such approaches provide a lower-volume, higher-value information stream to the
analyst. However, automated correlation of structured log data with unstructured
contextual information remains a research challenge, and it is this problem that
NUANCE helps address. Furthermore, despite recent advances in visualizing the
state of network activity, most visual tools are still reactive – they are only effective
at discovering attacks that are incipient. But there is a valuable role for visualization
in helping analysts forecast potential events of concern in advance of their obser-
vation on the network; a system that processes online discussions can help analysts
find out about security events that others are experiencing, for instance. Making use
of real-time, open source reporting is especially important in effective notification
of, and response to, zero-day attacks.

3 Technical Approach

To establish requirements for visual aids to contextualization, we engaged a group
of seven practicing security professionals from our organization in brainstorm-
ing, design, and evaluation workshops over the course of a year. The goal was to
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understand the kinds of “world knowledge” analysts apply, the nature of the external
information sources they use, and their desiderata for visual interaction and discov-
ery mechanisms. While the lessons derived from these sessions drove the design
requirements for the NUANCE tools we present in Sect. 4, they also provide general
guidelines for visual analysis in computer security applications. Below, we summa-
rize the requirements derived from these sessions, which fell into two categories:
understanding context and understanding behavior.

3.1 “I Just Want to Know Where to Focus My Time”

The primary concern that emerged from our workshops was that analysts need help
looking beyond anomalies; they want to detect unwanted activity, which they distin-
guished from the merely anomalous. Said one participant, “my work is exploratory
and creative by nature, not engineered or planned.” Signature-based approaches to
anomaly and intrusion detection, while an important element of their arsenal, did
not always support the need for open-ended discovery. And while the analysts had
tools at their disposal that supported unstructured analysis, one challenge for them
was knowing where to start looking; they needed the tools to incorporate “focusing”
aids that suggested high-value exploration paths.

One of the primary drivers of exploration, we found, was the world of external
information that analysts used to keep aware of the changing security landscape.
Typically, analysts monitored sources like the SANS Internet Storm Center and US-
CERT advisories, but each also defined an idiosyncratic set of online resources that
they found helpful in identifying activities to be on the lookout for. Known malicious
actors and traffic could be netted by existing signature-based tools, but they were
concerned over learning about new exploits for which signatures did not exist.

Our analysts suggested that one technology that would benefit them was a way to
associate key words in the online text sources they read with events in the log files
they explore. They wanted to be able to quickly find, for event patterns of interest
in their logs, any available information online that could help explain them. They
suggested that “off-network” text information is even more important in the area of
insider threat. Much of the forewarning of insider events was described as “soft”:
reports from other staff or changes in the style, content, or pattern of communica-
tion. As with external threats that might begin with a reconnaissance phase, insider
activities are marked by a number of elements that happen before the event, none of
which would be captured in the logs of current monitoring tools. The same content-
based approach to associating terms in external text sources with network events
could be used for insider threat mitigation if it is applied to network traffic content.
While insider threat detection is outside the scope of the present work, the basic
techniques we develop could be extended to this area.

A motivating example from finance emerged from one of our workshops to illus-
trate the role of context in visual analysis. A company’s stock price is a summary
signal for the behavior of the people and institutions that own it. Changes in the
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signal reflect changes in behavior – buying and selling. News stories about that com-
pany can serve as both indicators and drivers of changes in the stock price signal.
As an indicator, for instance, a news article about a company’s woes might coincide
with an observed downward trend in its stock price. As a driver, an article about the
unexpected release of a new product might motivate buyers to purchase the stock,
raising its price. And just as a market analyst cannot effectively act if he or she only
sees one or the other component of the system (either the price history or the con-
textual articles), a security analyst needs both signal and context to understand the
state and trend of the network. In particular, the better the analyst can understand
the relationships between drivers and the observed signal, the better decisions he or
she can make; ideally, the analyst can identify contextual events likely to influence
the signal before they are reflected in that signal. To proactively respond to potential
threats, the security analyst needs to be aware of the current threat landscape and
must understand the relationships between those threats and his or her own systems.
Visualization can be effective in communicating associations between the two.

3.2 “We Need to Organize Our Hay into Smaller Piles”

The second major area of concern for analysts in our workshops was developing a
greater understanding of the nature of the behaviors on their networks. Unsatisfied
with tools that gave them a broad overview of the “haystack” that was their network,
our analysts were looking for data reduction techniques that increased the informa-
tion density of their visual displays. This “smaller haystacks” approach, if coupled
with contextual information that could at least point them to the right haystack, as
they said, would result in efficiency gains in finding the needles of malicious activity.

The first approach to data reduction that the analysts wanted to see was the ability
to reduce massive amounts of transaction level data down to a set of behaviors that
represent the trends in those transactions over time. These behavior-based views
would help them see what normal activity from an individual IP address, group,
or location looked like, and would therefore let them detect off-normal conditions
more easily. A visual display should show the analyst whether current activity for
given actor is within its expected behavior, but can do so at a high level that does not
clutter the display with lower-level transaction information (although this should be
available through drill-down).

Once the baseline models had reduced large amounts of transaction records to
a more succinct behavior, the analysts were looking for tools that would organize
these behaviors into “cliques” that would help them detect distributed but related
activities. These cliques would be produced at multiple levels of granularity, from
the individual IP address, to the organization (company, university, and so on), and
region (city, province, country). Organizational cliques can help detect coordinated
activities that derive from a location such as an internet café, even if the particular IP
addresses involved change over time. In addition to creating cliques on the basis of
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shared network attributes, cliques should be created that reflect common behaviors
regardless of their location or organization of origin.

Understanding both behavior and context helps analysts achieve what they stated
as their ultimate goal, which was to be more proactive in their work. A challenge
for visualization, they told us, was to give them the flexibility to be both predictive
and reactive; to look ahead for events they might experience and to look backward
for forewarning they could have had about events they did experience.

3.3 Behavior Modeling

The NUANCE visualization approach that emerged from the requirements gathered
during our analyst workshops fuses behavioral analysis with contextual information.
This section describes the resulting behavior modeling and visualization technique;
Sect. 5 introduces our contextual analysis methods.

Rather than build visualizations for individual network transactions, our work
takes the approach that what is important is anomalous or malicious behaviors,
which may be manifested in a series of transactions over time (from seconds to
days or even years). NUANCE uses a hierarchical modeling approach to represent
actor behavior. At the most granular level is the IP address; a behavioral model can
be constructed for every IP and group thereof. NUANCE defines group member-
ship through geographic and organizational attributes retrieved through who is and
gazetteers, although custom groups could be created by the analyst. (We note that
NUANCE itself does not reconcile spoofed addresses, although it can make use of
existing traceback techniques). Groups can also be created at the port level. Sample
groups might include “China”, “Zhejiang Province”, “XYZ University” and “FTP
traffic from XYZ University”. When a new actor appears on a network (e.g., an
IP address that has not been observed before), the hierarchical modeling approach
allows it to be assigned baseline behavioral models based on its organization and
region until sufficient history has been observed to generate a model of its own.

Because baseline activity for “normal” behavior is not assumed to be the same
for all IP addresses, the analyst can examine behavioral profiles aggregated to any
group of users – important when trying to detect external threats where the attacker
changes IP address over time. We can look at behavior from a particular place,
for instance, and note when that origin location’s behavior changes, regardless of
which actors are responsible for the change (since some of the actors may be “new”
IP addresses).

3.3.1 Model Definition

The NUANCE behavior modeler consists of parsing, statistics, and curve-fitting
components. The parser receives real-time network data (such as from NetFlow logs,
although any log data can be used) and summarizes each record as a timestamp and
a list of groups to which the transaction belongs. Group membership is assigned by
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rules such as “Is this packet from a .edu domain?”, “Is this an HTTP packet?”, or “Is
this an HTTP Packet from ABC Co.?” The statistics thread monitors output from the
parser and maintains an array of sufficient statistics for each IP address and group
(hereafter we use the term “actor” to describe both unique IP addresses and groups
thereof). For a given actor, our statistical model expresses the expected traffic rate
over time as a periodic function. The assumption of periodicity suggests the use of
a Fourier series, and to ensure that the expected traffic rate is never negative, we use
an exponentiated Fourier series.

Let k be a vector of periods of interest, and let K be the least common multiple of
the ki’s; we currently use k = (6,8,12,24), in units of hours, although k can include
any time periods of interest, from minutes to years. Our model is then that session
time modulo K is random, with a density function we will now describe.

For any real-valued parameter vectors α and β , we can write the series

ϕαβ (t) = ∑
i

(
αicos

2πt
ki

+ βisin
2πt
ki

)
.

Since exp{ϕαβ (t)} is always positive, we can normalize it to arrive at a density
function

fαβ (t) =
exp

{
ϕαβ (t)

}
Iαβ

,

where Iαβ is the normalizing constant

Iαβ =
∫

exp{ϕαβ (t)}dt.

Every choice of α and β leads to a density fαβ (t). Now suppose for a given
actor we observe transactions starting at times {t1, . . . ,tN}, and we wish to choose
α and β to best fit the observed data. This we can do using maximum likelihood
estimation; we consider Πn fαβ (tn) as a function of α and β (since the tn’s are now
fixed), and find the maximum value. The values of α and β leading to this maximal
value are then the maximum likelihood estimates of the parameters, and are denoted
α̂ and β̂ , respectively.

Typically, rather than maximize Πn fαβ (tn) directly, it is more convenient to
maximize its logarithm. This leads us to the log likelihood

l(α,β ) = ∑ log fαβ (tn)

= ∑ϕαβ (tn)−NlogIαβ

= ∑(αici + βisi)−NlogIαβ ,

where ci and si are the statistics

ci = ∑cos
2πtn

ki

si = ∑sin
2πtn

ki
.
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In particular, (N, (ci), (si)) constitutes a sufficient statistic. Thus as new data arrive,
the number of values that must be stored for estimation remains constant.

For each actor, the sufficient statistics allow us to fit a curve representing the
traffic rate as a function of time, with multiple time scales taken into account simul-
taneously. Once the density function is determined, we can use it to estimate the
expected traffic rate at a given point in time. Suppose observed times span from t0
to t1. Our estimated rate can be found using the criteria

r(t) = γ fα̂ β̂ (t)∫
r(t)dt = N.

Here γ is a normalizing constant. We then have

N =
∫

r(t)dt = γ
∫

fα̂ β̂ (t)dt,

so the estimated traffic rate for each actor is

r(t) = γ fα̂β̂ (t) =
N fα̂β̂ (t)∫
f α̂ β̂ (t)dt

.

The NUANCE statistical methods result in evolving behavioral models for each
actor on a network. Figure 1 shows a sample of behavioral profiles using this
modeling approach. Each colored curve represents a unique actor. Some actors
demonstrate characteristically “bursty” behavior, such as the profile labeled “A”,
engaging in short sessions of traffic at various times throughout the day. Others
exhibit continuously high levels of traffic, such as the profile labeled “B”; this is
characteristic of a server, or, if the IP address is external, of a search engine crawler.
A low-and-slow port scan would appear “bursty” in this model, because the traffic
would appear as short periods of activity separated by long periods of quiet.

Fig. 1 (left): Diurnal behavior profiles (traffic over time) for a selection of actors; each curve
represents a distinct actor, whose activity over all ports is aggregated (port-specific models can
be constructed). Y -axis scale is packets per second. (right): Visual transformation of profiles to
“clock” view allows cohorts of similar actors (blue) to be detected
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In the special periodicity case k = (2π), an actor’s traffic function reduces to
the density for a von Mises distribution, which is a continuous distribution describ-
ing a set of points situated on a circle. This von Mises plot (at the right of Fig. 1)
represents temporal information, with time moving clockwise around the plot, and
provides an even higher-level summary of the nature of each actor’s behavior. Actors
who typically engage in brief bursts of activity (e.g., A) plot nearer to the perime-
ter of the circle, while those who are more continuously active over the course of
time period being examined (e.g., B) plot closer to the center. The position of the
actor around the “clock” indicates its typical peak activity time (e.g., 6:00 am for
actor A). The von Mises plot in Fig. 1 shows 24 h of activity, but shorter or longer
time periods can be selected. The von Mises distribution dramatically reduces the
storage and processor time required to generate behavioral models (only three val-
ues are required to express each actor’s diurnal traffic patterns), allowing models
to be constructed on the fly for large segments of the IP address space. Moreover,
actor models can be clustered with K-means. These clusters represent behavioral
cliques, and contain actors who, regardless of organization or geographic location,
exhibit similar behavioral profiles. This clustering approach is useful for detecting
distributed attacks that show the same “modus operandi” but would not otherwise be
associated into the same actor group. It is also possible to detect actors who change
behavioral clique over time, which is often an indicator for insider threat.

We have currently modeled up to 100,000 unique actors successfully in real-time
on commodity hardware, and are working to increase by an order of magnitude the
number of models the system can process. One limitation to the number of models
that can be accurately constructed is that the curve fitter cycles independently over
the actors, updating fitted curves as it goes. As new transactions arrive, we walk the
model list and tune each model in sequence. As a result, as the number of behav-
ioral models to be stored increases, the time to complete the walk increases and
the accuracy of the resulting models decreases. This limitation can be mitigated by
parallelizing the curve fitter.

3.3.2 Dynamic Histograms

To detect off-normal behavioral conditions, we compare the activity models de-
scribed above with empirical traffic rates. When observed traffic varies from the
predicted behavioral model by a user-specified threshold, the difference can be visu-
alized for the analyst and appropriate contextual information retrieved. A natural
approach for representing observed traffic rates is to use a histogram of transac-
tion (e.g., packet or session) counts. However, in storing these histograms there is
a trade-off between high resolution and long memory. As with the modeling com-
ponent, we aim to maintain constant space (i.e., not infinitely increasing the storage
and processing requirements as the amount of data increases), so we require the
number of bins in the histogram to be fixed.

To accommodate this trade-off, we maintain high temporal resolution for recent
data and drop the usual implicit assumption that bins are adjacent. Each bin in a
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NUANCE histogram represents 1 min of activity from each actor for whom a model
is also being built. Each minute a new bin is introduced and an older bin chosen
at random is dropped. Thus the number of chances a bin has had to be dropped is
proportional to its age, so older bins are progressively farther apart. The result is a
time-decayed histogram, representing more recent activity on a finer time granular-
ity than older activity. Our approach allows observed data to age in this way with
very little overhead.

3.4 Building Context

NUANCE also introduces a new method for associating contextual content with net-
work behaviors. This process involves gathering and filtering text data to construct
a vocabulary that describes each actor and group being modeled, a monitoring com-
ponent that collects real-time content from sources of the analyst’s choosing, and
classification routines that determine, on the basis of their vocabularies, to which
actors incoming content is relevant.

3.4.1 Vocabulary Construction

Using the same metadata by which IP addresses are assigned to groups (organization
name, geographic area, and so on), NUANCE actively constructs a text vocabu-
lary to describe each IP and group. The vocabulary is generated by performing an
automated web search around those metadata terms; the result of this harvest is a
corpus of training documents representative of the actor (alternatively, training doc-
uments can come from the content of traffic in which that group is involved). These
documents are merged into a single term list, processed for stopwords (terms to
exclude) and major terms (frequent, statistically descriptive terms), and converted
into a vector that represents topics characteristic of the group. The value of the
vocabulary construction approach is that we can make associations between text
documents such as security notices and group activity on the basis of more than just
keyword matching. That is, we do not look for the term “Philippines” in a news arti-
cle and automatically associate that article with our traffic model for the Philippines.
Instead, the web harvest builds a more complete representation of the topics rele-
vant to the Philippines (and can be tailored to favor security-related web sites over
general information sites). The NUANCE vocabulary allows notices of exploits to
be associated with actors that might show evidence of using that exploit, even if the
notice does not mention that actor at all (as is usually the case, when we do not know
from what IP addresses to expect an attack). There is a significant bootstrapping
challenge in generating these vocabularies, however, as one must be constructed –
and updated – for each IP address and actor group being modeled.
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3.4.2 Content Analysis

Once baseline vocabularies have been constructed for each group NUANCE has
also created a behavioral model for, the user can specify a set of text feeds to mon-
itor for computer security and geopolitical events of interest. Currently, NUANCE
collects text reports every hour from a variety of security and news web sites. These
sources include US-CERT, SANS Internet Storm Center, PacketStorm advisories
and exploits, online bug trackers, BBC News, New York Times, and a selection of
user-specifiable sites such as message boards. Typically, NUANCE ingests about
300 text reports a day, although this is a minimum and can grow as the user adds
new sources to the NUANCE “reading list”. The time of publication for each text
document is extracted and later used to correlate the document with network events.
Just as each document in the training set for a group vocabulary is processed into a
term vector, each incoming context document is processed into a similar vector.

3.4.3 Calculating Contextual Relevance

Once vectors for both characteristic group topics and incoming textual events have
been created, they can be compared to determine to which groups context events are
relevant. Measuring the relevance of a feed relative to a group is based on a cosine
similarity metric. Each time a new contextual feed item is received, it is compared
against each of the group vocabularies currently in the system. The smaller the angle
between each feed item and the group vocabulary, the more similar or relevant the
feed is to the group. We currently use a pre-defined similarity score threshold of
80% to determine whether a context item should be associated with a group. It is
possible for a given context item to “hit” on multiple groups, meaning that there
are potentially multiple behavioral events to which the context alert is relevant. It
is also likely that for many incoming context documents, there will be no relevant
actor; the goal is simply to create a broad harvest of current security topics so that
if a relevant actor appears on the network, the analyst can be notified.

3.5 Visualizing Behavior in Context

Figure 2 shows NUANCE in operational mode. The main application allows the
analyst to vertically tile and sort multiple behavioral models (three are shown in
this view), facilitating comparison of activities across groups. Selections from an
analyst’s “favorite” behavior models are made through a drop-down list at the top
of each pane. When the system monitors large numbers of actors, analysts can call
up models through a search interface. NUANCE currently defines actors automat-
ically, aggregating transactions by IP address or group of addresses representing a
geographic or organizational unit. Analysts do not have to define these actors man-
ually, but we anticipate creating a visual interface that allows them to do so. Models
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Fig. 2 NUANCE behavioral models for three actor groups. Histograms (blue) show current activity
in 1-min intervals. Red curves represent expected behavior for each group. Relevant contextual
information is automatically attached to the group at the time it is received (green dots). Selecting
a context item in the chart or the on the list to the right of each plot opens it

can also be “pushed” onto the view based on pre-defined anomaly thresholds (i.e.,
observed behavior differing from expected behavior by more than a specified per-
centage) coupled with availability of context (i.e., groups with large anomalies plus
highly relevant context).

Each NUANCE plot is essentially a timeline showing a zoomable temporal win-
dow on the x-axis and traffic level over that window on the y-axis (here, shown
as packets per minute over all ports, although views could be segregated by port).
The top plot in Fig. 2 shows approximately the last day and a half of traffic from
a particular internet café. Histogram data shows per-minute observed traffic levels,
while the red periodic curve represents the current expected behavior pattern for
that group. In this example, NUANCE has been processing real-time data for about
3 days, so the models are beginning to tune themselves but have not yet reached full
precision (we have found that approximately one week’s worth of data is required
to maximize the modeling approach’s ability to represent observed traffic). For traf-
fic from the internet café, the model correctly predicted the two peaks in traffic that
occurred over this period, although the model did not predict the generally high level
of activity over the first half of the plot. This difference can trigger a flag which adds
the group to the analyst’s watch list. At the same time, incoming context feeds that
met the scoring threshold for relevance to this group are displayed as green dots on
the plot. The right y-axis describes the approximate score of each context item, with
more relevant items plotting toward the top of the chart. In the case of this internet
café, we can see that one contextual item has fused to the group; selecting that item
(either the dot on the chart or the item title in the context list to the right of the chart)
opens a reader where the analyst can view the context item. This particular context
feed warned of a SQL injection attack, and it fused to this internet café because
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the vocabulary for that group indicated that similar exploits had been identified as
sourcing from the same location. The analyst, without knowing that traffic from this
source should be of concern, now has both an understanding of how the traffic has
departed from recent historical levels and, through the context item, an explanation
of what that traffic may involve. Drilling down into the histogram can expose the
underlying transactional information.

The behavioral models in the lower two charts (for traffic from a petroleum com-
pany in the middle plot, and from Zhejiang province in China for the lower plot)
generally track their group’s observed activity, and will continue to refine at each
update increment. Here too, context elements help explain changes in the observed
activity rate for each. In the middle chart, a news alert about rapidly rising petroleum
prices in the region in which this company does business (leftmost green dot, corre-
sponding to the “EU FIN MKT Oil Prices” story) precedes a rise, roughly 90 min
later, in this organization’s activity. Just as news items can help explain observed
changes in stock prices, our analysts found that contextual items could often help
them determine why activity changes might be taking place, leading to a better
ability to triage responses.

3.5.1 Situational Awareness Dashboard

Summative evaluation from our analyst team on the NUANCE application suggests
that the ability to visually relate context and actor behavior fits best in an exploration
phase of analysis. That is, analysts can drill down through these charts to uncover the
original transaction-level data that went into the histogram and modeling routines
and can “play” with the data by comparing actor charts, looking up models for actors
of interest, and scrolling forward and back in time to uncover subtleties in traffic.

However, analysts in our workshops wanted to complement this exploratory
interface with a similar context-driven visual tool that would serve them in their
monitoring activities. For many of our analysts, monitoring preceded exploration;
they might use a suite of monitoring tools to alert them of suspicious activity over
the course of the day, and if an event merited further investigation they would turn
to an analysis tool to explore it further. As a result, we developed a prototype moni-
toring interface that reduces the NUANCE contextualization and behavior modeling
approach to a simpler “one-look” view.

Figure 3 shows the enhanced NUANCE view designed to support real-time mon-
itoring. At the center of the display is a von Mises circle depicting the past 24 h of
activity (shorter and longer time periods can be selected), containing a point for
each actor. Through the method described in Sect. 4.1, each point corresponds to
one of the time charts in Fig. 2; the two displays can be linked such that selection
of an actor in this view will bring up the relevant histogram and activity model.
The location of each actor around the plot perimeter indicates its expected time of
appearance, while its location along the radius indicates the nature of its activity,
from “bursty” to continuous. The actor models in Fig. 3 have been clustered using
K-means; each cluster is represented by a unique color in the central circle.
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Fig. 3 NUANCE situational awareness tool. Von Mises circle at center shows a point for each
actor observed over the last 24 h; colors indicate behavioral cliques. A geographic region (China)
is selected, highlighting actors from that location

Surrounding the time wheel is a map that shows the analyst the level of “chatter”
about geographic locations in the context feeds being monitored. As more context
items mention a location, its country is colored a deeper red. In this example, China
has been selected, and the actors representing traffic from China have been high-
lighted in the circle. Context items relevant to this geographic group then appear as
flags around the perimeter of the time wheel at the time they were published. Con-
text items are also clustered in real-time, using standard text-clustering techniques
(Hetzler et al., 1998); each flag is numbered with the context cluster to which it
belongs. For instance, the two highlighted context items referring to an MS Word
exploit correspond to cluster 2, which contains the “Microsoft, exchange, msdtc,
email” topics.

The dashboard view simplifies user interaction by restricting the amount of detail
shown about each actor. By reducing each behavioral profile to a single point, more
actors can be shown at once. In a single view, it is also possible to ascertain both
the current geopolitical and security landscape. We are currently exploring visual
interactions that help users link high-level concepts derived from the dashboard with
the specific activities (as in Fig. 2) that manifest these changes.

4 Future Work

NUANCE behavioral modeling is suited equally well to modeling the activities of
external hosts or machines internal to a network. In the internal case, NUANCE
models can offer analysts an evolving picture of the expected state of machines
on their network. One challenge in modeling external hosts is the large number
of potential actors of interest; we do not currently have an adequate mechanism
for enabling analysts to navigate through the models that exist and choose which
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to display. An additional visual component that helps in this regard (for instance,
clustering related models to provide hierarchical navigation) may be called for.

We are currently working on extending NUANCE to support predictive analysis.
Once NUANCE has linked a context item with a behavioral profile, it is possible
to use machine learning techniques to reinforce the association between the context
topics and resulting behaviors. Then, when particular collections of context topics
are observed in the future, analysts can be presented with representations of the
kinds of behaviors to expect. Associating behavioral profiles with historical security
events helps detect those activities that are not in themselves anomalous but that
match the longer-term patterns of actors who eventually did perform malicious acts.
We are also developing techniques to visualize higher-order threat models that link
behaviors observed across distributed actors. This work helps overcome the diffi-
culty in detecting multi-stage attacks emanating from spoofed sources. Finally, to
address the challenges inherent in processing streaming network data in real-time,
we have begun implementing NUANCE on high-performance computing infrastruc-
tures. Distributing the model generation and text classification work across a cluster
can improve the accuracy of the models (by reducing the time between updates) and
speed the generation of training vocabularies for contextualization as new actors are
observed.

5 Conclusions

Based on requirements gathered during a series of formative sessions with practic-
ing analysts, we have developed a new behavioral modeling and contextualization
approach that helps users visualize the associations between changes in network
activity and explanatory external events. Our efforts to build automated context gath-
ering and classification methods into visualization tools give analysts an improved
ability to situate threats in the real world, a practice in which they already engage
but for which current tools offer little support.

The NUANCE method’s behavioral modeling technique is capable of represent-
ing the periodic nature of network activity over multiple time scales, even when
periods are not evenly spaced. NUANCE can also create a unique behavioral model
for each actor observed on a network, allowing it to present a detailed picture of net-
work activity. Assessing the deviation of each actor’s current activity from historical
precedent offers specific warning of suspicious activity.

Behavioral models are one technique for accommodating surprise, by helping
the analyst understand whether what he or she is seeing fits into historical patterns.
However, these models alone will never produce perfect forecasts, especially when
dramatic events force a change in behavior (for instance, Hurricane Katrina fun-
damentally changed the nature of traffic to and from certain regions of the US).
Therefore, we incorporate a text content collection and fusion technique that helps
analysts discover possible reasons why traffic is behaving as it is. Ultimately, by
fusing heterogeneous information sources – including those, such as news feeds,
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that are part of the analyst’s toolkit but typically ignored in security analysis tools –
we can improve the analyst’s ability to detect and respond to threats.
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An Interactive Attack Graph Cascade
and Reachability Display

L. Williams, R. Lippmann, and K. Ingols

Abstract Attack graphs for large enterprise networks improve security by revealing
critical paths used by adversaries to capture network assets. Even with simpli-
fication, current attack graph displays are complex and difficult to relate to the
underlying physical networks. We have developed a new interactive tool intended
to provide a simplified and more intuitive understanding of key weaknesses discov-
ered by attack graph analysis. Separate treemaps are used to display host groups
in each subnet and hosts within each treemap are grouped based on reachabil-
ity, attacker privilege level, and prerequisites. Users position subnets themselves to
reflect their own intuitive grasp of network topology. Users can also single-step the
attack graph to successively add edges that cascade to show how attackers progress
through a network and learn what vulnerabilities or trust relationships allow critical
steps. Finally, an integrated reachability display demonstrates how filtering devices
affect host-to-host network reachability and influence attacker actions. This display
scales to networks with thousands of hosts and many subnets. Rapid interactivity
has been achieved because of an efficient C++ computation engine (a program
named NetSPA) that performs attack graph and reachability computations, while a
Java application manages the display and user interface.

1 Introduction

Attack graphs have been proposed by many researchers as a way to model adver-
sary behavior, identify critical weaknesses, and suggest network changes to improve
network security. Researchers and commercial companies have recently developed
differing approaches to generating attack graphs (RedSeal, 2007; Skybox, 2007;
Ingols et al., 2006; Noel and Jajodia, 2005; Ou et al., 2005). A review of past
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research is available in (Lippmann and Ingols, 2005a). Attack graphs are constructed
by starting an adversary at a given network location and, using information about the
network topology and host vulnerabilities, examining how the attacker can progres-
sively compromise vulnerable hosts that are reachable from already compromised
hosts. Vulnerability scanners and analyses of filtering performed by firewalls and
routers are used to obtain information about host vulnerabilities and to determine
host-to-host reachability in a network. Almost all approaches have a method of gen-
erating recommendations to patch critical vulnerabilities or make firewalls more
restrictive. In addition, most of the existing implementations provide some type of
attack graph display. However, the abstract nature of attack graphs has proven to be
a serious practical weakness in creating an effective display.

The rest of this paper describes an interactive tool that was designed to overcome
the limitations of existing techniques. The following section gives an overview of
related work. The next sections present initial design goals, some display types that
were considered, and examples of our display for a small test network and a larger
field trial network. This is followed by a discussion of future work. The final section
concludes.

2 Related Work

2.1 Limitations of Existing Approaches

Previous attempts at effectively displaying attack graphs suffer from several funda-
mental limitations. First, hosts and other network assets are often positioned in a
way that is unrelated to normal network diagrams drawn by system administrators.
For example, typical network structures such as subnets, virtual local area networks
(VLANS), and other fully connected domains are often not easy to delineate and,
even when hosts in subnets are collocated, subnets are positioned in locations that
are widely divergent from those that are intuitive to system administrators. Sec-
ond, when an attempt is made to display a complete attack graph at once, this often
creates a confusing tangle of edges that is difficult to interpret. Critical steps that
allow an attacker to progress between subnets, exploit a new trust relationship, or
jump into a network using a client-side attack may be missed in the explosion of
edges that occurs after an attacker reaches the network interior. Finally, host-to-host
reachability is not usually displayed even though this is a key factor in explaining
why critical attack steps are possible and determining which filtering devices allow
reachability and could be modified to prevent these attack steps.

These three limitations initially resulted from the use of automatic graph lay-
out algorithms available in the dot application from the Graphviz software package
(Graphviz, 2007; Gansner et al., 1993). Representing hosts as separate nodes and
exploitation of vulnerabilities as separate edges often leads to complex graphs that
are difficult to display, navigate, and interpret. A number of researchers have sug-
gested methods to simplify these types of attack graph displays (e.g. Ingols et al.,
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2006; Noel and Jajodia, 2004, 2005; Swiler et al., 2001) by grouping similar hosts
together and representing grouped hosts by single nodes, and by using hierarchical
displays. These approaches still result in complex attack graphs that are difficult for
untrained system administrators to relate to the underlying analyzed network.

2.2 NetSPA System

In previous research we described an efficient approach to generating a new type
of attack graph called a multiple-prerequisite (MP) graph that scales well to large
enterprise networks. Descriptions of the NetSPA tool that generates MP graphs
are available in (Ingols et al., 2006; Lippmann et al., 2006; Lippmann and Ingols,
2005b). NetSPA’s network model supposes that an individual host possesses one or
more interfaces each of which has a listening address. These interfaces also have
zero or more open ports which accept connections from other hosts. Interfaces may
have rules that dictate how network traffic may flow to, and through, the interface
and its host. A port has zero or more vulnerability instances that may be exploitable
by an attacker. Each host interface is connected to a link, representing some com-
bination of hubs and switches connecting a set of interfaces together. An attacker
is able to obtain one of four access levels on a host using a particular vulnerability:
“root” or administrator access, “user” or guest access, “DoS” or denial-of-service,
or “other,” indicating a loss of confidentiality and/or integrity. The combination of
a host and an access level is an attacker state. A state may provide the attacker
with zero or more credentials; vulnerability instances may require zero or more
of them. Currently, it is assumed that an attacker obtains a host’s reachability if
“root” or “user” access is achieved. Reachability and credentials serve as prerequi-
sites for exploitation of a vulnerability instance. Our concept of “credential” is any
information used for access control such as a password or a private key. Besides
providing access to a host, a vulnerability is characterized by whether it can be
exploited remotely from a different host or only locally from the vulnerable host.

An MP graph is limited in size because it contains at most one node for each
vulnerability instance, host state, reachability group, and credential. Reachability
groups represent collections of hosts that are treated identically by all firewalls.
These are determined automatically by firewall rule analysis. Edges are contentless
and three node types explicitly represent prerequisites of all attacks. State nodes rep-
resent an attacker’s level of access on a particular host. Outbound edges from state
nodes point to the prerequisites they are able to provide to an attacker. Prerequisite
nodes represent either a reachability group or a credential. Outbound edges from
prerequisite nodes point to the vulnerability instances that require the prerequisite
for successful exploitation. Credentials can be used to model many types of trust
relationships such as shared passwords used to administer many hosts or automated
remote host control via SSH that requires only root access on an administration
machine. Vulnerability instance nodes represent a particular vulnerability on a spe-
cific port. Outbound edges from vulnerability instance nodes point to the single state
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Fig. 1 System architecture of NetSPA tool

that the attacker can reach by exploiting the vulnerability. These three node types
in turn define the sole ordering of paths in the graph: a state provides prerequisites,
which allow exploitation of vulnerability instances, which provide more states to
the attacker.

The NetSPA system is comprised of several software components. The importer,
written in PERL, is responsible for reading in raw data such as Nessus scans, fire-
wall rulesets, and NVD database records NVD, 2007, and converting the data into
a custom binary file format for later use. A small C program acts as a vulnerabil-
ity classifier and is designed to identify a vulnerability’s locality (remote or local
access) and effect (whether root, user, DoS, or other privilege level is provided). It
uses a pattern-matching algorithm that has been trained on a sample vulnerability
data set. The classifier was built using the freely available LNKNet tool (Lippmann
et al., 1993). The engine, written in C++, is responsible for computing reachability,
generating attack graphs, and analyzing the graphs to generate recommendations. It
reads the network model from the custom binary file generated by the importer. The
block diagram in Fig. 1 gives an overview of the design of the NetSPA system.

Our MP graphs are currently displayed using the Graphviz dot application
(Graphviz, 2007; Gansner et al., 1993). These graphs are fast to compute but difficult
to interpret for all but the smallest networks. We have developed a simple algorithm
to “collapse” many graph nodes together (Ingols et al., 2006), but the simplified
graph is still complex and hard for a human to parse. As a result, the current dis-
play is of little practical use for nontrivial networks. This motivated our search for a
better attack graph display.

3 Technical Approach

Attack graphs are usually displayed as node-link graphs. An excellent review of 15
different general approaches to displaying node-link graphs is available in Munzner
(2006). We explored many of these using open-source or trial versions of tools and
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became convinced that displaying attack graphs requires a custom approach. Hand-
drawn graphs are too time-consuming. The Graphviz dot tool (Graphviz, 2007)
and force-directed approaches lead to excessively complex displays unrelated to
the underlying network structure. Techniques to expand and collapse parts of large
graphs such as space trees (Plaisant et al., 2002) and hyperbolic trees (Lamping
et al., 1995) cause global context to be lost when part of a network is expanded and,
as a result, are difficult to follow. Treemaps (Johnson and Shneiderman, 1991) are
excellent when summarizing data for a small set of hosts, but they do not represent
a network’s hierarchical structure well. Finally, multilevel cell matrices (van Ham,
2003; Noel and Jajodia, 2005) are difficult for system administrators to interpret and
relate to actual networks.

3.1 Design Goals

The most important design goal for a custom display that these previous approaches
lack is the ability to highlight and explain critical attack steps where attackers
progress between subnets, exploit a new trust relationship, or jump into a network
using a client-side attack. This capability justifies and explains the automatic rec-
ommendations made by the existing NetSPA tool and makes it more likely that
these recommendations will be understood and followed by system administrators.
In addition, we desired a display where all hosts that a system administrator would
expect to be grouped together, such as those in a subnet or VLAN, are also posi-
tioned together. We also wanted to allow system administrators to manually position
subnets to reflect an intuitive topology and to be able to perform “what–if” experi-
ments and visually see the effect of following recommendations, installing patches,
and making firewall rules more restrictive. Finally, we wanted system administrators
to be able to explore reachability so they could understand which hosts are exposed
through firewalls and other filtering devices. Reachability is too complex to analyze
by hand, especially when firewalls include hundreds of filtering and network address
translation (NAT) rules and a visual reachability display greatly simplifies a system
administrator’s task when trying to understand the security of large networks.

3.2 Initial System Design

Our current display presents an MP attack graph in a readable and concise fash-
ion while preserving much of the essential information. Important features of the
nodes are conveyed by grouping, size, and color, while other attributes and edge
information are initially hidden and can be displayed on demand. This approach
is inspired by the semantic substrate displays described in Shneiderman and Aris
(2006). The interface also includes a set of display controls and an information pane
which shows additional data about hosts and vulnerabilities. A screenshot of the
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Fig. 2 Interface for attack graph display, with relevant components labeled

entire interface is shown in Fig. 2. The key components are indicated by the text
labels.

Our attack graph cascade display attempts to simplify the layout of the MP graph.
It shows only the collapsed state nodes from the simplified MP graph, omitting the
prerequisite and vulnerability instance nodes. All state nodes attached to the same
NetSPA link are grouped together into a rectangular area that typically represents
all hosts in a subnet. Initially, subnet groups are successively placed across the dis-
play from top to bottom, but they can easily be repositioned and resized to form
a more intuitive layout that reflects the conceptual network topology. Each subnet
group is labeled by name, and its state nodes are further grouped into collapsed sub-
groups corresponding to the collapsed state nodes from the MP graph. The inner
subgroups are colored according to the level of access of their representative states,
and the relative size of each is proportional to the number of hosts it comprises.
The subgroups are laid out inside of their respective subnet groups according to the
space-filling strip treemap algorithm (Johnson and Shneiderman, 1991). This layout
method generally produces reasonable dimensions for the rectangular areas, thus
making the subgroups easily discernible.

The user interface is based upon two separate modes of interaction, which deter-
mine the meaning of the edges that are drawn between nodes. The edges in the graph
display are hidden by default, and each mode enables the user to interactively show
or hide a subset of edges. The first mode allows exploration of general reachabil-
ity within the network. For any particular state node, there is the option to display
either incoming or outgoing reachability and the corresponding edges are drawn to
all nodes that can reach or be reached from the selected node. Direct interaction
with the displayed nodes is supported, and each node provides a context menu con-
taining options for hiding and revealing reachability links. The second mode offers
a view of the attack graph, and the edges indicate the shortest attack paths between
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sets of nodes. In this attack graph mode, the edges can be incrementally displayed
in sets, where each set corresponds to one attacker hop or step. Each hop represents
adding to the attack graph links to all hosts that can be compromised from currently
compromised hosts. On the first hop, only vulnerable hosts that are reachable from
the attacker starting location(s) can be compromised. On successive hops, links to
vulnerable hosts reachable from all previously compromised hosts are added to the
attack graph. A set of controls is exposed in the side panel that allows the depth of
the attack graph to be incremented (and decremented) in this way. We will explore
a few simple example networks in the next section to illustrate the features of this
new display.

In addition to providing controls for interaction with the display, the accompany-
ing side panel contains an information pane for viewing data that is not graphically
represented. This set of information includes hosts represented by each collapsed
state group, vulnerabilities present on each host, host IP addresses and asset val-
ues, and vulnerability types and descriptions. The informational display is updated
whenever a particular state node is selected.

The new display was written in Java and it needed to interface with the NetSPA
C++ computation engine to extract information about the network model. We
developed a set of bindings between the Java and C++ code using the SWIG toolkit
(SWIG, 2007). The Java visualizer is able to load the NetSPA engine as a shared
library and drive it programmatically. Because performance in interfacing between
Java and C++ is somewhat sluggish, we have taken pains to minimize data transfer
requirements, performing analysis on the C++ side or Java side as needed.

The engine and importer required very few changes to support the new Java visu-
alization tool. The importer carries forward some extra data about vulnerabilities
which had previously been discarded, and the engine has a few additional meth-
ods to aggregate data on the C++ side, minimizing the quantity of calls necessary
between C++ and Java. The visualization tool queries the NetSPA library for data
on the network model, and it can also request and retrieve reachability computations,
collapsed multiple-prerequisite graphs, and recommendations.

3.3 Example Network Results

The first example network shown in Fig. 3 consists of three hosts on an internal
network and an external host on the other side of the firewall. The attacker starts on
the external network at Host A. The firewall only allows communication between

Fig. 3 Example network 1
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Fig. 4 Original dot display of MP attack graph for network 1

Fig. 5 Simplified display of MP attack graph for example network 1 (a) Before the attack starts,
(b) after 1 attack hop or step, and (c) after 2 attack hops

Host X and the external network. Host X is an administrator machine and uses SSH
to control Hosts B and C as root. The MP graph models a trust relationship between
the administrator and hosts B and C that allows a user with root privileges on the
administrator X to automatically log into hosts B and C as root using SSH. The
administrator can also be reached via SSH from outside the firewall and there is an
SSH vulnerability that allows root level compromise.

Figure 4 shows the MP graph in the original Graphviz dot format. It is relatively
small and uncomplicated due to the simplicity of the network. However, the graph
does not clearly convey the attacker’s possible paths and it does not at all depict
the underlying network structure. The display in Fig. 5a, on the other hand, shows
the two distinct subnets (internal and external) and the states contained in each. The
pink diamond in the external subnet group represents the attacker’s starting location.
The two white squares in the other group represent the collapsed state groups for
the internal subnet – one contains both Hosts B and C, and the other contains only
Host X. The subgroups are colored pink, indicating root access level for these states.
Selecting a node brings up all of this information, such as access level, hosts that
make up the group, and exploitable vulnerabilities from the group, in the separate
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Fig. 6 Example network 2

Fig. 7 Original Graphviz dot display of MP attack graph for example network 2

detail pane. Figure 5b,c show the progression of the attack graph. On the first hop,
the attacker is able to go through the firewall and compromise Host X. From this
point, the attacker can gain access to the remaining hosts and compromises them on
the second hop.

Figure 6 presents a slightly more complicated network. It is similar to the first
example network, with the addition of two workstation hosts. An administrative
password is required to SSH into Hosts D and E as root. Host X possesses the nec-
essary password. It is assumed that an attacker with root privileges on host X can
capture the shared password used to administer hosts D and E and this password
is modeled as another prerequisite in the MP graph. The remotely exploitable SSH
vulnerability on host X has been patched, but there is a web server client-side vul-
nerability on host X which is the only host allowed to visit web sites in the external
network through the firewall. This client-side attack replaces the SSH exploit as the
first step of the attack graph in this example.

The Graphviz dot diagram for example network 2 (Fig. 7) shows that the MP
graph becomes significantly more complex, even though there is a minimal addi-
tion of two hosts and one prerequisite relationship. The alternative display (Fig. 8a)
remains just as simple, with only one additional collapsed state group represent-
ing root access on Hosts D and E. The layout of the internal subnet group has
changed to accommodate the extra subgroup, but the relative sizes have been pre-
served – the upper two subgroups, each containing two hosts, are twice as big as
the lower subgroup, which encloses the single Host X. As illustrated by Fig. 8b, the
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Fig. 8 Simplified display of MP attack graph for example network 2 (a) before the attack starts,
(b) after 1 attack hop or step, and (c) after 2 attack hops

first step in the attack graph is identical to the previous example, and the administra-
tor host is compromised using a client-side attack instead of an SSH server attack.
Since the administrator host contains the two prerequisites required to gain access
to the remaining hosts, these groups are both compromised in the next step shown in
Fig. 8c. In this display, the attacker’s progression through the network is succinctly
summarized by exposing the shortest, worst-case attack paths. Consequently, an
immediate assessment of an attacker’s ability to penetrate a network can be made
without having to deal with firewall rulesets and the complex relationships allowing
reachability between hosts.

As was mentioned in the previous section, the display also provides a reachability
mode. In this mode of interaction, the incoming and outgoing links for a given node
indicate which groups can reach and be reached by that particular group of host
states. Reachability between hosts is computed independent of vulnerabilities that
are present on those hosts, thereby presenting a different view of the network. Due
to the simplicity of the two example networks introduced above, the corresponding
reachability displays are trivial and rather uninteresting. This functionality will be
illustrated in the next section using a more substantial network graph.

3.4 Field Trial Results

To determine how well the new cascade display scales to a larger number of hosts,
it was tested on a small operational network, shown in Fig. 9. The network has 250
hosts, 3,777 ports, and 8,585 vulnerability instances. The MP attack graph, pre-
sented in Fig. 10, contains 80 nodes and 190 edges. The resulting tangle of edges
makes the graph virtually impossible to interpret, and renders it essentially use-
less. The simplified display of the graph in Fig. 11a contains only 21 collapsed
state nodes partitioned into four subnet groups. As mentioned before, the color
of the groups indicates the level of access: pink is for root access, dark blue for
DoS, light blue for other, and gray for no access (meaning these hosts have no
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Fig. 9 Operational field trial
network

Fig. 10 Original Graphviz dot display of MP attack graph for field trial network

exploitable vulnerabilities). The red area represents the attacker’s starting location in
the external network. Subnets in this display were positioned manually to represent
the normal hierarchical relation used by system administrators.

The first step in the attack graph is depicted in Fig. 11b. It is immediately evident
that the attacker gains access to most of the external network on the first hop, with
the exception of a small group of protected hosts. More importantly, the two edges
that cross over to the internal network demonstrate that the attacker can gain control
of these inside hosts from the outset. Vulnerabilities that allow these transition edges
are critical to the security of the internal network. Figure 11c shows the second
attacker hop, where the remainder of the internal network is compromised, as well
as two states on the enclave DMZ host. The third and final step in Fig. 11d reveals
the complete compromise of the host in the DMZ. The enclave inside network has
no incident edges and is therefore fully protected.

Figure 12 gives a sample view of general reachability within the trial network. It
displays the reachability for the node in the middle right gray subgroup of the exter-
nal subnet. In Fig. 12a, the incoming reachability is displayed, and the links from all
of the nodes in the two larger subgroups imply that the target node in the external
subnet is reachable from each of these groups. Figure 12b shows the outgoing reach-
ability for the target node, which is able to reach each of the nodes it points to. None
of these links are present in the attack graph display since the hosts represented
by this node do not possess any vulnerabilities that are exploitable by the attacker.
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Fig. 11 Simplified display of MP attack graph for field trial network (a) before the attack starts,
(b) after 1 attack hop or step, (c) after 2 hops, and (d) after 3 hops

It is also interesting to note that the set of links representing outgoing reachability
is not necessarily identical to that representing incoming reachability. This exam-
ple illustrates the simplicity with which complex routing and filtering rules can be
graphically represented and also underscores the need for having separate views for
the attack graph and general reachability.

4 Future Work

We have used this initial attack graph cascade display to illustrate reachability and
attack graphs for example networks and a field trial network. Security administrators
and researchers who have been exposed to this new display are able to understand
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Fig. 12 Reachability display for a single node in field trial network (a) incoming reachability for
one node, (b) outgoing reachability for one node

how the display relates to the analyzed network, determine which hosts can be com-
promised, and also identify those vulnerabilities that are most critical in enabling
attackers to progress through networks. This was not true for our original Graphviz
displays.

Several enhancements are currently under development for the current attack
graph cascade display. In the current implementation, a starting subnet for the
attacker can be selected and NetSPA automatically determines a set of worst-case
IP addresses for that subnet. Support will be added for manually selecting a single
starting IP address or a range of addresses. The display will also be extended to
support some limited “what–if?” experiments. A list of recommendations generated
by NetSPA will be presented with the option to select and apply one or more. Users
can then see the effect of patching vulnerabilities and changing firewall rules when
the attack graph is regenerated and the display updated to indicate which nodes are
no longer accessible as a result of following a recommendation. A related feature
will add support for introducing zero-day vulnerabilities into the network, allowing
the user to view the changes in the regenerated graph. These will be vulnerabilities
in server or client software versions that a user can propose to proactively plan for
future attacks. In addition to the original MP attack graph, NetSPA also generates
summary attack graph metrics that will be provided as part of the interactive display.
These include calculation of the total assets captured vs. the number of attack hops,
the number of unique exploits required by an attacker, and an estimate of the cost of
development for the exploits required. Plots of assets captured vs. these measures of
attacker effort will supplement the information provided in the attack graph display
by presenting a different view of the data. There will also be support for importing
historical data about a network and computing metrics representing a past state of
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the network. This older data could be presented alongside or overlaid on the current
plots, showing how the security of the network has changed over time.

Another goal in this development effort is to ensure that the display application is
intuitive and user-friendly. To measure the usability of the graphical interface, user
tests will be conducted with system administrators and blue team members. These
assessments will aid in identifying additional features that may need to be included
or existing functionality that may need to be modified. The resulting feedback will
enable us to develop a simpler and more efficient interface for the display. We also
plan to apply the cascade display to very large networks with many subnets and
determine if some type of user-generated hierarchy or other approach is necessary
to display such networks in a simple and uncluttered way.

5 Conclusions

We have developed an efficient attack graph cascade display that is intuitive, pro-
duces a compact representation, highlights critical attack steps that lead into new
network areas, and displays both attack graph and reachability information. Because
the display is easy to understand and interact with, a system administrator can con-
firm the accuracy of the analysis and the validity of the recommendations. This may
encourage the practical use and acceptance of attack graphs as tools to improve
network security.

This new display improves over past research and commercial attack graph dis-
plays in a few critical areas. First, hosts in subnets are presented in close proximity
using a treemap. This makes it easy to associate hosts in the graph with hosts in
actual subnets. Hosts in each treemap are automatically grouped based on level of
compromise, how the hosts are treated by firewalls, trust relationships the hosts par-
ticipate in, and prerequisites required to compromise hosts. These groupings provide
visual indications of the network security and greatly simplify the display. The color
of each group indicates the level of compromise and the size of the treemap rectan-
gle for a group indicates the number of hosts in that group. At least one commercial
company (RedSeal, 2007) uses a treemap, but it appears to be used to provide an
overall indication of the number of vulnerabilities for all hosts in a network and
not as part of an attack graph display. Other approaches to generating attack graphs
collapse hosts into groups (e.g. Swiler et al., 2001; Noel and Jajodia, 2004), but our
approach automatically forms collapsed groups, results in large computational sav-
ings, and leads to groupings and layouts that can be readily understood. A second
improvement is that users position subnet treemaps themselves to represent an intu-
itive notion of the network hierarchy. This requires some extra user effort and may
not scale when there are hundreds of subnets, but it results in understandable topolo-
gies. A third improvement is that we display all hosts that can be compromised from
a specified attacker starting point. Some other displays (e.g. Skybox, 2007) require
users to specify both an attacker starting point and a target destination and only
show the shortest path between these two points. The cascade display provides an
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overall picture of the attack graph and shows how patching specific critical vulner-
abilities can protect not just one target, but many. A fourth improvement is that an
interface between the Java cascade display software and the NetSPA C++ engine
allows rapid interaction with and regeneration of the attack graph display. Compu-
tation times for computing attack graphs with 1,000’s of hosts are typically less than
a few seconds (Ingols et al., 2006) and this allows interactive display and analysis.
Computation times for computing recommendations and showing the result of rec-
ommendations are similar. Finally, we display reachability information as well as
attack graphs by using the same network display and operating it in two separate
modes, where edges have a different meaning in each mode.

Acknowledgements We would like to thank Seth Webster and Rob Cunningham for interaction
and feedback on initial display designs.
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Intelligent Classification and Visualization
of Network Scans

C. Muelder, L. Chen, R. Thomason, K.-L. Ma, and T. Bartoletti

Abstract Network scans are a common first step in a network intrusion attempt.
In order to gain information about a potential network intrusion, it is beneficial to
analyze these network scans. Statistical methods such as wavelet scalogram analysis
have been used along with visualization techniques in previous methods. However,
applying these statistical methods causes a substantial amount of data loss. This
paper presents a study of using associative memory learning techniques to directly
compare network scans in order to create a classification which can be used by itself
or in conjunction with existing visualization techniques to better characterize the
sources of these scans. This produces an integrated system of visual and intelligent
analysis which is applicable to real world data.

1 Introduction

This paper presents an intelligent approach to visual characterization of network
scans. This characterization process is a useful tool for analysts in counterintelli-
gence efforts against potential network intruders. Scanning a network is a common
first step in a network intrusion attempt. The process of scanning a network is usu-
ally performed to determine what exists on a network. For example, if an attacker
is looking for exploitable web servers, then he or she would attempt to connect on
TCP/UDP port 80 to every possible IP address within a particular range. If there is
a web server using port 80 at any of these IP addresses, it will probably respond.
However, for addresses where there is nothing, or where there is a computer that is
not running a web server, there will be no response. Detecting these scans is fairly
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easy (McPherson et al., 2004; Simon et al., 2005), but mining them for information
about the attacker can be relatively difficult.

An attacker can do several things in an attempt to make such a scan anony-
mous; for instance, coming from different source addresses or scanning destination
addresses in a random order. In fact, it is even possible to perform a scan indirectly
by using a fake source address so the scan looks like it is coming from a different
computer. Denial of service and worm propagation attacks can also produce scan-
like behavior, and since they do not need the target to respond, they often fake their
source addresses as well. The port number is also not sufficient for categorizing
scans, because both malicious and benign scans can often be run on the same port
number. For example, both a web crawler looking for new sites and a worm that
targets webservers would target port 80. Therefore, some other metric must be used
for categorization purposes.

Experimental results have shown that variations in arrival time of the scan-
ning connections often have a high correlation with particular sources (Parno and
Bartoletti, 2004). That is, the timing information produces a digital “fingerprint”
that correlates to a particular source. While in theory an attacker could try to fur-
ther obfuscate a scan through controlled delays, in practice this is quite rare. In fact,
doing so would require a customized tool which would make the timing signature
even more unique. It is surmised that this correlation between timing patterns and
sources is due to a combination of factors, including the connection application soft-
ware employed, the supporting hardware platform, operating system characteristics,
and regular interference from other processes on the source system that compete
for these resources. Network factors such as number of hops and properties of the
routers are certainly responsible for some degree of the timing structure as well,
and make this a particularly interesting and challenging problem in network traffic
forensics.

The critical question analysts seek to answer is whether the same source ensem-
ble run in an entirely different network (hence, different source IP address), would
exhibit a timing structure that is sufficiently similar. This would uniquely identify
the environment, and, by extension, the actor behind the observed activity. Alterna-
tively, the analysts would like to know the degree to which the effects of intervening
routers produce characteristic packet timing irregularities for different activities
conducted from a constant network location. This latter capability would provide
a means to determine the veracity of a given source IP address when faced with
potential address-spoofing.

To answer this question, analysts must first be able to correlate scans from differ-
ent source addresses based on timing information. To accomplish this, the analysts
need to compare the timing information of very large quantities of network scans
quickly and efficiently. Previous methods have used statistical reduction and visu-
alization to compare these scans. However, the statistical reduction has an inherent
data loss and can be susceptible to noise, and the direct visualization techniques can
become quite unwieldy as the number of scans increases. Intelligent pattern recogni-
tion algorithms are quite good at dealing with these issues. They are good at recon-
structing distorted or incomplete data, and they scale well to large numbers of inputs.
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So, an artificial intelligence based classification methodology was developed that
can be used both alone and in conjunction with existing visualization techniques to
better characterize potentially hostile scan sources. Since the raw scan data is not
directly conducive to comparison, we first transform and encode it into a format
that can be compared. We then use a machine learning algorithm to classify the
scans. Finally, we combine these results with statistical and visual techniques, and
demonstrate how the complement each other.

2 Related Work

The study of network security has been popular for the last decade. Visualization
systems have been developed to visualize and compare the network scan pattern in
order to detect the potential for attacks. ScanVis (Muelder et al., 2005) presents a
means of facilitating the process of characterization by using visual and statistical
techniques to analyze the patterns found in the timing of network scans. The system
allows large numbers of network scans to be rapidly compared and subsequently
identified. Conti and Abdullah (2004) use a parallel coordinates system to display
scan details and characterize attacks.

There are many systems designed for detection of scans. There exist visualization
based tools such as PortVis (McPherson et al., 2004), as well as data mining methods
such as those presented in Simon et al. (2005), but all these approaches focus on the
detection of suspicious activity and not on the analysis of such activity. The work
presented here does not focus on the detection of these scans. Rather, it focuses on
what can be learned once these scans have already been detected.

Machine learning methods – associative memory models in particular – have
been widely applied in the pattern recognition and classification area. Tavan et al.
(1990) extend the neural concepts of topological feature maps towards self-organiza-
tion of auto-associative memory and hierarchical pattern classification in 1990.
Stafylopatis and Likas (1992) proposed a technique based on the use of a neural
network model for performing information retrieval in a pictorial information sys-
tem. The neural network provides auto-associative memory operation and allows
the retrieval or stored symbolic images using erroneous or incomplete information
as input.

Machine learning algorithms have also been directly applied to computer secu-
rity problems in the past. Girardin and Brodbeck (1998) uses a machine learning
technique to analyze log files and look for anomalies. These techniques have also
been applied to intrusion detection systems in several approaches (Komlodi et al.,
2004; Portnoy et al., 2001; Sinclair et al., 1999). These approaches focus on using
the machine learning to aid in the detection of malicious activity, rather than the
analysis of it. Other approaches use intelligent classification to analyze individual
activities to detect patterns in data (Axelsson, 2004a,b). Unlike all these works,
the work presented here does not focus on detection. Rather, it aims to analyze
potentially malicious activity to gain information about the source.
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3 Technical Approach

The methods used in this paper cover a wide variety of techniques, including sta-
tistical analysis, visualization, and artificial intelligence, with the ultimate goal of
aiding in counterintelligence efforts by characterizing potential adversaries through
their scanning activity. An overview of these techniques is shown in Fig. 1. In order
to analyze and characterize network scans, they must first be detected and extracted
from the raw network data. This is currently being done though the use of some
fairly simple statistical data mining techniques. These techniques consist of statisti-
cally detecting a scan in progress, then tracking it backwards and forwards in time
in order to find when the scan starts and stops. Most of the scans that are detected
and extracted in this manner are caused by unknown sources, and so they form a set
of unknown scans. But some of the extracted scans originated from known sources,
where the parameters of the scans were carefully controlled. That is, properties such
as the source hardware, software, scanning tool, and location on the internet are
known. This creates a set of controlled scans, which can then be used to compare
against the unknown scans.

Due to the constant scanning activity occurring all the time on the internet,
the set of unknown scans can rapidly grow to be quite large, so it is infeasi-
ble to compare them against each other by hand. The visualization techniques of
Muelder et al. (2005) are one set of methods being used to deal with the scalabil-
ity issues through statistical analysis and visual presentation of both the controlled
and unknown scans. These scans can also be used as inputs to an artificial intelli-
gence algorithm, which is the focus of the approach presented here. The controlled
scans are used as training data for an associative memory learning process which
generates a weight matrix. This weight matrix can then be used in an associative
memory reconstruction process to take the unknown scans and classify them. These
classified scans can then either be used directly to characterize their sources, or
they can be used in the visualization system to improve its effectiveness at scanner
characterization.

Fig. 1 The overall methodology. Known and unknown scans are collected off the network. The
known scans are used to train the associative memory in order to create a weight matrix which can
then be used to classify the unknown network scans. All of these scans can be visualized, with the
overall goal of gaining information about the sources of the scans. The three blue items selected in
the upper left are the focus of this paper
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3.1 Scan Data and Representation

The scan data used in this paper was generated and collected by the Computer Inci-
dent Advisory Capability (CIAC) Group from the network at Lawrence Livermore
National Lab (LLNL). The visualization techniques and data formats used are intro-
duced and described in more detail in Muelder et al. (2005). The control data was
generated by performing multiple scans, using known tools such as nmap (nmap,
2007) under various settings, on an isolated LAN in order to minimize outside inter-
ference. The unknown scans were collected from real network scans targeted at
LLNL.

3.1.1 Network Scan Data

Each scan consists of timing information of a scan over a class B network, which
contains 65,536 destination addresses. The scan data in its most raw form consists of
pairs of destination addresses and times, one for each probe in the scan. Comparing
scans in this representation against each other is very ambiguous, since there is no
inherent order to this data, so some sort of transformation is necessary. One could
choose to order the data according to time or according to address space, and each
ordering would yield different results. Alternatively, instead of using the original
values, it can often be useful to consider the deltas between subsequent values, in
order to emphasize fine details. Various transformations have been performed to
create a set of ordered data modes to visualize different aspects of the data (Muelder
et al., 2005). There are a plethora of different possible transformations, and several
of the modes that were investigated were found to be quite useful in analyzing the
scans.

For this research, we chose to use the data mode referred to in our previous work
as mode 22 (Muelder et al., 2005). In this data mode each value is derived as the
difference between the actual and expected arrival times for the first probe to each
destination address, where the expected arrival times are for an ideal scan that starts
with the first address, probes successive addresses at a constant rate, and ends with
the last address. Because of the fixed size of this transformation, individual scans
can be visually represented in detail in a 256× 256 grid, where the x and y axes
represent the third and fourth bytes of the address, respectively, and the color of
each pixel represents the derived value at that coordinate. An example of a scan
in presented with this visualization is shown in Fig. 2. As described in the original
paper (Muelder et al., 2005), data mode 22 is of fixed size (65,536 values) and
is effective at capturing fine details in the scans in the form of intricate patterns.
Because of the uniqueness of the patterns under this transformation, data mode 22
is optimal for a pattern matching technique such as is presented here. The techniques
described here could be applied to other data modes as well, but that is beyond the
scope of this work.
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Fig. 2 Sample network scan using 2, 3, and 4 bits. The scan is represented by a plot of the third
and fourth bytes of the destination IP addresses. Color represents how much earlier or later than
expected a probe arrived at that destination. Different bit encodings create different granularities
of colors in the scan representation

3.1.2 Binary/Bipolar Coding

The intelligent algorithm we use works on bipolar patterns, which means that every
value in the data series is either 1 or −1. Binary patterns can be converted to bipo-
lar patterns easily by replacing every 0 in the pattern with a −1. In order to use
non-binary data, such as the real valued mode 22 output, the patterns must first
be transformed into binary patterns. The number of bits used can be arbitrary: using
higher numbers of bits allows for finer grained distinction between patterns than low
numbers of bits, but uses more memory and requires more processing time. What-
ever bit length is being used, 0 is reserved for dropped or missed packets, and those
values are colored black in the graphs. The highest value, 2n−1 is also reserved and
not used. This leaves an equal number of values to represent early packets which are
colored red, and late packets which are colored blue. In the simplest coding used in
this paper, two bits are used for each IP address in the scan. If the captured time of
the first probe is earlier than the expected time, we give the neuron value “01” and if
it is later than the expected time we give the value “10”. More bits can also be used
to break down the continuous range of possible values into a finer set of discrete
ranges. Figure 2 shows a particular scan where the data values are encoded using 2,
3, and 4 bits.

3.2 An Intelligent Method

There are two main categories of machine learning algorithms: unsupervised and
supervised. An unsupervised algorithm approaches a data set with little to no pre-
conceived notions about the classes of items that it contains; it attempts to separate
the items into statistically distinct groups on its own. Examples of unsupervised
algorithms include k-means clustering and self-organizing maps (MacQueen, 1967;
Kohonen, 1989). But, unsupervised algorithms cannot effectively use controlled
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data. Since there is controlled scan data available, a supervised algorithm is more
readily applicable to the task presented here. A supervised algorithm is given a large
number of examples of items in each class it is to detect; each is labeled with the
class to which it belongs. Then, when new items are presented, it puts them into the
class they are most likely to belong to. Examples of supervised algorithms include
neural networks (McClelland et al., 1986; Werbos, 1974), support vector machines
(Cortes and Vapnik, 1995; Cristianini and Shawe-Taylor, 2000), and associative
memory (Kohonen, 1978). Of these, associative memory in particular was designed
for pattern recognition and has been shown to be faster and more effective then
most other approaches for this task (Kohonen, 1978). Since the problem presented
here consists of matching large numbers of patterns, associative memory is an ideal
choice, and so was selected for our approach.

3.2.1 Associative Memory

The concept of associative memory was first proposed by Kohonen (1978). In the
human mind, the memory process takes a stimulus and matches it up with what it
remembers about that stimulus. The nature of associative memory is an emulation
of human memory, and so it works in a similar way. Associative memory takes a
stimulus in an input layer of artificial neurons, feeds them through one or more
layers of intermediate artificial neurons, then produces an associated result in an
output layer of neurons. The associative memory model has many applications, for
example, pattern cognition and reconstruction, image processing, face, character
and voice recognition, databases, control systems, and robotics. Human memory is
quite robust in that it can correct errors and recognize stimuli even when they are
incomplete or distorted. Similarly, in associative memory, given a stimulus pattern
that is distorted or incomplete, associative memories are often able to reproduce the
correct response pattern. It does this by “remembering” a set of known patterns and
then matching up incoming unknown patterns against them. There are a variety of
types of associative memory models that have been studied in the last two decades,
including Hopfield networks (Hopfield, 1982) and bidirectional associative memory
(BAM) (Kosko, 1988).

3.2.2 The BAM Algorithm

Bidirectional associative memory was introduced by Kosko (1988). Like all asso-
ciative memory algorithms, BAM maps patterns from an input layer X to patterns
in an output layer Y, where each layer consists of a set of artificial neurons capa-
ble of representing the input or output patterns. BAM has the distinction that it is
bidirectional, so it can also map patterns from layer Y back to layer X. The pat-
terns in both layers are represented as artificial neurons which can be either 1 or −1
indicating whether they are firing or not. That is, each element xk,i in each pattern
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xk in the X layer and each element yk, j in each pattern yk in the Y layer is either
1 or −1. While there does exist a continuous version of BAM, it introduces fuzzy
logic and non-linearity to the system, so we use the more common discrete BAM
here.

BAM is a heteroassociative memory algorithm, which means that the X layer
and Y layer of the network have distinct dimensions. This makes it useful for our
application since our X layer is very large, while our Y layer can be much smaller.
In this work the X layer patterns are the network scans in a bipolar encoding which
are of size m = 65,536 ∗ b (where b is the number of neurons used to encode each
value) and the Y layer patterns are IDs which are of a size n sufficient to store the
number of control patterns we are interested in. While there could be 2n poten-
tial IDs in layer Y, this would not be reliably recalled by BAM (Kosko, 1988). In
our system we use 32 neurons in the Y layer by default, but allow the user to set
this.

Several methods of generating IDs were tried. The first method was to make each
ID a bipolar encoding of the binary representation of an incremental number: y1 =
(−1,−1, . . . ,−1,−1,1), y2 = (−1,−1, . . . ,−1,1,−1), y3 = (−1,−1, . . . ,−1,1,1),
etc. The next method was to make each ID a bipolar encoding of the binary represen-
tation of powers of two: y1 =(−1,−1, . . . ,−1,−1,1), y2 = (−1,−1, . . . ,−1,1,−1),
y3 = (−1,−1, . . . ,1,−1,−1), etc. However, the best results were when the IDs were
generated pseudorandomly, seeded with the index of the control pattern. The first
two methods only use a small portion of the weight matrix because they only use
log(n) and n bits, respectively, where n is the number of control scans. The advan-
tage of the third method is that it utilizes the entire range of bits in the Y layer
regardless of the number of control scans. This is useful because BAM can get
“confused” if scans that are very different have IDs that are very similar (as mea-
sured by the Hamming distance). As long as the number of bits used for the ID is
large enough, the potential for collisions, or the Hamming distance being too small,
can be avoided.

The BAM network itself consists of an m×n matrix of weights going between
each of the m neurons of the X layer and the n neurons of the Y layer. This matrix
is derived from the controlled pairs of patterns in the X and Y layers, and then used
later to map patterns from the X layer to the Y layer and vice versa. The weight
matrix W is calculated by

Wi, j =
K

∑
k=1

xk,i ∗ yk, j, (1)

where xi,k is the value of the ith neuron in layer X and yk, j is the value of the jth
neuron in layer Y of the kth pair of controlled patterns. Calculating this matrix trains
the network, which can then be used to classify unknown scans. Since calculating
each entry of this matrix is fairly simple, generating the entire matrix can be done
fairly quickly.

Classification is performed by starting with a pattern in one layer, then mapping
it between the X and Y layers using the matrix until it converges to a constant pair
of patterns. Each mapping from the X layer to the Y layer is calculated by
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yk+1, j =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if
m

∑
i=1

Wi, j ∗ xk,i > 0

yk, j if
m

∑
i=1

Wi, j ∗ xk,i = 0

−1 if
m

∑
i=1

Wi, j ∗ xk,i < 0

(2)

for 0 < j ≤ n, where xk = {xk,i|0 < i ≤ m} is the current pattern in the X layer. And
each calculation from the Y layer to the X layer is calculated as

xk+1,i =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if
n

∑
j=1

Wi, j ∗ yk, j > 0

xk,i if
n

∑
j=1

Wi, j ∗ yk, j = 0

−1 if
n

∑
j=1

Wi, j ∗ yk, j < 0

(3)

for 0 < i ≤ m, where yk = {yk, j|0 < j ≤ n} is the current pattern in the Y layer.
Eventually this system will converge (as shown by Kosko (1988)), and the resulting
patterns are output. In our case, the input is one of the scans into the X layer, and
once it converges, the output is the resulting ID in the Y layer. If the output exactly
matches the ID of one of the control patterns a match has been successfully made,
otherwise it remains unclassified.

3.2.3 BAM Results

Application of the BAM algorithm to actual network scans yields valuable results.
As depicted in Fig. 3, we found that the BAM algorithm, when trained on a single
example of multiple kinds of patterns, effectively categorizes the unknown scans.
Even when patterns are somewhat different due to varying amounts of noise or dis-
tortion, they are still associated with the correct training pattern. This shows that
the techniques presented here are able to effectively classify many network scans
according to a set of training scans. Thus, given a good set of training scans, this
technique can classify large numbers of unknown scans.

But classification in this manner is limited by the control data that is available.
For example, this technique could not be used to detect and classify a new worm,
since no control data would be available for that particular worm. Even creating con-
trol data for known malicious attacks such as worms can be difficult due to policy
issues regarding launching attacks against one’s own network. However, the tech-
niques presented here would easily extend to any kind of scan-like data provided one
has access to or can generate such control data. Additionally, if there are a few par-
ticular unknown scans that warrant further investigation, the BAM algorithm could
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Fig. 3 Classification examples. The system matches numerous scans to their corresponding train-
ing scans. Three training patterns using 3 bits for encoding are shown. Below each are several
example classifications that were made

be trained on those select unknown scans to try and determine if similar scanning
behaviors have happened in the past.

3.3 Visualization Integration

Once scan patterns have been classified by matching them up with their associated
control patterns, it is useful to present these results visually to the user. This is
particularly important as the number of classified scans increases and becomes too
unwieldy to analyze by hand. For this work, it was decided that these results could
best be visualized as a coloring of an existing graph generated by statistical means as
in ScanVis (Muelder et al., 2005). So, the scans were run through a wavelet analysis
to generate scalograms, and these scalograms were compared against each other to
generate a graph representation.

The combination of the intelligent and statistical techniques is effective because
the wavelet techniques and the associative memory techniques measure different
properties of the data. For instance, the wavelet analysis can detect a particular
feature within a pattern, but would not carry any information about where in the
scan this feature occurs. The associative memory, on the other hand, would reliably
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match scans based on where a feature occurs in a scan, but would also match a
slightly different feature that occurs in the same area. Thus, the two approaches can
complement each other well when used together.

3.3.1 Wavelet Analysis

While transforming the scans into a regular form makes them comparable, a direct
comparison would still not yield useful results. For instance, if an attacker scanned
every other network address one day, then came back the next day and scanned the
addresses that were skipped the first time, then a direct comparison would reveal no
similarity, even though the patterns would be nearly identical; they would just be out
of phase from each other. However, there are several algorithms utilizing frequency
analysis that are useful for handling this kind of data, such as Fourier transforms
and wavelet analysis. Although network scan patterns can exhibit periodic or quasi-
periodic structure, they often contain gaps, aperiodic aberrations, and regions where
the relative phase of the periodic structures has shifted. These are things that Fourier
analysis has been found to handle poorly (Graps, 1995).

So, wavelets are used because they are relatively resistant to both phase shifts and
noise. This means that similar patterns will have similar wavelet scalograms, even
if the patterns are shifted slightly or different parts of the pattern are missing, as can
be seen in Fig. 4a. But dissimilar patterns will still produce different scalograms, as
can be seen in Fig. 4b. There are several variations on the wavelets that can be used,
several of which are enumerated in (Muelder et al., 2005). For this work we chose to
use the following wavelet. Given a series of N = 2n items D0 = (d0,1,d0,2, ...,d0,N),
we calculate recursively:

• Dk= (dk,1,dk,2, ...dk,2n−k),
• Sk= (sk,1,sk,2, ...sk,2n−k),
• σk = ∑ Sk

2n−k ,

(a) Similar patterns (b) Dissimilar patterns

Fig. 4 Wavelet scalograms. Applying wavelet scalograms creates a representation that is directly
comparable, at the cost of data loss (Muelder et al., 2005)
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for 0 < k < n, where

• dk,i = dk−1,i+dk−1,i+1
2 ,

• sk,i =

⎧⎨
⎩

−1 if dk−1,i > dk−1,i+1

1 if dk−1,i < dk−1,i+1
0 if dk−1,i = dk−1,i+1

.

At each recursion the σ values are the mean of the corresponding data series,
and they estimate the variance at each resolution. Once these wavelet scalograms
are calculated, they can be directly compared to one another. The downside to using
these wavelets is that they lose fine details in the data, such as where a particular
feature occurs in the pattern. Still, they can be used to create a good approximate
overview from which other information can be shown.

3.3.2 Graph Representation

In order to represent large numbers of these scans at once, a graph representation of
the scans was used, just as in Muelder et al. (2005). In this view, each scan is a node
in a complete graph, and each edge is calculated as the inverse Euclidean distance
squared between the wavelet scalograms of the two scans it connects. That is, for an
edge between scans A and B, the weight W (A,B) is:

W (A,B) =
1

1 + ||(A−B)||2 .

A force-directed layout, LinLog (Noack, 2004), is then applied to this graph, which
groups similar scans together according to the edge weights between them. Edges
that are below a threshold are dropped for clarity. This creates an overview in which
large scale trends in the wavelet analysis, such as clusters, can be seen.

We can also use it to display the results of applying the BAM algorithm by color-
ing the nodes according to their classification. An example of this is shown in Fig. 5,
where the classification process was run on a small set of controlled scans. In this
example, the set of scans was classified according to three training scans, of which
several samples are shown. In this image it can be seen that scans that have the same
color usually have very similar patterns. It can also be seen that some scans did
not match any of the controlled patterns, which indicate anomalous patterns which
could be looked at more closely.

However, of even more interest is that the BAM classification and the clusters
according to wavelet analysis do not have a 1-to-1 correlation. There are more than
one cluster that are colored the same according to BAM, indicating a difference
between these scans that wavelet analysis picked up that BAM did not. And there
are clusters that contain a scan or two of a different color than the rest of the scan,
indicating scans that contain a difference that BAM detected that wavelet analysis
missed. Thus, the two techniques complement each other well in this manner.
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Fig. 5 A graph representation. A graph of a set of controlled scans is generated and laid out
according to the wavelet scalogram analysis, as in ScanVis (Muelder et al., 2005). BAM was used
to classify these control scans according to three selected scans. The results of using BAM is
represented by coloring the nodes of this graph. Examples of scans from each classification are
shown around the outside. Outliers which were not classified by BAM are shown as black nodes

3.4 A Case Study

Figure 6 shows the results of applying the techniques presented here to color a graph
of over 800 unknown scans collected off the network. One pattern that is readily
apparent is the large number of unclassified scans, which are colored black in the
image. This is indicative of the large number of different kinds of scans active on
the internet that have not yet been identified. However, by applying an associative
memory approach, these scans have been highlighted by a process of elimination,
indicating a set of scans that would be beneficial to look at in more detail. Using
wavelets alone would not have identified these scans.

Another prevalent pattern is that the nodes that were clustered by the statistical
analysis are generally classified the same according to the associative memory. What
is of interest is that some of the scans within a cluster are classified differently. This
is indicating that the machine learning algorithm is picking up on a detailed pattern
that is lost by this statistical analysis. As is shown in Fig. 7, the difference in the
patterns is not necessarily even difficult to discern by eye. This shows that machine
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Fig. 6 A graph showing the results of the BAM classification to unknown scans. As in Fig. 5, a
graph was made as in ScanVis (Muelder et al., 2005) and the nodes are colored according to a BAM
classification. In this case, BAM was trained with four different patterns, so it classified nodes into
four groups. Examples from each classification are shown. Outliers are shown as black nodes

Fig. 7 A close up of one clus-
ter. Most nodes are colored
red, and their detail view
looks like the detail view on
top. But some are not, and
look different as is shown in
the detail view at bottom. This
distinction was not picked up
by the wavelet analysis

learning techniques can quickly lead the analyst to find pattern details that were lost
by the statistical analysis.

4 Future Work

One possible extension of this work would be to investigate looking at the dif-
ferences between the original scans and the controlled scans that the associative
memory classified them as. That is, by subtracting out the part of the pattern that
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is controlled, it should be possible to isolate the distortion patterns that are created
by uncontrollable effects such as router delays. Doing so should greatly enhance the
capability to correlate and identify such common but minute effects, even when the
underlying scans are vastly different due to large scale effects such as the scanning
tool used.

Another aspect that could be considered is the application of unsupervised algo-
rithms to this task. These would produce a clustering without the need for controlled
data. This could lead to an even more effective tool for finding outliers in the graph,
since each true outlier would have a unique color instead of all being grouped into
one class.

Finally, it would be useful to pursue a tighter integration of intelligent techniques
such as BAM with visualization systems such as ScanVis. We have demonstrated
the effectiveness of such a combination in one direction, by presenting the results of
applying the BAM algorithm to a graph such as that in ScanVis. It could be useful to
go the other direction, and take some information learned from ScanVis and quickly
feed it into the training of an algorithm such as BAM. That is, when an anomaly or
trend is detected, it would be convenient to be able to select the scans of interest as
training data for BAM directly from within ScanVis, and have BAM subsequently
classify the rest of the graph automatically.

5 Conclusions

In the system presented in this paper, a machine learning method, BAM, has been
used to perform intelligent network scan pattern reconstruction and classification.
When given a set of controlled scan patterns and a noisy or incomplete pattern, the
results show that the system can successfully return the complete pattern. These
restored patterns are much more convenient for further studies, such as pattern
comparison or pattern clustering, for the purpose of correlating malicious network
activities. This paper has also shown the effectiveness of combining machine learn-
ing techniques with existing visualization and statistical techniques to create a useful
visual representation for dealing with large numbers of network scans. Therefore,
the results naturally lead to the feasibility of applying associative memory models
in reconstruction and recognition of network scan patterns.

From an operational standpoint, one of the most important tasks in cyber security
is “damage assessment”. When damage (a successful intrusion, or a detected data-
exfiltration activity) is discovered at one point, security managers must immediately
seek evidence of this activity more broadly, where it may not yet have been dis-
covered. Unfortunately, this assessment is typically limited to a search for the same
(outsider) IP address, under the naive assumption that the hostile agent will be using
the same IP address for their activities directed at range of targets. If the intruder
or outside agent employs different IP address, either in time (evolving) or in space
(intentionally to avoid naive correlation) then these broader damage assessments
will fail.
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A system by which an intruder’s “pattern”, such as exemplified by scan timing
characterization, could be used to quickly “re-identify” an intruder (irrespective of
IP address) would greatly enhance the effectiveness of damage assessment activities,
enabling detection where none was previously possible. Our system demonstrates
that associative memory techniques and visualization together form an effective
basis for such a characterization system. The system could quickly be trained upon
the known intruder evidence, and then sought more broadly to determine the true
scope of damage.
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Using InetVis to Evaluate Snort and Bro Scan
Detection on a Network Telescope

B. Irwin and J.-P. van Riel

Abstract This paper presents an investigative analysis of network scans and scan
detection algorithms. Visualisation is employed to review network telescope traffic
and identify incidents of scan activity. Some of the identified phenomena appear to
be novel forms of host discovery. Scan detection algorithms used by the Snort and
Bro intrusion detection systems are critiqued by comparing the visualised scans with
alert output. Where human assessment disagrees with the alert output, explanations
are sought by analysing the detection algorithms. The Snort and Bro algorithms are
based on counting unique connection attempts to destination addresses and ports.
For Snort, notable false positive and false negative cases result due to a grossly
oversimplified method of counting unique destination addresses and ports.

1 Introduction

The Internet is a hostile network environment. Firewalls shelter users from the con-
tinual “storm” of probing activity (scanning) pervasive throughout the Internet. The
greater proportion of this activity is generated by self-propagating malicious soft-
ware such as worms (Pang et al., 2004; Yegneswaran et al., 2003). While there is
value in detecting and tracking scan activity, evaluating the success of automated
detection methods can be a complex exercise. This paper aims to illustrate that visu-
alisation can contribute to the critique of algorithmic scan detection. In particular,
two widely deployed open source intrusion detection systems (IDS), Snort 2.1.6
(Roesch, 1999) and Bro 1.1d (Paxson, 1999), are assessed.

The remainder of this introduction discusses the value of performing scan detec-
tion. Section 2 highlights the efforts of others with regard to network monitoring,
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scan detection, and network security visualisation. The InetVis visualisation tool
and key features are described in Sect. 3. Section 4 discusses the approach used to
review network traffic and compares it to IDS scan detection output. It also describes
the samples of network traffic. The results, including visualised examples, are pre-
sented in Sect. 5. Future work is outlined in Sect. 6, and the outcomes are concluded
in Sect. 7.

1.1 The Merits and Difficulties of Scan Detection

To begin a justification of this research, we need to address the question, “of what
value is scan detection?”

1.1.1 Arguments Against Scan Detection

Firstly, scanning activity is too prevalent to warrant concern with every incident
(Yegneswaran et al., 2003). Secondly, in production network monitoring scenarios,
detecting successful intrusions is of paramount concern, but scans merely signify
vague intent. Thirdly, as stated by several authors (Gates et al., 2006; Jung et al.,
2004; Simon et al., 2006), current scan detection algorithms have poor accuracy and
generate too many false positives. Scan detection is a specialised case of anomaly
detection. Many authors argue that anomaly detection methods are less accurate than
signature-based methods (Axelsson, 2000; Kemmerer and Vigna, 2002; Verwoerd
and Hunt, 2002). Furthermore, algorithms cannot be too complex, as they need to be
efficient enough for real-time monitoring. For these reasons, scan detection is often
left disabled or ignored in production environments.

1.1.2 Arguments for Scan Detection

Having considered arguments against scan detection, there are at least some moti-
vations for performing scan detection.

Firstly, there is the potential to detect and contain worm activity without rely-
ing on signatures. Infected hosts and worm activity can be identified based on the
scan patterns they produce. Compared to matching traffic against a large signature
database, a general scan detection algorithm could be more scalable and detect zero-
day worm attacks for which no signatures exist. Scan detection can also be employed
as an application of “extrusion” detection – monitoring internal hosts to detect com-
promised systems that attempt malicious outbound connections (Bejtlich, 2005).
Readily identifying compromised internal hosts can facilitate rapid response and
recovery.

There is a rationale for performing scan detection on inbound traffic. Both the
Snort and Bro IDS have intrusion prevention mechanisms to trigger the injection
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of new firewall rules as a response to malicious network events. As a pro-active
response, once a source is identified as a scanner, subsequent connections can be
blocked to prevent future exploit attempts. However, there are at least three caveats
to this defence mechanism, namely denial-of-service (DoS), false positives, and dis-
tributed attacks. A malicious third party could affect DoS by initiating a scan that
spoofs the address of a legitimate host. Similarly, due to the poor accuracy of scan
detection algorithms, benign traffic may be misclassified as scan activity, blocking
legitimate access. The third concern is that distributed attacks from multiple sources
will defeat this blocking strategy, as it relies upon tracking and blocking individual
malicious sources. A more cautious approach would be to maintain a list of “suspi-
cious” hosts that, due to their scanning activity, warrant more attention, as alluded to
by Verwoerd and Hunt (2002). An IDS can then assign more resources to intensive
checks against this reduced set of hosts deemed suspect by virtue of their previous
scanning activity.

2 Related Work

The context of this research involves network monitoring methods, intrusion detec-
tion theory, and information visualisation techniques. This section relates several
contributions that the authors believe to be significant.

2.1 Intrusion Detection and the False Positive Problem

One difficulty with intrusion detection is the possibility of falsely identifying legit-
imate traffic as intrusive. The false positive rate is a major factor that limits the
effectiveness of IDSs, an issue is well addressed by Axelsson (2000). He takes an
established statistical argument known as the “base rate fallacy” and applies it to
the problem of intrusion detection. It is presumed that a significant proportion of
traffic in a production network is benign and, relative to this, the incidence rate of
malicious activity is low. Even with high accuracy, a large volume of benign traffic
and a low incidence of malicious traffic can result in an overwhelming number of
false alarms.

2.2 Network Telescopes

Network telescopes are constituted by segments of unassigned IP address space
where unsolicited traffic is passively captured. This averts the false positive problem
because legitimate traffic will never be observed. The observations tend to be limited
to scans and backscatter, because network telescope IP addresses do not initiate or
respond to traffic. Similarly, honeypot networks attempt to capture only malicious
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activity but, unlike telescopes, actively respond to traffic to solicit more information
and improve the scope of the observations.

Harder et al. (2005) provide an example of analysing traffic from a small network
telescope. They perform some statistical analysis and include some static graphics.
In preliminary work, the authors (van Riel and Irwin, 2006), examine telescope traf-
fic phenomena with an emphasis on interactive graphical analysis. However, Moore
et al. (2004) argue that small network telescopes, such as a class C network, are too
small to infer statistical generalisations about the Internet. Pang et al. (2004) per-
form a large-scale study on class A and B networks using both active and passive
measurement methods. Lastly, using large telescopes, a seminal study by Moore
et al. (2006) discusses the task of inferring DoS backscatter.

2.3 Classifications of Network Scan Activity

In describing and characterising scan activity, several synonymous terms are used
in the literature. This paper adopts the definitions used by Snort documentation
(Caswell and Hewlett, 2007), as it offers a broad set of categories for classifying
scanning activity:

port-scan: a “one-to-one” scan where a source host attempts multiple connec-
tions to a single target (destination) host on a number of distinct destination ports.
This type of scanning is also broadly termed service discovery, or vertical scanning
(Yegneswaran et al., 2003).

port-sweep: a “one-to-many” scan on a given destination port, where a single
host attempts to connect to multiple destination hosts. This can also be referred to
as host discovery, address scanning, vulnerability scanning, or horizontal scanning
(Yegneswaran et al., 2003). Host discovery can also be conducted with ICMP.

These definitions describe probing activity originating from one source alone. To
evade detection, both service discovery and host discovery can be coordinated from
multiple sources in a distributed manner – referred to as distributed scanning. Snort
has the capability to detect distributed and decoy port scans (many-to-one). A single
host may spoof multiple source addresses as decoys to obscure its real identity.
Lastly, stealth scans use a variety of methods to attempt to evade detection. Stealthy
techniques include distributed scanning, scanning slowly, and using specialised TCP
flags – see the Nmap reference (Lyon, 2007) for more details.

2.4 Algorithmic Approaches to Scan Detection

Scan detection is a form of anomaly detection. The proficiency of a scan detection
algorithm will be determined by how it characterises scan activity and differentiates
it from normal traffic. Distinguishing between various scan types requires modelling
the distinctive characteristics of traffic patterns produced by each type. One general
assumption is that scan activity will generate a high number of failed connection
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attempts (Lau, 2004; Caswell and Hewlett, 2007). Both Snort and Bro apply this as a
base assumption in their algorithms. In essence, they simply count failed connection
attempts and alert if thresholds are reached, though more sophisticated approaches
are being developed. For example, advanced statistical approaches can be taken
(Gates et al., 2006; Jung et al., 2004; Leckie and Kotagiri, 2002), or data mining
classifiers employed (Simon et al., 2006). For the purposes of this evaluation, the
scope is limited to the default algorithms offered by Bro and Snort.

2.5 Network Security Visualisation

Vision is a parallel and pre-attentive cognitive process, whereas auditory cognition
(used to understand text and speech) is a serial process (Ball et al., 2004; Wickens
et al., 1983). Hence, visualisation is a superior medium for correlation and pattern
matching tasks such as observing anomalous traffic patterns caused by scans. How-
ever, despite these cognitive advantages, scalability is often cited as a limitation
(Ball et al., 2004; Valdes and Fong, 2004; Goodall et al., 2006; Foresti et al., 2006).

Stephen Lau’s “Spinning Cube of Potential Doom” visualisation is a primary
reference for developing this work (Lau, 2004). The basic 3-D scatter-plot of source
IP, destination IP and destination port is well suited to displaying traffic patterns and
in particular, scanning activity. Scatter-plots have a scalability advantage because
points consume a minimal amount of display space. Lines are commonly used in
network visualisation (Ball et al., 2004; Yin et al., 2004; Toledo et al., 2006) to
provide a natural metaphor for connectivity, but use display space less efficiently.

In building on Lau’s original concept, several other visualisations provided useful
ideas. An enumeration of key influences follows. Valdes and Fong discuss a scalable
approach with similar plots to the “Cube of Potential Doom”, but in 2-D (Valdes
and Fong, 2004). The “space-shield” described by Fisk et al. (2003) offers features
like time-animated replay at variable replay rates, and immersive navigation. The
parallel axes visualisation by Yin et al. (2004) discusses focusing on subsets of the
data, often termed “drilling down”. Their work also includes the concept of a time-
window (Ball et al., 2004) grey-out older events to provide historic context. Etherape
highlights the occurrence of new events by momentarily enlarging the thickness of
lines (Toledo et al., 2006). Lastly, Kuchar et al. (2006) motivate the importance of
time as an attribute for correlating data.

3 InetVis Network Traffic Visualisation

InetVis, short for Internet Visualisation, is primarily designed for reviewing network
telescope traffic (van Riel and Irwin, 2006). Figure 1 illustrates the plotting scheme
and basic types of scans. Lau’s original visualisation plotted TCP traffic and InetVis
extends this by including support for the UDP and ICMP protocols. The input for
Lau’s visualisation is Bro connection log files, whereas InetVis captures live traffic
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Fig. 1 The InetVis 3-D
scatter-plot, exhibiting com-
mon scan types. Points are
plotted according to the
source IP (red-axis), desti-
nation IP (blue-axis), and
destination port (vertical
green-axis). TCP and UDP
traffic is plotted together in
the main bounding box and
ICMP traffic is plotted to the
plane below. For address scan-
ning, a port-sweep appears as
a horizontal line, and simi-
larly an ICMP-sweep appears
as a line in the ICMP plane.
A full port-scan appears as a
vertical line. These example
scans were generated with
Nmap – for more Nmap scan
examples, refer to previous
work in (van Riel and Irwin,
2006). The default is to colour
points by destination port with
a rainbow colour gradient

ICMP plane 

ICMP-sweep 

port-sweep 
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dst 
port 
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or reads packet traces in the common Libpcap format (supported in Snort, Bro, Tcp-
dump, and Wireshark). InetVis offers a wealth of dynamic and interactive features
intended to facilitate exploration of packet capture data.

3.1 Key Features and Enhancements

When characterising network scans, the order, and timing of probe packets is signif-
icant. InetVis includes several features to enhance the viewer’s chronological sense
of network activity – the time-window, replay-position, time-scale, transparent age-
ing, and pulse features. The time-window is relative to the replay position and acts
as a filter by excluding events that are before or beyond the bounds of the win-
dow. The time-scale adjusts the replay rate to either slow or speed up playback. In
conjunction, these controls manage the time frame in terms of position, size, and
progression through the steam of packets.

Each feature can be independently controlled to dynamically adjust the time
frame. For each control, quick adjustments can be made by slider-bars that scale
the adjustment effect to the appropriate range of time. For example, in lower ranges,
adjustments of the time-scale and time-window are in the order of milliseconds and
seconds for fine control. Conversely, the upper ranges are adjusted in the order of
hours (for the time-scale) or days, weeks, and months (for the time-window).
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Transparent ageing and pulse effects can be enabled to enhance chronological
salience. With transparent ageing, older events are faded out and appear diminished
in contrast to newer events that appear solid (fully opaque). This creates an emphasis
on newer events while maintaining a lingering sense of historic context. Enabling
the brief pulse effect draws attention to newly introduced events by enlarging their
points momentarily. This also helps the viewer to notice reoccurring events.

Other features allow the user to explore, isolate, and focus on interesting traffic
phenomena. These features entail navigation, scaling the plot, a logarithmic plot,
filtering, colour schemes, and recording output. Immersive navigation allows the
user to explore within the data by moving, rotating, and zooming the view in 3-D
space. The user can form additional insight into subtle patterns by viewing the data
from different perspectives. To avoid disorientation, the navigation is bounded and
ensures that the user cannot lose sight of the visualisation.

To explore the data in more detail, and deal with the effects of over-plotting
(where points overlap each other), the plot can be scaled down into sub-networks or
a smaller port range. Source and destination networks are specified in CIDR notation
and the destination port range is specified by an upper and lower bound. By default,
the plots linearly map the chosen network and port ranges onto their respective axes.
For the destination port axis (vertical green-axis), a logarithmic scale can be applied
instead of linear mapping. This resolves over-plotting that occurs at lower range due
to the high proportion of traffic that targets the well-known and registered ports. For
fine control, the user can adjust the base of the logarithm to control the amount of
expansion at the lower port region – the greater the base, the greater the expansion
at lower ports, with the effect of more contraction at higher ports.

Uninteresting traffic can be filtered with BPF syntax (as used in Tcpdump). The
syntax is complicated, but facilitates powerful and flexible filtering options that can
operate on any field in the packet data. The filters are applied dynamically by reread-
ing the packet trace data (with the caveat that large capture files incur some delay in
applying the change). Colour can convey additional information and the user has a
choice of several colour schemes, such as colouring by source port, source address,
packet size, protocol, and so forth. Colour change interactions are dynamic, and can
aid in viewing attribute relationships in the packet data.

To record output, InetVis supports capturing image snapshots or frame sequences
for rendering video clips. The packets in view can also be dumped to a trace file
in Libpcap format, allowing the user to review traffic with other utilities, such as
Tcpdump and Wireshark.

4 Investigative Methodology

Scanning activity is observed with InetVis, characterised, and compared to alert
output produced by the Snort and Bro. In the first phase of exploration, the network
telescope traffic is freely explored with InetVis. In this step, events of interest are
discovered, characterised, isolated, and recorded. Case-by-case, each event is then
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processed with Snort and Bro to test the accuracy of the scan detection algorithms.
The third investigative phase proceeds in reverse. The full network telescope dataset
is processed with Snort and Bro, and samples of the alerts are reviewed with InetVis.
To explain false positive and false negative cases, the source code of the scan detec-
tion algorithm is reviewed. Lastly, to verify cases and explanations, specific test
traces are created with Nmap. Fig. 1 shows an example of three basic scan types
generated with Nmap. The test cases are used to confirm assessments about how the
Snort and Bro scan detection algorithms function.

4.1 Network Telescope Traffic Capture

Traffic captured from a network telescope provides a sample of Internet scanning
activity. A single monitoring host passively captures traffic destined for the class
C network. The dataset consists of monthly packet traces captured during 2006.
Due to some downtime (mainly caused by power outages), the data contains a few
gaps which amount to 20.2 days (5.5%) for the 2006 year. The accumulated set of
traces for 2006 contains in excess of 6.6 million IP packets. The data composition
by protocol and the number of packets is 65% TCP, 20% UDP, and 15% ICMP.

The full dataset is visualised in Fig. 2. From this image, it is evident that the
predominant phenomena are address scans in the form of port-sweeps and ICMP-
sweeps. Conversely, port-scans are a rarity, as most sources first establish the
presence of a host before expending the time to conduct a port-scan.

4.2 Scan Detection Configuration and Processing

The default Snort and Bro configurations were modified to focus on scan detection
features. This streamlined the alert output and avoided unnecessary processing. Sev-
eral iterations of configuration and testing were performed on the network telescope
data as well as generated scan examples.

4.2.1 Snort Configuration

For Snort, only essential pre-processors (flow, frag3, stream4, sfport-
scan) were loaded to support scan detection. All rule-sets, except scan.rules
were disabled. Snort’s sfportscan scan detection pre-processor is set to “low”
sensitivity by default. The low setting requires a sub-minimum number of negative
responses, and is named the “priority count” threshold (Caswell and Hewlett, 2007).
This low setting is inappropriate for analysis with network telescope traffic, as the
data will not contain any negative responses. Alternatively, the medium and high
sensitivity settings do factor in negative responses, but they do not require them.
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Fig. 2 6.6 Million packets
captured during 2006 from
a class C network telescope.
Even with the large number of
points, InetVis is able to main-
tain moderately interactive
frame rates using mid-range
graphics hardware (e.g. 8
FPS with a Nvidia GeForce
7600GS). The majority of
port-sweeps are concentrated
in the lower end of the port
range. Note the banding effect
by source (red-axis) which
shows that a large proportion
of activity comes from two
sections of the IPv4 address
space. Another interesting
observation is the higher
concentration of scattered
activity in the first half of
the destination address range
(blue-axis)

higher density in first 
half of destination range 

activity concentrated in 
lower port range 

bands of 
source ranges 

Hence, all Snort processing on the data was conducted with either the medium or
high sensitivity setting. In the context of a network telescope, disregarding neg-
ative responses is acceptable, since all of the traffic captured is unsolicited. The
sfportscan configuration was also modified to include the detection of ACK
scans (discussed further in Sect. 5.2.)

4.2.2 Bro Configuration

To focus on scan events, the default Bro “light” policy was streamlined by removing
unnecessary policies intended for application protocol analysis. Bro was used to
provide results in two ways. As with Snort, the initial configuration mode was used
to test Bro’s scan detection with potential false positive and false negative cases.
The defaults were tested as well as adaptations to attempt to match the respective
threshold options for the medium and high sensitivity levels found in Snort.

The second configuration mode was designed to investigate the distribution of
unique addresses targeted by address scans. The Bro scan detection policy is highly
configurable, allowing exact and multiple threshold levels to be specified. This set-
up entailed specifying a set of threshold values at regular intervals. Of particular
interest is the unique destination address count. As an address scan progressed
through the address range, it triggered an alert at each threshold. A script was writ-
ten to parse the alert file, counting how many scans surpassed each threshold level.
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Since a single scan triggers alerts at each threshold it passes, all but the highest alert
for that scan should be counted, while previous alerts must be discounted. In addi-
tion, different time thresholds were investigated. Unlike Snort’s fixed pre-sets, Bro
scan detection time-outs can be redefined to an arbitrary value. Results generated
from this are presented in Sect. 5.1.

4.3 Graphical Exploration and Investigation with InetVis

The network telescope data was explored month by month. To form an overview
of all the events, a fast replay rate of 86,400× (a day per second) was typically
combined with a time window of 7 days. A month’s traffic could be skimmed over
in roughly 30 s. Alternatively, a static view of all the traffic was viewed with a 30-day
time window. This mode suited the observation of slow scans and pseudo-random
patterns formed over long periods. Patterns were identified as pseudo-random when
some facet of non-randomness could be noticed – for example, scattered packets
that ended up forming diagonal lines (as discussed later in Sect. 5.2). To reduce
the clustering effect in the lower port range, the logarithmic scale was applied to
the destination port axis. Various colour schemes were tested when searching for
possible correlations.

Rapid replay rates and large time windows were suitable for observing events
that progressed slowly. The details of fast events became more evident by reducing
the replay rate and time window. Identified events could be focused on by scaling
the view and setting the ranges on axes, namely the source sub-network, destination
sub-network and destination port range. This “drilled down” into subsets of the data,
facilitating a clearer perspective of the event. By reducing the range of data viewed,
smaller scale events became more evident. Further reduction of the time window
and replay rate was used to analyse very rapid events. In addition, BPF filters were
applied to isolate events of interest.

Once incidents were isolated, they were recorded to capture files for further anal-
ysis and testing. The captured files were processed with Snort and Bro. For obvious
scans identified with InetVis, the failure to alert indicated a false negative. Fur-
thermore, alert output was inspected to check that detected scans were correctly
characterised by the detection algorithm. Alternatively, the Snort and Bro alert logs
for each month could be inspected and then investigated with InetVis. Using the alert
information to set the appropriate replay position, ranges, and filters eased seeking
out the event.

5 Results and Analysis

Network telescope traffic review with InetVis enabled the observation of many
anomalous traffic patterns that could not be noticed with IDS alert output. The
results presented in this section focus on particular findings that illustrate possible
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flaws in the Snort and Bro scan detection algorithms. Much of the discussion entails
two attributes used to characterise scans; the unique destination IP address count,
and the unique destination port count.

5.1 Address Scans and the Distribution of Unique Addresses

Snort and Bro scan detection algorithms count unique destination ports and
addresses. A combination of thresholds determine if scanning activity has occurred
and setting appropriate threshold levels is a question of parameter optimisation.
Snort’s “high”, “medium”, and “low” sensitivity pre-sets are hard-coded threshold
combinations with limited scope for optimisation.

With the flexibility afforded by Bro, multiple threshold levels were tested at var-
ied time-out values. The bar chart in Fig. 3 shows the distribution of address scan
alerts categorised by the number of unique destination addresses that were targeted.
The chart exhibits a full range of thresholds from 9 to 256, grouped by intervals
of 8. Essentially, it shows the number of address scans that reached a higher num-
ber of unique destination addresses. Furthermore, each address threshold interval is
sub-categorised by “light”, “default” and “heavy” time-outs. The expiry time-outs
are 1 min, 5 min, and 10 h, respectively.

Firstly, note the right-hand tail of the distribution in Fig. 3. This shows that the
greater proportion of the scanning activity targets almost all the addresses in the
class C network telescope. The plot in Fig. 4 expands the density of activity in this
upper range for both the TCP and UDP address scans (unfortunately, Bro 1.1d does
not readily facilitate multiple threshold levels for ICMP). Once again, the greater
proportion of scans cover nearly the entire address range. Interestingly, compared to
UDP, TCP exhibits this characteristic to a greater extent.

Returning to Fig. 3, the lower range of the distribution also exhibits a tail, but to
a lesser extent. Presumably, the tail is caused by miscellaneous non-scan activity.
This suggests the obvious – setting the IP address threshold too low increases the
number of false-positives. Combined with heavy time-outs, a low unique destination
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Fig. 3 Number of Bro scan alerts categorised by unique address intervals and time thresholds
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Fig. 4 The number of TCP
and UDP address scan alerts
are plotted (y-axis) for the
upper range 224–256 of
unique destination address
thresholds (x-axis). The count
for TCP scan alerts count
range is on the left, and
ranges between 0 and 1,200.
For UDP on the right, the
range is 0–120 (10× smaller
than TCP)
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IP threshold will result in excessive false positives. While lighter time-outs avoid
this to some extent, they miss slower stealth scans.

Another difficulty with time-outs seems somewhat counter-intuitive initially. One
might expect that heavy time-outs would pick up more scanning activity. However,
careful observation of the upper ranges in Fig. 3 shows that for some intervals the
“light” and “default” values are higher, bar the final interval where the “default” and
“heavy” values are significantly higher. These offsets can be explained in two ways:
either, heavy time-outs count several individual scan incidents as one longer scan,
or, if a scan’s timing between packets is inconsistent, lighter time-outs miscount one
long scan as two or more smaller scans.

In summary, higher unique destination IP thresholds will pick up the majority
of scanning activity while avoiding false positives. Time-out thresholds should not
be set too long, nor too slow. Clearly, the algorithm needs an improved method of
timing activity, so as not to confuse multiple scans as one, or one scan as multiple.
A similar issue was discovered with Snort, which also reports one long scan as
multiple shorter scans.

5.2 Scans Discovered and Characterised with InetVis

Multitudes of scanning incidents have been identified by human inspection with
InetVis. Selected examples are presented to illustrate false negative and false posi-
tive issues with the Snort and Bro scan detection algorithms.

5.2.1 Pseudo-Random Phenomena

Some traffic captured from the network telescope exhibited pseudo-random patterns
when visualised with InetVis. In general, there are three foreseeable explanations for
the pseudo-random phenomena. They are caused by miscellaneous network config-
uration errors, DoS backscatter, or subversive stealthy scanning techniques. Evasive
scanning methods employ randomisation, dispersion, patience or a combination
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Fig. 5 Rapid 50 ms pseudo-
random host discovery with
probe packets dispersed by
destination port. The image
is shown with a 75 ms time-
window, transparent ageing,
point-pulse for new events,
and coloured by destination
port. (a) Front-view showing
destination port vs. destina-
tion IP. (b) Top-view showing
source IP vs. destination IP
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thereof. Very slow scans are likely to fall outside of the bounds of detection time-
window thresholds. The authors believe that if a scanning method is sufficiently well
dispersed (randomised), it can occur rapidly while evading detection, as shown in
Fig. 5.

There are two orthographic projections. Figure 5a provides a frontal 2-D view
exhibiting a dramatically fast scatter of packets randomly dispersed about the des-
tination port range 1,000–2,000. The transparent fading of older packets shows
the address range is traversed in a linear progression. Within 50 ms, each of the
232 packets targets a unique destination IP. Given the fast transmission rate, a few
packets may have been lost. Figure 5b shows a top view, emphasising how almost
the entire address range is covered.

Upon closer inspection, all packets originate from source port 80 and have
SYN/ACK TCP flags set. Assuming the normal connection establishment pro-
cedure, a SYN/ACK response indicates that the port is accepting connections.
However, the telescope does not initiate any connections. Two explanations are
raised: (1) The observed traffic could be backscatter from a web server undergo-
ing a DoS attack where the telescope’s source address was forged (spoofed) – DoS
attacks commonly spoof source addresses to hide the identity of the attacker (Moore
et al., 2006). (2) Alternatively, this is a form of stealthy host discovery, constituting
an address scan.

Supposing the phenomena were backscatter, it is curious that the spoofed
addresses were not randomised and selected from the greater address range of over
4 billion IPv4 addresses. Instead, 232 consecutive addresses are probed in a linear
fashion – this can be noted from the transparent ageing effect in Fig. 5. Added to
this, each packet targets a unique address, and this leads the authors to favour the
address scan explanation.

Although the pseudo-random dispersion in Fig. 5 is not a port-sweep by strict
definition, it could be a well-adapted alternative to ICMP ping-sweeps. ICMP echo
requests and responses are sometimes administratively filtered (by routers and fire-
walls) to safeguard against attackers who leverage ICMP as a reconnaissance tool.
By using TCP source port 80 and setting the TCP flags to SYN/ACK, connection
state unaware firewalls will pass this type of traffic. If a destination host receives
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Fig. 6 Pseudo-random diag-
onal phenomenon dispersed
about the destination port
range 1,000–2,000. The view
is in 3-D perspective projec-
tion with a 36 h time-window
and coloured by destination
port. The red axis in the back-
ground represents the source
address range, which is scaled
to a/9 network block (half a
class A). In the foreground,
the blue axis represents the
destination address range –
the network telescope’s range
(“the.drk.net”). The vertical
green axis represents the des-
tination port range from port
800 to 3,800
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an unexpected SYN/ACK packet for a connection it did not initiate, the standard
response is to send an RST packet back to the source. Doing so confirms the pres-
ence of a host, while no response may indicate that the address is not used (unless
the destination network policy does not follow RFC 793 and, similar to the case for
ICMP echoes, administratively filters out TCP RST packets).

The pseudo-random phenomenon is not an isolated incident. Repeated inci-
dents occur, and several other slower forms have been observed, characteristically
bounded in the destination port range 1,000–2,000. The phenomenon in Fig. 6 bears
some resemblance to that in Fig. 5, but note the obvious diagonals. The incident
occurs in a much longer time frame, 36 h rather than 50 ms. Furthermore, the pro-
gression across the address range is randomised and repetitive, as not every packet
targets a unique destination IP address.

The Snort sfportscan algorithm does not alert on the activity in Fig. 5, a pos-
sible false negative. By contrast, the Bro scan algorithm does alert on this kind of
pattern (provided the packets are altered to SYN packets, as Bro handles SYN/ACK
packets differently). Bro detects this activity because, unlike Snort, its algorithm
does not consider the destination ports when identifying address scans. Arguably,
this leaves it more susceptible to false positives. While Fig. 5 illustrates a some-
what ambiguous case for address scanning, the incident in Fig. 6 is less likely. With
extended time-outs, Bro detects Fig. 6 as an address scan whereas Snort does not
produce any alerts. Whether or not such activity should be classified as address
scans or backscatter remains debatable.

5.2.2 Multiple Synchronous Sweep Scans

While it is not completely clear if the examples in Figs. 5 and 6 should be detected
as scans, a far more obvious case of address scan (port-sweep) activity is shown in
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Fig. 7 Simultaneous port-
sweeps. Front-on 3-D
perspective projection shown
with 150 s time-window and
transparent ageing. Colour
by destination port. Slightly
oversized points at the end
of scans highlight the most
recent packets. The six port-
sweeps occur on ports 42
(WINS name service), 139
(SMB/CIFS over NetBios),
445 (SMB/CIFS over TCP),
4,899 (radmin windows based
remote administration tool),
5,900 (VNC remote desktop),
6,101 (Verias BackupExec)
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Fig. 7, where six simultaneous scans linearly traverse the address range. This is a
multi-vector attack, where each port is associated with one or more vulnerabilities.
Remarkably, Snort’s sfportscan detector produces no alerts for the port-sweeps,
while Bro somewhat misreports the activity.

5.2.3 The Snort False Negative Case

Tested with Nmap, Snort is capable of detecting single instances of port-sweeps.
For the multi-port-sweep example, it might be assumed that Snort’s sfportscan
module would produce either six separate port-sweep alerts, or a single alert for the
whole event. Yet no alerts were produced.

Explaining this false negative required review of Snort’s source code. The fault
is attributed to an over-simplified implementation for counting unique destination
addresses and ports. For each source address, instead of maintaining a set of unique
destinations, only the previous destination address is kept in memory, and a simi-
lar case applies to tracking destination ports. The current destination is compared
with just the previous destination, and increments the unique counter if they do not
match. This fails to consider the complete history of destinations within the chosen
detection time-window. Effectively, it makes the poor assumption that a port-sweep
or port-scan will be efficient and not strike the same destination twice.

In Fig. 7, as multiple port-sweeps progress simultaneously, there is alternation
between six ports. This causes repeated hits, and the unique port count is con-
tinuously incremented instead of remaining at six. The port count functions as a
maximal threshold when detecting address scans. If the unique destination port
count is above the threshold, the algorithm rejects the possibility of a port-sweep,
since traffic apparently occurs on too many distinct ports – the feature that prevents
Snort from alerting on the pseudo-random activity in Fig. 5. Thus, a false negative
results from over-counting because the algorithm uses both minimal and maximal
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Fig. 8 Snort sfportscan log
output for a false positive
case. The test Nmap scan only
targeted two addresses, yet
the unique “IP count” is 30.
Furthermore, the “IP count”
is clearly inconsistent with
the “Scanned IP Range” field
which specifies a range of two
addresses from 127.0.1.2 to
127.0.1.3

Time: 05/30/07-12:45:09.413192  
event_id: 30 
160.0.0.1 -> 127.0.1.3 (portscan) TCP 
Filtered Portsweep 
Priority Count: 0 
Connection Count: 30 
IP Count: 30 
Scanned IP Range: 127.0.1.2:127.0.1.3 
Port/Proto Count: 1 
Port/Proto Range: 32000:32000 

thresholds to distinguish port-sweeps from port-scans. This false negative case also
applies to port-scans, as multiple alternating port-scans will go undetected by Snort.

The Bro IDS does produce alert output for the example in Fig. 7, but fails to
identify the complete event. In the specific case, it alerted at each set threshold, but
only for one out of the six ports, thereby missing the five other scans.

5.2.4 The False Positive Corollary

The Snort flaw discussed above also generates false positives. A false positive can
arise if, for a given source, connection attempts repeatedly alternate between two
destination addresses, or two destination ports. Instead of recognising the recurring
connection attempts to previous destinations, sfportscan continually increments
the counters for unique destination addresses and ports. The counter then surpasses
a minimal threshold which triggers either a port-sweep or port-scan false alert. As
proof of concept for this flaw, a special packet trace was generated with Nmap.
Multiple alternating TCP SYN connection initiation packets were sent to just two
destination addresses on the loop-back interface. The packets were simply alter-
nated 20 times between 127.0.1.2 and 127.0.1.3, totalling 40 packets. This was
sufficient to test the pre-sets for the thresholds. Figure 8 provides an example of
sfportscan log output for this false positive. Another observation was that Snort
logs the event as soon as the threshold is reached, thereby failing to report the full
extent of a scan.

6 Future Work

This work tested the default scan detection in Snort and Bro. As alluded to in
Sect. 2.4, other scan detection algorithms have been devised. Bro includes an imple-
mentation of the algorithm by Jung et al. (2004) and may offer the flexibility to
re-implement and compare other algorithms (Gates et al., 2006; Simon et al., 2006;
Leckie and Kotagiri, 2002) for future analyses.
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To ease the process of conducting visual analysis, the authors are devising semi-
transparent visual overlays to represent detected scans. The detection of scans can
then be seen against the backdrop of the network traffic. To complement this, the
intention is to include support for reading scan alert output and automatically for-
ward the replay position to detected scans. Automatic focus of the scan event would
also be desirable.

Another worthwhile investigation would quantitatively assess the performance
advantage of Snort’s simplified pseudo-unique destination counter. In conjunction,
one might look at the accuracy cost of this simplification by judging how many false
positives it generates. While Bro maintains a set of all previous destinations, this
adds complexity and makes the scan detection more resource-intensive (in terms of
memory consumption and processor time). Of course, this kind of analysis should
make use of production traffic to test real-world performance.

7 Conclusion

This work exhibits the practical application of visualisation to the problem domain
of scan detection. InetVis re-implements and extends Stephen Lau’s original visu-
alisation concept, adding several enhancements for visualising network telescope
traffic and scanning activity. Special attention is paid to chronological salience,
allowing the exact order of probing packets to be observed. Several months of
network telescope traffic were explored and investigated with InetVis. From select
scan incidents, false positive and false negative cases were established for the Snort
sfportscan module, and this inaccuracy was attributed to a unique destination-
counting flaw. While Bro did not suffer from this flaw, it too failed to report the full
extent of scan activity, as shown with simultaneous port-sweeps in Fig. 7. Pseudo-
random phenomena were discussed in Sect. 5.2, and Fig. 5 could be a stealthy
form of host discovery. It illustrates the difficulty of dealing with ambiguous traffic
patterns that could be a form of ACK scanning or backscatter.

InetVis showcases the advantages of using visualisation, and the 3-D scatter-
plot proves to be a suitable choice for displaying scan activity. Without InetVis, the
authors would have a weaker understanding of scan phenomena, and would not have
discovered these issues in the Snort and Bro scan detection algorithms.
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