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Abstract. Activity recognition from an on-body sensor network enables
context-aware applications in wearable computing. A guaranteed classi-
fication accuracy is desirable while optimizing power consumption to en-
sure the system’s wearability. In this paper, we investigate the benefits
of dynamic sensor selection in order to use efficiently available energy
while achieving a desired activity recognition accuracy. For this pur-
pose we introduce and characterize an activity recognition method with
an underlying run-time sensor selection scheme. The system relies on a
meta-classifier that fuses the information of classifiers operating on in-
dividual sensors. Sensors are selected according to their contribution to
classification accuracy as assessed during system training. We test this
system by recognizing manipulative activities of assembly-line workers
in a car production environment. Results show that the system’s lifetime
can be significantly extended while keeping high recognition accuracies.
We discuss how this approach can be implemented in a dynamic sensor
network by using the context-recognition framework Titan that we are
developing for dynamic and heterogeneous sensor networks.

1 Introduction

Wearable computing aims at supporting people by delivering context-aware ser-
vices [I]. Gestures and activities are an important aspect of the user’s context.
Ideally they are detected from unobtrusive wearable sensors. Gesture recognition
has applications in human computer interfaces [2], or in the support of impaired
people [3]. Developments in microelectronics and wireless communication enable
the design of small and low-power wireless sensors nodes [4]. Although these
nodes have limited memory and computational power, and may have robustness
or accuracy limitations [Bl6], unobtrusive context sensing can be achieved by
integrating them in garments [7I]] or accessories [9].
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In an activity recognition system, high classification accuracy is usually de-
sired. This implies the use of a large number of sensors distributed over the body,
depending on the activities to detect. At the same time a wearable system must
be unobtrusive and operate during long periods of time. This implies minimizing
sensor size, and especially energy consumption since battery technology tends
to be a limiting factor in miniaturization [10)].

Energy use may be reduced by improved wireless protocols [TIIT2], careful
hardware selection [I3], or duty cycling to keep the hardware in a low-power
state most of the time [I4]. Energy harvesting techniques may also complement
battery power [I5], although the unpredictability of energy supply typical of
harvesting makes it difficult to manage duty cycling schedules [I6].

Activity recognition requires fixed sensor sampling rate and continuous sensor
node operation, since user gestures can occur at any time and maximum classifi-
cation accuracy is desired. Therefore adaptive sampling rate and unpredictable
duty cycling can not be used to minimize energy use. Current approaches typ-
ically rely on a small, fixed number of sensors with characteristics known and
constant over time [I7]. Once one sensor runs out of energy the system is not
able to achieve its objective and maintenance is needed.

Here we investigate how to extend network life in an activity recognition sys-
tem, while maintaing a desired accuracy, by capitalizing on an redundant number
of small (possibly unreilable) sensors placed randomly over the user arms. We
introduce an activity recognition system with a metaclassifier-based sensor fu-
sion method that exploits the redundancy intrinsic in the sensor network. We
modulate the number of sensors that contribute to activity recognition at run-
time. Most sensor nodes are kept in low power state. They are activated when
their contribution is needed to keep the desired classification accuracy, such as
when active nodes fail or turn off due to lack of energy. This approach copes
with dynamically changing networks without the need for retraining and allows
activity recognition even in the presence of unexpected faults, thus reducing the
frequency of user maintenance. The algorithm can be easily parallelized to best
use the computational power of a sensor network. We show how this approach
fits the Titan framework that we are developing for the execution of distributed
context recognition algorithms in dynamic and heterogeneous wireless sensor
networks.

The paper is organized as follows. In sec. Plwe describe the activity recognition
algorithm with dynamic sensor selection. In sec. [3] we analyze the performance
of the system in terms of classification accuracy and system life time. In sec. @
we describe the Titan framework and how the activity recognition algorithms fit
in it. We discuss results in sec. Bl and conclude in sec.

2 Activity Recognition with Dynamic Sensor Selection

We introduce a method to recognize activities (gestures) from on-body sensors.
This method relies on classifier fusion to combine multiple sensor data and com-
prises a dynamic sensor selection scheme. It exploits the intrinsic redundancy
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in a network of small and inexpensive acceleration sensors distributed on the
body to achieve a desired recognition accuracy while minimizing the number
of used sensors. Gesture classification is performed on individual nodes using
Hidden Markov Models (HMM) [I8]. A Naive Bayes classifier fuses these indi-
vidual classification results to improve classification accuracy and robustness.
This method is tested by recognizing the activities of assembly-line workers in a
car production environment. Activity recognition enables the delivery of context-
aware support to workers [L9/I7].

2.1 Metaclassifier for Activity Recognition

The activity recognition algorithm is based on a metaclassifier fusing the contri-
butions from several sensor nodes [20]. The sensor nodes comprise a three-axis
accelerometer to capture user motion (Analog Device ADXL330). Each axis of
the accelerometer is considered as an independent sensor. Fig. [[ illustrates the
activity recognition principle.

Sensor 1

+}~w —’lPreprocessing|—’| Classification

: « Majority votingf
Output | + Naive Bayes 1
classN 1 L |

Sensor N

—'lPreprocessing'—>| Classification

Fig. 1. Activity recognition architecture. Features extracted from the sensor data are
classified by competing Hidden Markov Models (HMM), each one trained to model
one activity class. The most likely model yields the class label. The labels are fused to
obtain an overall classification result. Two fusing scheme have been compared: naive
Bayesian and majority voting.

First on isolated instances, features are extracted from the raw acceleration
data. The features are the sign of the acceleration magnitude (positive, negative
or null). This is obtained by comparing the acceleration value with corresponding
thresholds (-400mg and +400mgﬂ. Each sample is thus converted in one out of
three possible symbols.

The features are then classified using discrete HMMs which model the gesture
dynamics in the feature space. HMMs, together with Dynamic Time Warping

! Use of alternative features will be investigate in future works.



20 P. Zappi et al.

(DTW) [21] and neural networks [22], are a common approach to handle tempo-
ral dynamics of gestures. Our choice is motivated by previous work which showed
HMDMs to be a good approach [I7I23]. We use ergodic HMMs with 4 states. For
each accelerometer axis we train one HMM per class using the Baum-Welch al-
gorithm starting with 15 random initial models and selecting the one that shows
best classification accuracy on the training set. During activity recognition, the
HMDMs compete on each input sequence. The HMM best modelling the input
sequence indicates the gesture class label. Training and evaluation of sequences
is done using the Kevin Murphy’s HMM Toolbox.

Finally, in order to end up with a single classification result we fuse the class
label output from each accelerometer using a naive Bayes technique. The naive
Bayes classifier is a simple probabilistic classifier based on the Bayes’ theorem
and the (strong) hypothesis that the input features are independent. The clas-
sifier combines the Bayes probabilistic model with a decision rule. A typical
decision rule is to classify an instance as belonging to the class that maximizes
the a posteriori probability [24].

Given the conditional model P(C|Ay, A1, ..., A,), where C denotes the class
and A; n input attributes (in our case, the HMMs output from the sensors), we
can use the Bayes theorem to define:

PA 7A a'"aAnC PC
P(C| A1, Ay, .., Ay) = ﬂaéA%”2¢>
Likelihood x Prior

Posterior = 1
OSREHOT Marginal ()

Posterior is the probability of a certain class given the input sequence. Likelihood
is the conditional probability of a certain sequence given a certain class, Prior
is the prior probability of the selected class, and Marginal is the probability of
having the input sequence.

Applying the hypothesis of independence and the decision rule we obtain:

P(C =) T, P(A = alC = o)
Cout(a1,az, ..., a,) = argmaz, P(Ay = a1, Ao = as, .. Ay = an) (2)

As the denominator in equation [ is identical for every class we only need
to compute the numerator for each class and find argmax. Also, since all the
classes in our experiments have the same probability, we do not need to compute
P(C = ¢). The Likelihood is thus the only parameter that has to be calculated.
This step is achieved during training by building the confusion matrixd for each
HMM and defining P(A; = a;|C = ¢) = ’¢, where t. is the number of training
instances for which the class C' = ¢ and the attribute A; = a; and ¢ is the number

2 A confusion matrix is a visualization tool typically used in supervised learning. Each
column of the matrix represents the classifier output (predicted class), while each
row represents the actual class of the instances. One benefit of a confusion matrix
is that it clearly shows whether the system is confusing two classes (i.e. commonly
mislabeling one as another).
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of training instances for class ¢. However, depending on the training data, for
some classes ¢ we may not have a sample for which A; = a;. In this situation,
[T, P(A; = a;|C = ¢) of that class is always zero, despite the value of the
other input attribute. For this reason we used the M-estimate of the Likelihood
presented in Eq. Bl where p is an a priori probability of a certain value for an
attribute, while m is the number of virtual sample per class added to the training
set. In our experiment p = |, and m = 1.

_tet+mp

P(Ai:ai|C’:c) t+m

3)
As we deal with dynamic networks where the number of active nodes varies
during time, the Posterior probability is calculated including only the contribu-
tion of the active nodes in the network.
Feature extraction and classification can be computed in parallel on all the
sensor nodes, thus allowing the exploitation of intrinsic parallelism within the
sensor network, while sensor fusion is performed on a single node.

2.2 Evaluation of Activity Recognition Performance

In order to assess our approach, we consider the recognition of the activities of
assembly-line workers in a car production environment. We consider the recog-
nition of 10 activity classes (Table[d) performed in one of the quality assurance
checkpoint of the production plant. These classes are a subset of 46 activities
performed in this checkpoints [25].

Table 1. List of activity classes to recognize from body-worn sensors

Class Description

0  write on notepad
open hood
close hood
check gaps on the front door
open left front door
close left front door
close both left door
check trunk gaps
open and close trunk
check steering wheel

© 00 O Ui W=

We evaluate the performance of the approach in terms of correct classification
ratio as a function of the number of nodes in the network. We perform a set of
experiments using 19 nodes placed on the two arms of a tester (10 nodes on the
right arm and due to a fault during the tests, 9 on the left arm) as illustrated in
Fig. 2l Since we do not want to rely on particular positioninig and orientation of
the nodes, the sensors were placed to cover the two arms without any particular
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Fig. 2. Placements of the nodes on the right and left arm (dashed lines indicate nodes
placed behind the arm, numbers represent the unique ID of each node)

constraints, as it is difficult to achieve such a placement for sensors unobtrusively
integrated into people’s garments. The subject executed 19 times each gesture
listed in Table[Il Data from such trials has been recorded on a PC for subsequent
analysis. Cross validation techniques have been used to extend the validation test
up to all 19 instances. To perform cross validation, the input instances from the
sensors have been divided into 4 folds (3 made up of 5 instances for each class and
1 of 4 instances for each class). We built 4 distinct sets of HMMs and confusion
matrices. During the evaluation, for the classification of an instance we use a
model obtained from a training set that did not include that specific instance.
To evaluate the correct classification ratio as a function of the number of
nodes, we applied our algorithm to clusters of nodes with increasing size (one
to 19 nodes). Although we consider each accelerometer axis as an independent
sensor, the clusters are created in a nodewise manner. In other words a node is
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Fig. 3. Average, maximum and minimum correct classification ratio among random
cluster as a function of cluster size
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randomly selected and the contribution of its three axis is considered and fused.
The reason is that when a node runs out of energy, the contributions of all its
axes vanish. For each size we created 200 clusters from randomly selected sensor
nodes. For each cluster size the average, maximum and minimum classification
accuracy is recorded.

Figure[Blshows the correct classification ratio as a function of the cluster size.
We achieve 98% correct classification rate using all 19 nodes and, on average,
80% using a single node. For smaller clusters the nodes composing the cluster
influence the performance variance. For example, fusing the contributions from
nodes 1, 3, and 24 results in 97% correct classification ratio, a value close to the
accuracy that we can obtain using all the 19 nodes (Maximum curve in Fig. [3).
On the other hand, fusing the outputs from nodes 20, 22 and 25 results in 84%
accuracy (Minimum curve in Fig. B]) which is below what can be achieved using
only one “good” node, e.g. node 16 (86%).

2.3 Dynamic Sensor Selection

We introduce a dynamic sensor selection scheme to select at run-time the sen-
sors which are combined to perform gesture classification. This scheme seeks to
achieve a desired classification accuracy while prolonging the system lifetime by
minimizing the number of sensor used.

A minimum set of sensors to achieve the desired classification accuracy is first
selected. Then the sensor set is updated at run-time when a sensor is removed
from the network (e.g. due to failure or power loss). Since sensor nodes can
fail while a gesture is performed, the algorithm ensures that the loss of a any
single sensor still guarantees a performance above the desired minimum. In other
words, a cluster of size D must satisfy the following condition: all subclusters
of size D — 1 must still achieve the desired minimum correct classification ratio.
When a node fails, we first test wether the remaining nodes fulfill this condition.
If not, all the clusters of size D + 1 that can be built by adding one idle node
to the given cluster are tested. The one that achieves the best performance is
selected. If this new cluster fulfills the condition the system continues operation.
If not, another idle node is added to the cluster and the process is repeated until
a cluster that fulfills the condition is found or no idle nodes are left. In the latter
case the system is not able to achieve the desired performance anymore.

The training instances are used to computed the expected performance of new
clusters. This approach does not need system retraining, although it is valid only
as long as the training set is a good representation of the user’s gestures.

3 Characterization of Network Lifetime

Tests were done to assess the network lifetime (defined as the time until there
are no more sensors available to achieve the desired classification accuracy) by
simulating the evolution of the selected sensor set as nodes fail. For the sake of
generality, we do not rely on a particular power consumption or fault model for
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network nodes, as it depends on the hardware and protocols chosen. In particular
we are not interested in specifically identifying how long each sensor uses its
radio or whether employs any kind of energy saving techniques. Instead we want
to assess how our dynamic sensor selection algorithm extends network lifetime
independently of these factors.

Since we assume that all nodes are identical and perform the same activity,
we model node lifetime as a random variable following a Gaussian distribution
with mean p (arbitrary time units) and standard deviation as a percentage of
the mean: ax p (o < 1ﬁ. Network lifetime is then calculated as a multiple of s.
The lifetime of all the nodes is fixed at the beginning of the simulation according
to this model.

The dynamic sensor selection algorithm then generates a subset of nodes able
to achieve a desired accuracy even if any node of the subset fails. Then at each
time step, we decrease the life of all the active nodes by one time unit. When
the lifetime of a node is over, we assume that it takes a controlling unit one
time unit to generate the next cluster. When no cluster matching the desired
performance requirement is found the lifetime of the system is reached.

With this lifetime model only p influences the overall system lifetime. The
standard deviation has no effect on the overall system lifetime since augmenting
this parameter augments the probability to see both nodes with shorter and
longer lifetime thus compensating each other (see Table 2l). In our tests we
selected o = 0.3.

Table 2. Network life as a function of the standard deviation chosen. Network life is
calculated as a multiple of the mean node life (u).

Standard deviation (% of mean) 10 20 30 40 50 60
Average life (time) 4.010p 4.154p 3.9861 4.049 4.1344 4.1361

We compare the system lifetime when the dynamic sensor selection scheme is
used to the system lifetime when all the sensors are used simultaneously (with
the same node life model). In Fig. [ the results of one trial are illustrated when
the minimum accuracy required is 90%. The plot shows the performance of the
network in two situations: (i) all the 19 nodes are active at the same time (dashed
line); (ii) only a subset is used (continuous line). Since the objective of the net-
work is to keep performances above 90% it can be considered expired when, due
to node faults, is not possible to find a subset of nodes able to achieve such
accuracy. Using all the 19 nodes together, the starting performance is higher,
but quickly drops as the average node life (p) is reached. With the dynamic
sensor selection scheme, as the nodes fail (drops in the continuous line) they are
replaced by inactive nodes, thus keeping the minimum required performance.
Even when nodes fail, the performance never drops below the fixed threshold.

3 The consequences of using other distribution to model the node lifetime will be
explored in the future.
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(below) minimum correct classification ratio

With a minimum classification accuracy of 90% the dynamic sensor selection
scheme leads to a system lifetime about four times longer than when all the
nodes are active. Network lifetime increases when the the minimum classification
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ratio is reduced. Fig. [fl shows the network lifetime for a minimum classification
ratio of 80% and 85%. We performed 4 sets of 10 tests each one with increasing
minimum accuracy required and calculated the average network life for each
set. Fig. [0l shows that the average network life increases from around 2p when
minimum accuracy is 95% up to more than 7y when minimum accuracy is 80%.

Without dynamic sensor selection all the sensors are used at the same time
and the minimum classification accuracy does not play a role. As the nodes
approach their average lifetime g, they will fail within a short time window
(related to the lifetime variance).

In Fig. [0 we illustrate (dark spots) how the network evolves over time. The
size of clusters tends to increase over time. This evolution is explained by the fact
that the algorithm always looks at the smallest cluster that satisfies the required
accuracy. Once is not possible to find a cluster of the minimum size, the number
of nodes is increased. Note also, according to our model, the life of the nodes
varies according to a gaussian distribution with a standard deviation equal to
30% of the mean value.
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Fig. 7. Evolution of the network. On the left, in dark, are the active nodes at a certain
time highlighted. On the right, the number of active nodes at a certain time is shown.
A) 80% minimum accuracy. B) 90% minimum accuracy.
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4 Implementation Using Tiny Task Networks (Titan)

The algorithm described above needs to be mapped on a wireless sensor network.
The Titan framework that we are developing for context recognition in hetero-
geneous and dynamic wireless sensor networks can be used for this purpose [26].
We develop Titan as part of the ongoing e-SENSE project as a tool to enable
and explore how context awareness can emerge in a dynamic sensor network.
Titan simplifies the algorithm description, automates data exchange between
selected sensor nodes, and adapts execution to dynamic network topologies. It
thus qualifies for the implementation of the algorithm presented before.

Most context recognition algorithms can be described as a data flow from
sensors, where data is collected, followed by feature extraction and a classifica-
tion algorithm, which produces the context information. Within Titan, context
recognition systems are represented as Task Graphs. It offers for each processing
step (sampling, feature extraction, and classification) a set of predefined tasks.
A task is usually a simple signal processing function, such as a filter, but may
also be a more complex algorithm such as a classifier. A context recognition algo-
rithm can be composed from those modular building blocks, which are provided
by the nodes participating in the network.

A set of tasks are programmed into the sensor network nodes as a Task Pool.
These tasks are instantiated when they are needed (i.e. they use RAM and CPU
cycles only when they are used by a Task Graph). In a heterogeneous network,
node processing power may vary, and nodes with higher processing power can
provide more complex Task Pools than simpler nodes.

Figure B shows the Titan architecture and illustrates how a classification task
graph is distributed on the sensor network; the Task Graph Database contains the
classification algorithm description containing sensor tasks 5;, feature tasks F;, a
classification task C, and an actuator A; receiving the end result. Upon request
to execute the algorithm, the Network Manager inspects the currently available
nodes in the network, and decides on which node to instantiate what tasks,

[/ Task Graph Database \ [ Node 1 \
ORNO) N )
® & ®
Task
© ) J
/( Node 2 \
Q)

Network Manager ~ |Z_____

Task
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\ S J

Fig. 8. Titan configures an application task graph by assigning parts of the graph to
participating sensor nodes depending on their processing capabilities
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such as to minimize processing load, overall power consumption, or maximise
network lifetime. The Network Manager then sends a configuration message to
the Task Managers on the sensor nodes, which instantiate the tasks on the local
node. The Task Manager assigns a share of dynamic memory to the tasks for
their state information and configures the connections between tasks, including
transmitting data to other nodes.

During execution of the task graph, the Network Manager receives error mes-
sages from tasks or sensor nodes, and checks whether all participating sensor
nodes are still alive. If changes to the current configuration are required, it
adapts the distribution of the task graph on the network.

Titan provides several advantages. Ease of use, since a designer can describe
his context recognition algorithm simply by interconnecting different tasks and
selecting a few configuration parameters for those tasks. Portability, because it
is based on TinyOS [27] which has been ported to a range of sensor network
hardware and due to the abstraction of tasks, it is able to run on heterogeneous
networks. Flexibility and speed, since it can reconfigure nodes in less than 1ms
in order to quickly react to changes in dynamic sensor networks.

The meta classifier with dynamic sensor selection presented above can be in-
corporated into Titan by dividing it into a set of tasks that can be instantiated
on different nodes. In particular, we define three new tasks: 1) a “gesture classi-
fication” task, which implements the HMM algorithm, 2) a “meta classification”
task that performs Bayesian inference and decides the gesture class, 3) a “dy-
namic sensor selection” task that defines the set of sensors contributing to the
meta classification task.

The initial cluster of nodes is created by the dynamic sensor selection task.
The Network Manager instantiates on each of the nodes within this cluster the
gesture classification task. The system runs as-is until a node fails (i.e. runs
out of power). When the meta classification tasks senses that a node fails to
send data it sends an error message to the Network Manager. The Network
Manager instantiates the dynamic sensor selection task on a device with sufficient
computational power (PDA, mobile phone), and then adapts the configuration
of the nodes as needed. Since the cluster can tolerate the failure of any one of
his nodes and guarantee the desired classification performance, the system can
work continuously even when the dynamic sensor selection task is running. This
relaxes the time constraint on this task and allows relatively complex clustering
algorithms for the dynamic sensor selection task.

The task of the Network Manager for running the presented distributed ges-
ture recognition algorithm is light-weight. To remember the current configuration
of the participating nodes, it has to store just 1 byte for the node ID, 1 byte
for their status (active,failed,not used,meta classifier), and a single byte for the
current cluster size. This amounts to 39 bytes of storage for running the gesture
recognition algorithm on our example of 19 nodes. The processing time is lim-
ited as well, as it just has to generate a small number of configuration messages
at every update of the network. We are thus confident that the algorithm pre-
sented here is able to run on sensor network nodes, with the exception of the
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non-optimized dynamic sensor selection task which runs on a PDA or mobile
phone.

5 Discussion

We have shown that by combining the fusion of classifier outputs operating on
single sensors with a dynamic sensor selection scheme it is possible to extend
the network lifetime while still achieving a minimum desired accuracy.

This technique may be easily used to adjust the number of sensors according
to dynamically changing application constraints. Such change can be adopted as
a consequence of changes in the user context (i.e. change in user location).

Active sensors may also be selected according to other criteria, such as the
performance of a node as a function of the gesture. If we integrate information
from the environment with the data of the sensor network, we may identify
a subset of gestures that are most likely performed at a certain time. Thus
active nodes may be selected among those which promise better classification
performances only on that subset of gestures. However, since any change in
configuration requires a set of messages to be sent among the nodes of the
network, further investigation must validate this choice.

This metaclassifier is highly parallelizable and thus well suited for wireless
sensor networks. Computation is shared among all active sensor nodes and none
of the them is a single point of failure of the whole system. This is very important
as we consider devices prone to fault or operating in environmental conditions
that may severely alter the topology of the network.

Our activity recognition algorithm can find similar application in other fields
of research. For example, sensor selection techniques try to extend network life
by using a subset of nodes able to achieve the minimum desired performances.
Such techniques are mainly used in environment monitoring [28] where dense
networks cover the area of interest and sensors coverage area are overlapped.

Clustering is a fundamental research topic in sensor networks as it makes it
possible to guarantee a basic level of system performance in presence of a large
number of dynamically changing nodes [29]. Clustering algorithms vary depend-
ing on their application, such as guaranteeing certain latency, or balancing the
activity among nodes and reducing power consumption. Energy aware cluster-
ing algorithms typically aim to reduce power consumption of the nodes either by
reducing the messages sent over the wireless link by aggregating redundant data
[30] or by keeping nodes in a low power state when there are other resources
able to provide the same information [31].

Another research area closer to our work is feature selection. Feature selection
includes a variety of techniques that aim to reduce the dimensionality of the input
instances of a classifier. Some of its objectives are: reducing the measurement
and storage requirements, reducing training and utilization times, defying the
curse of dimensionality to improve prediction performance [32]. If we consider
the HMM ouput as features, our approach may also be seen as a feature selection
technique: since we dynamically select only a subset of the available ones.
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Energy scavenging techniques can also take advantages from our approach.
In fact now the nodes can rely on long periods when the application does not
need their contribution. In such period they can collect energy and this relaxes
the constraints on energy consumption due to the limited amount of energy that
can be harvested from the environment. For example we showed an example of
a network whose lifetime was extended by a factor 4 while still achieving 90%
correct classification ratio. Since the average node life is one fourth of the total
network life, each node may rely on three times its average life in order to harvest
energy.

6 Conclusion

Wearable computing seeks to empower users by providing them context-aware
support. Context is determined from miniature sensors integrated into garments
or accessories. In a general setting the sensor network characteristics may change
in unpredictable ways due to sensor degradation, interconnection failures, and jit-
ter in the sensor placement. The use of a dense mesh of sensors distributed on the
body may allow to overcome these challenges through sensor fusion techniques.
Since such systems must remain unobtrusive, the reduction of node dimension
and node interconnection is of high importance. Wireless sensor networks help
achieving this unobtrusiveness since they do not require any wire connection.
However, this implies that each sensor node must be selfpowered. In order to
reduce obtrusiveness, the battery dimension must be kept at minimum, which
results in low power availability.

Energy aware design aims to extend sensor nodes life by using low power
devices and poweraware applications. Poweraware applications typically rely on
duty cycling: they reduce the amount of time when the radio is active, and they
increase the amount of time when the node can be placed in a low power state.
In wearable computing, unpredictable duty cycles are proscribed. We described
a different approach to extend network life while achieving desired accuracy.
We capitalized on the availability of large number of nodes to implement a
dynamic sensor selection scheme together with a metaclassifier that performs
sensor fusion and activity recognition. This technique copes with dynamically
changing number of sensor without need to retrain the system.

The method minimizes the number of nodes necessary to achieve a given
classification ratio. Active nodes recognize locally gestures with hidden Markov
models. The output of active nodes is fused by a naive Bayes metaclassifier. In-
active nodes are kept in a low power state. Once an active node fails the system
activates one or more additional nodes to recover the initial performance. Com-
pared to a system where all sensor nodes are continuously active, our approach
can extend up to 4 times the network life while reaching 90% correct classifica-
tion ratio, and up to 7 times while reaching 80% correct classification ratio. This
method is highly parallelizable and well suited for wireless sensor networks.

We described how this method fits within the Titan framework that we
develop to support context-aware applications in dynamic and heterogeneous
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sensor networks. Titan allows fast network configuration and is well suited for
our technique as it allows to easily exploit network resources dynamically.

We now have demonstrated the advantage of a dynamic sensor selection
scheme for accuracy-power trade-off in activity recognition. The implementation
of this algorithm on wireless sensor nodes is still an open point. With qualita-
tively identical results, alternate classifiers and sensor selection methods that
minimize computational power may be investigated. We also plan to extend the
current method in order to be able to increase the inital number of nodes with
on-line learning. Other future works can explore the use of an heterogeneous
network that include different kind of sensors such as strain sensors or tilt sen-
sors. Finally energy scavenging techniques benefit from our activity recognition
algorithm: more time is available to harvest energy thanks to dynamic sensor
selection. Evaluation of network performance with dynamically changing power
availability needs to be carried out.
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