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Summary. The term “emergence” is usually used to mean something surprising
(and often unpleasant) in the behavior of a complex system, without further qualifi-
cation. Designers of OC systems want to manage emergence in complex engineered
systems so that it can contribute to, or even perhaps enable, accomplishing the sys-
tem’s performance goals. That is, OC designers aim to construct systems that are
more flexible and adaptable in complex environments, to gain some of the advan-
tages in robustness and adaptability that biological systems seem to gain from these
phenomena. In this chapter we suggest some principles that we believe underlie the
enormous flexibility and opportunistic adaptability of biological systems. We show
how these principles might map to systems engineering concepts when they do, and
what to do instead when they don’t. We then describe five specific challenges for
the engineering of OC systems, and how we think they might be addressed. We also
discuss the key role played by language and representation in this view of designing
and deploying an OC system. Finally, we describe our progress and prospects in
addressing these challenges, and thus in implementing systems to demonstrate the
capabilities that we have identified as essential for successful OC systems.
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3.1 Introduction

Organic Computing (OC) would like to take advantage of one of the key
attributes of biological systems; they adapt and change on multiple time scales
as they evolve, develop, and grow, and they do so without external direction
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or control. However, such self-design and self-organization is at variance with
any of our current engineering methods for designing and controlling complex
systems. One of the central challenges to OC systems is that not only do we
want somehow to create the foundations for biological-like system properties,
but also that we must do so in a manner that allows us to monitor continually,
manage and even further develop such systems while they are in operation.
Hence, we can learn from biological systems, but in fact OC systems face a
unique challenge: OC systems must remain closely linked to us, their designers,
builders, and users. This chapter addresses the challenge of how OC systems
engineering can be accomplished by providing specific capabilities that enable
the system and its human developers and systems engineers to jointly shape
system goals and behaviors.

In this chapter, we start with an emphasis on certain characteristics of
biological systems and describe how such characteristics – if they were to be
imitated in engineered systems – lead to several striking new challenges for
the human systems engineer. These difficult tasks include how to share control
with a somewhat autonomous system and how to change the traditional role
of the systems engineer from attempting to determine and build all system
characteristics to a new role of carefully building in key interaction points for
evaluating, shaping, guiding, deterring, or preventing certain system behav-
iors. This new style of interaction between the human engineer and the system
implies that there is also a fundamental shift in what we as the engineers be-
lieve we can design the system to do, and in how we evaluate what acceptable
solutions are. This new methodology changes our notions of sufficiency, op-
timality and any other evaluation criteria we attempt to apply to the design
and the performance of the engineered OC system. Furthermore, since any
evaluation criteria will partly develop along with system capabilities, we must
design a system that does not have elegant predefined responses, but rather
can generate reasonable solutions on-the-fly.

Learning how to effectively share control between humans and partially
autonomous systems is already familiar to the research community; it is just
made more difficult by the degree of self-modification and self-organization
in an OC system. After all, OC is a continuation of automation, except that
instead of just responding autonomously, the OC system is able to self-design
some of its response capabilities to the world, maybe even including its own
sensory as well as “action” capabilities.

To be a systems engineer for a system with the resources to adapt over
its operational life requires a redefinition of the concept of “optimal” that
has driven traditional design. Specifically, the OC systems we are proposing
must contain components and processes that are not optimized for the narrow
a priori definition of system specifications that has traditionally formed the
basis for design and validation. For example, new emergent features enable
new strategies, and therefore by necessity will fall outside the specifications
previously defined for the system. Therefore, we have to evaluate the systems
design and performance, which includes developing new metrics, as well as
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design the system components and processes so that they can be used and
evaluated under unexpected – even unintended – circumstances in a moni-
torable way.

To be a systems engineer for any partly or fully automated system capa-
ble of adaptation and reconfiguration of its components and processes requires
sharing control with that automated system, and hence a negotiation between
the local and even private requirements of the autonomous system and the
often more global perspective and requirements imposed by the system de-
veloper or user. These differences are not only in viewpoint (for example,
how information is locally or globally understood and determined), but in the
contexts for requirements and system capabilities. For example, the system
developer may need to consider not only the system’s operational context,
but also legal, political, social and indeed moral contexts for potential uses of
the system. Therefore, the human developers and the system may have very
different purposes and goals. For example, immediate costs to the autonomous
system may bias its reasoning processes and therefore its developmental pro-
cesses, to the detriment of necessary long-term goals hoped for by the system
developers and expected by the system users or owners. These negotiations
between human system developer and partly self-determining OC systems
lead to a number of distinct challenges for the human system developers and
systems engineers.

In the sections that follow, we discuss many of the processes that are
central to OC system capabilities. However, before we do so it is worth em-
phasizing here that there are three classes of processes that we discuss: first are
those processes that we believe underlie the distinctive and remarkable prop-
erties of biological systems, for which we discuss how we might build analogs
appropriate for OC systems; second are those processes that may or may not
exist in biological systems, but certainly are critical to OC systems in order
to make use of the biological-like processes; third are OC processes that are
critical to our ability, as the human engineers, managers, users, and owners,
to communicate with the OC system, to manage and to share control with
it, and possibly to repurpose it. Because of the importance of system-human
communication, we argue that meaningful and context-specific communica-
tion between the system and its designers, developers, and users is essential
to this endeavor, and that therefore, the creation and use of appropriate and
sharable language is fundamental to its success.

In section 3.2 we discuss such biological characteristics as permissive
growth and development, how biological systems achieve controlled sources
of variation, and the opportunistic nature of biological processes and systems.
We close by emphasizing several differences between biological systems and
engineered systems that will drive the challenges for systems engineers.

In section 3.3 we examine the systems engineering challenges of developing
the above capabilities, focusing on five specific challenges. The first of these
challenges is to create generative processes. That is, although traditional de-
sign methods include tools for adjusting an operating point within a known
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parameter space, we will also need to develop processes for our OC systems
that can efficiently create new and very different possibilities for the system.
Secondly, because OC systems will adapt and change, the instrumentation
that provides information about the system’s current internal state will also
need to rapidly adjust in a number of ways to the system’s increasing com-
plexity. This challenge also implies that we will also need to develop tools
for creating evaluative processes that express the results of measurements in
ways that are useful and understandable to both the system and its engineers,
developers and users. The next challenge that we address is how to build the
capabilities for reflection and direction that enable an OC system to iden-
tify and assess possible responses, and choose, implement, and adjust them
as its context and understanding shift. Our fourth challenge is to enable our
OC systems to utilize a portion of their resources to “actively experiment”,
discovering properties, relationships, attributes, and limitations of both their
own capabilities and their ability to operate within different environments.
The final engineering challenge is to combine the capabilities resulting from
the previous four challenges to enable our OC systems to build models of their
changing environment, and to use those models to identify unusual features
of their situation. That is, we suggest that an OC system must achieve a sit-
uational awareness capability that directs its resources toward the aspects of
its environment and internal state that present, at the current time, the most
important threats or opportunities.

In section 3.4 we discuss processes that enable the OC system to share
information and control with its human developers and managers. In order to
build the basis for shared control, the system and the human must be able to
communicate about system state and control decisions, and also to negotiate
plans and goals. Hence we consider the difficult problem of developing shared
representations and languages. We also discuss our progress and prospects
along these lines.

In section 3.5, we wonder aloud if we could perhaps take advantage of
some of the biological principles suggested in this chapter to better organize
our own discovery processes as a community of OC researchers and to leverage
off of each other’s work as we together confront the challenges of achieving
the potential of OC systems.

3.2 Key biological principles for an OC system

One of the fundamental goals for OC is to develop systems with key biological-
like capabilities to adapt and change on multiple time scales, and to evolve,
develop, and grow on their own in response to their current state, their context
(including the goals and purposes of their designers, owners, and users), and
their history. This goal is motivated by the astonishingly wide variability of
responses that are observed in biological systems, as well as their remarkable
robustness in responding to sudden large changes in their environment.
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In this section we focus our attention on several principles that we be-
lieve are essential to providing the foundations of biological-like adaptation
and robustness: building processes rather than building components, “per-
missiveness”, generative processes and controlled sources of variation, and
“opportunistic” processes.

Hence, in section 3.2.1, we emphasize that one of the most important as-
pects of biological processing may be, in fact, that biological systems build the
processes that create and maintain biological structures, rather than building
structures per se. Instead of attempting to achieve a particular structure or
a particular result, the emphasis is instead on building processes which are
analogs of factory floors or assembly lines, an image easily extended to cellular
and genetic lines. As we discuss in this section, this approach means that basic
elements are constantly rebuilt and renewed, which allows points of entry for
all sorts of adaptive possibilities.

In section 3.2.2, we describe how the “assembly lines” of nature do not
reproduce the precisely-constrained products that we strive for in engineered
systems. Rather, numerous observations of variation of biological components
and their further differentiation into new types point to a type of widespread
permissiveness. The “permissiveness principle” allows all interactions, rela-
tionships, variations, actions and results unless any of these are shown to be
deleterious or harmful. One could only use such a principle if there are meth-
ods for monitoring and discovering the results and effects of such variations.
Clearly one can only follow such permissive strategies in the context of pop-
ulations of elements. The building processes noted above provide both the
populations of elements or events and many of the means for changing those
elements or events.

The permissiveness principle results in the occurrence of many different
kinds of unintended interactions, resulting in turn in side-effects and emer-
gent phenomena (section 3.2.3). These sources of variation and of novelty
are critical to enabling the types of changes in a biological system that, if
used correctly, can become the basis for adaptive responses over the life of
an individual cell or organism or, on a different time scale, over the evolution
of a species. However, even though permissive processes provide many novel
kinds of variations and occurrences, biological systems have found that the
“hit-or-miss” quality of changes and variations stemming from emergence and
side-effects is not persistent or consistent enough to meet the requirements for
controlled sources of variation required by many adaptive processes. There-
fore, biological systems have somehow created active processes that generate
variations. In this section, we describe two qualitatively different types of
generative processes: ones that create relatively well-defined, persistent, and
constrained sources of variation and ones that change the nature of the solu-
tion space.

As clearly indicated by the above arguments, the resulting broad range of
possible system behaviors could be exploited by adaptive processes. We call
such processes “opportunistic” because they are designed to notice and then
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take advantage of variations and events occurring due to emergence, side-
effects or controlled sources of variations. In section 3.2.4, we present some
examples of “opportunistic processes” in animal systems and describe some
of the capabilities of biological systems that enable these processes.

Lastly, in section 3.2.5, we discuss the differences between OC processes
and biological processes that we contend are essential because OC systems are
artificial, engineered constructs rather than the result of the evolution of an
entire ecology. Even with appropriate analogs of all these biological principles,
an OC system requires additional capabilities and processes in order for us, the
human developers and users, to monitor, shape, and negotiate with it. This
last topic will lead us directly into section 3.3, which presents the challenges
for OC systems engineering that we deduce from these biological principles.

3.2.1 Build processes not structures

One of the obvious properties of biological systems is that they grow and they
develop. Growth and development are at once adaptive advantages for an or-
ganism because it can respond to its changing environment with its growth
and development, and a necessary result of life: since there is no external de-
signer and developer of a biological system, it must “bootstrap” itself into
existence by this growth and development. This then is the essential reason
for the principle that biological systems in fact build the processes that create
and maintain biological structures, rather than building a structure directly.
Any system that self-organizes and self-designs will require some bootstrap-
ping processes. The interesting question here is whether the bootstrapping
processes of our artificial systems will need to use the same biological strat-
egy of building up a family of related elements that can then be differentiated
and used by the system.

We begin by considering how biological systems emerged from a less differ-
entiated universe of matter and energy in the first place. Without speculating
about this evolution in detail, we draw three important ideas from such imag-
inings.

First, when persistent biological structures emerge from the dynamics of
physical systems, they are indeed persistent and separate, but only in a relative
sense. This is because they are created out of the same materials — and
therefore share in many ways the same fundamental parameters at some basic
level — as their surroundings. A cell wall is semi-permeable; a brain region is
a recognizable region with sloppy boundaries and extents, and so it goes. One
of the implications of this view is that the boundaries of a biological structure
are always leaky and somewhat continuous with the world around it.

Another implication, emphasized below, is that because these structures
share so much in common with their surroundings they continue to exist
only because of active building and maintenance processes. Unlike algorithms
or transistors, which one can consider to be “permanent” when viewed in
terms of the operational lifetime of the system, there are many examples in
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biological systems where biological “components” such as cell walls, muscle, or
neural pathways go away or change if active maintenance processes change. A
good example is what happens to bone and heart muscles in the zero-gravity
environment of space [63, 15, 64].

Not only are there many biological examples of components disappear-
ing upon disuse, but there are also many examples where biological systems
appear to make use of these active building and maintenance processes to sup-
port crucial flexibility in systems. This “flexible modularity” is seen clearly in
language and movement. As Bellman and Walter [13] state,

We have overused the idea of built-in structures by being overly de-
pendent on prewired patterning. This concept places the emphasis
on the coherence and the “fixedness” of the assemblages. It largely
ignores the means of introducing flexibility and variability into the
combinations of elements used in assemblages. Yet the ability to re-
combine relatively independent elements and hence to decompose the
assemblages is an equally important and complementary process to
our ability to form those assemblages. Any word or movement can
potentially be combined with a very large number of other words or
movements to form a large number of sentences or acts. Hence, both
language and movement are structurally coherent in the assemblages
and are also generative. We use the word generative because it puts
the emphasis on producing and originating new forms that conform
to a body of rules. We also think of this generative quality as being
acted out in an “on-line” fashion. That is, the animal is constantly
generating new assemblages as it acts or speaks and as it adjusts for
and monitors the context. Many of these assemblages could be tem-
porarily formed for the moment’s purpose, which places the emphasis
on the processes that combine elements and not on the fixedness of
the combinations.

In section 3.2.3.2 we discuss in more detail the types of adaptive behavior
supported by such generative processes. Here we simply want to emphasize
that structures and behaviors within an OC system will be more like these
biological “assemblages”. That is, active processes will continually recruit the
necessary components, build useful assemblages, and maintain those assem-
blages, often doing so only for the duration of a specific current context.

The second key idea about the evolution of biological structures is that
biological systems continue to use the dynamics among emerged structures to
create and maintain new structures, hence building up many layers of struc-
tures with complex interactions. One of the results of the above viewpoint is
that the emerged structure does not have to be made to fit with its surround-
ings. Rather, because it has emerged at all, it is ipso facto viable within its
surroundings. In that sense there is a continual validation – in engineering
terms – of the interface (but not necessarily validation of the performance or
the functions of that component or set of relationships).
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Another result is that the boundaries of the emerged structures may be
less distinguishable from the rest of the system and its external environment
than we might expect or desire. But since the boundaries are in our termi-
nology more “leaky”, they share more properties with the other parts of the
system, including many layers of the system at once. Such shared parameters
could, through “opportunistic processes”, become the means by which the sys-
tem both integrates across different system elements and adaptively controls
parameters that have been found to vary meaningfully with critical differ-
ences in system behavior and the accomplishment of different system goals.
This property results in complex side effects, but also provides tremendous
opportunity for the use of shared characteristics in adaptive and integrative
processes. Our design problem, described in section 3.3, is to help develop the
types of discovery processes in the OC system so that it finds the ones that
are most useful for our purposes.

As an example, an important characteristic often observed in biological
systems is that a single control element such as a “master gene” or neurotrans-
mitter can have multiple, diverse, and widely distributed impacts throughout
the system’s levels and processes. In a system whose structures are continu-
ously maintained, created, and modified by processes that use the same basic
raw materials, this distributed effectiveness of a control element allows local
adaptations while helping to provide a basis for system-wide integration. In a
system with leaky layers, one could imagine how serendipitous combinations
of side-effects, if properly captured, could result in such wide-spread effects
and help provide the basis for integrating across diverse kinds of elements and
layers of elements. Thus, a third key concept we can learn from biology is that
as increasingly complex processes and structures are developed some common
control elements link them. Often these shared control elements are really
families of elements related through the history of their development through
common “building processes” and through retained common features. How-
ever, there will also be differences among the control elements within a family
due to local specialization. That is, because many of these building processes
are distributed throughout the entire biological system, their assembly lines
can be impacted and specialized to local conditions. Hence the fact that there
are building processes is key to both providing the similarities among families
of elements and the “entry points” for the adaptations that will occur because
of local requirements.

One of the most important consequences of shifting from building struc-
tures to building processes is that a system will have a much broader range of
possibilities. The continual renewal of processes and structures gives the sys-
tem a “safe” region of its “possibility space” within which it is relatively free
to adjust, because its existing processes and structures are known to be suc-
cessful in at least some “nearby” portions of its possibility space. At the same
time, because these processes are shared and distributed across many parts of
the system’s hierarchy, some of the integrated responses can also enable “long
leaps”. This means that local adaptation at one level can have widespread
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effects across the hierarchies of emerged structures and components. These
long leaps also enable the recruitment of far-ranging and diverse components.

The biological style offers a very rich set of control options that include
both controlling for processes and for outcomes. In cybernetic terms, Kreit-
man’s conjecture [36], states that in an environment of arbitrary disturbances,
at any particular time one can control for either the process or the outcome,
but not both. Biology does both, though clearly at different times. There is a
first emphasis on building processes that generate populations of imprecisely
replicated and varying elements. In section 3.3.4 we discuss the other neces-
sary processes where, through feedback and selection mechanisms of several
sorts, the system refines and modulates these processes to get desired results.
When these building processes operate in a permissive biological environment
they produce a wealth of interactions and emergent structures that will be
utilized by the biological system.

3.2.2 Permissive growth and development

In this section, we explore the implications of the “permissiveness principle”,
which we consider a fundamental biological principle, one that helps separate
biological from engineered behaviors and capabilities. In order to introduce
it, we will first start with a brief description of classical systems engineering,
and then contrast that with biological “permissiveness”.

Systems engineering for traditionally-constructed systems defines and
locks in the performance requirements for the system and the interfaces among
its components. During the early design and specification stage, often called
conceptual design, the foundational mappings of functions onto specific com-
ponents are identified. These choices become the basis for specifying the rest of
the system, so that consideration of alternatives is often frozen out of the en-
suing design process. This approach helps to organize and manage the design
process, which is focused on the familiar and extremely useful representation
of a system as a block diagram that details both the individual subsystems and
their allowed interactions. However, the choices of the contents of the boxes
(i.e., what hardware and operational capabilities will be grouped together)
and the interfaces between them (i.e., what symbols they will exchange and
in what directions) can have profound influence on the functionality of the
final product. Hence, the concept of a system organizing itself seems not only
foreign, but perhaps also a bit dangerous, especially given that unanticipated
behaviors of these traditionally-designed systems often result in catastrophic
failures.

The challenge for systems engineers in the traditional approach can thus
be seen as one of finding the best partition of the system; that is, to define the
blocks and their interfaces. However, a focus on the contents of the boxes and
on their designed-in interfaces leads us to ignore a wide variety of small inter-
actions with the expectation that they will not contribute to the behavior of
the system as a whole. In the context of a system made of a very large number
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of elements (for example, cutting-edge microprocessor designs have over 700
million transistors in an area less than 0.5 cm2), there is an increasing po-
tential for “small” interactions to lead to emergent behavior with unintended
impacts, some immediately observable as detrimental; some detrimental over
much longer time frames.

Let us now consider qualitatively how biological systems differ from this
classic style of engineering a system, in which one specifies and designs specific
components, engineered to be as uniform as possible, and specific interfaces
with other components so that the system controls as much as possible the
interactions among components and hence any side-effects. Although there
are many critical biological processes for shaping, refining, and controlling the
system’s dynamics through monitoring, regulatory and feedback processes of
many types, biological systems allow a great deal of variability and imprecision
in their components.

Similarly, we already mentioned that there is a great deal of leakiness
among biological components and between levels of components. One impor-
tant aspect of biological leakiness and variability is that many – perhaps even
most – of the system’s interactions and structures aren’t controlled for di-
rectly. In fact, unlike engineered systems, multiple parallel and overlapping
processes and structures exist in biological systems. These parallel and over-
lapping pathways are another manifestation of the permissiveness principle.

Biological systems appear to be deeply permissive at all levels of orga-
nization. That is, anything goes so long as the organism or system hasn’t
learned (e.g., over evolution in populations of organisms or by feedback in
terms of a single organism) that there is a harmful or deleterious effect. Thus,
in a biological system anything that is not physically impossible can become
part of its behavioral repertoire or feature set unless it is explicitly disallowed
or prevented by processes within the organism. This permissiveness princi-
ple will produce a large number of unregulated features and relationships,
some of which will be noticed at any time by monitoring and regulatory pro-
cesses. Regulation could eventually decrease those features and relationships
that negatively impact the system’s viability and functioning and by the same
mechanisms preserve and even enhance ones that support system’s viability
and functioning.

Permissiveness could be one of the essential principles that allows a system
to generate emergent phenomena and side-effects and the processes that utilize
them. That is, some of these serendipitous combinations of effects relating
families of distributed command elements, described before, will later be the
basis of the opportunistic processes that are able to make use of such emergent
phenomena.

3.2.3 Emergence, side-effects, and controlled sources of variation

In the classic view of adaptive control, a system equipped with its unique
combination of sensor, behavioral, and feedback processes assesses its current
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state and the relevant features of its operational environment, decides what
courses of actions are feasible, and then selects, plans and executes the needed
control adjustments and behavioral actions. Sensors, feedback, control adjust-
ments and actions all presuppose that the system is able to vary any aspect
of itself as a response to its plans or to events in the environment. Those at-
tributes a system is able to change are limited and shaped by its physical and
intellectual capabilities. Together these form a space of possible variations,
which we call the “possibility space.” Any selection of control adjustments,
sensor tasking, actions or plans will be a subset of this space. In this sec-
tion, we suggest that the permissiveness principle creates the proper milieu
for emergence and side-effects, and that these, in turn, are critical sources of
variation that are captured and made use of by adaptive systems to extend
their possibility spaces.

Although permissive processes provide many novel kinds of variations and
occurrences, biological systems have found that the “hit-or-miss” quality of
changes and variations stemming from emergence and side-effects is not per-
sistent or consistent enough to provide the controlled sources of variation
required by many adaptive processes. Therefore, somehow biological systems
have created active processes that generate variations. In this section, we de-
scribe two qualitatively different types of generative processes: ones that are
relatively well-defined, constrained sources of variation that are persistently
produced and maintained, and a second type which changes the possibility
space and expands the design envelope in unexpected ways.

3.2.3.1 Emergence and side effects

We leave to others the challenge of characterizing emergent phenomena3 and
developing methods for predicting emergence in complex systems. Instead, we
accept that side-effects and emergence are known to be possible, and go on to
consider how a complex system could develop processes that take advantage
of such phenomena when they occur, and make use of them to be more robust
and adaptive.

Although emergence and other side-effects continue to plague human-
engineered systems, in biological systems it is clear that emergence and other
unexpected phenomena are utilized by the system to provide needed sources of
change and novelty. We believe that permissive processes promote emergence,
since they allow unexpected or unplanned coincidences to reinforce each other.

Cellular automata and other dynamical explorations demonstrate that sta-
ble, long-lived structures can emerge from stochastically-generated initial con-
ditions in a “flat” rule space [27]. Although such demonstrations are very

3 We find the following working definition of emergence by Christian Müller-Schloer
to be useful: “Emergent phenomena is where collections of individuals interact,
without central control, to produce results that are NOT explicitly ’programmed’
and which are perceived as ‘orderly.’ ” [69]
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important for developing our understanding of emergence, the conditions in
many of them are quite different from the conditions for emergence in biolog-
ical systems. By examining biological systems, we may learn new strategies
for the management and utilization of emergence. Emergence in biological
systems 1) does not start with a uniform distribution of identical elements;
2) involves a system with goals, intentions, and learning; 3) must be observed
from inside the system by the system. That is, in dynamics demonstrations,
the observer is outside the system, but in biology the system itself must be
the observer.

In biological systems, emergence occurs in a system that has lots of existing
structures, which embody the history of both the individual and its species.
These structures and processes can be recruited to support an emerging be-
havior or structure. Unlike the homogeneous elements of many dynamical
models that were used valuably to prove the existence of emergence from very
simple and uniformly distributed elements, biological systems have heteroge-
neous components at many different functional layers. Such existing structures
mean that across the biological system there will be regions with quite dif-
ferent ongoing dynamical processes. These existing structures both constrain
and shape the dynamics that may lead to emergence and at the same time,
become the basic components of a different level of dynamics in the system.
For example, the human nervous system has meaningful dynamics occurring
at the molecular, cellular, and organ levels, all of which may lead to emergent
structures and behaviors with impacts across the different levels.

The second major difference in biological emergence is that biological sys-
tems have goals and intentions; they plan and learn on their own and from
others. Hence the emergence of new patterns resulting from unexpected dy-
namics and the side-effects of widely distributed relationships among compo-
nents both impacts and is impacted by the existence of purposive behavior in
biology. In this sense, the central challenge of OC research is also the central
challenge of biological systems: how to combine unanticipated patterns and
events with intended patterns and events.

Emergence can appear very differently when viewed from inside the system
or by an external observer. The whole emergent pattern may never be seen
as such from the vantage point of internal observation, but instead look like a
set of correlated differences or changes distributed throughout different locally
monitored regions. Ian Stewart [81] presents many interesting points about
the problems faced by a participant in a dynamical system. These include
observing patterns and making decisions based on limited information from
within the system and attempting to abstract decision rules from the behavior
of the system. Some of these problems can be demonstrated with Langton’s
ant. These simulations have two simple rules assuming an initially all-white
grid. Step into a square; paint the square you came from black if it was white
and white if it was black; if the current square is white, turn right and if it is
black, turn left.
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Stewart describes the patterns generated by simulations of Langton’s ant
as first “symmetric”, then “chaotic”, and then the ant “builds a highway
forever” in about ten thousand steps. If the simulation starts with a pattern
rather than all white squares, apparently it still ends up in a “highway.”
Stewart’s conclusion is that one cannot predict this pattern, but rather only
do the simulation: there is no possibility to shortcut the process, which he
considers a key characteristic of emergence. Furthermore he considered the
calculation of the rules for the behavior as intractable. In his analogs of the ant
game, there can be several billion steps before something interesting happens.
And then such analogs cannot tell you why or even how such patterns came
to be. There are many points in this work that should be considered by those
of us building OC systems. However, biological systems may have sidestepped
some of these difficulties because they have found ways to utilize emergence
without having to perceive the whole pattern or predict the endpoints in some
emerging process.

In biological systems, the local-only perceptions and decisions of Langton’s
ant can have far-ranging effects because of the shared assembly lines and com-
mon control elements noted earlier. Furthermore, biology has also developed
strategies to combine and coordinate the perception, learning, and decisions
of a community of players through diverse memory and communication pro-
cesses.

Biological systems have developed communication methods that allow
them to share their experiences and viewpoints. This is discussed further in
section 3.4. The importance here is that, although this does not change the in-
tractability of perceiving the end points in their own evolution, it may change
the ability of a biological system to track its own long-term and emergent
patterns because other members of its species can observe it from the outside
and communicate those observations. For example, if one animal even at a
simple level can inform another that it is too close to a dangerous situation,
that can motivate that perceived system to discover what changes or clues in
its environment or self it ignored and allow it to correct those insufficiencies.
Parents, of many species, constantly do that with their offspring.

Recent work in distributed optimization and market-like decision processes
also show that if the decision game is set up correctly – including the topol-
ogy of the relationships among participating decision elements – then local
decision-making elements can not only come up with coherent and useful
global decisions and effects but, under many conditions, optimal ones [71].

As an example that summarizes all the points we have made here, consider
walking. The biological system starts with a number of built-in structures,
such as neural pattern generators that contribute to the timing of the gait
and successful configurations among muscles, tendons, and bones that con-
tribute to walking for that individual or species. However, the system does
not have to predict or lay out the values of all of these muscles and neurons
to walk. Rather, it appears to launch the behavior with some rather stereo-
typic gait patterns and an abstract goal of intended place or direction. It then
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uses self-monitoring, feedback, reflection and other opportunistic processes to
dynamically recruit and organize its components. It constantly adjusts for ex-
ternal conditions, e.g., the slight shifts in ground, and for that system’s own
performance capabilities. For example, fatigue will impact how high it lifts its
limbs or the speed of its gait. Parents help train and shape their offspring in
the important movement patterns of their species — and the offspring clearly
learns as well through trial and error. The resulting walking pattern details
and path could not have been predicted ahead of time and therefore in accor-
dance with Stewart’s definition are emergent. However, it was not important
to the biological system to know in advance that level of detail in its planning
or to predict such details.

Clearly a system’s measurement capabilities are critical to its ability to
self-monitor and therefore to respond opportunistically to emergent processes.
If the appropriate opportunistic processes are available, and if they are cou-
pled with sufficient instrumentation, then neither a system nor its engineers,
developers, and users need to distinguish between emergence and other ef-
fects. Instead, all of the permissively-attempted paths, together with their
results, become available for use in achieving the purposes and goals set for
the system.

3.2.3.2 Generative processes

Permissiveness alone may not be enough for a biological system to be able
to adapt to changing contexts because the needed amplitudes and types of
variations may not be available. Hence, biology has developed generative pro-
cesses. Some of these produce relatively well-defined and constrained sources
of variation that are persistently produced and maintained; these are like the
volume knobs or the tuners on a stereo. In some sense, they embody a param-
eterization of some key characteristics of the system that can be controlled by
the system. A second type of generative processes change the nature of the
possibility space. They are likely to be much rarer in occurrence and more
often fatal to the system. However, a few will survive the test of viability with
the rest of the system to provide very new attributes, and can be picked up
by the system in surprising ways. Some of these changes could lead to very
different ways of doing things and eventually, in higher cognitive processing,
to very different choice and decision processes.

There are many examples of processes in biological systems that first gen-
erate new combinations of elements and then, after evaluation, incorporate
the successful ones into some more persistently available form. Examples of
these generative processes occur at all levels of biological systems. At the
genetic level, we observe that both meiosis (the normal reshuffling of genes
from both parents) and mutations (the “errors” resulting from the imprecise
and inefficient genetic replication processes) provide variation in a population
that is acted upon by natural selection to create species that are adapted
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to an environmental niche and also robust enough to handle many unantici-
pated environmental stresses. Meiosis is a dependable source of variation in
the well-defined space of current genes. Mutations are rarer, mostly delete-
rious or lethal, but once in a while, greatly successful. Meiosis gives rise to
variations within a local safe region of the possibility space for the species,
while mutation is a source of long leaps to possible new regions.

At the cellular level, neurophysiologists have studied and speculated on
the “helpfulness” of variations to allow more resilient pattern generation and
to prevent perseveration or over-recruitment among cells. A special case is the
ability to generate variations that act like noise generators. As an example,
Garfinkel [28] studied the use of such noise generation in the regulation of
heart patterns and recovery from abnormalities,

The extreme sensitivity to initial conditions that chaotic systems dis-
play makes them unstable and unpredictable. Yet that same sensi-
tivity also makes them highly susceptible to control, provided that
the developing chaos can be analyzed in real time and that analysis
is then used to make small control interventions. This strategy has
been used here to stabilize cardiac arrhythmias induced by the drug
ouabain in rabbit ventricle. By administering electrical stimuli to the
heart at irregular times determined by chaos theory, the arrhythmia
was converted to periodic beating.

An example of generative processes at the behavioral level is behavioral
merging. Behavioral merging is not only an example of generative processes
but also an example of the way in which the resulting new combinations and
variations in behavioral elements can be used to handle adaptively a common
control problem. It demonstrates the resolution of conflict between competing
goals, tasks, or requirements, and the ability to map actions to goals in highly
flexible ways. As described by Bellman and Walter [13],

A given instance of behavior can reflect several motivations and work
toward several goals at once. Contrary to the usual emphasis in behav-
ioral studies, in which an animal must choose between mutually exclu-
sive acts, an animal in nature is rarely in the situation where it must
engage in one behavior to the exclusion of other behaviors. Rather, an
animal’s movement frequently shows “behavioral merging,” in which
several motivational goals and action patterns are combined into one
coherent pattern. In studying the merging of feeding and aggression
behaviors in the lizard, an animal noted for the rigidity of its behavior
patterns, Bellman found that when elements of feeding and aggression
conflicted, other elements were selected and substituted, so that, over-
all, both feeding and aggressive patterns were combined into one fluid
behavioral sequence.
The behavioral sequence resulting from merging points to a particular
type of flexibility in a movement system. A specific movement pattern



40 Kirstie L. Bellman, Christopher Landauer, and Phyllis R. Nelson

can subserve a number of goals. If this is so, then a specific movement
pattern is not necessarily linked to one goal any more than to any
other goals (although there may be some kind of weighting, so that a
given behavior is most often associated with one particular goal). This
implies that a movement is not “released” as a necessary consequence
of the occurrence of a particular motivational goal; rather it is “re-
cruited” to serve that goal. Furthermore, from behavioral merging, we
see that a whole action pattern need not be recruited but only those
elements best fitting the circumstances.

This last point reinforces the importance of building processes, which pro-
vide the biological system with many points of entry for adaptive responses.
These include the ability to drop steps in its processes if existing components
of the system or features of the external operational environment permit it.

Lastly, in human language we clearly see generative processes that produce
a large variety of phrases and patterns, while remaining consistent with both
grammatical and semantic rules. This last example brings to the fore that
these generative processes operate not only on physical and behavioral prop-
erties of the system, but also on the symbolic and representational capabilities
of the system that underlies its cognitive and communicative capabilities.

Generative processes result in many different combinations of processes,
structures, and symbols that can accomplish a particular outcome when com-
bined with methods that build up or emphasize some relationships, processes,
or symbols while de-emphasizing others. Such a variety of choices enables
a system or structure to substitute for a “broken” method or less effective
method, an ability that is at the core of the robustness of biological systems.
Compare this to the usual engineered system, which carefully specifies and
engineers away all sources of variation and interactions among components,
and which is brittle in the sense that it usually “breaks” if presented with
unanticipated contexts or interactions.

3.2.4 Opportunistic processes

As clearly indicated by the above arguments, the resulting broad range of
possible system behaviors could be exploited by adaptive processes. We call
such processes “opportunistic” because they are designed to notice and then
take advantage of variations and events occurring due to emergence, side-
effects, or controlled sources of variations.

One of the classic attributes of adaptive behavior in animals is their ability
to take advantage of whatever is in the environment in order to accomplish
their goals. Even simple creatures, known for rigid behavioral patterns, usually
are able to break their behavioral patterns if something in the environment
has made those parts of the behavior unnecessary. 4 Hence if a suitable hole
4 Konrad Lorenz had some notable exceptions such as the egg rolling behavior of

the gray goose or the nut storing behavior of the red squirrel, but such rarer
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exists, the organism will not dig it, if a suitable object is nearby the organism
will not go further to move another object, and so forth. In more advanced
animals this ability to take advantage of aspects of the environment is ex-
tended into sophisticated problem-solving capabilities that allow the animal
to make use of objects in novel ways. An early example comes from the famous
“insight experiments” of the German psychologist Köhler, who demonstrated
the ability of apes to use objects in the laboratory in novel ways [35]. One
such experiment required the apes to reach a desired banana by discovering
that they could link several sections of a pole together. 5

Jakob von Uexküll, the prolific and observant German ethologist, was one
of the first to consider the qualities that go into adaptive and opportunistic
biological systems. Especially important was his insight that an animal’s per-
ceptions are deeply affected by its effectors (its capabilities to move and do
things with some given object or within some given ecosystem). One of his
early stories is a description of how a hermit crab’s motivational state affects
its perception of an empty shell [83, 75]. When the crab was molting and vul-
nerable, it backed into the shell for protection. When the crab was hungry, it
approached the shell displaying hunting behavior. When the crab was mating,
it approached the same shell as a potential competitor and showed aggressive
displays.

This type of opportunism and adaptiveness appears to occur even in the
behavior of single-cell animals. As Jennings [30] observed, unicellular animals
are capable of many of the complex and adaptive behaviors of multicellular
animals. They respond to the same classes of stimuli to which humans do,
they have specialized receptive areas (although not yet specialized for differ-
ent senses), and they frequently have specialized contractile parts whose ac-
tion is coordinated. They exhibit spontaneous behavior, early trial-and-error
behavior, habituation, and context-dependent responsiveness to stimuli. As
Jennings concludes, “We do not find in the nervous system specific qualities
not found elsewhere in protoplasmic structures. The qualities of the nervous
system are the general qualities of protoplasm.” [30, page 263]

Jennings provides several fascinating examples of the ability of single-cell
animals to interact with the environment and with each other. One exam-
ple is the predator-prey relationships among infusoria such as Didinia and
Paramecia [30, page 186].

examples are usually understandable in light of the criticality of that behavior to
the animal’s survival: one could say that nature in that case has over-engineered
the response.

5 Parenthetically, the apes in this case, claims Köhler, devised a smarter solution
than his. Instead of the apes using the extended pole to knock the banana down,
they used the extended pole to polevault their way to the banana. The impor-
tance of this observation is that the possibility space is determined partly by
the animal’s unique capabilities. Clearly, Köhler was not agile or light enough to
polevault, so he did not recognize this possibility.
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His observations demonstrated several startling, adept adaptive capabili-
ties, including the ability for a hunter to cease its hunt of one highly-elusive
target and turn to a better target, even though the first target was still visible
and potentially available. The hunter subsequently caught the second prey. It
did not cease its chase of the first target because it was no longer hungry,
or because it was too tired to continue, or because the target was out of the
scope of its sensors. Rather, it apparently stopped because it had not been
successful enough within a certain amount of time and effort.

These biological examples are behavioral, and hence observable to scien-
tists, but there is no reason to suppose that this opportunistic style of pro-
cessing is not carried out at all levels of biological systems. In fact we contend
that they are. Although we can only touch on a few illustrative examples here,
we also believe that it is instructive for OC researchers to study the myriad
ways in which different biological systems adapt. Such examples can inform
as well as inspire the OC field on the style and power of the opportunistic
processes we would like to develop for our artificial systems.

One of the first things that is evident from these biological examples is
how critical generalization, differentiation, and learning processes are to the
ability of the system to notice, capture, incorporate, and adaptively control
the co-occurrences and interactions among a rich set of different types of
components. Babies demonstrate wonderful examples of opportunistic devel-
opmental processes that are tempered by discrimination and learning. At first,
a baby attempts to fit anything and everything into its known behaviors and
goals. Everything it can grasp goes into the mouth, is picked up, is dropped,
and so forth. Gradually, through refinement, differentiation, and learning pro-
cesses, the baby learns what is too hot, too acrid, too heavy or just right. Its
explorations are carefully constrained by concerned parents.

Opportunistic processing will critically depend on the instrumentation
available to the system, which will determine what variations it can perceive,
capture and incorporate into its repertoire of repeatable capabilities or re-
producible states. Again, at all levels of the system, from genetic, cellular
to behavioral and cognitive, we see very different means by which correla-
tions and co-occurrences are retained and eventually culled until the correct
aspects of some complex set of events has been retained by the system for
future manipulations.

The building processes discussed earlier enable several of these opportunis-
tic strategies. For example, the observation that animals can take advantage
of the existence of structures or events in their environment or in their own
metabolic pathways happens partly because in the building processes one has
developed a set of feedback and monitoring processes that support a sequence
of operations by having a large number of steps that are initiated or not, de-
pending upon the occurrence of pre-conditions such as chemical precursors or
trigger events. In addition, permissiveness will guarantee a large number of
relationships and side-effects, creating the very good chance that the system
will often stumble on “shortcuts” in its sequencing of events.
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Just as combinatorial processes can be taken advantage of, so can pro-
cesses that appear to be oppositional. In this case, the manipulation of op-
posing effects results in good solutions. Examples of this are the ways that
combinations of neurotransmitters with opposing effects combine to provide
the desired states, as well as a means to modulate such states with very small
adjustments. Similar examples occur in the tensions between flection and ex-
tension muscle groups for limb movement, as well as the balance between
excitatory and inhibitory neural pathways. In all these cases, the benefits
of such an arrangement seem to rest on the ease with which small control
adjustments of either opposing effect can lead to big changes in the states.

The opportunistic processes feed a number of critical processes that eval-
uate, reflect on, and utilize the information that has been gathered about
correlated states to drive the behaviors of the system. However, opportunistic
processes cannot just depend on the co-occurrences resulting from external
events to drive their opportunities for correlating, refining, and differentiating
the drivers for complex states. Hence they also need to drive their exploration
of correlates. In section 3.3 we examine how active experimentation is used by
the system to constantly learn more about how its own components interact
and affect each other.

3.2.5 Critical distinctions between biological processes
and OC processes

It is tempting to concentrate only on those processes that enable the biological-
like characteristics that interest us, e.g., those processes that can generate
novel behaviors and responses, those that contribute to the discovery and uti-
lization of emergent patterns, etc.. However, in OC systems it is also essential
to consider what other capabilities and processes must be added in order to
allow human engineers, managers, users, and owners to communicate with
and guide the OC system not only during the initial design phase, but also
throughout its operational life. Such considerations are especially important
for large and costly systems that will experience shifting contexts during their
design and life-cycle.

There are two driving differences between the needs of biological systems
in general and OC systems. The first is a result of the essentially “alien”
nature of the OC system we noted in the beginning of this section. Biological
systems are not only somewhat continuous with their environment, but are
also part of a complete ecosystem; that is, in collaboration and competition
with other systems, all of which are linked to and part of a larger whole. In
contrast, the very concept of engineering a system leads it to be disconnected
and “alien”; it is developed by us, usually with materials very different from
those in its operational environment, doing functions that may have little to
do with those of any other system in the operational environment.

In addition, because the biological system is continually renewed and recre-
ated from the raw materials of its surroundings, it may more readily adjust its
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structure and composition because of small shifts in the available materials or
the current conditions. Engineered systems on the other hand have predefined
form and substance. Of course, this can have some advantages in an environ-
ment that suddenly no longer feeds the building processes of the biological
system. However, it will not have the opportunities described above for adap-
tation through growth and development, and there will be no biological-like
renewal of composition and structure.

One result of this is that OC systems require much more work in defining
appropriate and deep enough context models of the operational environment,
and in ensuring that there are appropriate interfaces for noticing all the needed
attributes of the environment in coordination with the system’s own sensing
behavior and actions. One cannot depend on the “natural” shared parameters
based on the physics and natural history of an ecological niche that occur with
biological systems.

The second major requirement of OC systems that is different from bio-
logical systems is the need of the OC system to always remain tethered to us.
They must always be monitored for and shaped by our goals and purposes.
This does not mean that the OC system will not be able to act somewhat
independently of us; in fact, we argue later that one of the chief modes of
interaction with the OC system will be through negotiation and not through
the usual fixed control methodologies used in other engineered systems. In
so far as an OC system is self-organizing, it will in fact be one of the de-
velopers and one of the systems engineers of itself, in coordination with the
human development team. But this need for entrée into the internal state of
the OC system’s sensors, effectors, and decision processes leads to the need
for sufficient instrumentation, reflection and reasoning, and communication
capabilities to work with us. As we discuss in section 3.4, the language of this
collaboration and negotiation needs to be co-developed from the experience
base of the OC system. We will require these systems to inform us of their
state and intentions. Thus, an OC system must not only create appropriate
symbols for its own use, but must also be able to explain them to us.

Whether structures, processes, and representations emerge or whether they
are supplied at the beginning by the designers, what is important to us as OC
systems engineers is to build in mechanisms for recognizing new possibilities,
and for guiding the development process to some extent based on our (and the
system’s) growing understanding of the application problem domain and the
processes and structures that have developed within the system in response
to it. As much as possible, we also want to keep some of the means to “know”
and to “find purpose or meaning” retained by the system, since the design
engineers are unlikely to be available for the entire lifetime of the system.
Thus, unlike a biological organism, an OC system will always retain a special
type of differentiation from its surroundings in that it is deployed into an
operational context to achieve purposes other than its own survival.
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3.3 Systems engineering challenges

Our biological analogies have led us to suggest that OC system engineers will
need to provide certain key capabilities that we believe enable the adapt-
ability, opportunism, and robustness of biological systems. However, doing so
presents significant challenges precisely because these capabilities require a
radically different approach to engineering design, in which the processes that
constantly rebuild, renew and expand the system, rather than the system’s
components and their interactions, are the central focus. Unlike the processes
and resulting structures that we observe in nature, those created or managed
by engineers will of necessity be artificial, if only because they are deployed
to accomplish externally defined goals and purposes, and hence are in an im-
portant sense alien to their environment rather than having evolved as part
of a complete ecology. Because we want biological capabilities in systems that
have “non-organic” origins, we the developers will have to provide the means
for detailed interactions with its operational environment and the starting
structures and processes usually provided by evolution.

This means that a number of approaches and designs for such systems
cannot work, because some basic assumptions and other design crutches are
no longer available, no longer implicit in the approach. Instead, a new set of
systems engineering methods and attitudes is needed, and this section begins
our exploration of these issues.

The specific engineering challenges we will consider in this chapter are:

• creating appropriate generative processes (section 3.3.1);
• inventing appropriate instrumentation and evaluation processes (sec-

tion 3.3.2);
• providing the capability for the system to analyze and reflect on the infor-

mation it has gathered (section 3.3.3);
• enabling the system to actively experiment so that it improves its (and

our) representations and models (section 3.3.4); and
• providing methods for the system to refine the symbols, representations,

and models of both the system and its context, to create a kind of “situa-
tional awareness” (section 3.3.5).

We now discuss each of these challenges, as well as their implications, in more
detail.

3.3.1 Creating generative processes

By generative processes we mean something much more interesting and much
more challenging to construct than search processes, because the latter search
a fixed and given space using predetermined parameters, whereas the former
actively create both the parameterizations and the search space as they pro-
ceed. The additional capabilities of these generative processes as compared to
traditional techniques are expected to yield some surprising results, desired
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and undesired, that the system can discover, evaluate, and choose to exploit
or suppress, as well as new possibilities that offer increased effectiveness in
controlling for processes and qualities that support the system’s purposes and
goals. These generative processes thus need to be able to efficiently create
new and very different possibilities for the system, as well as to discover and
describe linkages that couple processes and symbols, enabling coordinated re-
sponses among multiple processes and functional units at lower levels of the
system’s hierarchy.

Designing generative processes thus means developing capabilities to rec-
ognize and coordinate coherent activity among subsets of the processes that
build functional units, as well as methods for describing this coherence by cre-
ating new symbols or variables. Such an approach is fundamentally different
from the traditional conception of searching a predefined space using prede-
fined variables and predefined criteria for success. For example, in computing
algorithms we usually assume a predetermined basis set of characteristic and
well-behaved variables, write a generic search through a large space chosen
because it is easy to describe in terms of those variables, and then apply the
success constraints to eliminate large portions of the space. An alternative ap-
proach, which seems to be more like what humans do, is to create the search
space and new characteristic descriptions of it as we go along. We start with
the construction of the search space from the viewpoint of our purposes or
goals, which lets us incorporate many of the constraints into the construction
itself, so that we automatically avoid consideration of large but uninterest-
ing portions of a generic search space, and concentrate on those regions that
seem interesting or useful, even if the resulting possibility space is made up of
disconnected and oddly-shaped portions of what would have been the generic
search space, and even though the resulting space would have been difficult
to describe in terms of a set of predetermined variables. We also organize our
understanding of this search space by making up new interpretable descrip-
tions of the various options we discover, a form of reparameterization that
allows us to more easily use these new possibilities in other contexts.

The previous example suggests that purposes and goals are central to the
efficient construction of generative processes, since they provide a ranking
of high-level criteria for success. We saw many examples of this continuous
mapping between the goals and the generative processes in the biological
examples described in section 3.2.3.2.

When we humans solve problems we actually seem to use two basic strate-
gies: we start with familiar possibilities and search for relevant or useful com-
binations, but we also use long leaps to radically different possibilities. This
example of human problem-solving illustrates the two types of capabilities
that we include in the overall description of “generative processes”. One is
more local and continuous, resembling refinement or “pushing the envelope”,
while the other involves disconnected leaps. In section 3.2.1, we speculated
on how the assembly lines and building processes support these long leaps
by producing families of distributed control elements that share features and
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whose domains of action include simultaneously different levels of modules
or components in the system. Generative processes as we conceive of them
must thus include some methods that are able to efficiently “leap to” and
evaluate regions of the system’s possibility space that are “far” from those
it has already experienced, as opposed to only searching for a new combi-
nation of established parameters. Although these exploratory leaps could be
accomplished by random variation of basic units, such a random combinatorial
search is not sufficiently efficient in terms of resources and time even at fairly
modest levels of complexity. In fact, the size-, context-, and time-dependent
structure of these possibility spaces makes it impossible even in principle for
random searching to explore the space in any useful amount of time.

We envision the following characteristics for “leaps”. They will produce rel-
atively large changes from the current state, frequently “land” in “useful” final
states, utilize previous discoveries of successful strategies, be closely coupled to
evaluative, reflective and directive processes that result in the depreciation or
elimination of unsuccessful results and the reinforcement of interesting ones,
and be strongly context-dependent.

We suggest that generative processes in OC systems are likely to be based
on the “modularity” of the higher-level processes and structures that the
system knows so far, and perhaps even more particularly to be based on
the representations of those processes and structures. Biology seems to take
advantage of modularity to achieve many of those characteristics that we
desire in our artificial systems. Deem [23] has described biological modularity,
as well as the hierarchy of complexity that accompanies it, as follows.

A modular structure to the molecules of life allows biological infor-
mation to be stored in pieces. The existence of this modularity means
that evolution need not proceed just by changes of one base of the ge-
netic code or movement of one atom or amino acid at a time; rather,
functional units can be exchanged among living organisms. For exam-
ple, [. . . ] proteins often comprise almost independent modules, and
the genetic information that codes for those modules may be trans-
mitted through evolution. The modular structure of proteins is hi-
erarchical, with identifiable elements at the levels of atoms, amino
acids, secondary structures, and domains. Hierarchical elements con-
tinue through the levels of proteins, multiprotein complexes, pathways,
cells, organs, individuals, and species.

Thus, one way to produce both meiosis- and mutation-like generative pro-
cesses is to mix previously-created and relatively high-level functional units
in new ways (perhaps by rearrangement or reuse in a new internal context),
because existing functional units embody known successful strategies. The re-
sults of such operations with higher-level units of the system hierarchy not
only provide methods for expansion of the system’s possibility space, but do
so in a way that ties to methods of building new descriptive terms based on
existing ones. Another way to understand the potential of modularity is to
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recognize that the building processes that continually rebuild and renew the
system’s components and structures are also in a sense modular, with vari-
ous entry points depending on context. This means that these same processes
can be recombined in new ways using a context-dependent combination of
sequences of entry points.

One potentially valuable way to model these effects may be the class of
small world effect models currently studied in network science [84, 2]. These
models are used to study the impacts of having local neighborhoods of links
interspersed with a few long links.

Modularity-based approaches are likely to be much more efficient than
those that modify or combine low-level processes and structures. If given suf-
ficient resources, searches based on low-level components will certainly eventu-
ally discover not only the same “reshufflings” and “leaps” as modular schemes,
but potentially much other useful information as well. However, we contend
that approaches based on low levels of a system’s hierarchy will generate many
more unsuccessful proposals because they largely ignore the knowledge of the
possibility space and trajectories through it that are represented by previous
successful discoveries embodied in the modules.

Since search processes need a space to search in, part of the problem here
is to construct that search space in a sufficiently flexible way to also allow
sufficiently fast searching. We specifically do not use the term “efficient” here,
since efficiency is the opposite of the robustness we want the system to exhibit.
The modules themselves are like safe regions; that is, safe configurations with
local allowable variation. The combination of modules is a way of combining
disconnected safe regions in the possibility space for constructing a search
space.

We have been discussing the advantages of modularity; this is one of the
chief legacies that biological systems get from their evolution. That is, there
will be many side-effects that are at best neutral or, as in the case of ge-
netic mutation, largely deleterious. It takes a special narrow combination of
constraints and coincidental events to show the benefits of an effect. One of
the ways that a biological system benefits from being a member of a family
of biological systems is the leverage of many failed possibilities being con-
strained away before it comes into existence. Many of the partial structures
and properties of the biological system are in fact the embodied memory of
these constraints now physically imposed by genetics, the structure of its phys-
ical and cognitive components. We as the human systems engineer working
with the developing OC system will play the role of evolution through sim-
ulation and our experience across families of like systems. Providing some of
this experience base and the constraints is in fact one of the chief jobs of the
systems engineer for OC systems.

The ability of an OC system to create its own languages and represen-
tations is an important key to achieving the efficiency of modularity-based
generative processes in part because these internally-produced symbols can
be exchanged with other processes and structures both within a single system



3 Systems Engineering for Organic Computing 49

and across multiple realizations of a system. Such exchanges of symbols in
effect disseminate the knowledge of processes and structures that have been
proven to succeed in at least some part of the system’s possibility space, a
point to which we will return in section 3.3.4.

All types of generative processes that we advocate are powerful tools for
building adaptive systems, but they are not themselves sufficient to produce
adaptability, robustness, opportunism, and other biological-like characteris-
tics that we want in OC systems. The results of these generative “experi-
ments”, both those operating within a search space and those violating its
boundaries, must be measured and then evaluated in terms of the symbols
and languages known to the system (section 3.3.2).

The system and its engineers must also be able to reflect on the results
of measurements, comparing them to models of internal operation and exter-
nal context. These comparisons involve the critical (and difficult) ability to
compare models and results on the fly, adjusting the models to fit new, and
especially novel, results. In addition, the capability for reflection (which takes
place at many levels of the system hierarchy) is needed to identify possible
responses and project their consequences into the future. At any given time,
the system must choose how it will respond. We call this “direction.”

Coupling generative processes to instrumentation, evaluation, reflection,
and direction in a strongly permissive milieu gives the system an ability to
actively experiment (section 3.3.4) when the resources to do so are avail-
able. We contend that generative processes play an essential role in enabling
effective active experimentation, and conversely, devising and evaluating ac-
tive experiments is essential for the creation of effective generative processes.
Therefore, because of these mutually enabled roles, we believe that research on
strategies for designing these processes is essential to progress in engineering
OC systems.

A final challenge related to developing generative processes is that, in ad-
dition to supplying the original generative processes, the raw materials which
they manipulate must be built as part of the engineering process. We make
no assumptions here about where these beginnings come from, but we expect
that a lot of it will be imposed from the outside, by the designers, who will
be making decisions concerning the raw materials, initial conditions and pro-
cesses, basic symbols, evaluation and validation criteria, and other starting
points.

3.3.2 Instrumentation and evaluation

The traditional block diagram view of a control system as shown in figure 3.1
implicitly assumes the ability to measure values of the reference input, actu-
ating signal, manipulated variable, controlled variable, and feedback signal.
The instrumentation for these measurements is implicit in the diagram, since
each block uses one or more of these variables as its input. In this section we
consider the challenge of implementing appropriate instrumentation in OC
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Fig. 3.1. Feedback control system block diagram

systems, where the system will need to adjust and even perhaps create its
instrumentation in response to its changing processes, structures, symbols,
representations, languages, models, and context. We also consider the closely
related challenge of evaluation, which is the capability to use measurements
obtained from the system’s instrumentation, together with models of its state
and trajectory, to achieve its purposes and goals.

Although the approach represented in figure 3.1 has supported an immense
body of successful engineering analysis and design, the sense of simplicity and
comfort we perceive from these successes is tempered by the knowledge that
some engineered systems demonstrate complex and challenging phenomena
such as bifurcation, chaos, and emergence. One of the goals for OC systems
is to enable our engineered systems to recognize and, where possible, make
use of these phenomena to achieve their purposes and goals. We are thus led
to the questions of what to measure and how to measure in order to give our
systems the information that enables this capability.

These instrumentation questions are not unique to OC systems. In fact,
they resemble both theoretical and experimental challenges in physics having
to do with modeling and measurement of systems that are discrete at the
lowest scale but also have average effects at higher scales such as pressure and
temperature that are usually sufficient to describe the collective behavior of
a large number of these discrete elements in a particular region. Pippard [74]
has captured one version of the physicist’s view as follows:

Can it be that the systematic reduction of complex processes to their
basic constituents, obeying laws of marvelous simplicity, has left us
with a body of knowledge whose usefulness is rather problematical?
It has been the habitual claim of physicists that they could make
predictions whose verification underpinned the laws and conferred on
science a validity that no other branch of learning could aspire to.



3 Systems Engineering for Organic Computing 51

Was this a delusion? Of course not, but the claim may have been
overoptimistically expressed.
It was always recognized that complexity might preclude detailed pre-
diction — no one ever hoped to follow the motion of each molecule
in a gas. But long before statistical mechanics provided a theoreti-
cal foundation, it was clear that the average properties of pressure,
velocity, temperature, etc., obeyed quite straightforward laws of ther-
modynamics and hydrodynamics. Straightforward though they were,
the equations expressing them were still capable of yielding highly ir-
regular solutions, and this time there is no molecular complexity to
explain turbulence away — it is intrinsic to the equations. This should
have been enough to alert us to the potential in almost any non-linear
differential equation to surprise us by the diversity of its solutions.

The difficulties of predicting physical phenomena such as phase transi-
tions and the turbulence transition in fluid flow, and especially the challenge
of recognizing such changes in global behavior in real time from a set of local
measurements made inside the medium, give us a concrete analogy for consid-
ering instrumentation and measurement in the context of complex systems,
and particularly in OC systems.

Basically, we need to answer two questions: “How much instrumentation
or information is good enough?” and “What kind of instrumentation or in-
formation is good enough?” In the examples that phase transitions and fluid
dynamics demonstrate, instrumenting every process and structure down to
the equivalent of the discrete molecules in a fluid does not necessarily ensure
that our instrumentation or the information it produces is “good enough” in
the sense that we can link it to useful descriptions, parameterizations and
models, and, ultimately, to purposes and goals, even when the “molecules”
have fixed properties.

Instrumenting everything is also not a useful approach for other reasons.
For example, too much instrumentation may fundamentally alter what we
instrument, or the instrumentation and measurement may consume so much
of the available resources that it overwhelms the capability to process it,
meaning that it is impossible to make use of the resulting data. For example,
in wireless networks, as the number of mobile nodes increases the messages
tracking their location can overwhelm the capacity of the network, precluding
its ability to accomplish its goal of transmitting content messages.

Also, if we measure all the details then we need models at the same level
of complexity. (Otherwise we might as well focus our measurement efforts on
determining averages at appropriate scales.) Our notion of “particularity” is
useful here. The enormous amount of detail that can be relevant in a complex
dynamic environment for any system means that the system needs a lot of help
in observing and describing it. Any proposed modeling method will suffer from
the complete inability to reach a “critical mass” of information until there is
enough descriptive detail, since the important interactions may include what
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would otherwise seem to be minor effects, but which can sometimes combine
to be dominant. However, the more detailed the model the more information
it may require before the remaining uncertainties are small enough that the
results are useful. What this means to us is that the system that is attempting
to survive in and interact with its environment needs multiple methods in
addition to multiple resolutions for describing it, and that verification and
validation are essential (i.e., every hypothesis is tested, and every conclusion
is provisional).

In fact, because there are very good higher-level continuum models that
are almost always adequate for describing the overall state and trends of the
system’s operation, it seems far more useful to implement almost all instru-
mentation at levels of the system’s hierarchy that inform these “continuum”
models. This leaves the question of how to recognize those cases where these
models are inadequate, which we address by implementing and exploiting the
use of reflection and situational awareness, a topic to which we return in sec-
tion 3.3.3 and 3.3.5. Notice how this instrumentation and these models will
correspond to modules.

Another way to approach the question of designing instrumentation is to
ask if there are characteristic scales that are especially significant for recog-
nizing emergent phenomena. Again, to take the physicist’s view,

We know now that the invisible hand that creates divergences in some
theories is actually the existence in these theories of a no man’s land
in the energy (or length) scales for which cooperative phenomena can
take place, more precisely, for which fluctuations can add up coher-
ently. In some cases, they can destabilize the physical picture we were
relying on and this manifests itself as divergences. [24]

This conception that there may be some appropriate scale at which emer-
gent phenomena first become significant gives hope that it could be possible
to build instrumentation that identifies at least some emergent phenomena.
Additionally, the modularity-based approaches we have suggested as a basis
for generative processes may be helpful in addressing this challenge. As gen-
erative processes develop new possibilities for the system they in effect “pa-
rameterize” their descriptions of those possibilities to give new higher-level
descriptions that are exactly correlated with useful regions of the system’s
possibility space, and include to some degree this sense of scale. From this
view, the challenge of instrumentation can be restated as how to describe the
disjoint regions of possibility space that have been found to be interesting,
and how to represent the possibilities within each of those regions. Just as
generative processes offer enormous advantages for simplifying the process
of finding “good enough” strategies quickly, we suggest that instrumentation
that is linked to the structure of the system’s evolving set of possibilities will
leverage the same simplifications.

Linking instrumentation to the modularity of processes and structures is
particularly significant in the kinds of OC systems we are advocating because
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their processes and structures are not fixed. Unlike the clearly delineated
blocks, interface protocols, and variables of the system in figure 3.1, we ex-
pect that OC systems will have multiple and interacting processes using and
affecting the same measured variables, precisely because these variables are
linked to the structure of the system’s possibility space. Thus, in OC systems
as in biological ones, the same variables may be used in multiple models at
various scales of resolution (levels of the system’s hierarchy). Since we ex-
pect that OC systems will be used in changing contexts, they will also face
measurement challenges related to resolution and dynamic range, as the re-
quired granularity of analysis depends on the operating context. It is therefore
necessary to consider very carefully the problem of how the system gains its
knowledge of internal and external events and processes, which leads us di-
rectly to instrumentation issues.

Instrumenting an OC system is in our view especially challenging because
it is critically interdependent with the capability to continuously evaluate the
measurements produced by that instrumentation. However, we see opportu-
nity for addressing these very significant questions in both this interdepen-
dence and in the biological paradigm of introducing processes that create
structures. The layered hierarchy and leaky, overlapping processes and struc-
tures of biological systems, together with the foundational concept that the
system’s structures are built from processes rather than being fixed for life as
in figure 3.1 means that the system has the capability to adjust its instrumen-
tation, or even to create new instrumentation, in response to changing needs.
That is, such an approach satisfies the need for multiple descriptions coupled
to verification and validation.

Such self-modification of instrumentation requires the capability to evalu-
ate the available data to determine the system’s position and trajectory within
its possibility space. More specifically, we must invent new types of models
that are able to continuously accept measurement data, identify and rank
the importance of sources of uncertainty, and propose changes to the instru-
mentation that can reduce those uncertainties. This concept of dynamically
integrating instrumentation and evaluation has been considered in the NSF
Dynamic Data Driven Applications Systems (DDDAS) program.

DDDAS is a paradigm whereby application/simulations and measure-
ments become a symbiotic feedback control system. DDDAS entails
the ability to dynamically incorporate additional data into an execut-
ing application, and in reverse, the ability of an application to dynam-
ically steer the measurement process. Such capabilities promise more
accurate analysis and prediction, more precise controls, and more re-
liable outcomes. The ability of an application/simulation to control
and guide the measurement process, and determine when, where and
how it is best to gather additional data, has itself the potential of en-
abling more effective measurement methodologies. Furthermore, the
incorporation of dynamic inputs into an executing application invokes
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new system modalities and helps create application software systems
that can more accurately describe real-world complex systems. This
enables the development of applications that adapt intelligently to
evolving conditions, and that infer new knowledge in ways that are
not predetermined by startup parameters. [22]

The phrase “adapt intelligently” is significant here because it ties the changes
in the system to purposes and goals. Thus, a strong guiding principle for
instrumentation is that it supplies information in terms of representations of
the state of the system that can be related to purposes and goals. It is this
relationship of instrumentation, representations and models to purposes and
goals that allows the system to evaluate their effectiveness and make choices
of alternatives and refinements.

To summarize, we believe that we need to develop new types of models
that support evaluative methods and processes for the OC system and the OC
system engineer to shape, control, divert, and correct the generative processes
through reflection on the information produced by feedback and instrumenta-
tion. We expect that multiple measurement and evaluative processes will be
in operation at all times at various levels of the hierarchy of an OC system.
Then reflection is used to analyze the effectiveness of the system’s own pro-
cesses in context, by continuously comparing these evaluations with models
to estimate possible trajectories in the system’s possibility space, ultimately
resulting in the system choosing some combination of actions or directions
that are expected to support achieving its goals and purposes.

3.3.3 Reflection and direction

Like others, we [49, 50] have argued that self-perception and self-monitoring
are critical features for goal-oriented autonomous systems in order for them to
move around their environments. In other words, one can imagine designing
an organism or a robot with bumper-car feedback that hits a wall and stops or
turns. In many ways, that can suffice for certain types of simple activities in
very constrained environments like a room with four rectangular walls and a
hard floor. But even in elementary creatures, such as crabs, lizards and cray-
fish, we see much more sophisticated adaptive mechanisms [13, 83]. Animals
are very competent at knowing how high they can leap, how fast they can run,
and what hiding places they can enter. This knowledge is only partly about
their own capabilities, but more importantly about how their capabilities map
into their environment. As Churchland said [18, page 74], “self-consciousness
on this view is just a species of perception [. . . ] self-consciousness is thus no
more (and no less) mysterious than perception generally.” He goes on to em-
phasize the considerable variety of “self-monitoring” [p. 185] that occurs at
different levels. Recognition and perception of what is “oneself” and what is
not oneself are difficult processes, but we readily can identify their occurrence
in a number of biological systems, from single cells in immune systems [73] to
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mammals. It is easy to imagine mechanisms that could make those perceptions
available to higher level and more cognitive systems.

Self-monitoring capabilities are not the same as “self-reflection”. For exam-
ple, the means to monitor internal state and respond to that internal state are
available to a thermostat. Ironically, although we have indisputable evidence
for self-reflection in humans, our most concrete definitions of self-reflection ca-
pabilities come from the world of computer programs. Patti Maes [65] defines
reflection as “the process of reasoning about and/or acting upon oneself.”
Practically speaking, in computers, computational reflection means having
machine-interpretable descriptions of the machine’s resources. We have found
in our approach [42] that it is extremely useful to have not only state in-
formation available but also general meta-knowledge about the limitations
and required context information for all the system’s resources. There are
then processes that can act on this explicit knowledge about capabilities and
state in order to better control the system in its performance and mainte-
nance [12, 42, 45]. It is clear from Damasio’s discussions [19] that he is think-
ing of his “third type of image” as being available for both self-monitoring
and self-reflection in a sense compatible with the ideas described here.

The engineering challenges we have considered so far will give us systems
that discover new options (generative processes), and also measure and model
their current state (instrumentation and evaluation). The next challenge that
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we consider is how to implement processes that generate, identify, and evaluate
possible responses based on the system’s reflective capabilities. These reflective
capabilities will explicitly reason about what relevant information and what
relevant resources the system currently has, the effectiveness of the current
strategies and approaches to reaching goals, and the current shortfalls in both
capabilities and information. Then other processes can, DDDAS-like, task
sensors to collect additional information or creatively use combinations of
existing resources, or replan current approaches.

As we have discussed in the previous section, our proposed OC systems
implement instrumentation and evaluation at multiple resolutions in possibil-
ity space and in time and at multiple levels of their hierarchy, and reflection
and direction must be implemented over these diverse scales as well. To use a
biological analogy, reflexes supply rapid responses in situations that are likely
to be critical to an organism’s survival. Our systems will undoubtedly need
this same “rapid response” capability, as well as a means to identify the con-
ditions that should trigger these responses. At the same time, just as with
biological systems, OC systems will need to adjust their original responses
as they obtain and evaluate more information. This continual reflection at
different time scales and levels results in multiple responses to a particular
situation. In addition, these responses may have different levels of complexity
and sophistication, as well as being operative over different time scales.

A fully reflective system has processes that collectively and cooperatively
manage all of the resources, including the models, processes, and their interac-
tions; it has processes that manage all of the interactions, including system to
environment and resource to resource, at multiple time, space, and conceptual
scales; and it has processes that manage all of the models, including those of
the environment, the resources, and their interactions [61]. These processes
are illustrated in one way in figure 3.2, and again in figure 3.3 on page 57.

The reflective capabilities provide a great deal of the information and pro-
cesses that will be needed by the human developers for their monitoring and
evaluation of the OC system, including relatively detailed models of what the
system perceives and knows about its goals, state, environment, and options.

3.3.4 Active experimentation

Traditional engineered systems are designed to respond to changes in condi-
tions, but biological systems exhibit a much more active style. For example,
engineered systems often take advantage of relatively stable conditions by
shutting off many of their subsystems to conserve energy. Biological systems,
on the other hand, present a much more complex approach to the utilization
of their resources: they devote some of their capacity to actively experiment
with their environment, their capabilities, and their limitations. That is, bi-
ological systems perform a much more complex overall optimization strategy
in choosing how to respond that recognizes the potential of self-modifying
systems to find new or alternative strategies that expand its possibilities so
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that it will have more options in the next “emergency”. Also, if the system is
already active, it may have some operating processes that can be adjusted to
provide a very rapid response while other capabilities are recruited and the
overall response is adjusted on a longer time scale. That is, if the system is
already active, it doesn’t have to start its response from scratch.

Active experimentation can be seen in part as a calibration effort in the
sense that the system chooses to repeat previous actions in what it hypothe-
sizes are similar conditions, or to perform similar actions in what it hypoth-
esizes are the same conditions, evaluating the results in order to search for
correlations and differences. Such active experimentation also provides oppor-
tunities to test the limitations of capabilities in safe situations (e.g., animal
play) so that emergency responses can whenever possible be accomplished
within those limitations.

Another use of active exploration is to improve models of the local condi-
tions. Examples of this type of active exploration are well documented in the
ethological literature, where an animal essentially moves randomly about its
environment, discovering and building a cognitive map of features of that en-
vironment that are relevant to its size, abilities, etc.. These features can later
become vital for rapid responsiveness. For example, we may observe that a
lizard darts into a hole at our approach. The speed of this response is possible
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because of the lizard’s prior knowledge of the location of the hole and that it
is of appropriate size and shape for a refuge.

In another application of active experimentation, which we have called con-
tinual contemplation, the same approach is applied to the mapping and orga-
nization of the internal states and capabilities of a system. We have previously
described continual contemplation as “continual exploratory data analysis not
only on external or domain knowledge introduced to the system through sen-
sors or data sources, but also continual exploratory data analysis on the sys-
tem’s own state and its own use of its resources as it attempts to support user
requests and to solve problems.” [9]

Finally, active experimentation can be applied to all levels of system pro-
cesses, up to and including its language and reasoning levels. These experi-
ments make use not only of its own capabilities, but artifacts that it may have
built in its environment. For example, human beings are using computer sys-
tems to expand our possibility space by leveraging the particular capabilities
of computers to perform certain kind of operations faster, more uniformly, or
more often than we do.

Each of the previous engineering challenges yields system capabilities that
are utilized in active experimentation: the permissive application of gener-
ative processes, the ability to measure and evaluate in new ways, reflection
that gives the system access to its own structure, language processes that
can express and interpret new models, variables, and control strategies, and
the ability to implement multiple responses at various scales and hierarchical
levels. Biological systems seem to demonstrate that using these capabilities
even when they are not immediately needed to respond to current conditions
has long-term advantages. That is, the potential future efficiencies gained
from discovering alternative strategies, testing correlations and limits, map-
ping and synthesizing information on local conditions and system capabili-
ties, and shaping operating processes rather than starting new processes in
response to an emergency all seem to give biological systems an overall benefit
that outweighs the additional expenditure of resources.

3.3.5 Situational awareness and context modeling

Because reactive planning and response is not always fast enough, the system
can gain a great advantage by advance planning. It must be remembered that
almost all advance planning is not used, although it is clearly not useless
because planned and rehearsed responses are much faster than new reactions.
This means that a lot of advance planning is needed, much more than reactive
planning, with the corresponding advantage in viability. However, in order
to do advance planning, it is necessary to construct rich enough models of
the “niche” for the system, or in our case, the operational context of the
performing OC system. Because the OC system is not really built from the
dynamics of the world, but through our view of it, it is not sufficient only
to give it models and model-building capabilities based on our current view
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of the environment and the composition of the system. Rather, the system
will critically depend on the instrumentation we discussed earlier, as well
as reflection, evaluation, and active experimentation capabilities that test the
adequacy of its models within the current environment. One of the challenges,
clearly exemplified by von Uexküll’s story of the crab discussed earlier, is
that under different modes of operation and with different goals, the same
environment may in fact mean very different things.

Thus the context models for the operational environment are not com-
pletely predetermined but must rather be constructed with more attention
paid to those parts of the environment needed for a given activity and with
the appropriate “hooks” for monitoring the essential parameters determinable
from that particular environment and relevant for the system at that time.
In other words, as part of an action plan in its operational environment, a
system will be dynamically recruiting not just the components to do things,
but also the sensors that can provide the feedback, the analysis processes that
can assess the feedback within its operational context, and the processes that
reason about the feedback for its implications on the world and on the goals
or performance of the system.

3.4 Representation and language

The ability of a system to use representations or even systems of representa-
tions, such as language, provides enormous advantages to the system in its
capabilities. As we will show these advantages are so profound that one sees
the use of representations occurring very very early in the development of
living organisms. In this part of the chapter, we will first describe this early
development of representation in biological systems, and then relate the use
of representations and language to several critical capabilities within an OC
system, e.g., representing goals and negotiation with other reasoning systems.
In the last part of this section, we will describe how an OC system might
start to build up its own set of representations and meaningful terminology,
drawing on early work in Artificial Intelligence and describe why these ca-
pabilities are so critical to allowing us, the developers and users of an OC
system, to continually monitor and shape the behavior, goals, and results of
an OC system.

3.4.1 Representation in biological systems

It has not been widely appreciated in the computing community until recently
just how complex biological systems are [4, 13]. In this subsection, we replay
a compelling (at least for us) argument [10] that representations are the key
to biological flexibility, and that they occur starting with the very smallest of
animals.
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Earlier, we presented evidence that unicellular animals have a rich reper-
toire of behaviors resulting from the coordination of body parts and internal
structures. This internal coordination requires communication among the in-
ternal structures. Tomkins’s [82] model of biological regulation assumes the
use of internal symbols in unicellular and multicellular animals. If we ignore for
a moment the biochemical details, his argument on the evolution of biological
regulation is elegantly straightforward: even “ancient molecular assemblages”
possessed cellular properties capable of self-replication. Nucleic acid and pro-
tein synthesis are endergonic reactions; hence primordial cells were required
to capture energy from the environment. However, changes in the environ-
ment that diminished the supply of monomeric units necessary to polymer
synthesis or altered the formation of adenosine tri-phosphate (ATP, an essen-
tial component of energy management and metabolism) were probably lethal.
Therefore, survival would require regulatory mechanisms that maintain a rel-
atively constant intracellular environment.

Tomkins divides this biological regulation into two modes. In simple regu-
lation there is a direct chemical relationship between the “regulatory effector
molecules” and their effects. As examples, he cites enzyme induction, feedback
inhibition of enzyme activity, and the repression of enzyme biosynthesis. The
critical point here is that in simple regulation, the control of the internal envi-
ronment is tenuous at best, since the regulatory molecules are themselves im-
portant metabolic intermediaries. Therefore the animal’s internal environment
is still closely tied to the availability of essential nutrients. In complex regu-
lation, there are metabolic “symbols” and “domains”. To quote Tomkins [82,
page 761], “The term symbol refers to a specific intracellular effector molecule
which accumulates when a cell is exposed to a particular environment.” As
two examples, he cites adenosine 3’5’- cyclic monophosphate (cAMP), which in
most microorganisms is a symbol of carbon source depletion, and guanosine 5’-
diphosphate 3’- diphosphate (ppGpp), which is a symbol of nitrogen or amino
acid deficiency. Importantly, “metabolic symbols need bear no structural rela-
tionship to the molecules that promote their accumulation in a nutritional or
metabolic crisis ... cyclic AMP is not a chemical analog of glucose.” [82, page
761] Tomkins also points out that metabolic lability is another attribute of
intracellular symbols that allows their concentrations to fluctuate quickly in
response to environmental changes. However, note that this lability is different
from the troublesome lability of the simple regulation mechanisms. In the case
of simple regulation, since the regulatory molecules are themselves metabolic
intermediaries, they (and hence the internal environment) will fluctuate in a
direct manner according to the supply of external nutrients and conditions.
However, in the case of complex regulation, the symbols will respond rapidly
to the external environment, leaving protected for some time the metabolic
processes they control. This protected time is exactly the time in which the
organism has the chance to make some adaptive response to the environment
(e.g., swim away from the carbon-depleted region), and this, it turns out, is ex-
actly what bacteria do. For example, carbon-starved Escherichia coli develop



3 Systems Engineering for Organic Computing 61

flagella, which allow the bacteria to be motile; cAMP is critical to the devel-
opment of flagella. By incorporating a symbol “level” the animal gains time
in which it can protect its metabolic processes from external conditions. In
Tomkins’s examples of the necessity of cAMP to the development of flagella
in E.coli, we see that the effects controlled by the symbol are not all metabolic
but also include adaptive behavioral responses that will protect the metabolic
processes. He also points out that many symbols may share in the control of
a given process.

Later he extends his argument from single cells to multicellular animals
and uses the slime mold, Dictyostelium discodium, as a model of transition
of intracellular symbols to intercellular symbol use. In the slime mold, the
cells exist as independent myxamoebas until starved. At this point, cAMP
accumulates in the cells, similarly to E.coli, as a symbol of carbon depletion,
but unlike E.coli, it is also released from the cells into the external medium
where it acts as the attractant that causes myxamoebas to aggregate into one
multicellular slime mold. As Tomkins states [82, page 762], “Cyclic AMP thus
acts in these organisms both as an intracellular symbol of starvation and as a
hormone which carries this metabolic information from one cell to another.”
But, as noted earlier, cAMP is labile and therefore, Tomkins argues, is not
suitable for the long distance required for intercellular communication in large
metazoa. He proposes that hormones, more stable chemical compounds, took
over the role. As he emphasizes, the process in intercellular communication
always begins and ends in the internal primary codes of individual cells.

Just as in the case of internal communication processes of unicellular ani-
mals, the intercellular communication processes of multicellular organisms are
symbol-based. Note how these internal communication processes, in both uni-
cellular and multicellular animals, make possible behavior or coordinated goal-
directed movements. Movement is fundamentally a cooperative phenomenon,
requiring communication among the organism’s parts. As we saw in the ex-
ample of motility in E.coli, even the most primitive movement is controlled
and mediated by the use of symbols.

In other words, in the unicellular animal, we have a collection of symbols,
like cAMP, which together with the way they affect the processes under their
control and the way this collection of symbols affect each other, constitutes a
primitive brain without nerves. This primitive brain without nerves is elab-
orated in multicellular animals in two ways. (1) The labile symbols of the
unicellular animal are replaced by hormones, which are more stable chemical
symbols, and by nerves, which provide more specific routes of information
than chemical diffusion. (2) Layers of symbols develop to the point that “do-
main” (in Tomkin’s sense) becomes not a set of body processes but rather a
set of brain processes.

As stated in [10, page 918],

An increased use of symbols disassociates the intracellular processes of
unicellular organisms from the environment. This means that an event
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which occurs in the receptive space of the organism does not produce
an immediate response. What it produces is an internal reaction that
symbolizes the event in the environment. These symbols of external
events then become part of the internal processes of the organism. The
more an organism has the ability to symbolize external events and the
greater its capacity to manipulate those symbols internally, the more
it is freed from non-adaptive, direct responses to fluxes in the energy
and matter surrounding it. It begins to have the capability to organize
delayed actions, which give it the freedom to plan, simulate, and act
when its own internal processes deem it appropriate; such actions can
take place at greater and greater distances in time and space from the
initial external event.

This “disassociation” is critical to representation, but also to the reflective
processes described earlier. The separation enabled by the disassociation of
symbols allows the time and the freedom from external “realities” within
which the system can essentially “simulate” or do what-ifs and other types
of reasoning about possibilities, e.g., different behaviors, different contexts,
different results, before committing itself to the actual energy to perform
actions.

Clearly, there is a careful and context-dependent trade-off between the
timeliness of rapid responsiveness and the timelessness permitted by repre-
sentation for reasoning and reflection. Biological systems typically begin to
address this trade-off by taking advantage of the multiple layers of their re-
sponsiveness; while some layers of a system are doing immediate actions, other
layers are doing longer term reasoning processes. This is clearly seen in the
crayfish emergency “tail flip”, which is one of the most rapid responses known:
it is just 10 ms from the stimulation of the flight response to an undirected flip.
Meanwhile, a slower system within the crayfish is carefully figuring out a tra-
jectory for swimming away from the possible threat that led to the emergency
response.

This trade-off between timeliness and timelessness is also seen in the gen-
erative processes, discussed in section 3.2.3.2, where reasoning and reflection
are part of the system’s ability to assess and alter its rapid construction and
maintenance of current configurations or assemblages of components. That is,
the generation of assemblages does not have to be perfect, but rather because
of adaptive processes can be generated and then fine-tuned rapidly, depend-
ing on the changing circumstances and changing needs of the system. These
adaptive processes clearly require reflection and reasoning. This point is espe-
cially relevant to “substitutability”, which is the ability of a system to rapidly
adapt by changing the processes and structures used to accomplish a given
purpose or goal.

This brings us to the key topic of representing purpose, goals and meaning
in OC systems. These terms are not intended to imply anything about con-
sciousness or even awareness on the part of the OC system. Rather, through



3 Systems Engineering for Organic Computing 63

explicit or implicit means the system must represent goals in order to evaluate
the results of actions.

3.4.2 Purpose, goals and meaning

Part of the adaptive behavior of biological systems is seen in the sophisticated
capabilities that animals have for developing and encoding “meaningful” rep-
resentations about their environment and their own states, and for developing
processes using these representations to plan actions that achieve desirable
states. These “desirable states” will always be situated. In other words, they
will always include a combination of features in the world in relationship to
features exhibited within the biological system. For example, in Tomkins’ ex-
amples above the feature of carbon availability in the external world was being
represented in single-cell animals, as well as their own state of energy avail-
ability. These desirable states are the lowest level of “purpose” and “goals”,
and as pointed out in the section above, like other representations can be-
come increasingly separated in time and space from external events. That is
they can become increasingly “abstract”, and with abstraction, impact more
diverse parts of the total system.

Animals show sophisticated abilities to represent and process the actions
needed to support diverse goals. One such ability is to satisfy multiple goals
with a single course of action. This is called merging and was studied by one
of the authors because of its possible use as a source of variation to help
explain the amazing flexibility of responsiveness in biological systems. But it
also has profound implications for the underlying adaptive decision processes
available to animal systems and the way that goals are represented. One of
the consequences of merging is that there can be multiple goals for any action
and multiple actions for any goal. A given instance of behavior can reflect
several motivations and work toward several goals at once.

Contrary to the usual emphasis in behavioral studies, in which an an-
imal must choose between mutually exclusive acts, an animal in nature is
rarely in the situation where it must engage in one behavior to the exclusion
of other behaviors. Rather, an animal’s movement frequently shows “behav-
ioral merging”, in which several motivational goals and action patterns are
combined into one coherent pattern. In studying the merging of feeding and
aggression behaviors in the lizard [4], an animal noted for the rigidity of its
behavioral patterns, Bellman found that when elements of feeding and aggres-
sion conflicted, other elements were selected and substituted, so that, overall,
both feeding and aggressive patterns were combined into one fluid behavioral
sequence. The behavioral sequence resulting from merging points to a particu-
lar type of flexibility in a movement system. A specific movement pattern can
subserve a number of goals. If this is so, then a specific movement pattern is
not necessarily linked to one goal any more than to any other goal (although
there may be some kind of weighting, so that a given behavior is most often
associated with one particular goal). This implies that a movement is not
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“released” as a necessary consequence of the occurrence of a particular mo-
tivational goal; rather it is “recruited” to serve that goal. Furthermore, from
behavioral merging, we see that a whole action pattern need not be recruited
but only those elements best fitting the circumstances.

Clearly, these abilities have advantages both in terms of expended effort
and in terms of rapidity of response. However, as in many other qualities of
biological systems, it is efficiency of a peculiar type. It is highly efficient in
allowing future adaptiveness and in robustness, but not efficient or optimal
for any single given set of actions. Part of the reason for this style of efficiency
may have much to do with the type of complex multi-criterion optimization
within a rapidly changing environment required by biological systems. That
is, in conventional man-made systems, which are engineered to optimize their
performance within carefully specified environments, one can develop planning
processes that optimize the performance given a fairly fixed set of criteria.
The emphasis can thus be on the efficiency of the fixed course of action. In
biological systems, and in the systems we are trying to invent in OC, the
complexity of the system’s interactions and requirements and the changing
environment require an emphasis on the ability to rapidly adapt and hence
to change course or replan. This adaptiveness requires all sorts of properties
that in single-purpose systems are redundant or excessive.

We have already noted in this paper many capabilities which support
the ability of a system to change course and replan, including generative
and opportunistic processes, reflection, and active experimentation. However,
in order to develop appropriate evaluation methods for choosing the best
solutions among combinatorial possibilities and to deal with the synthesis
of the information we will have in the necessarily explicit models of an OC
system, we will also need many new ideas on what we mean by optimization or
even satisficing in these systems. As difficult as it will be to represent goals,
it is even more difficult to state the evaluation criteria that will determine
“goodness” and “fitness” for the OC system.

One shift will be away from any long-term or overall optimization or satis-
ficing and toward strategies of local and short-term optimization with methods
designed to rapidly capture and summarize the wide-spread impact of deci-
sions. Having layers of relationships will help because small continuous change
at one layer can have much wider and diverse impacts that can be monitored
for from the standpoint of different levels of recruited modules.

It should be noted here that adaptation is not like optimization, and is not
usefully implemented by optimization. It is always just satisficing, not opti-
mizing, and usually the time constraints on decision making mean that even
formal satisficing is not possible either, so some combination of experience
and guessing is needed.
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3.4.3 Negotiation with other reasoning systems

So far we have been emphasizing the importance of representations in the
ability of animal systems to regulate themselves and then as a continuation
of that self-regulation, to represent and reason about their goals and to adap-
tively plan actions in a dynamic environment. As is hinted at in Tomkins’s
examples of the slime mold, the same set of internal self-regulatory symbols
that are used intercellularly to coordinate the actions of populations of cells
can also be, by many mechanisms, made visible to other organisms in order to
coordinate their behavior at the population level. Hence the symbols excreted,
secreted, vocalized, enacted, etc., allow animals to coordinate their mating,
hunting, fighting for territory, learning, and many many other types of needs
for communication and coordination. That the animal kingdom displays such
diversity in the types of symbols, the reasons for symbols, and the mech-
anisms for conveying symbols speaks to the enormous importance of shared
representation in adaptive complex systems. Interestingly, in the animals with
increasingly complex reasoning capabilities there is a correspondingly increas-
ing complexity of communication capabilities, including those displaying the
nuances of emotional state (which contains a wealth of information about the
motivational state and likely goals and intentions) and social needs for nego-
tiation and coordination. It is our belief that OC systems, because of their
complexity and because of our need to monitor and shape their behaviors,
require similarly sophisticated negotiation and coordination capabilities.

As we describe the needs of representation and communication in OC
systems, it is important to note that in a complex system:

• there is a time delay, both for making up or choosing the information
to convey, and for getting the information out; hence the need for some
autonomy, and

• there is often a difficulty in characterizing complex states; think for a
moment of how difficult it is for you, as a human, to describe your unob-
servable symptoms to a medical doctor.

These delays are one source of emergence: if there are arbitrary time delays
in a communication process, or other feedback process, then that process can
exhibit instabilities and emergences. However, communication is so important
to both the individual and the group that there are multiple, overlapping, and
even redundant symbols, representations, and modalities in order to ensure
that critical information is conveyed.

One of the advantages we have in biological systems is the situatedness
of our systems in the physics of the world and the common evolution among
members of a species and even among all mammals. We understand because
we are. Much of our ability to reason from the outside about another human’s
state and meanings has a lot to do with our commonalities as humans. For
example, consider the deep problems that autistics have in communicating
as an example of how even minor human variations can have vast impact
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on our abilities to negotiate and communicate. On the other hand, there are
some vocalizations that, like reflexes, act as immediate emergency responses:
it is a curious feature, especially in mammals, that distress calls and other
broadcasts are occasionally so important that they can be recognizable across
species.

In OC systems we will be building an “alien” system with no shared evo-
lution, with little shared constraining world (the dynamics, etc., will be dif-
ferent), and, potentially, little overlap in our operating environments. As we
develop and use language in an OC system, we might want to consider how to
develop co-evolutionary strategies, recognizing that both we and our systems
will be changed by that co-evolution.

The important question here is how we will create livable systems. We
certainly need to understand how an OC system negotiates with its human
engineers and builds up a common set of symbols, etc., so that its communi-
cation may be understood and its effects will be appropriate. Here there are
two meanings of “livable”: for the system to be able to live in its environment
and for us to be able to live with it. We mean both.

3.4.4 Use of language

An OC system needs to model its surroundings and its own behavior for self-
assessment and self-improvement. Since the designers cannot know everything
about the system’s environment and development, the system will have to
create new models or modify existing ones. It will therefore have to have ways
to assess the efficacy of its models, and change them as it deems necessary.

More fundamentally, the languages in which the models are written may
not be adequate for all development paths, so the system will also have to
create new kinds of models and new languages in which to define them, and
sometimes re-express its older models and processes in the new language.

We write “languages” in the plural because we do not believe that any one
modeling language or paradigm can be sufficient, even in principle, to model
all relevant or important aspects of a complex environment [14]. We therefore
advocate the use of a collection of “little languages”, instead of trying to fit
everything into one big one. Of course, the collection of “little languages”
has multiple underlying assumptions, and this multiplicity requires some in-
tegration process, but we have developed an integration mechanism that is
well-suited to complex system integration, called “Wrappings”, described in
section 3.4.6 below.

We have argued here that the creation and use of language internal to the
system is fundamental to the success of OC systems in complex environments.
The study of this symbolic aspect of systems design and operation is called
“Computational Semiotics”, and it lies at the intersection of the edges of
mathematics, linguistics, philosophy, logic, and computation [43, 44]. It is
about the creation and use of symbol systems by constructed complex systems,
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but we are trying to push it much farther in the direction of interaction with
human language, since the system has to tell us about itself.

A nice introduction to the general topic can be found in [25] (if you can
ignore the intrusions of justifiably annoyed comments about transformational
grammar), with some comparisons to the early writings in language [76] and
philosophy [85, 86]. There are also other approaches based in logic [79] and
computation [70]. Another description from a different viewpoint can be found
in [17].

Our attention to the use of language includes whatever programming or
specification notations are to be used, since they are almost always too precise
for what the designer knows about a system, so they require the designers to
make too many decisions before it is possible to know enough to make those
decisions properly [77].

We intend that the system will help the designers create the language, by
operating for a while, so that the system can know enough to make some good
choices, and that it can present enough information to the designers so that
they can make other good choices.

In the most general terms, we can describe the operation of such a system
as follows:

• system observes external and internal behavior
– developers must provide initial languages
– system use languages to record these observations
– system assesses the adequacy of its own languages
– system changes the languages or invents new ones as necessary
– the process cycles back to the system’s use of languages

• system creates models
– developers must provide initial notations
– system uses notations to record these models
– system assesses the adequacy of the notations
– system changes the notations or invents new ones as necessary
– the process cycles back to the system’s use of notations

• system inherits or creates goals
– developers must provide initial goals
– system reasons about the models in pursuit of its goals
– system assesses the adequacy and consistency of the goals
– system changes or replaces the goals as necessary, according to the

results of negotiations with developers
– the process cycles back to the system’s use of goals

To describe these processes in more detail, and to explain how we expect
these systems to work, we start with our emphasis on context, then proceed
to symbol systems, language, and models. We end with a discussion of our
progress and prospects for OC systems.
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3.4.4.1 Communication and cooperation

A significant aspect of how we will cooperate with our complex computing
systems is our ability to communicate with them and their ability to commu-
nicate with us. To that end, and since we are no longer expecting to design
every aspect of these systems, they will have to be able to use symbols of
their own devising, created to represent some meaning significant to them,
which must also be conveyed to us. There are examples of early artificial in-
telligence systems that generate symbols to represent things that they have
learned about the world and their own internal states [31, 72].

These systems will have to make new models of both their environment
(context) and their internal processes and states, evaluate the effectiveness of
those models, and revise them or build new models again as necessary. These
systems will also have to communicate their internal models to us, so we can
monitor their actions and predict their expected activity to ensure it is in line
with our intentions for the system.

This is why we emphasize the semiotics of these systems; if we can un-
derstand enough about the processes of language formation and use, we can
design systems that will be able to explain themselves to us. To do that, we
need to understand the symbol systems, what they are used for, how they are
defined (whether by the designer or internally), how a system can evaluate
them in the context in which they are being used, and how a system can
change its symbols appropriately and tell us what it did.

3.4.5 Symbol systems and representational mechanisms

We start with a description of our approach to representational systems, and
show how engineered systems can be expected to create and use them.

It may seem as though we are starting from “too far back” in the design
process, namely before the domain is well understood, but in our opinion we
must start there, because the different philosophy on adaptation that we have
developed above requires fundamental changes in the nature of our computing
systems and devices, and the development processes that lead to them.

Besides, it is our opinion that every complex system design process actually
starts (and usually finishes) before the domain is well understood, often long
before, even though that fact is not generally known in advance (though we
claim that it could and should be expected).

For us, a representational mechanism is the same as a modeling mecha-
nism. That is, any computational scheme that derives a computationally ac-
cessible object (or process) to represent some phenomenon of interest (either
external to the system or internal) is a representational mechanism.

The modeling scheme is better if the model is better. The better models
capture more properties of the phenomenon (or at least more of the properties
important to the modeler), and the representational mechanism is better when
it can represent more phenomena of interest to the system.
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There must be processes that identify the phenomena and create the mod-
els, processes that can transport the resulting models in time (memory) or
space (communication), and processes that analyze the models for making
decisions or convert them to other forms for further analysis (translation).

Symbol systems are one kind of representational mechanism, chosen for
simplicity and ease of computation. A symbol system consists of a finite set
of basic symbols and a finite set of combination methods. The analogue is a
phrase-structure grammar with constraints [26].

There may be different types of symbols and structures, and different kinds
of combination methods, but it is important that they be finitary, which means
that each combination method can only combine a fixed number of structures
at each use (each combination method can have various kinds of restrictions on
what structures it can combine, which we take to have the power of context-
sensitive grammars). All structures in a symbol system can be pictured as
finite trees, and the combination methods are ways to combine trees into
larger ones.

The “get-stuck” theorems tell us that the systems need to be able to
evaluate and adjust not only their models, but their basic symbol systems
and modeling mechanisms [53, 47]. Basically, for any given symbol system, we
can compute the maximum number of expressions of each length, and then
argue that adequate modeling of more complex environments eventually leads
to expressions that are too large to process quickly enough: the system “gets
stuck”, and the only way out is to change the symbol system.

We also want to make it very clear that symbol systems are just one kind
of representational mechanism, one that we have chosen because they are easy
to use and analyze, not because they are necessarily the only or even the best
choice for all modeling problems.

3.4.5.1 Language formation

As the system operates in a complex environment, it gathers information
about what choices it has made and what activities it has seen in the envi-
ronment and in its own internal operation. It is our intention to have these
systems create private descriptive language for their own use, and explain
it to their human users. To that end, the systems have to have many more
empirical modeling capabilities than usual. As a first step, one can do very
simple, straightforward syntactic analyses of language and language use [38].
With such methods, we have shown how language formation might occur, with
identifying common or replicated patterns in the structures, the processes, or
in the relationships [48].

Here the system can do some empirical invention. It can accumulate com-
monalities and replications of structure and process, in context. It can accu-
mulate commonalities and replications of descriptions and relationships, and
it can assign symbols to those clusters and recognize them when they occur
again, gradually describing more over time.
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Digital computers can only do three things: move and copy data, compare
data, and interpret limited range models of arithmetic (computers do not do
arithmetic). All of these operations are entirely syntactic. In a sense, we are
trying to make these devices compute with semantics, which means defining
syntactic representations of semantics relationships, and computing up the
meaning hierarchy from data through information to knowledge [39].

For example, there is a kind of abstraction that is part of “continual con-
templation” in reflective systems [46]. Any process or any structure can be
decomposed, the parts abstracted with an attached context of their use in the
combination, and then reassembled and reintegrated computationally. The
parts then become process or structure components that can be put together
in other ways, with other components, according to their Wrappings. This
kind of abstraction occurs very often in mathematics, as proof steps become
methods and sometimes subjects in their own right.

3.4.5.2 Model evaluation

After a system has built models, then it needs methods to assess them, and, if
necessary, replace them. In particular, a system needs to be able to determine
that a model is inadequate.

This process is called model-deficiency analysis, and it proceeds from two
sources of information: intentional goals and observed behaviors, and most
particularly, from places in which the behaviors do not match the goals. These
will be described in terminology that is internal to the system, which also
means that the language used must be adequate to describe them. This is
another force towards development by the system of multiple little languages
and also of better languages.

The notion of allowable variation, when applied to language, means to us
that the system should use several different sets of foundations simultaneously,
that is that the internal languages occur at different resolutions, with different
local contexts and different interactions, so that their efficacy for particular
problems can be compared. This choice is already known to be important
to simulation systems [20, 68], at least at the level of temporal and spatial
resolution. We assert that it is equally important in other domains.

Computational reflection offers important advantages in the evaluation of
models. However, because reflection will explicitly represent system processes
and structures, we encounter an interesting dualism. As soon as processes are
made explicit, they become descriptive structures, and as soon as structures
have interpreters, they become processes. This dual view allows both kinds of
things, that is, both descriptive structures and processors, to be processed in
different ways for different purposes.
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3.4.6 Progress and prospects

In this subsection, we describe what we can do now in terms of realizing
our (admittedly extremely ambitious) concepts for representations, symbol
systems, languages, and model construction and evaluation.

Once we find the right mechanisms, we can implement these systems us-
ing our Wrapping approach to integration infrastructure. Wrappings also pro-
vide several useful notions for implementing and combining the little lan-
guages noted above. The Problem Posing programming paradigm [51] sep-
arates the information service requests in a program from the information
service providers. It is always clear which is intended, and the distinction
is known to the compilers and interpreters of the notation. We have shown
that it applies to programming notations from all of the major program-
ming paradigms: imperative, declarative, relational (constraint), functional
(applicative), object (message), and others.

For example, function definitions are information service providers and
function calls are information service requests. We normally associate the two
by using the same name, but the names are in completely different name
spaces. The Problem Posing interpretation allows us to break the direct as-
sociation and reconnect them in much more interesting and flexible ways.
We define problems as information service requests, and resources as infor-
mation service providers, so that we can treat them separately. In particular,
we can then study the notion of a problem space as an explicit representa-
tion of the goals and purposes of various processes in a particular application
domain, without needing to specify a priori how those problems are to be
addressed [14, 54].

One of the more interesting ways to connect problems to resources is with
Knowledge-Based Polymorphism, that is, with a knowledge base that maps
problems into resource uses in context. Our Wrapping approach to integration
infrastructure takes this mapping as fundamental.

We start with the widely observed notion that declarative knowledge has
the advantage of being analyzable. But declarative knowledge does not do
anything; it needs an interpreter, and we need to make those interpreters
explicit for study. The Wrapping approach is based on these two fundamental
aspects of computation in constructed complex systems, the descriptions and
the interpreters:

• Wrapping Knowledge Bases (WKBs) describe the uses of all resources, not
just how, but also whether, when, and why to use a particular resource in
a particular context.

• Problem Managers (PMs) interpret the WKBs to select and apply re-
sources. PMs are also resources, are also Wrapped, and therefore also se-
lectable.

Such a system has no privileged resources at all. Any part of the system
can be replaced (actually superseded) by a corresponding provided part. This
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flexibility allows all of the integration processes to be studied in the same
system.

We mentioned above in the language summary that we expect the OC sys-
tem to use a multiplicity of languages, and hence the Wrappings will have to
integrate a multiplicity of languages. What is needed is to interpret the models
or other situations in which language fragments are used as problems requiring
certain semantic information, and the language fragments as resources pro-
viding some semantic information, and the Wrappings as a knowledge-based
connection from needed to provided semantics.

We have described a Wrapping-based architecture for systems that have
models of themselves [52, 61], which they can use to examine and change their
own behavior. These systems have descriptive models of every process in them,
and interpreters to produce that process behavior from the descriptions. The
interpreters are also processes, and also have descriptions, so the system is
completely self-describing.

We have built systems using Wrappings for small but difficult integrations,
as well as for larger systems. One example was a system with 48 resources
for evaluating the effects of new technology insertion into a situation manage-
ment and rapid response system. The general point being made here is that
even fairly complicated systems can be put together rapidly with Wrappings,
provided that they and their expected behavior are well-understood. We have
also built systems with models of (some of) their own behavior, and systems
that create their own symbol systems (a word identification program using
grammatical inference [3]), but not (yet) reflective ones. We have built sys-
tems that re-express parts of themselves, but so far only the descriptions, not
(yet) the processes.

These applications lead us to believe that we can implement some of the
appropriate computational resources for OC systems, including some version
of the following capabilities, which will allow systems to

• manage their own computational processes. Wrappings identify the re-
sources they have and the classes of problems they address.

• manage their own modeling processes [5, 41].
• are partially self-modeling and self-modifying, as shown in the previous

section.
• manage their own symbol systems and invent new ones.

The hardest part of this approach is the symbol creation necessary for
this kind of constructive semantics, that is, how a system can represent the
connections between purely syntactic data (which is all that computers can
contain) and semantic meanings (connections to the phenomena).

That boundary is the fundamental phenomenon in the use of symbols,
often called the symbol grounding problem [29], which has generated a large
amount of discussion, including claims that it is already solved [80]. In our
view, for OC systems, the designers make the first choices of symbols, and
that reduces the importance of this problem.
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In any case, this is where all symbolic processing starts: feedback loops
and other stable structures and correlations lead to symbols, e.g., a system
moves and it sees a motion, or it speaks and it hears a sound, or any of a
number of connections from simple outputs to multiple inputs.

In the absence of a good solution for this (hard) problem, all is not lost. We
can still proceed under the assumption that our system has a fairly limited set
of different kinds of actions that it can perform, and a limited set of different
kinds of events or activities that it can recognize.

We will not expect the system to create new kinds of external interfaces,
though it may be able to create new instances of many kinds of interface.
We will expect the developers to provide a rich set of initial interfaces, so
that the system has enough information to study its environment and enough
capability to affect it appropriately.

The key to building these linguistically capable systems is to provide the
right set of language producing and modifying mechanisms. Empirical statis-
tics has discovered a large set of notations and methods that are useful in this
regard, for representing and understanding large sets of correlated time series,
and we expect each application domain to have its own special methods also.
More methods and more different kinds of methods are needed, though, and
we expect that developing the new methods needed for this detailed level of
language use within the system is still hard. Integrating these methods is a
challenge well addressed by Wrappings, and model-deficiency analysis holds
great promise for future developments.

3.5 Conclusions

In this chapter we considered three major and mutually reinforcing types of
developments in a successful adaptive system: The first is creating the “pos-
sibility space”. This possibility space includes much more than the history
and development of an individual or even a population of individuals; in fact,
for biological systems the possibilities start in the physics of the environment
which will become the system’s ecological niche. The second set of develop-
ments could be thought of as creating processes that both enlarge and con-
strain the shape of this possibility space. The last set of developments is the
more traditional concern of adaptive systems research: the control processes
that enable the system to navigate through the possibility space. That is,
given its goals and its current state within the possibility space, what exactly
can the system perceive (of its possibilities), what can the system control, and
what can it do.

In the case of each of these major sets of developments, we first described
what we consider to be biological versions of these processes, and then what
that might imply in terms of engineering OC analogs of such processes. But
in addition to creating analogies to existing biological processes, we also dis-
cussed some unique challenges for OC systems; the greatest of which is that
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these systems must always be accessible, monitorable and coordinated with
our goals and intentions for the systems. This implied to us that OC systems
require sophisticated instrumentation, self-monitoring and reflection capabil-
ities as well as the ability to represent their states to us, communicate and
negotiate with us, and hence share the development of its control and orga-
nization with us.

Aside from the small progress we have made, particularly on reflective
processes described in the previous section, we feel that OC in order to make
progress critically needs to develop several capabilities as a community of OC
researchers. That is, in the systems engineering challenges we discussed the
issues involved in exploring the possibility space in OC systems, and some
of the strategies that a biological system uses to do its explorations. Two
of the foremost strategies of biological systems are 1) to use a population
of individuals to explore formidably large possibility spaces and do so with
active experimentation, and 2) provide the means for communication and
coordination among the entire group so that the perceptions and experience
of individuals can be combined. So can we not in fact treat the community
as a population of organisms determined to explore the possibility space of
OC systems? And could we not, with coordinated efforts, act like an active
experimentation process, carefully correlating across our different experiences?
Of course in order to do this we need to deal with the reproducibility of our
results within OC systems and we will need to work very hard on building up
much better models of the goals and operational contexts for our individual
demonstrations. Lastly, we would all, as a community of researchers, benefit
from whatever methods are developed to give us overviews in many different
ways of these complex systems.
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