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Preface

We are glad to present in this volume the proceedings of the ninth edition of
Information Hiding (IH 2007). The conference was held in Saint Malo, the Cor-
sairs town, France, during June 11–13, 2007. It was organized by a team of four
French pirates supported by the valuable help of the conference organization cell
of INRIA Rennes.

Continuing the tradition of the previous editions, we tried to provide a bal-
anced program covering the different aspects of information hiding. This being
said, the selection of the program was a very challenging task. This year, 105
papers from 25 countries were submitted. This was the highest number of sub-
missions in IH history. We would like to take the opportunity to thank all the
authors who submitted a paper to IH 2007 and thus contributed to consolidate
the reputation of this conference. Each paper was refereed by at least three
reviewers. Since this event was run with a single track, it implied that only
25 papers were accepted for presentation. This unusually low acceptance rate
will further promote Information Hiding as the top forum of our community.
Although watermarking and steganography still receive most of the interest,
new topics emerged during the conference such as the use of Tardos codes for
fingerprinting and digital forensics.

We would like to thank all the members of the Program Committee and all
the external reviewers for the enormous effort that they put into the reviewing
process. We thank again Edith Blin Guyot for handling all local organizational
issues. Finally, we are most grateful to our different sponsors with a special
mention of the European Office Aerospace R&D (USA) for its early support and
of the Fondation Michel Métivier for funding three travel scholarships and a best
paper prize for young authors.

We hope that you will enjoy reading these proceedings and find inspiration
for your future research.

June 2007 Teddy Furon
François Cayre
Gwenaël Doërr

Patrick Bas
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MPSteg-color: A New Steganographic Technique for
Color Images

Giacomo Cancelli and Mauro Barni

Università degli Studi di Siena
Dipartimento di Ingegneria dell’Informazione, Italy

{cancelli,barni}@dii.unisi.it

Abstract. A new steganographic algorithm for color images (MPSteg-color) is
presented based on Matching Pursuit (MP) decomposition of the host image. With
respect to previous works operating in the MP domain, the availability of three
color bands is exploited to avoid the instability of the decomposition path and
to randomize it for enhanced security. A selection and an update rule working
entirely in the integer domain have been developed to improve the capacity of
the stego channel and limit the computational complexity of the embedder. The
system performance are boosted by applying the Matrix Embedding (ME) prin-
ciple possibly coupled with a Wet Paper Coding approach to avoid ambiguities
in stego-channel selection. The experimental comparison of the new scheme with
a state-of-the-art algorithm applying the ME principle directly in the pixel do-
main reveals that, despite the lower PSNR achieved by MPSteg-color, a classical
steganalyzer finds it more difficult to detect the MP-stego messages.

1 Introduction

The adoption of a steganographic technique operating in the Matching Pursuit (MP)
domain has been recently proposed [1] as a possible way to improve the undetectabil-
ity of a stego-message against conventional blind steganalyzers based on high order
statistics (see for instance [2,3]). The rational behind the MP approach is that blind ste-
ganalyzers do not consider the semantic content of the host images, hence embedding
the stego-message at a higher semantic level is arguably a good solution to improve its
undetectability.

As reported in [1], however, trying to put the above idea at work is a difficult task
due to some inherent drawbacks of the MP approach including computational complex-
ity, and instability of the decomposition. The latter problem, in particular, represents a
serious obstacle to the development of an efficient steganographic algorithm working
in the MP domain.

To explain the reason for these difficulties, let us recall that MP works by decompos-
ing the host image by means of a highly redundant basis. Due to the redundant nature
of the basis the decomposition is not unique, hence the MP algorithm works by select-
ing an element of the basis at a time in a greedy fashion with no guarantee of global
optimality (only a locally optimum decomposition is found). Consider now a typical
steganographic scenario in which the embedder first decomposes the image by using the
MP algorithm, then modifies the decomposition coefficients to insert the stego-message

T. Furon et al. (Eds.): IH 2007, LNCS 4567, pp. 1–15, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



2 G. Cancelli and M. Barni

and at the end it goes back to the pixel domain. When the decoder applies again the MP
algorithm it will select a different set of elements (in a different order) from the redun-
dant basis hence making it impossible for the decoder to correctly extract the hidden
message. Worse than that, even by assuming that the subset of elements of the basis
(and their order) is fixed, changing one coefficient of the decomposition usually leads
to a variation of all the coefficients of the decomposition when the MP is applied again
to the modified image (this phenomenon is due to the non-orthogonality of the elements
of the redundant basis).

In this paper we propose a new steganographic system (MPSteg-color) that, by ex-
ploiting the availability of three color bands, and by adopting a selection and an update
rules working entirely in the integer domain, permits to avoid the instability problems
outlined above, thus augmenting the capacity of the stego channel and limiting the
computational complexity of the embedder. The system performance are boosted by
applying on top of the basic embedding scheme the Matrix Embedding (ME) princi-
ple possibly coupled with a Wet Paper Coding approach to avoid ambiguities in the
stego-channel selection.

The effectiveness of MPSteg-color has been tested by evaluating the detectability of
the stego-message. Specifically, the images produced by MPSteg-color has been ana-
lyzed by means of a state-of-the-art steganalyzer [3] and the results compared to those
obtained when the steganalyzer is applied to the output of a conventional ME-based
scheme operating in the pixel domain. Despite the lower PSNR of the images produced
by MPSteg-color, the steganalyzer finds it more difficult to detect the stego-message
produced by MPSteg-color, thus providing a first, preliminary, confirm of the original
intuition that embedding the stego-message at a higher semantic level improves the
undetectability of the system.

2 Introduction to MP Image Decomposition

The main idea behind the use of redundant basis with a very high number of elements
is that for any given signal it is likely that a few elements of the basis may be found and
that these are enough to represent the signal properly. Of course, since the number of
signals in the basis greatly exceeds the size of the space the host signal belongs to, the
elements of the basis will no longer be orthogonal as in standard signal decomposition.
In this class of problems, the elements of the redundant basis are called atoms, whereas
the redundant basis is called the dictionary, and is indicated as D:

D = {gn}n:1..N , (1)

where gn is the n-th atom. Let I be a generic image, we can describe it as the sum of a
subset of elements of D:

I =
N∑

k=1

ckgk, (2)

where ck is the specific weight of the k-th atom, and where as many ck as possible are
zero. There are no particular requirements concerning the dictionary: in fact, the main
advantage of this approach is the complete freedom in designing D which can then be
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efficiently tailored to closely match signal structures. Due to the non-orthogonality of
the atoms, the decomposition in equation (2) is not unique, hence one could ask which
is the best possible way of decomposing I. Whereas many meanings can be given to
the term best decomposition, in many cases, for instance in compression applications, it
is only necessary that a suitable approximation of the image I is obtained. In this case
it is useful to define the residual signal Rn as the difference between the original image
I and the approximation obtained by considering only n atoms of the dictionary:

In =
n∑

k=1

ckgγk
, (3)

Rn = I − In. (4)

where γk ties the atom identifier to the k-th position of the decomposition sum.
Given the above definitions, the best approximation problem can be restated as fol-

lows:
minimize n subject to ‖Rn‖2 ≤ ε, (5)

where ε is a predefined approximation error. Unfortunately, the above minimization is a
NP-hard problem, due to the non-orthogonality of the dictionary [4]. Matching Pursuit
is a greedy method that permits to decrease the above NP problem to a polynomial
complexity [4].

MP works by choosing, at the k−th step, the atom gγk
∈ D which minimizes the

MSE between the reconstructed image and the original image, i.e. the atom that mini-
mizes ‖Rn‖2. While MP finds the best solution at the each step, it generally does not
find the global optimum. In the following we will find convenient to rephrase MP as a
two-step algorithm. The first step is defined through a selection function that, given the
residual Rn−1 at the n-th iteration, selects the appropriate element of D and its weight:

[cn, gγn ] = S(Rn−1, D) (6)

where S(·) is a particular selection operator, and then updates the residual

Rn = U(Rn−1, cn, gγn), (7)

Note that at each step the initial image I can be written as:

I =
n∑

k=1

ck · gγk
+ Rn. (8)

To complete the definition of the MP framework, other specifications must be given like
the description of the dictionary and the selection rule.

2.1 Dictionary

There are several ways of building the dictionary. Discrete- or real-valued atoms can
be used and atoms can be generated manually or by means of a generating function.
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Fig. 1. A subset of the atoms the dictionary consists of

In classical MP techniques applied to still images [5], the dictionary is built by starting
from a set of generating functions that generate real-valued atoms. A problem with real-
valued atoms is that when the modified coefficients are used to reconstruct the image in
the pixel domain, non-integer values may be produced, thus resulting in a quantization
error when the grey levels are expressed in the standard 8-bit format allowing only
integer values in the [0,255] range. This is a problem in steganographic applications
where the hidden message is so weak that the quantization error may prevent its correct
decoding. For this reason we decided to work with integer-valued atoms having integer-
valued coefficients.

The most important property of the dictionary is that it should be able to describe
each type of image with a linear combination of few atoms. To simplify the construction
of the dictionary and to keep the computational burden of the MP decomposition low,
we decided to work on a block basis, thus applying the MP algorithm to 4 × 4 blocks. At
this level, each block may be seen as the composition of some fundamental geometric
structures like flat regions, lines, edges and corners.

Bearing the above ideas in mind and by remembering that our aim is to embed the
message at a semantic level, we designed the dictionary by considering elements which
describe uniform areas, contours, lines, edge C-junctions, H-junctions, L-junctions, T-
junctions and X-junctions. Each atom is formed by pixels whose value is either 0 or 1.
In Fig. 1 the basic (non-shifted) atoms forming the dictionary are shown.

The complete dictionary is built by considering all the possible 16 shifts of the atoms
reported in the figure.

2.2 MP Selection Rule

In order to derive the requirements that the selection rule must satisfy, let us observe
that the stego message will be embedded in the MP domain (i.e. by modifying the
coefficients ck in equation (3)), but after embedding the modified image must be brought
back in the pixel domain. If we want to avoid the introduction of quantization errors it
is necessary that the reconstructed image belongs to the Image class, where the Image
class is defined by the following property:
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Property 1. Let I be a generic gray image1 in the pixel domain and let n × m be its
size. Let I(x, y) be the value of the image I at x-row and y-column. We say that I
belongs to the Image class if:

∀x ∈ 1..n, ∀y ∈ 1..m 0 ≤ I(x, y) ≤ 255 and I(x, y) ∈ Z

the value of 255 is used by considering 8 bit color depth for each color band. The
necessity of ensuring that each step the approximated image and the residual belong to
thew Image class suggested us to consider only integer-valued atoms, and to allow only
integer atom coefficients. In this way, we ensure that the reconstructed image takes only
integer values. As to the constraint that the pixel values must be included in the [0,255]
range, this property is ensured by the particular choice of the selection and update rule
(see next section). As a side effect of the choice of working only with integer values, a
considerable reduction of the computation time is also obtained.

The second requirement the MP decomposition must satisfy regards the necessity of
avoiding (or at least limiting) the instability of the MP decomposition. As we outlined in
the introduction, MP instability has two different facets. The former source of instability
is due to the fact that the insertion of the message may change the order in which the
atoms are chosen by the MP algorithm. As a matter of fact, if this is the case, the decoder
will fail to read the hidden message correctly 2.

The second source of MP instability derives from the non-orthogonality of the dic-
tionary: if we modify one single ck∗ coefficient, reconstruct the modified image and
apply the MP algorithm again, even if we do not change the order in which the atoms
are selected, it may well be the case that all the coefficients will assume different values.
Even worse, there is not guarantee that the coefficient of the k∗-th atom will be equal
to the value we set it to 3.

A final, obvious, requirement stems from the very goal of all our work, that is to
embed the stego-message at as high as possible a semantic level, hence the selection
rule must be defined in such a way that at each step the most relevant atom is selected
to describe the residual image.

By summarizing, we are looking for a selection rule that:

– contrasts atom instability;
– works in integer arithmetic without exiting the Image class;
– selects atoms based on their structural significance.

In the next section we describe the MPSteg-color algorithm, by paying great attention
to describe the MP selection rule and prove that the first two requirements are indeed
satisfied (the extent to which the third requirement is satisfied will be judged globally
by evaluating the performance of the whole stego-system).

1 It is possible to extend this definition to RGB images by considering each color band as a gray
image.

2 Note that in image compression, where the image is reconstructed from a list of weighed atoms,
the fact that a successive decomposition generates a different list of atoms is not a problem.

3 It is easy to show that this is the case, for example, if the selection and update rules are based
on the classical projection operator.
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3 MPSteg-color

Since we have to deal with color images, we will use the following notation:

I =

⎛

⎝
Ir

Ig

Ib

⎞

⎠

where Ir, Ig and Ib are the three RGB bands of a traditional color image.
As we said, MPSteg-color works on a non-overlapping,4×4 block-wise partition of

the original image, however for simplicity we continue to refer to image decomposition
instead of block decomposition. The use of blocks, in fact, is only an implementation
detail, not a conceptual strategy.

The main idea behind MPSteg-color is to use the correlation of the three color bands
to stabilize the decomposition path. Specifically we propose to calculate the decompo-
sition path on a color band and to use it to decompose the other two bands. Due to the
high correlation between color bands, we argue that the structural elements found in a
band will also be present in the other two. Suppose, for instance, that the decomposition
path is computed on the Ir band, we can decompose the original image as follows

I =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

n∑

k=1

cr,k · gγr,k
+ Rn

r

n∑

k=1

cg,k · gγr,k
+ Rn

g

n∑

k=1

cb,k · gγr,k
+ Rn

b

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

(9)

where gγr,k
are the atoms selected on the red band, cr,k,cg,k and cb,k are the atom

weights of each band and Rn
r ,Rn

g and Rn
b are the partial residuals. By using (9) we

do not obtain the optimum decomposition of I, but this kind of decomposition has a
good property: if the red band does not change, the S(Ir) function chooses the same
decomposition path even if the other two bands have been heavily changed. Therefore,
we can embed the message within two bands without modifying the decomposition path
since it is calculated on the remaining band. Having avoided that the insertion of the
stego-message produces a different decomposition path, we must define the selection
and update rules in such a way that any modification of a coefficient does not influence
the other weights. We achieved such a results by defining the selection rule as follows.
At each step k let:

S(Rk−1, D) = [c∗k, gγ∗
k
] (10)

with

gγ∗
k

= arg min
gγk

∈D

∑

i,j

|Rk(i, j)| with Rk = Rk−1 − c∗kgγk
, (11)

and in which c∗k is computed as follows:

c∗k = max{c ≥ 0 : Rk−1 − cgγk
≥ 0 for every pixel} (12)
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Fig. 2. The Selection Rule

the behavior of the selection rule is illustrated in Fig.2, where the choice of ck is shown
in the one-dimensional case. By starting from the residual Rk−1 (the highest signal) and
the selected atom gγk

(the lowest signal), the weight ck is calculated as the maximum
integer number for which ckgγk

is lower or equal to Rk−1 (the dashed signal in the
figure). Note that given that the atoms take only 0 or 1 values, at teach step the inclusion
of a new term in the MP decomposition permits to set to zero at least one pixel of the
residual. Note also that the partial residual Rk continues to stay in the Image class.

We must now determine whether the selection rule described above is able to contrast
the instability of the MP decomposition. This is indeed the case, if we assume that the
decomposition path is fixed and that only non-zero coefficients are modified, as it is
shown in the following theorem.

Theorem 1. Let I = R0 be an image and let gγ = (gγ1 , . . . , gγn) be a decomposition
path. We suppose that the atoms are binary valued, i.e. they take only values 0 or 1.
Let assume that the MP decomposition coefficients are computed iteratively by means
of the following operations:

ck = max{c ≥ 0 : Rk−1 − cgγk
≥ 0 for every pixel} (13)

Rk = Rk−1 − ckgγk
, (14)

and let c = (c1, c2 . . . cn) be the coefficient vector built after n iterations. Let ck be
an element of c with ck �= 0, and let c′ be a modified version of c where ck has been
replaced by c′k . If we apply the MP decomposition to the modified image

I ′ =
n∑

i=1,i�=k

ci · gγi + c′kgγk
+ Rn (15)

by using the decomposition path gγ , we re-obtain exactly the same vector c′ and the
same residual Rn.

The proof of Theorem 1 is shown in the Appendix A.
The above theorem can be applied recursively to deal with the case in which more

than one coefficient in c is changed.
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Theorem 1 tells us that the stego message can be embedded by changing any non-
zero coefficient of the MP decomposition vector c. By assuming, for instance, that the
decomposition path is computed in the red band, then, MPSteg-color can embed the
stego-message by operating on the vector with the decomposition weights of the green
and blue bands. Specifically, by letting

cgb = (cg,1, cb,1, . . . , cg,n, cb,n) (16)

be the host feature vector, the marked vector is obtained by quantizing each feature
according to a 3-level quantizer (more on this below).

By indicating with cw
gb = (cw

g,1, c
w
b,1, . . . , c

w
g,n, cwb, n) the marked coefficient vector,

we then have:

Iw =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

n∑

k=1

cr,k · gγr,k
+ Rn

r

n∑

k=1

cw
g,k · gγr,k

+ Rn
g

n∑

k=1

cw
b,k · gγr,k

+ Rn
b

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

(17)

As a last step we must define the embedding rule used to embed the message into c.
Given that the coefficients of c are positive integers, we can apply any method that is
usually applied to embed a message in the pixel domain. However we must consider
that the embedder can not touch zero coefficients (due to the hypothesis of theorem 1),
but in principle it could set to zero some non-zero coefficients. If this is the case a de-
synchronization is introduced between the embedder and the decoder since the decoder
will not know which coefficients have been used to convey the stego-message. In the
steganographic literature this is a well know problem (the channel selection problem),
for which a few solutions exist.

3.1 ±1 (Ternary) Matrix Embedding

The simplest (non-optimal solution) to cope with the channel selection problem consists
in preventing the embedder to set any coefficient to zero. In other words, whenever the
embedding rule would result in a zero coefficient a sub-optimal embedding strategy is
adopted and a different value is chosen (see below further details). Having said this, a
very efficient way to minimize the embedding distortion for low payloads and when a
sufficiently large number of host coefficients is available is the ±1 (or ternary) Matrix
Embedding (ME) algorithm described by Fridrich et al. [3]. The ME algorithm derives
from the simpler ±1 scheme that, by working with a ternary alphabet, is able to embed
a ternary symbol by adding or subtracting at most 1 to the host coefficients. It can be
shown that by using the ternary alphabet the payload increases by a log2 3 with respect
to the binary case.

For low payloads the ±1 algorithm can be greatly improved by using the ME ex-
tension [3]. In its simplest form, the ME approach uses a Hamming code to embed a
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message. By using a specific parity check matrix, it is possible to embed more symbols
in a predefined set of features by changing at most one coefficient. In general, it is pos-

sible to prove that for a ternary alphabet
3i − 1

2
coefficients must be available to embed

i ternary symbols by changing only one element [3].
In the MPSteg-color scenario the ME algorithm can be applied to the non-null coef-

ficients of cg,b. However, the embedder must pay attention to increase all coefficient set
to zero by the ME algorithm to a value of 3 to preserve the cardinality of the non-null
set. Note that this results in a larger distortion.

3.2 Wet Paper Coding and Matrix Embedding

A very elegant and optimal solution to the channel selection problem can be obtained
by applying the Wet Paper Coding paradigm, which in turn can be coupled with the
Matrix Embedding algorithm (WPC-ME) as described by Fridrich et al. [6].

In brief, all the available features of a signal, in our case all the elements of cgb, are
used to embed the secret message. The embedder selects the changeable elements in
cg,b and the WPC-ME algorithm tries to embed the message through syndrome cod-
ing, without touching non-changeable coefficients (in our case the null coefficients). If
WPC-ME finds a solution, it is at the minimum distance from the starting cgb in terms
of Hamming distance. With WPC-ME, all coefficients are used to recover the secret
message even if the cardinality of the null-coefficient set is changed during the em-
bedding phase. Fridrich et al. [6] describe a binary version of the WPC-ME algorithm,
however, at least in principle, it is possible to extend WPC-ME to a ternary alpha-
bet but the resulting algorithm is very expensive in terms of execution time because it
uses a complete NP search to find the optimum solution that achieves the right syn-
drome. For this reason we did not implement the WPC-ME version of MPSteg-color
leaving it for future work. We rather evaluated the potential performance of a binary
version of MPSteg-color with WPC-ME by extrapolating some of the results presented
in Embedding Efficiency section of [6]. In practice, the number of changes that must
be introduced for a given payload has been derived from the analysis by Fridrich et al.
then such changes have been randomly introduced in the MP decomposition of the host
image and the steganalyzer was run on these images.

The overall schemes of the MPSteg-color embedder and decoder are reported in
Fig. 3

3.3 A Few Implementation Details

Some minor modifications to the general scheme described so far have been incorpo-
rated in the final version of MPSteg-color to improve its performance from a couple of
critical points.

As a first thing, let us recall that the redundant bases and the MP algorithm have
been introduced for image representation and, more specifically, in order to represent
an image with a small number of atoms. The first atoms selected by MP are thus able
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Fig. 3. MPSteg-color embedding (up) and decoding (bottom) schemes

to describe most of the image compared to the remaining residual. For each block we
observed that a great deal of the block’s energy is extracted by the first atom. For this
reason, when the selected embedding scheme modifies the first atom, this modification
is more perceptible to the human eye, hence to improve undetectability, MPSteg-color
does not mark the first atom.

A second significant problem is the security of the algorithm. To increase it, a secret
key is introduced. This key is a seed for a random number generator that decides on
a block by block basis which color band will be used to calculate the decomposition
path. The MP decomposition is applied at the chosen band, while the secret message is
embedded within the other bands.

4 Experimental Results

We executed several tests on a set of, non-compressed, 600 256×256 color images taken
with a Canon EOS 20D. A subset of 400 images are used as the training set and 200
images for testing. Images were acquired and stored in raw format. From the original
600 images, a database of 1200 images, half of which marked has been produced. The
MP algorithm was applied to blocks of 4×4 pixels. The dictionary contains 32 centered
atoms of 4x4 pixels, plus all possible shifts. Thus the MP algorithm worked with 512
atoms. The maximum decomposition depth was set to 16.
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Table 1. Results the steganalyzer. The Spc column reports the symbol per change inserted by the
ME methods.

±1 ME MPSteg & ±1 ME MPSteg & WPC-ME

Payloadbpp Spc PSNR Accuracy Spc PSNR Accuracy PSNR Accuracy

0.5 2 57.9122 0.8561 1 48.7702 0.8078 50.2423 0.6936
0.25 3 61.0855 0.6037 2 53.4482 0.5400 53.5247 0.5294
0.1154 4 65.5842 0.2938 3 58.5014 0.3012 57.9467 0.2777
0.05 5 70.1466 0.1562 4 63.2808 0.1489 63.4285 0.1154

To test the new steganographic technique, the steganalyzer developed by Goljan et al.
[3] was extended and used. From the initial gray scale steganalyzer we implemented a
color version by joining the 3 band feature vectors in a unique feature vector with triple
components (81 components). To detect stego-images a Fisher’s linear discriminant was
used.

This steganalysis tool was used to compare MPSteg with the ±1 ME algorithm [7] .
Section 3.2 showed how ±1 works. Considering that each pixel is an RGB pixel, 256×
256 × 3 usable host coefficients were available for ±1 ME. Note that the number of
coefficients MPSteg-color can rely on is much lower due to the necessity to skip one
band, to leave null coefficients unchanged and to the low number of atoms necessary to
describe each block.

In this scenario we calculated the average payload and the accuracy obtained by the
steganalyzer when it is applied to both ±1 ME and MPSteg-color in the ME and WPC-
ME versions. Table 1 shows the results of the steganalyzer applied to four different
payloads. The results are those obtained on the training set, however the results we
obtained on the test set are similar to those given in the table.

In the first column the payload in terms of bit per pixel per band is given and, for ME
techniques the Spc column contains the Symbol per change characterizing the various
algorithms. We remember that if we want embed i symbols with one change, we must

have
3i − 1

2
non-null coefficients, i.e. we must have 121 weights. The average PSNR

was obtained by taking the average on the linear quantities and then passing to the
logarithmic scale. In the accuracy column the ability of the steganalyzer to detect the
presence of the stego-message is indicated.

As it can be seen from Table 1 (PSNR column), the ±1 ME algorithm is less intrusive
than MPSteg algorithm because the embedding procedure of the first technique changes
only one pixel value rather than the value of a set of pixels as MPSteg-color does.
Moreover, the compared technique works on a much bigger set of coefficients which
are the pixels of the color image. Our technique instead works on the weights of the
atoms of only two subbands, thus resulting in a lower payload. Indeed, in the table the
systems are compared by keeping the same payload, however higher payload would be
possible for the ±1 ME scheme, whereas for MPSteg-color a payload higher than 1bpp
per band is not achievable.
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Fig. 4. ROCs on 400 training set images for two embedding capacities: (a) 1 bpp and (b) 0.25 bpp.
Three steganographic methods are analyzed: solid = MPSteg-color ME, dot-dashed = MPSteg-
color WPCME, dot = ±1 ME (non-adaptive embedding). The dashed diagonal line represents the
lower bound of the steganalyzer.
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Fig. 5. ROCs on 400 training set images for two embedding capacities: (a) 0.1154 bpp and
(b) 0.05. Three steganographic methods are analyzed: solid = MPSteg-color ME, dot-dashed
= MPSteg-color WPCME, dot = ±1 ME (non-adaptive embedding). The dashed diagonal line
represents the lower bound of the steganalyzer.

We recall that ±1 ME and MPSteg-color with ME work with a ternary alphabet,
while the results of the WPC-ME version of MPSteg-color have been estimate by con-
sidering a binary alphabet, 15×2×4096 coefficients and by assuming that only non-null
coefficients are modified. The ultimate performance of WPC-ME MPSteg-color, then,
are superior to those reported in the table (though they may not be easy to achieve).

In Fig. 4 and Fig. 5 the ROC curves are shown for four different payloads. How it
is possible to see, ROCs are similar in Fig. 5(a) and Fig. 5(b) for low payloads while,
in Fig. 4(a) and Fig. 4(b), ROCs are more separated and MPSteg curves are under the
±1 ME.



MPSteg-color: A New Steganographic Technique for Color Images 13

The results that we obtained suggest that, despite the lower PSNR, the message em-
bedded by MPSteg-color is the less detectable, with a significant difference for larger
payloads (for the lower payloads all the schemes are sufficiently secure).

5 Discussion and Conclusions

In this paper an high redundant basis data hiding technique is developed for color im-
ages. The embedding method based on the MP algorithm bypasses the instability of the
decomposition path by using two independent and high correlated sets: a color band
is used exclusively to obtain the decomposition path used to decompose the other two.
In this manner, by changing non-null weights we can embed the message within two
bands without modifying the decomposition band. Under specific hypothesis, Theorem
1 guarantees that by using the proposed selection rule we can correctly extract the secret
message. Moreover, by using an integer arithmetic we can increase the performance of
MPSteg-color by simplifying the MP decomposition operations. In addition, the stabil-
ity of our approach allows to use several kinds of embedding methods like ±1 ME and
WPC-ME and binary and ternary alphabets.

Results that obtained by means of a sophisticated blind steganalyzer shows that de-
spite the ±1 ME technique introduces less artifacts in comparison to our technique (in
terms of PSNR), the security of the proposed approach is superior. Moreover, the re-
sults empirically show that, we can increase the undetectability of the stego-message by
embedding the message at a higher semantic level.

The undetectability of MPSteg-color encourages new research in MP-domain ste-
ganography. Specifically, a number of improvements of the basic algorithm described
here can be conceived. First of all, an additional level of security can be introduced.
So far, in fact, a fixed dictionary is used, hence making it easier to conceive a stegana-
lyzer specifically designed to detect the MP-stego-message. Possible solutions consist
in making the dictionary dependent on a secret key, or in randomizing the image par-
tition into sub-blocks. Moreover it should be observed that in MPSteg-color the length
of the host feature vector is rather low with respect to the number of pixels. By using a
ternary alphabet we can contrast the decrease of the payload, or by using the same pay-
load, we can increase the security. Thus, we should investigate new embedding schemes
which gets close to the theoretical rate-distortion bound. New techniques introduced in
[8] show how advanced codes called LDGM can decrease the gap to the rate-distortion
curve by using high dimensional codebooks.
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Appendix A

Theorem 1. Let I = R0 be an image and let gγ = (gγ1 , . . . , gγn) be a decomposition
path. We suppose that the atoms are binary valued, i.e. they take only values 0 or 1.
Let assume that the MP decomposition coefficients are computed iteratively by means
of the following operations:

ck = max{c ≥ 0 : Rk−1 − cgγk
≥ 0 for every pixel} (18)

Rk = Rk−1 − ckgγk
, (19)

and let c = (c1, c2 . . . cn) be the coefficient vector built after n iterations. Let ck be
an element of c with ck �= 0, and let c′ be a modified version of c where ck has been
replaced by c′k . If we apply the MP decomposition to the modified image

I ′ =
n∑

i=1,i�=k

ci · gγi + c′kgγk
+ Rn (20)

by using the decomposition path gγ , we re-obtain exactly the same vector c′ and the
same residual Rn.

Proof. To prove the theorem we introduce some notations. We indicate by S(gγk
) the

support of the atom (γk)4. This notation, and the fact that gγk
(x, y) ∈ {0, 1} ∀(x, y),

4 The support of an atom is defined as the set of coordinates (x, y) for which gγk (x, y) �= 0.
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permits us to rewrite the rule for the computation of ck as follows:

ck = min
(x,y)∈S(gγk

)
Rk−1(x, y). (21)

We indicate by jk the coordinates for which the above minimum is reached, i.e.:

jk = arg min
(x,y)∈S(gγk

)
Rk−1(x, y). (22)

Note that after the update we will always have Rk(jk) = 0. We also find it useful to
define the set Jk =

⋃k
i=1 ji. Let now ck be a non-zero element of c. We surely have

S(gγk
)∩Jk−1 = ∅ since otherwise we would have ck = 0. Let us demonstrate first that

by applying the MP to I ′ the coefficients of the atoms gγh
with h < k do not change. To

do so let us focus on a generic atom gγh
, two cases are possible: S(gγk

) ∩ S(gγh
) = ∅

or S(gγk
)∩S(gγh

) �= ∅. In the first case it is evident that the weight ch will not change,
since a modification of the weight assigned to S(gγk

) can not have any impact on (21)
since the minimization is performed on S(gγh

). When the intersection between S(gγh
)

and S(gγk
) is non-empty, two cases are again possible, c′k > ck and c′k < ck. In the

former case some of the values in Rh−1 are increased, however Rh−1(jh) does not
change since S(gγk

) ∩ Jk−1 = ∅, hence leaving the computation of the weight ch

unchanged. If c′k < ck, some values in Rh−1 are decreased while leaving Rh−1(jh)
unchanged. However ∀(x, y) ∈ S(gγk

) ∩ S(gγh
) we have Rk−1(x, y) ≤ Rh(x, y)

since due to the particular update rule we adopted, at each iteration the values in the
residual can not increase. For this reason at the h-th selection step, the modification of
the k-th coefficient can not decrease the residual by more than Rh−1 − ch (remember
that ch = Rh−1(jh)). In other words, Rh−1(x, y) computed on the modified image I ′

will satisfy the relation Rh−1(x, y) ≥ Rh−1(jh) hence ensuring that c′h = ch.
We must now demonstrate that the components h ≥ k of the vector c do not change

as well. Let us start with the case h = k. When the MP is applied to the image I′ we
have

c′′k = min
(x,y)∈S(gγk

)

[
Rk−1(x, y) + (c′k − ck)gγk

(x, y)
]
. (23)

From equation (23) it is evident that

c′′k = c′k = min
(x,y)∈S(gγk

)
Rk−1(x, y), (24)

since the term (c′k − ck)gγk
introduces a constant bias on all the points of S(gγk

).
As to the case h > k it is trivial to show that c′h = ch given that the residual after the

k-th step will be the same for I and I′. �
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Abstract. A new, simple, approach for active steganography is pro-
posed in this paper that can successfully resist recent blind steganaly-
sis methods, in addition to surviving distortion constrained attacks. We
present Yet Another Steganographic Scheme (YASS), a method based
on embedding data in randomized locations so as to disable the self-
calibration process (such as, by cropping a few pixel rows and/or columns
to estimate the cover image features) popularly used by blind steganaly-
sis schemes. The errors induced in the embedded data due to the fact that
the stego signal must be advertised in a specific format such as JPEG,
are dealt with by the use of erasure and error correcting codes. For the
presented JPEG steganograhic scheme, it is shown that the detection
rates of recent blind steganalysis schemes are close to random guessing,
thus confirming the practical applicability of the proposed technique. We
also note that the presented steganography framework, of hiding in ran-
domized locations and using a coding framework to deal with errors, is
quite simple yet very generalizable.

Keywords: data hiding, error correcting codes, steganalysis, steganog-
raphy, supervised learning.

1 Introduction

Secure communication of a secret message has always been important to people,
and it is not surprising that steganography, the art of communicating without
revealing its existence, as well as cryptography, the art of concealing the meaning
of a message, have a rich history. In this paper, we consider the problem of
secure steganography via hiding information in digital images. In steganography,
a message signal is embedded into a host or cover signal to get a composite or
stego signal in such a way that the presence of hidden information cannot be
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detected by either statistical or perceptual analysis of the stego signal. In case of
active steganography, there is an additional requirement that the hidden data
must be recoverable even after benign or malicious processing of the stego signal
by an adversary.

JPEG is arguably the most popular format for storing, presenting, and ex-
changing images. It is not surprising that steganography in the JPEG format,
and its converse problem of steganalysis of JPEG images to find ones with hid-
den data, have received considerable attention from researchers over the past
decade. There are many approaches and software available for JPEG steganog-
raphy, which include OutGuess [1], StegHide [2], model-based steganography [3],
perturbed quantization [4], F5 [5], and statistical restoration [6,7].

Approaches for JPEG steganography have focused on hiding data in the least
significant bit (LSB) of the quantized discrete cosine transform (DCT) coeffi-
cients. In order to avoid inducing significant perceptual distortion in the image,
most methods avoid hiding in DCT coefficients whose value is 0. To detect the
presence of data embedded in this manner, steganalysis algorithms exploit the
fact that the DCT coefficient histogram gets modified when hiding random in-
formation bits. Hence recently proposed steganographic approaches attempt to
match, as closely as possible, the original DCT histogram or its model. West-
field’s F5 algorithm [5] increases, decreases, or keeps unchanged, the coefficient
value based on the data bit to be hidden, so as to better match the host sta-
tistics. Provos’s OutGuess [1] was the first attempt at explicitly matching the
DCT histogram. Sallee proposed a model based approach for steganography [3]
wherein the DCT coefficients were modified to hide data such that they fol-
low an underlying model. Fridrich et al’s perturbed quantization [4] attempts
to resemble the statistics of a double-compressed image. Statistical restoration
method proposed by Solanki et al [6,7] can match the DCT histograms exactly,
thus providing provable security so long as only the marginal statistics are used
by the steganalyst.

Many steganalysis schemes (see [8,9,10]) have been able to successfully detect
the above steganographic techniques that match marginal statistics or models.
They exploit the fact that higher order statistics get modified by data hiding us-
ing these stego methods. It is known that, the higher order statistics, in general,
are difficult to match, model, or restore. Recently, blind steganalysis algorithms
[9,10,11,12,13,14,15,16] have been proposed that employ supervised learning to
distinguish between the plain cover and stego images, and also identify the par-
ticular hiding algorithm used for steganography. These techniques bank on the
fact that there are some image features that are modified during the embedding
process which can be used as an input to the learning machine. For the success
of this approach, it is crucial that these features are very sensitive to the embed-
ding changes, but insensitive to the image content. This requires a good model
for natural images against which the suspected stego images can be evaluated.

In spite of the absence of good universal models, recent steganalysis algorithms
have been very successful by using a self-calibration method to approximate the
statistics of the original cover (see, for example, Pevny and Fridrich [9,10], and
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Dabeer et al [17]). The calibration method typically used for JPEG steganog-
raphy is quite simple; a few pixel rows and/or columns are cropped from the
image so as to desynchronize it from the original JPEG grid and the resulting
image is compressed again, which forms a good approximation of the cover im-
age. The results reported in [10], the most recent multi-class JPEG steganalysis
method that employs such self-calibration, are close to perfect: the steganalyst
can determine one out of 6 stego algorithms employed for hiding with a detection
accuracy of more than 95% in most cases, even at low embedding rates.

We present yet another steganographic scheme (YASS), a method for secure,
active, steganography that can successfully resist the aforementioned blind ste-
ganalysis schemes. The technique is based on a simple idea of embedding data
in random locations within an image, which makes it difficult for the stegana-
lyst to get a good estimate of the cover image features via the self-calibration
process. This approach works by desynchronizing the steganalyst, which is sim-
ilar in spirit to what stirmark does for watermarks. Although data is hidden in
randomly chosen blocks in the image, the image must be advertised in JPEG
format. This leads to errors in the recovered data bits, which are dealt with by
using erasure and error correcting codes in a manner similar to [18].

We evaluate the method against several recent blind steganalysis schemes,
which include Farid’s 72-dimensional wavelet-based features [19], Pevny and
Fridrich’s 23-dimensional DCT-based features [9] and 274-dimensional merged
Markov and DCT features [10], a feature vector comprising of histogram of DCT
coefficients, Xuan et al’s statistical moments based spatial domain steganalysis
features [13], and Chen et al’s 324-dimensional JPEG steganalysis feature [20].
We find that the presented method, YASS, is completely undetectable for most
of the embedding configurations, while the competing algorithms, OutGuess and
StegHide, are detectable at the same hiding rates. We also note here that, be-
cause we use error correction coding framework, our method provides robustness
against distortion constrained attacks thus enabling active steganography.

The rest of the paper is organized as follows. In Section 2, we motivate the
use of the proposed randomized hiding for steganography. Next, in Section 3,
we introduce and describe our JPEG steganographic technique: YASS. Experi-
mental setup and results are presented in Section 4, followed by the concluding
remarks in Section 5.

2 Resisting Blind Steganalysis

The notion of ε-security proposed by Cachin [21] states that a steganographic
scheme is ε-secure if the Kullback-Leibler divergence between the cover and the
stego signal distributions is less than a small number ε. This definition inherently
assumes that cover signals can be described by “natural” distributions, which
are known to the steganalyst. Statistical steganalysis schemes work by evaluating
a suspected stego signal against an assumed or computed cover distribution or
model. Most recent steganalysis schemes fall in this category [22,10,9].
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Blind statistical steganalysis schemes use a supervised learning technique on
features derived from plain cover as well as stego signals. This class of meth-
ods has been very successful in detecting steganographic methods available to-
day. For example, detection results presented in [10] and also our own experi-
ments indicate that popular JPEG steganographic schemes such as OutGuess
[1], StegHide [2], model-based steganography [3], and 1D statistical restoration
schemes [6,7] can be successfully detected. Following are the key ingredients that
contribute to the success of these blind steganalysis schemes.

1. Self-calibration mechanism: Calibration process is used by the blind ste-
ganalysis schemes to estimate the statistics of the cover image from the stego
image. For JPEG steganography, this is typically achieved by decompressing
the stego image to the spatial domain followed by cropping the image by a
few pixels on each side and compressing the image again using the same
compression parameters.

2. Features capturing cover memory: Most steganographic schemes hide
data on a per-symbol basis, and typically do not explicitly compensate or
preserve statistical dependencies. Hence, features that capture higher di-
mensional dependencies in the cover symbols are crucial in detecting the
embedding changes. Cover memory has been shown to be very important to
steganalysis [22], and is incorporated into the feature vector in several ways,
e.g. [23,15].

3. Powerful machine learning: Use of powerful machine learning techniques
and training with several thousand images ensures that even the slightest
statistical variation in the features is learned by the machine.

The calibration process is perhaps the most important of the above that allows
the steganalyst to get an accurate underlying model of the cover image despite
not having access to it. With this approach, statistical steganalysis is successful
eventhough good universal statistical models for images are not available. In the
following section, we discuss a simple approach that can potentially defeat these
steganalysis schemes.

2.1 The Proposed Approach for Steganography

In order to enable secure communication in the presence of blind steganalysis, the
steganographer must embed information into host signals in such a way that no
image features are significantly perturbed during the embedding process. How-
ever, we must not forget that the steganalyst must depend on the stego image
to derive the approximate cover image statistics via some sort of self-calibration
process. The steganographer can, instead of (or along with) trying to preserve
the feature vectors, embed data in such a way that it distorts the steganalyst’s
estimate of the cover image statistics. This can practically be achieved using the
following approaches.

1. Hiding with high embedding strength: By embedding data with high
strength, the cover image is distorted so much that the cover image statistics
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can no longer be derived reliably from the available stego image. This is
indeed found to be true and reported in recent work by Kharrazi et al [24].

2. Randomized hiding: By randomizing the embedding approach, the al-
gorithm to estimate the cover statistics can be effectively disabled. Things
that can be randomized include the spatial location of hiding, the transform
coefficient to hide, the choice of transform domain, or even the embedding
method. In this manner, the steganalyst cannot make any consistent assump-
tions about the hiding process even if the embedding algorithm is known to
everyone as per the Kerckhoff’s principle.

There are some obvious disadvantages of using the first approach of hiding
with high strength. First, the likelihood of perceptual distortion is high. Second,
the data can possibly be detected by a steganalyst evaluating the stego image
against a universal image model even if it is not that precise.

The second approach of hiding in a randomized manner is quite appealing,
and we explore its simplest realization in this paper: embedding data in ran-
domized locations within an image. One issue with hiding data in random lo-
cations is the possibility of encountering errors in the hidden bits due to the
fact that the stego image must be shipped or advertised in a standard format
such as JPEG. This is dealt with by the use of erasures and error correction
coding framework previously employed in [18]. In the next section, we describe
yet another steganographic scheme (YASS), a JPEG stegosystem based on the
aforementioned framework.

3 YASS for JPEG Steganography

We now present a JPEG steganography scheme, YASS, that embeds data in 8×8
blocks whose locations are chosen randomly so that they do not coincide with
the 8×8 grid used during JPEG compression. Let the host image be denoted
by a M×N matrix of pixel values. For simplicity, we assume that the image
is grayscale (single channel); if it is not, we extract its luminance. Below we
describe the main steps involved in this randomized block hiding method.

1. Divide the image into blocks of size B × B, where B, which we call big
block size, is always greater than 8, the size of a JPEG block. Thus we have
MB × NB big blocks in the image where MB = �M

B � and NB = �N
B �.

2. For each block (i, j) (0 ≤ i < MB,0 ≤ j < NB), we pseudorandomly select
a 8×8 sub-block in which to hide data. The key for the random number
generator is shared between the encoder and the decoder. The pseudorandom
number generator determines the location of the smaller 8 × 8 block within
the big block. This process is illustrated in Figure 1(a) where four example
blocks are shown, whose top leftmost corner (sx, sy) is randomly chosen
from the set {0, 1, ..., B − 8}. Figure 1(b) shows the blocks as seen by the
steganalyst who gets out-of-sync from the embedding blocks, and cannot
resynchronize even if the embedding mechanism is known.
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3. For every 8 × 8 block thus chosen, we compute its 2D DCT and divide it by
a JPEG quantization matrix at a design quality factor QFh. Data is hidden
in a predetermined band of low frequency AC coefficients using quantization
index modulation. For maintaining perceptual transparency, we do not hide
in coefficients that quantize to zero by the JPEG quantizer (following the
selective embedding in coefficients scheme proposed in [18]).

(a) YASS hiding methodology: Data is hid-
den in randomly chosen 8×8 blocks within
a big block of size B ×B, with B > 8. This
example uses B = 10.

(b) The block structure as seen by a
steganalyst, who gets out-of-sync with
the blocks used during embedding, and
cannot synchronize even if the hiding
method and its parameters are known.

Fig. 1. The embedding method and its detection

Note that using this approach, we can effectively de-synchronize the stegana-
lyst so that the features computed by him would not directly capture the mod-
ifications done to the image for data hiding (see Figure 1). It should be noted
that with this embedding procedure, we are reducing the embedding rate in two
ways. First, some real estate of the image is wasted by choosing bigger blocks
from which an 8×8 block is chosen to hide data. Note that the above framework
can be further generalized to enable lesser wastage, by using larger big blocks
and putting more 8×8 blocks into them. For example, we can use big blocks
of size 33 × 33 and embed in sixteen 8 × 8 blocks within. We report results for
such implementations as well (Section 4). The second cause of decrease in rate
is that since the embedding grid does not coincide with the JPEG grid, there
are errors in the received data which must be corrected by adding redundancy.
This process is briefly described in the following section.

3.1 Coding Framework

In order to deal with the errors caused in the image due to JPEG compression,
we use a coding framework using repeat-accumulate (RA) codes [25], similar
to that proposed in [18]. This framework also allows us to hide in an adaptive
fashion, avoiding coefficients that quantize to zero so as to control the perceptual
distortion to the image.
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For every block, we consider an embedding band comprising of first n low
frequency coefficients which forms the candidate embedding band. Data bits are
hidden in a coefficient lying in the band if it does not quantize to zero using the
JPEG quantizer at QFh. Before the hiding process, the bit stream to be hidden
is coded, using a low rate code, assuming that all host coefficients that lie in the
candidate embedding band will actually be employed for hiding. A code symbol
is erased at the encoder if the local adaptive criterion (of being quantized to
zero) for the coefficient is not met. A rate 1/q RA encoder is employed, which
involves q-fold repetition, pseudorandom interleaving and accumulation of the
resultant bit-stream. Decoding is performed iteratively using the sum-product
algorithm [26]. The use of this coding framework for YASS provides the following
advantages.

1. Protection against initial JPEG compression: Use of the coding frame-
work provides error-free recovery of the hidden data after the initial JPEG
compression so that the image can be advertised in the JPEG format.

2. Flexibility in choosing hiding locations: The coding framework allows
us to dynamically select the embedding locations in order to limit the per-
ceptual distortion caused to the host image during hiding. It is well known
that embedding in DCT coefficients that quantize to zero can lead to visible
artifacts in the stego image.

3. Enabling active steganography: The use of error correcting codes also
provides protection against several distortion constrained attacks that an
active warden might perform. The attacks that can be survived include a
second JPEG compression, additive noise, limited amount of filtering, and
so on. This provides a significant advantage over most other stego methods
available in the literature.

4 Experiments and Results

We conduct a comprehensive set of experiments and present the results demon-
strating the applicability of the presented approach. First, the results for the
embedding capacity are presented for some standard images (Section 4.1). Next,
in Section 4.2, we present the detection results of our scheme using recent blind
steganalysis methods for a couple of datasets (comprising of several thousand
natural images). We also compare the detection results of our method with those
of OutGuess and StegHide in Section 4.3, and show that our methods clearly
outperform these approaches. As a control experiment, in Section 4.4, we com-
pare our hiding method with a naive standard hiding approach, in which data
is hidden in randomly chosen low-frequency DCT coefficients using standard
JPEG grid, while keeping the same embedding rate.

4.1 Embedding Rates

In Table 1, we list the number of bits that can be hidden in several standard
images using YASS with different embedding parameters. QFh denotes the de-
sign quality factor used during hiding, and QFa denotes the output or advertised
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image quality factor. Note that for the presented scheme, these two can be dif-
ferent and their values do affect the steganalysis performance (see Section 4.2).
The same notations are used in other tables presented in this paper. Also note
that the number of bits reported in this section are before coding and can be
recovered without any errors, even in the presence of distortion constrained at-
tacks. For all the results presented in this paper, we use 19 low-frequency DCT
coefficients as the candidate embedding band.

Table 1. Number of information bits that can be hidden in some standard images of
size 512×512. The big-block size B = 9.

QFh → QFa baboon peppers airplane lena couple crowd

50 → 50 1453 1295 2128 1702 1655 2979

50 → 75 14896 6620 7448 7448 9930 11916

75 → 75 1453 1805 2590 2128 2128 3972

60 → 75 11916 6620 7448 6620 8512 9930

From this table, we see that the number of bits that can be embedded in-
creases when QF a > QFh, however this also leads to slightly more successful
steganalysis performance (to be shown in Tables 4 and 6), which gives us a
trade-off between the embedding rate and the detection performance. When
QFa equals QFh, there are more physical errors in the channel leading to a
reduced embedding rate.

In Table 2, we study the effect of using different big-block sizes B on the
embedding capacity. Here we also report the bits per non-zero coefficients (bpnc).
It is seen from this table that using lower B provides higher embedding capacity,
which is because we end-up using more real estate of the host image for hiding.
We can ensure even higher percentage of image utilization by using larger big-
blocks and putting greater number of 8×8 blocks within. For example, we can
put four 8×8 blocks in a 17×17 block, thus making an effective big-block size
of Beff = 17

2 = 8.5. We experiment with block-size B = (n×8 + 1) and use n2

8×8 blocks for hiding, and report the results in Table 3. The embedding rate
improves as we use more image area for hiding, but the detection results get
worse (from the steganographer’s viewpoint, see Tables 4 and 6). Also, using
a lower Beff does not always guarantee a higher embedding capacity because
of the fact that more errors may be induced due to JPEG compression, which
forces us to use a larger redundancy factor, q, of the RA code.

4.2 Detection Results

The steganographic security of our scheme is evaluated against the following
blind steganalysis schemes. The names in bold are the ones used to denote the
steganalysis schemes in the tables presented in this paper.

1. Farid: 72-dimensional feature vector based on moments in the wavelet do-
main [19].
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Table 2. Hiding rates for the 512×512 Lena image for different big-block sizes B.
bpnc denotes bits per non-zero coefficients and databits denotes the number of hidden
information bits.

QFh → QFa B 9 B 10 B 12 B 14

50 → 50 databits 1702 databits 1497 databits 882 databits 464
bpnc 0.072 bpnc 0.064 bpnc 0.038 bpnc 0.020

50 → 75 databits 7448 databits 5491 databits 4189 databits 2736
bpnc 0.213 bpnc 0.159 bpnc 0.118 bpnc 0.077

75 → 75 databits 2128 databits 2059 databits 1457 databits 794
bpnc 0.059 bpnc 0.057 bpnc 0.040 bpnc 0.022

60 → 75 databits 6620 databits 5491 databits 3724 databits 2462
bpnc 0.187 bpnc 0.158 bpnc 0.105 bpnc 0.069

Table 3. Hiding rates for the 512×512 Lena image for larger big-block sizes B = 9,
25, 49, 65 and 81, which can incorporate several 8×8 blocks

QFh → QFa B 9 B 25 B 49 B 65 B 81

50 → 75 databits 7448 databits 7834 databits 8064 databits 7963 databits 8064
bpnc 0.213 bpnc 0.224 bpnc 0.235 bpnc 0.228 bpnc 0.229

75 → 75 databits 2128 databits 2350 databits 2341 databits 1837 databits 1577
bpnc 0.059 bpnc 0.065 bpnc 0.065 bpnc 0.051 bpnc 0.044

60 → 75 databits 6620 databits 7050 databits 8064 databits 7166 databits 7258
bpnc 0.187 bpnc 0.200 bpnc 0.231 bpnc 0.203 bpnc 0.205

2. PF-23: Pevny and Fridrich’s 23-dimensional DCT feature vector [9].
3. PF-274: Pevny and Fridrich’s 274-dimensional feature vector that merges

Markov and DCT features [10].
4. DCT hist.: Histogram of DCT coefficients from a low-frequency band [7].
5. Xuan-39: Spatial domain steganalysis proposed by Xuan et al [13] (a 39-

dimensional feature vector).
6. Chen-324: JPEG steganalysis based on statistical moments of wavelet char-

acteristic functions proposed by Chen et al [20].

Since we decompress the images at the time of hiding, it can be argued that
spatial domain steganalysis schemes may be able to detect the presence of em-
bedded data. Hence we include a recent spatial domain steganalysis scheme in
our tests.

We conduct our experiments on two datasets: the first having 4500 images in
compressed (JPEG) format and the other having 2000 images in uncompressed
TIFF format. For each dataset, we use half the data for training and the other half
for testing. The training and testing sets have an equal number of cover and stego
images. The idea behind using datasets in different formats is to study the effect
of using already compressed images verses uncompressed images for our method
since it hides in a desynchronized 8×8 grid. As we see later, there is not much dif-
ference in the observed detection rates for the two datasets. As in all published
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blind steganalysis approaches, we train a support vector machine (SVM) on a set
of known stego and cover images and use the threshold thus obtained, to distin-
guish between the cover and stego images at the time of testing.

The SVM classifier has to distinguish between two class of images: cover (class
‘0’) and stego (class ‘1’). Let X0 and X1 denote the events that the actual image
being observed belongs to classes ‘0’ and ‘1’, respectively. On the detection side,
let Y0 and Y1 denote the events that the observed image is classified as belonging
to classes ‘0’ and ‘1’, respectively. We use the probability of detection, Pdetect as
our evaluation criteria, which is defined as follows.

Pdetect = 1 − Perror

Perror = P (X0)P (Y1|X0) + P (X1)P (Y0|X1)

=
1
2
PFA +

1
2
Pmiss, for P (X0) = P (X1) =

1
2

where PFA = P (Y1|X0) and Pmiss = P (Y0|X1) denote the probability of false
alarm and missed detection respectively. Note that the above equation assumes
an equal number of cover and stego images in the dataset. For the steganalysis
results, we report Pdetect upto 2 significant digits after the decimal point. An
uninformed detector can classify all the test images as stego (or cover) and get
an accuracy of 0.5. Thus, Pdetect being close to 0.5 implies nearly undetectable
hiding, and as the detectability improves, Pdetect should increase towards 1.

In Tables 4 and 5, we present the detection accuracy obtained on the JPEG
and TIFF image dataset respectively. Note that even for the TIFF dataset, the
output is always a JPEG image at an advertised quality factor. For this dataset,
the plain cover images are JPEG compressed at QF a during the training as well
as testing. It can be seen from the tables that our scheme is undetectable using
any of the steganalysis features. The only time the detection is not completely
random is when the design quality factor is lower than the advertised one (QFh =
50 and QFa = 75). We also present, in Table 6, the steganalysis results when
larger big-block sizes are used, so as to incorporate more 8×8 blocks within.
Pdetect remains close to 0.5 in most cases, but for PF-274, it increases as B
increases (in Table 6), since more area of the image is used for hiding when
employing larger big-blocks. Note that since we are using a set of images and
the embedding rate varies for individual images, we cannot provide bpnc values
in these tables.

4.3 Comparison with Competing Methods

In Table 7, we present a comparison of our steganographic scheme, YASS, to
OutGuess[1] and StegHide[2]. To enable fair comparison, we must use the same
hiding rate for all the schemes. This is complicated by the fact that YASS uses an
error correcting code whose redundancy factor, q, determines the actual number
of information bits hidden in the image. Experiments indicate that, for images in
our dataset, the redundancy factor required to ensure zero BER was in the range
10-40, which depends on the particular image and the level of JPEG compression
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Table 4. JPEG dataset: Steganalysis results for randomized block based hiding, when
big-block size B is varied. It can be seen that the detection is random for most of the
configurations.

QFh (used QFa Steganalysis Detection accuracy: Pdetect

for hiding) (advertised QF) Method B=9 B=10 B=12 B=14

50 50 Farid 0.52 0.51 0.52 0.51

50 75 Farid 0.55 0.55 0.54 0.51

75 75 Farid 0.52 0.51 0.52 0.51

50 50 PF-23 0.56 0.55 0.54 0.54

50 75 PF-23 0.59 0.59 0.56 0.60

75 75 PF-23 0.53 0.57 0.53 0.52

50 50 PF-274 0.58 0.56 0.53 0.55

50 75 PF-274 0.77 0.79 0.74 0.65

75 75 PF-274 0.59 0.60 0.62 0.54

50 50 DCT-hist 0.53 0.53 0.51 0.53

50 75 DCT-hist 0.64 0.64 0.60 0.54

75 75 DCT-hist 0.55 0.54 0.55 0.53

50 50 Xuan-39 0.54 0.56 0.54 0.51

50 75 Xuan-39 0.63 0.64 0.57 0.53

75 75 Xuan-39 0.52 0.54 0.53 0.52

50 50 Chen-324 0.57 0.51 0.55 0.54

50 75 Chen-324 0.75 0.65 0.60 0.55

75 75 Chen-324 0.54 0.55 0.53 0.53

involved. Hence we present results where the amount of data embedded using
OutGuess and StegHide corresponds to the hiding rate obtained using q = 10
and q = 40. It can be seen from the table that both OutGuess and StegHide
are almost completely detectable (especially when using PF-23, PF-274, and
DCT-hist features), but YASS is not detectable at equivalent hiding rates.

We also experimented with the F5 steganographic scheme [5], which uses
matrix embedding (see for example [27]), and found that this scheme is also
undetectable at equivalent embedding rates using PF-274 and PF-23 features.
Matrix embedding allows hiding at embedding efficiencies (defined as number
of bits hidden for every change made to the host symbols), potentially much
higher than the trivial efficiency of 2 bits per change (bpc). Thus for passive
steganography, schemes that employ matrix embedding (such as F5) can enable
undetectable hiding at embedding rates equivalent to YASS. However, an added
advantage of YASS is that it can provide protection against active adversaries
by its use of error correcting codes.

4.4 Comparison with Standard Hiding at Same Rate

In the previous sections, it is seen that our proposed steganographic approach per-
forms quite well against blind steganalysis schemes that we have tested against.
We must, however, note that the improved steganographic security comes at the
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Table 5. TIFF dataset: Steganalysis results for randomized block based hiding, when
the big-block size B is varied. It can be seen that the detection is random for most of
the configurations.

QFh (used QFa Steganalysis Detection accuracy: Pdetect

for hiding) (advertised QF) Method B=9 B=10 B=12 B=14

50 50 Farid 0.51 0.51 0.51 0.51

50 75 Farid 0.53 0.51 0.52 0.51

75 75 Farid 0.50 0.51 0.51 0.51

50 50 PF-23 0.53 0.55 0.53 0.53

50 75 PF-23 0.59 0.66 0.53 0.53

75 75 PF-23 0.54 0.51 0.53 0.53

50 50 PF-274 0.52 0.56 0.55 0.51

50 75 PF-274 0.72 0.81 0.65 0.60

75 75 PF-274 0.56 0.56 0.52 0.53

50 50 DCT-hist 0.51 0.53 0.52 0.48

50 75 DCT-hist 0.60 0.59 0.56 0.56

75 75 DCT-hist 0.52 0.52 0.51 0.52

50 50 Xuan-39 0.52 0.51 0.52 0.48

50 75 Xuan-39 0.57 0.60 0.53 0.48

75 75 Xuan-39 0.47 0.51 0.49 0.47

50 50 Chen-324 0.55 0.55 0.53 0.53

50 75 Chen-324 0.65 0.64 0.56 0.54

75 75 Chen-324 0.55 0.51 0.51 0.50

cost of reduced embedding rate. To further investigate whether the good perfor-
mance of YASS is simply because of reduced rate or not, we present another sim-
pler extension of the idea of embedding in random locations: we now embed data
in randomly chosen low-frequency AC DCT coefficients computed using the origi-
nal JPEG grid. This approach would incur minimal distortion to the original cover
during the hiding process, and hence would be an ideal control experiment for test-
ing our scheme. The results are reported in Table 8, where we compare the YASS
embedding scheme with this randomized frequency (RF) scheme for three hiding
rates: 2 out of 64 (one 8×8 block), 1 out of 64, and 1 out of 128 coefficients. It can
be seen that the naive RF scheme performs quite well, however, the performance
of YASS is consistently better.

We end this section by noting that the reported results (for RF) are for embed-
ding at trivial embedding efficiency of 2 bpc. As stated earlier, the detectability
can be reduced by causing fewer changes to the DCT coefficients by using matrix
embedding. One of the key factors that determines detectability is the change
rate. This change rate can be thought of as the encoders’ “budget”, which can
be “used” either way: to provide robustness by using redundancy and giving up
some embedding efficiency, or to improve the embedding efficiency via matrix
embedding but causing an increase in the fragility of the system. YASS goes the
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Table 6. Using larger big-block size B: Steganalysis results for randomized block based
hiding on the TIFF image dataset, for block-size B = 9, 25 and 49. For 9×9, 25×25
and 49×49 blocks, we use 1, 9 and 36 8×8 sub-blocks respectively for hiding

QFh (used QFa Steganalysis Detection accuracy: Pdetect

for hiding) (advertised QF) Method B=9 B=25 B=49

50 50 Farid 0.51 0.50 0.50

50 75 Farid 0.53 0.51 0.52

75 75 Farid 0.50 0.49 0.51

50 50 PF-23 0.53 0.53 0.57

50 75 PF-23 0.59 0.58 0.67

75 75 PF-23 0.54 0.53 0.53

50 50 PF-274 0.52 0.57 0.59

50 75 PF-274 0.72 0.73 0.78

75 75 PF-274 0.56 0.58 0.68

50 50 DCT-hist 0.51 0.50 0.51

50 75 DCT-hist 0.60 0.56 0.50

75 75 DCT-hist 0.52 0.51 0.50

50 50 Xuan-39 0.52 0.52 0.52

50 75 Xuan-39 0.57 0.53 0.50

75 75 Xuan-39 0.47 0.52 0.51

50 50 Chen-324 0.55 0.53 0.52

50 75 Chen-324 0.65 0.58 0.57

75 75 Chen-324 0.55 0.52 0.51

Table 7. Steganalysis results for comparing the randomized block based scheme
(YASS) with OutGuess and Steghide schemes, used at rates of 1

10 and 1
40 , for the

TIFF image dataset. For OutGuess and Steghide, the images are JPEG compressed
using a quality factor of QFa before being presented to the steganographic scheme.
Note that the QFh parameter is applicable only for the YASS scheme.

QFh QFa Steganalysis Detection accuracy: Pdetect

Method YASS OutGuess- 1
10 Steghide- 1

10 OutGuess- 1
40 Steghide- 1

40
50 50 Farid 0.51 0.74 0.50 0.77 0.52

50 75 Farid 0.53 0.59 0.50 0.50 0.55

75 75 Farid 0.50 0.59 0.50 0.50 0.55

50 50 PF-23 0.53 0.98 0.78 0.97 0.80

50 75 PF-23 0.59 1.00 0.99 0.99 0.99

75 75 PF-23 0.54 1.00 0.99 0.99 0.99

50 50 PF-274 0.52 1.00 0.98 1.00 0.96

50 75 PF-274 0.72 1.00 1.00 1.00 1.00

75 75 PF-274 0.56 1.00 1.00 1.00 1.00

50 50 DCT-hist 0.51 0.95 0.59 0.94 0.60

50 75 DCT-hist 0.60 1.00 0.91 1.00 0.93

75 75 DCT-hist 0.52 1.00 0.91 1.00 0.93
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first way: it can provide robustness against an active adversary by using error
correcting codes but the embedding efficiency is quite low. However, we empha-
size that for passive warden steganography, an equivalent level of undetectability
can be achieved at the same embedding rates using matrix embedding.

Table 8. Comparison of steganalysis results for randomized block (RB) hiding (i.e.,
YASS) with B = 9, and randomized frequency (RF) based hiding

QFh (used QFa Steganalysis Detection accuracy: Pdetect

for hiding) (advertised QF) Method RB (YASS) RF 1/128 RF 1/64 RF 2/64

50 50 Farid 0.51 0.66 0.65 0.67

75 75 Farid 0.50 0.52 0.58 0.67

50 50 PF-23 0.53 0.69 0.83 0.92

75 75 PF-23 0.54 0.58 0.72 0.83

50 50 PF-274 0.52 0.71 0.79 0.90

75 75 PF-274 0.56 0.62 0.75 0.82

50 50 DCT-hist 0.51 0.55 0.68 0.86

75 75 DCT-hist 0.52 0.54 0.59 0.80

5 Conclusions

In this paper, we have demonstrated a simple yet very effective steganographic
approach that provides security against recent blind steganalysis schemes. The
method embeds data in randomly chosen host blocks, thus relying on confusing
the steganalyst’s estimate of the cover statistics, rather than preserving the
host image features. We note that the improved security comes at the cost of
embedding capacity, and in the future, we will investigate schemes that can
significantly increase the hiding capacity while maintaining the steganographic
security. We will also explore other mechanisms for randomizing the embedding
process, such as using randomly chosen transform domains.
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Abstract. We introduce a scheme for steganographic communication
based on a channel hidden within the quantum key distribution protocol
of Bennett and Brassard. An outside observer cannot establish evidence
that this communication is taking place for the simple reason that no
correlations between public data and hidden information exist. Assum-
ing an attacker guesses hidden communication is underway, we obtain
a precise quantitative bound on the amount of hidden information they
can acquire, and find that it is very small, less than 10−7 bits per chan-
nel use in typical experimental settings. We also calculate the capacity of
the steganographic channel, including an analysis based on data available
from experimental realizations of quantum protocols.

1 Introduction

The representation of classical information by quantum states is ideally suited
for secure communication. One reason is that quantum states cannot be copied
in general, so anyone trying to listen in has to try and gain information from
the original source. However, attempts to gain information from the original
source often lead to a detectable disturbance in the signal. An important illus-
tration of the value of these fundamental principles is quantum key distribution
(QKD), a protocol which provides a secure method for establishing a secret
key between two participants. This key can then be used by the participants to
encrypt information, providing them with the ability to communicate securely.
QKD has already been experimentally realized many times and is even commer-
cially available. Currently, it is the most developed of all the proposed quantum
technologies.

In this paper, we explain how fundamental quantum components like QKD
can be manipulated in ways that until now do not appear to have been antic-
ipated. Using any one of a number of techniques, ranging from simple covert
tricks to more intricate aspects of quantum information, a quantum protocol
can be used to obtain a new protocol which is physically indistinguishable from
the original, but which also contains a channel whose existence is undetectable
by any currently known technology. Such ‘hidden channels’ have the potential to
provide secure transmission of quantum information via teleportation, new and

T. Furon et al. (Eds.): IH 2007, LNCS 4567, pp. 32–49, 2007.
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powerful schemes for authenticating communication and perhaps even the ability
to provide secure communication without encryption: the protection offered to
keys by quantum mechanics may be extendable to the information transmitted
during communication itself, making key-based encryption unnecessary.

2 QKD

In this section, we will review the basic protocol for quantum key distribution.
We intend for this paper to be readable by someone with no prior knowledge of
quantum mechanics. For this reason, we discuss only the minimal background
needed to understand quantum key distribution. The few ideas we make use of
are very simple.

Like all systems, a quantum system has state. The state of a quantum system
is represented by a unit vector in a vector space that has a lot more structure
than most, known as a Hilbert space. The state of a quantum system is also
called a ket. Here are two examples of kets: |0〉 and |1〉. It is useful to think
about these two particular kets as being quantum realizations of the classical
bits 0 and 1. Each refers to a legitimate state of a quantum system. A photon
is an example of a quantum system and its polarization (state) is something we
need kets to describe.

One of the neat things about a quantum system is that it can also be in any
state ‘in between’ |0〉 and |1〉, such as

|+〉 =
1√
2
(|0〉 + |1〉) or |−〉 =

1√
2
(|0〉 − |1〉)

which we also think of as representing the classical bits 1 and 0 respectively. Any
ket |ψ〉 that can be written

|ψ〉 = a|0〉 + b|1〉, for |a|2 + |b|2 = 1

is called a qubit. There are only four qubits that we care about in this paper:
|0〉, |1〉, |+〉 and |−〉.

Like all systems, one would like to extract information from a quantum sys-
tem. One way to extract information from a quantum system is to perform a
measurement on it. Before an observer can perform a measurement on a quan-
tum system, they must say what they want to measure. One way an observer can
specify what they want to measure is by specifying a basis and then “performing
a measurement in the specified basis.” Two examples of bases are X = {|+〉, |−〉}
and Z = {|0〉, |1〉}. They are the only bases we care about in this paper1. What
happens when we measure a quantum system?

If the state of a quantum system is described by the qubit |ψ〉 = a|0〉 + b|1〉,
then a measurement in the Z basis will yield the result |0〉 with probability |a|2

1 Many bases are possible, and each offers a different way of representing the classical
bits 0 and 1. The ability to alternate between such representations helps prevent
eavesdropping in QKD.



34 K. Martin

and the result |1〉 with probability |b|2. Notice that these are the only possibile
outcomes of this measurement because qubits satisfy |a|2 + |b|2 = 1, a property
they have because they are unit vectors. In this paper, we only care about
measuring the following four states in the Z basis: |0〉, |1〉, |+〉 and |−〉. If we
measure a system with state |0〉 in the Z basis, we get |0〉 with probability 1;
the same is true of the state |1〉. If we measure either |+〉 or |−〉 in the Z basis,
we obtain |0〉 with probability 1/2 and |1〉 with probability 1/2.

It is also possible to measure a system in the X basis. If a system is in the state
|+〉 and we measure it in the X basis, we get |+〉 with probability 1, similarly
for |−〉. But what happens when we measure a system with state |0〉 or |1〉 in
the X basis? Well, first we have to express these states as sums of states in the
X basis:

|0〉 =
1√
2
(|+〉 + |−〉)

|1〉 =
1√
2
(|+〉 − |−〉)

Now we can see that if we measure |0〉 in the X basis, we get |+〉 with probability
1/2 and |−〉 with probability 1/2, similarly for |1〉. We are now ready to recall
one of the standard accounts of QKD, the BB84 protocol [8]:

(1) Alice chooses a random string k of about 4n bits containing the eventual key
(2) Alice randomly codes each bit of k in either the X = {|+〉, |−〉} or Z =

{|0〉, |1〉} bases
(3) Alice sends each resulting qubit to Bob
(4) Bob receives the 4n qubits, randomly measuring each in either the X or the

Z basis
(5) Alice announces in which basis she originally coded each bit of k
(6) Bob tells Alice which bits he received correctly; they now share about 2n

bits
(7) Alice selects a subset of n bits from the group she formed in step (6) that will

be used to check on Eve’s interference, and tells Bob which bits she selected.
(8) Alice and Bob compare their values of the n check bits; if more than an

acceptable number disagree, they abort the protocol (eavesdropping)
(9) Alice and Bob perform information reconciliation and privacy amplification

to select a smaller m-bit key from the remaining n bits

Definition 1. The bits in step (6) are called the sifted bits.

If Alice has coded a classical bit in either of the X or Z bases, and later Bob
measures in the same basis, he will receive the bit sent by Alice with probability
1. Such a bit will be one of the sifted bits. But now suppose that an eavesdropper
wishes to know the bit Alice is sending Bob. Well the eavesdropper, named Eve,
has to guess which basis Alice coded the bit in, and then measure it herself.
When Eve guesses, she introduces an error into the sifted bits with probability
1/4 – but an error that Alice and Bob will know about, and this is the reason
they are able to detect the presence of an eavesdropper.
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It is fundamental in QKD that Alice and Bob insist on an error rate within
the sifted bits that is less than 1/4 to defend themselves from precisely this type
of attack, or else the security of QKD cannot be guaranteed [2]. For instance,
assuming errors only due to Eve, if Eve has measured all the qubits sent from
Alice to Bob, then Eve knows which of the sifted bits Bob and Alice share, and
which of the sifted bits they may not share2. This is something that Bob himself
does not even know. With an error rate beyond 1/4, Bob cannot have more
information than Eve about any key generated – remember that after the sifted
bits are identified, Eve can listen in on the rest of the protocol, since it takes
place over a public channel.

3 QKD is Not Communication

There are a lot of places in the literature that QKD is loosely termed “commu-
nication.” But strictly speaking, it really is not communication. We understand
communication as the transfer of information from a sender to a receiver, with
the implicit understanding that the information received is independent of any ac-
tion taken by the receiver. This independence between sender and receiver is what
makes communication a worthwhile endeavor: it grants the sender the freedom to
“say whatever they want.” For instance, if every time you talked to your friend on
a noiseless telephone he received only a subset of roughly half the words you spoke,
and if this subset were randomly determined by the number of times a humming-
bird in the room flapped its wings between words, you would not feel as though
communication were taking place. And that is what is going on with QKD.

Ideally, Alice hopes that the entire bit string k will be received correctly by
Bob. But even if we ignore effects due to environmental noise and eavesdropping,
Bob still only receives about half the bits in k, and this half is randomly deter-
mined by his ability to guess the basis in which Alice prepared the qubit. The
key that Alice and Bob eventually share is thus determined by an interaction
between the two parties. So initially, Alice is not sending Bob information, she
is sending him data. To send information to Bob would imply that up front she
decides on a message to send to Bob and that he receives it with high proba-
bility, independent of his own actions. That is, an instance of communication is
taking place when Alice has some measure of control over the data Bob receives.
To quote from a standard reference [8] on quantum information,

“Quantum cryptography is sometimes thought of not as secret key ex-
change or transfer, but rather as secret key generation, since fundamen-
tally neither Alice nor Bob can pre-determine the key they will ultimately
end up with upon completion of the protocol.”
– Nielsen and Chuang, page 591.

Assuming we have generated a key k of many bits using QKD, why can’t Alice
and Bob just use this key to communicate by having Alice announce “yes/no”
for each bit of k over the public classical channel? Answer: Eve might be able to
2 Eve knows when she guessed the right basis and when she did not.
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flip classical bits with probability 1/2 and neither Bob nor Alice would have any
idea that Eve interfered. Nevertheless, the QKD protocol can be easily modified
to allow Alice and Bob to communicate.

4 A Hidden Channel Within a Quantum Protocol

To illustrate, we will use one of the ‘simple covert tricks’ mentioned earlier.
Assume Alice would like to send Bob a single bit of information. All we have to
do is make a simple change to step (7) in QKD:

(7) Alice randomly selects a bit from the group of 2n whose value is the infor-
mation she wants to transmit. Then she randomly selects n − 1 check bits
from the remaining 2n − 1. The nth check bit is chosen from the remaining
n + 1 as being the bit to the immediate left of the information3.

Bob now has the information Alice sent: he knows its relation to the last check
bit, because the two parties have agreed on this scheme in advance. They have
agreed that Alice will covertly send Bob a ‘pointer’ to the information. Here is
an example:

Example 1. Alice and Bob share the 2n bits

0 0 1 0 1 0 1 1 1 0 0 1 0 1 0 1 1 1 0 1 0 1 1 0 1 1 0 0

Alice selects the information bit

0 0 1 0 1 0 1 1 1 0 0 1 0 1 0 1 1 1 0 1 0 1 1 0 1 1 0 0

Now she selects n − 1 check bits at random

0 0 1 0 1 0 1 1 1 0 0 1 0 1 0 1 1 1 0 1 0 1 1 0 1 1 0 0

This leaves Alice and Bob with n + 1 remaining bits

0 ∗ 1 0 ∗ 0 1 ∗ 1 ∗ 0 ∗ 0 ∗ 0 ∗ ∗ 1 ∗ 1 0 ∗ 1 ∗ 1 1 ∗ ∗

Alice now selects the last check bit as being the pointer to the information i.e.
the bit to the immediate left of the information bit:

0 ∗ 1 0 ∗ 0 1 ∗ 1 ∗ 0 ∗ 0 ∗ −→
0 ∗ ∗ 1 ∗ 1 0 ∗ 1 ∗ 1 1 ∗ ∗

Is Bob guaranteed to receive the information sent by Alice? No. But he is not
guaranteed to receive all the bits perfectly in the case of QKD either. There are
many reasons why. Suppose an eavesdropper just happens to measure only the
qubit that holds the information in the wrong basis, then there is a 50 percent
3 The case when the 2n bits are all zero or all one are handled with a simple convention.

For instance, the nth check bit could be chosen as the first of the remaining bits to
mean ‘0’, while choosing it as the last of the remaining bits would signify ‘1’.
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chance that Bob has the wrong bit, even though he believes he has the right bit.
Or suppose that background light acts as noise which causes the information bit to
flip. In either case, Bob would have no idea, and neither would Alice. But chances
are good that such errors, whether caused by the environment or an eavesdropper,
would also manifest themselves in the check bits as well, which would then enable
them to estimate the likelihood that their attempt to communicate will succeed.
Alice and Bob always have the option of aborting the protocol if their chances of
success are not deemed high enough. The capacity of this channel is of course im-
portant to consider – and later we will – but there is a more fundamental issue that
needs to be addressed first: just how hidden is this communication?

Rather surprisingly, we now describe a procedure which may allow an attacker,
named Eve, to not only uncover the existence of the hidden communication tak-
ing place in the protocol above, but also to gain a nonzero amount of information
about the hidden message being passed from Alice to Bob. Eve will assume that
Alice and Bob are communicating in the manner above. Specifically, Eve will
assume that if the location of the last check bit announced by Alice is i, then
the bit at location f1(i) = (i mod n + 1) + 1 is a covert information bit Alice
wishes to communicate to Bob, and seek to establish evidence in support of this.

Eve reasons that if Alice and Bob are not using the last check bit as a pointer
to the information bit, then the distribution of 0’s and 1’s found in position f1(i)
over several trial runs of QKD should be (1/2, 1/2). The reason is that Alice
initially generates a random bit string. If Eve finds that the actual distribution
over m trials of QKD is different from (1/2, 1/2), she may have evidence that
things are not on the up and up. This is not an easy task for Eve to accomplish.

First, Eve has to know the value of the bit Alice holds at location f1(i). The
only way for Eve to know this bit is to measure it. If she measures too many of the
qubits sent from Alice to Bob, she will be detected by Alice and Bob. Thus, Eve
can only measure some of the qubits. However, she still needs a way to detect
the existence of all the qubits she doesnt measure – but without introducing
errors – or else she will not know the correct location of the information bit.
It is possible for Eve to actually achieve this. In addition, there is more good
news for Eve: in a given trial run of QKD, she can know with absolute certainty
whether or not she knows the value of the bit Alice holds at location f1(i), the
bit she assumes Alice is trying to send to Bob. The bad news is that it may take
Eve a long time to acquire enough data for m trial runs.

In a particular trial run of QKD, Eve should use the following procedure:

(i) Eve performs a quantum nondemolition measurement [6] on every qubit
passed from Alice to Bob. This allows Eve to detect the existence of a qubit
but leaves its polarization invariant: she is able to count qubits and record
their respective positions without introducing errors detectable by Alice and
Bob4.

4 Many current realizations of QKD require Bob to detect a photon within a certain
window of time. Eve’s desire to count photons but not measure them may require
her to ‘slow down’ the photons, causing them to arrive outside of the alloted time
frame, meaning that even this interference would be detectable.
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(ii) Every time Eve detects and counts a qubit, she makes the decision to either
measure its polarization or not to. If she measures a qubit, she records the
value obtained; if not, she guesses a value. When Eve measures a qubit, there
is a 1/4 probability that she introduces an error into the sifted bits5. Thus,
in measuring a proportion p of the qubits sent by Alice, Eve introduces a
percentage of errors equal to p/4.

(iii) When Alice is finished sending qubits to Bob, and announces the last check
bit as being located in position i, Eve checks to see if she knows the value
Alice holds at f1(i) 6. If she does, she records the bit; if not, she ignores it.

The most important detail for Eve to sort out now is how to keep the error
rate down. We know that p/4 < 1/4 which means that she should not measure
all qubits. But even if she does not measure all of them, Eve may still introduce
enough errors to be detected. The way for Eve to estimate p is to realize that
she is looking at a sample of 2n sifted bits in which the probability of an error in
a given bit is p/4. Using the normal approximation to the binomial, Eve should
choose p so that the interval

[
p

4
− 3

√
2n(p/4)(1 − p/4)

2n
,
p

4
+

3
√

2n(p/4)(1 − p/4)
2n

]

does not contain 1/4 i.e. so that the probability of introducing an error rate near
1/4 is very small (outside of three deviations). This first requires Eve to obtain
the value of n, which she can do by simply observing a particular run of QKD
and counting the number of check bits announced by Alice. After Eve knows n,
choosing a value of p that satisfies

0 < p <
2n + 18
2n + 9

− 3 ·
√

6n + 36
2n + 9

allows her to measure a proportion p of the qubits while having better than a
ninety nine percent chance of escaping detection by Alice and Bob: for n = 100,
she can measure about 68 percent of the qubits, while for n = 325, she can
measure 81 percent7. In a given trial, Eve will know the value of the bit Alice
holds in the f1(i) location with probability p · (1/2), so on average it will take
her about 2/p trials of QKD before she obtains her first known bit. So much for
a given trial.

If Eve observes m trial runs of QKD in which she knows the value Alice holds
at the f1(i) location, and records the result each time, she obtains a distribution
p0 = (# of 0’s)/m, p1 = (# of 1’s)/m. If 0′s and 1′s are truly equally likely,
then this distribution should be in the range

p0, p1 ∈
[

1
2

− 3
2
√

m
,
1
2

+
3

2
√

m

]

5 Eve chooses the wrong basis with probability 1/2 and then Bob’s measurement in
the correct basis causes a bit flip with probability 1/2.

6 Eve knows this because she knows which qubits she measured, and of those, she
knows which qubits she measured in the same basis that Alice used.

7 The value n = 325 is from an experiment we will see later on.
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after m trials i.e. it should be within three deviations of (1/2, 1/2). If it is not,
Eve has evidence of an unusual relationship between the last check bit and the
bit to its immediate right, and in future runs of QKD she can try to use this
knowledge to help her steal covert information.

So how good are Eve’s chances at actually uncovering the existence of the
hidden communication? Intuitively, we think not very good, since Alice has every
reason in the world to send 0’s and 1’s with equal probability: if the hidden
channel is binary symmetric, this is how Alice achieves capacity; if it is not
(a condition which can only potentially be caused by the environment, since
Eve cannot distinguish between 0’s and 1’s before measurement), Alice knows
that sending bits according to (1/2, 1/2) gets her to within ninety four percent
of capacity[7]. Another problem with this strategy by Eve: who says Alice will
follow a distribution at all?

So suppose for a moment that Eve forgets all about distributions, and instead
just decides to try and match the bits in a fixed location to a coding of, say, the
English alphabet. The problem for her then is that she won’t know the value of
the bit in a fixed location every time QKD is run, but at best, every other time,
since on average it takes Eve 2/p trials of QKD before obtaining a bit. Thus, at
least half the bits in the code words she observes will be bits that Eve herself
has guessed.

Nevertheless, if Alice consistently follows a distribution different from (1/2,
1/2), Eve may have reason to believe that covert communication is taking place,
and that fact alone is cause enough for concern that we now take a closer look
at just why Eve’s attack may be successful once in a blue moon.

5 The Detection of Hidden Communication

The reason the attack in the last section is even conceivable is that the displace-
ment between the last check bit and the information bit is always the same.
That is, before Alice announces the last check bit, she has a binary string

a1, . . . , an+1

When she announces the last check bit ai, the information bit is always located
at position

f1(i) = (i mod n + 1) + 1.

That is, the displacement between the last check bit and the information bit is
1. Alice and Bob could just as well have used a displacement of d

fd(i) = (i mod n + 1) + d

for any 1 ≤ d ≤ n, and the results of the last section would carry over equally
well. The reason is that whenever a fixed displacement is used, there always
exists a correlation between the position of the last check bit and the position
of the information bit.
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To establish this formally, and to calculate the strength of this correlation,
we realize that from the point of view of Eve, there is an implicit ‘channel’ at
work: in this channel, the input is the location i ∈ {1, . . . , n + 1} of the last
check bit chosen by Alice, and the output is the location j ∈ {1, . . . , n + 1} of
the information bit calculated by Bob. If Alice and Bob use a displacement of
k ∈ {1, . . . , n} with probability dk, and Alice chooses the location of the last
check bit according to (x1, . . . , xn+1), then the distribution y = (y1, . . . , yn+1)
on the location of the information bit calculated by Bob is given by

y = (x1, . . . , xn+1) ·

�
����

P (1|1) = 0 P (2|1) = d1 . . . P (n + 1|1) = dn

P (1|2) = dn P (2|2) = 0 . . . P (n + 1|2) = dn−1

...
...

...
P (1|n + 1) = d1 P (2|n + 1) = d2 . . . P (n + 1|n + 1) = 0

�
����

The mutual information between x and y, which measures the correlation be-
tween the location of the last check bit and that of the information bit, is given
by

H(y) −
n+1∑

i=1

xiH(d1, . . . , dn) = H(y) − H(d1, . . . , dn)

where H is the base two Shannon entropy. In particular,

– If Alice and Bob use a fixed displacement, then the mutual information
between the location of the last check bit and the information bit is H(x):
the correlation depends only on how Alice selects last check bits.

– If Alice and Bob alternate randomly between all possible displacements, so
that each is equally likely ((∀k) dk = 1/n), then the mutual information is
zero.

So the mathematics tells us that if Alice and Bob can come up with a way of
forcing dk = 1/n for all possible displacements k that the mutual information
is zero: the correlation no longer exists. Because the correlation does not exist,
there should be no test Eve can perform to uncover the existence of the hidden
communication between Alice and Bob. But does it actually work? How does it
affect Eve’s ability to exploit the attack given in the last section?

Suppose Alice and Bob use a displacement of k with probability dk, that Alice
sends hidden bits according to (x, 1 − x), and that Eve expects as usual to see
bits distributed as (1/2, 1/2). The proportion of 0’s that Eve will find in the
location displaced k units from the last check bit in several trial runs of QKD
is8

dkx + (1 − dk)(1/2) = dk(x − 1/2) + 1/2

Assuming that Alice follows a distribution different from (1/2, 1/2), so that x 	=
1/2, Eve will observe a proportion of 0’s different from 1/2. But if dk = 1/n for
all k, then the proportion of 0’s observed by Eve is the same for all displacements
8 Either Alice uses the displaced location to place a 0 with probability x or she does

not use the location, in which case there is a 1/2 probability that the bit in the
location is a zero.
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k i.e. even though Eve will observe a proportion different from 1/2, she can no
longer detect that one particular displacement is being favored by Alice over
any other. In addition, assuming x 	= 1/2, this is the only way that Eve cannot
detect a favored displacement:

(∀j, k) dj(x − 1/2) + 1/2 = dk(x − 1/2) + 1/2 =⇒ (∀j, k) dj = dk =⇒ (∀k) dk = 1/n

For instance, if Alice and Bob use a constant displacement 9, we can see that
the proportion of 0’s in the favored location will be x, while in all others it will
be 1/2.

Then it is clear that if Alice and Bob would like to keep their communica-
tion hidden, they need to find a way to force dk = 1/n. They can do this by
randomizing the choice of displacement each time a single bit is sent. At first
this sounds difficult, until we remember that their channel is hidden within a
quantum protocol whose sole reason for existing is the production of secret keys!

6 A Steganographic Channel Within a Quantum Protocol

First, before any communication ever takes place, Alice and Bob agree on an
initial displacement. They could choose d = 1 for instance; even if Eve knows,
this only gives her a chance of stealing the first bit. Then, the next time they
wish to communicate over the hidden channel, they use the key generated in the
previous run of QKD to randomly choose a new displacement, which is used to
covertly transmit the next bit. They can use any scheme they like. For instance,
if the key k is a binary string of length n, then it represents a number that in
general can be much larger than n, so they could use d = (k mod n) + 1. Here
is the scheme in detail:

(1) Alice chooses a random string k of about 4n bits containing the eventual key
(2) Alice randomly codes each bit of k in either the X = {|+〉, |−〉} or Z =

{|0〉, |1〉} bases
(3) Alice sends each resulting qubit to Bob
(4) Bob receives the 4n qubits, randomly measuring each in either the X or the

Z basis
(5) Alice announces in which basis she originally coded each bit of k
(6) Bob tells Alice which bits he received correctly; they keep 2n of these bits.

(With high probability, they will have at least this many; if not, they abort
the protocol)

(*) Alice and Bob calculate the displacement d using n and the key they share
from the previous run of QKD10 ; initially they can take k = n.

9 An interesting question about the use of a constant displacement is just how small
Alice can make the correlation between the last check bit and information bit.

10 Alice and Bob do not have to use QKD to generate keys, just any scheme they both
have access to that an outside party cannot possibly have.
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(7) Alice randomly selects a bit from the group of 2n whose value is the infor-
mation she wants to transmit. Then she randomly selects n − 1 check bits
from the remaining 2n − 1. The nth check bit is chosen from the remaining
n + 1 so that its displacement from the information bit is d.

(8) Alice and Bob compare their values of the n check bits; if more than an
acceptable number disagree, they abort the protocol (eavesdropping)

(9) Alice and Bob perform information reconciliation and privacy amplification
to select a smaller m-bit key from the remaining n bits

We have three questions about this scheme:

(a) Is there a way for Eve to detect the existence of this communication?
(b) If Eve either knows or assumes the communication is taking place between

Alice and Bob, how much can she learn about what they are saying?
(c) How much information does Bob receive from Alice i.e. what is the capacity

of the hidden channel between the two of them?

The answer to (a) depends only on the secrecy of quantum key distribution: if
it generates truly random keys only possessed by Alice and Bob, then dk = 1/n
for all k, which means no correlation exists between the last check bit and the
information bit, and thus there is no way to detect the existence of the hidden
channel. On these grounds, the answer to (a) is No. Answering (b) is more subtle.

Because of (a), the most Eve can do now is assume that Alice and Bob are
communicating. We seek a quantitative upper bound on exactly what Eve can
learn. When Eve measures a qubit sent from Alice in a randomly chosen basis,
she has a 3/4 probability of obtaining the value of the bit11 held by Alice. Thus,
if Eve measures some fraction p of the qubits sent from Alice, the proportion of
measured bits she shares with Alice is (3/4)p. For all qubits that Eve does not
measure, she tries to guess the value of the bit.

Thus, if Eve measures a proportion p of the qubits sent from Alice, the prob-
ability that Eve has the value of a bit held by Alice is

a =
(

3
4

)
p + (1 − p)

1
2

=
1
2

+
p

4

So it is in Eve’s best interest to measure as many qubits as possible. However, in
measuring a proportion p of qubits, she introduces a corresponding proportion
p/4 of errors into the sifted bits. Thus, to obtain an upper bound on the amount
of information Eve can obtain, we must allow her to cause as many errors as
possible. This means in particular that in trying to obtain an upper bound
on Eve’s information we must assume the environment causes no errors. Now
consider the implicit channel from Alice to Eve. When Alice sends a hidden bit
to Bob, there are only two ways that Eve can know this bit:

– Either Eve guesses the correct location of the hidden bit and has the same
value for that bit as Alice, or

11 Either Eve guesses the right basis, in which case she gets the bit, or guesses the
wrong basis, in which case her measurement yields the bit with probability 1/2.
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– Eve guesses the wrong location of the hidden bit, but has the same value in
the incorrect location as Alice does in the correct location.

The first event happens with probability (1/n)a. To calculate the probability of
the second event, assuming Eve guesses the wrong location, call it k, she will
still have the information bit if either (1) Eve has the same value in location k as
Alice (prob. a) and Alice has the same value in location k as in the location of the
information bit (prob. 1/2), or (2) Eve does not have the same value in location
k as Alice (prob. 1 − a) and Alice does not have the same value in location k
as in the location of the information bit (prob. 1/2). Thus, the probability that
Eve knows the value of the hidden bit sent from Alice to Bob is

(
1
n

)
a +

(
1 − 1

n

) (
a
1
2

+ (1 − a)
1
2

)
=

(
a − 1

2

)
1
n

+
1
2

which can also be expressed in terms of the proportion p of qubits measured by
Eve:

p

4n
+

1
2

The channel from Alice to Eve is thus a binary symmetric channel with capacity

C(n, p) = 1 − H

(
p

4n
+

1
2

)

where H is the base two Shannon entropy. The capacity of the Alice-Eve channel
is an upper bound on the amount of information Eve can acquire about a message
passed from Alice to Bob over the steganographic channel. This capacity in turn
is bounded as follows:

Theorem 1. The information Eve can acquire about the message from Alice to
Bob satisfies

C(n, p) ≤ 1
ln(2)

· p2

4n2 − 2np
.

Proof. First, consider any binary symmetric channel, with capacity

C(x) = 1 − H(x)

where x ∈ (1/2, 1). By the mean value theorem,

C(x) = H(1/2) − H(x) =
(

1
2

− x

)
· H ′(c)

for some c ∈ (1/2, x). Since c < x,

H ′(c) =
1

ln(2)
· ln

(
1
c

− 1
)

> H ′(x)
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and since x > 1/2, we can bound the capacity as

C(x) ≤
(

1
2

− x

)
H ′(x)

=
(

x − 1
2

)
ln

(
x

1 − x

)
1

ln(2)

≤
(

x − 1
2

) (
x

1 − x
− 1

)
1

ln(2)
(using ln(x) ≤ x − 1)

=
1

ln(2)
· (2x − 1)2

2(1 − x)

Now consider the capacity C(n, p) of the Alice-Eve channel. Assume p > 0, since
otherwise the claim is trivial. Setting x = p/4n + 1/2 ∈ (1/2, 1) and using our
observation above,

C(n, p) ≤ 1
ln(2)

· p2

4n2 − 2np

which finishes the proof. �

Corollary 1. The amount of information Eve can acquire never exceeds

1
ln(2)

· 1
4n2 − 2n

Proof. This is immediate since p ≤ 1. �

Finally, we answer (c). Because Bob knows the location of the information bit,
the capacity of the hidden channel from Alice to Bob is determined by the error
rate in the sifted bits.

Theorem 2. If the error rate α ∈ [0, 1/4) is due solely to interference caused
by Eve, then the capacity of the Alice-Bob steganographic channel is 1 − H(α).
In particular, the capacity of the Alice-Bob channel is never smaller than 1 −
H(1/4) ≈ 0.1887.

Proof. The important point is that the probability of a 0 flipping to a 1 is the
same as the probability that a 1 flips to a 0. The reason this is true when Eve
causes all errors is that she cannot tell which classical bit a qubit represents be-
fore she performs a measurement and that Alice sends bits with equal frequency.

�

What is very important in the result above is that Alice and Bob can force the
error rate to be smaller than 1/4 by simply aborting the protocol when it is
too high i.e. they can increase the capacity of the steganographic channel at
will12. As the capacity of their channel approaches its maximum value of one,
the amount of information Eve acquires tends to zero: as the steganographic
12 But it will cost them something: time.
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capacity increases to one, the error rate decreases to zero, which means Eve can
measure fewer and fewer qubits (p → 0), so by Theorem 1, Eve’s information
tends to zero. Even if Alice and Bob do not insist on a small error rate, they do
no worse than 0.18, while Eve’s information in realistic settings will always be
small. An example will help make this drastic difference clear.

Example 2. Take n = 100. Then no matter what Eve does, the information she
acquires is less than 3.62 · 10−5 bits per channel use.

Actual error rates will be a combination of errors caused by an eavesdropper and
errors caused by the environment: α = ε+p/4. Notice though that a positive value
of ε does nothing to help Eve acquire hidden information, since the proportion
p of qubits she can measure decreases as the error rate due to the environment
increases: p < 1 − 4ε. In this more general case, it is also intuitively clear that
1 − H(α) is still a lower bound on the capacity of the Alice-Bob channel.

In fact, if we can obtain a decent model of the error rate imposed by the
environment, Alice and Bob can then reject any error rate that on average is not
likely to be caused by the environment alone. This will result not only in a more
secure version of QKD, but also in a higher steganographic capacity. To develop
a feel for the kinds of error rates due to the environment, we now calculate
the capacity of our steganographic channel in an experimental realization of
freespace QKD.

7 Experimental Capacity

Most experimental realizations of QKD thus far have either been based on send-
ing photons through fiber optic cables (coding bits with phase) or sending pho-
tons through open air (coding bits with polarization) i.e. freespace quantum key
distribution. It is the latter that we find especially fascinating. In several trial
runs of freespace QKD [9], total error rates ranged from a low of α = 0.006
to a high of α = 0.089, with the great majority being α = 0.04 or less. The
number of sifted bits reported in the experiment is 651, meaning that n = 325.

Error Rate Capacity (Alice→Bob) Eve’s Information (C(n, p))

0.089 0.566 4.3 · 10−7

0.081 0.594 3.5 · 10−7

0.072 0.626 2.8 · 10−7

0.064 0.656 2.2 · 10−7

0.058 0.680 1.8 · 10−7

0.047 0.726 1.2 · 10−7

0.039 0.762 8.3 · 10−8

0.031 0.800 5.2 · 10−8

0.022 0.847 2.6 · 10−8

0.014 0.893 1.0 · 10−8

0.006 0.947 1.9 · 10−9
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Here is a table showing the total error rate, a lower bound on the capacity of
the steganographic channel from Alice to Bob and an upper bound (Theorem 1)
on the amount of information Eve would be able to acquire about the hidden
message in bits per channel use.

The reason we used Theorem 1 to calculate upper bounds on Eve’s information
is that the numbers very quickly become difficult to manage. For instance, to
find the actual value C(n, p) of Eve’s information when α = 0.089, which turns
out to be 2.16 · 10−7, one needs to calculate 1 − H(0.500273846). As the error
rate gets smaller, the calculations become more and more tedious. In the ideal
case of no errors α = 0, Alice and Bob achieve a maximum capacity of 1, while
Eve acquires the minimum amount of information 0.

Conservatively then13, a decent upper bound on the error rate introduced by
the environment ε in the freespace QKD experiment is around ε ≤ 1/10 = 0.10.
If we then decide that only environmental errors are allowed, this constrains α ≤
1/10, which in turn means that an eavesdropper can only measure a proportion
p of qubits that satisfies p ≤ 2/5 i.e. Eve can measure no more than 40% percent
of the qubits.

8 Applications

We consider a few uses for quantum steganographic channels.

8.1 Authentication

A party contacts Alice over an open channel claiming that he is Bob, that he
has lost the key they once shared, and that he needs Alice to send him the
latest instructions for his mission. Bob is known to be separated from Alice by
an ocean. Understandably so, Alice tells the party that the two of them should
establish a secret key using QKD and that then she will happily send “Bob” his
instructions.

However, what Bob knows, but the contacting party may not know, is that
after Alice selects check bits, she will deliberately announce fradulent values,
causing them to repeatedly abort and rerun the QKD protocol in the name of
“environmental noise.” Each time QKD is run though, Alice is transmitting a
hidden bit to the party14, until she has transmitted a string of a previously
agreed upon length. If the party is really Bob, he will know this, receive the
complete string from Alice, and then announce to her over the public channel
“Maybe we would be more successful trying to establish a key if I initiated the
QKD session,” at which point he uses the same trick to send back the string
to Alice. If the party is not Bob, he will have no knowledge of of the hidden
channel, and after Alice is finished transmitting the string, he will not offer to
13 Assuming that there was no eavesdropper during this experiment!.
14 Since they are not generating keys in this setup, the hidden channel is implemented

using a constant displacement scheme, which works fine as long as Alice sends bits
with equal probability.
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try and initiate the session himself. At that point, Alice says “Sorry, seems like
we have a bad connection right now, try again later.”

Provided the length of the string sent by Alice is long enough, she will have
proof that the contacting party knows about the existence of the hidden channel
and how it works. From there, she can make him jump through further hoops if
she likes, until she is convinced that the contacting party is really Bob.

8.2 Teleportation of Quantum States

Teleportation allows Alice to send Bob a qubit as follows:

– At the start, Alice and Bob share an entangled pair of qubits.
– Later, Alice would like to send a qubit |ψ〉 = a|0〉 + b|1〉 to Bob; Alice has

no knowledge of a and b, neither does Bob.
– Alice interacts |ψ〉 with her half of the entangled pair, and then measures

the two qubits she now has, obtaining one of four possible results: m = 00,
m = 01, m = 10 or m = 11.

– The state of Bob’s qubit is now determined by the result of the measurement
Alice performed in the previous step; specifically, Bob’s state is

⎧
⎪⎪⎨

⎪⎪⎩

a|0〉 + b|1〉 if m = 00
a|1〉 + b|0〉 if m = 01
a|0〉 − b|1〉 if m = 10
a|1〉 − b|0〉 if m = 11

Thus, if there is a secure way for Alice to send Bob the result m of her mea-
surement, Bob can then determine the appropriate quantum operations that
will transform his qubit into the original qubit |ψ〉 that Alice wanted to send.
Since the result of Alice’s measurement is simply a two bit binary string, the
steganographic channel given here can be used to do exactly that. This improves
the security of teleportation since it can now be implemented with a classical
channel that cannot be eavesdropped on or interfered with. For instance, if an
attacker eavesdrops on the classical channel, they may gain valuable informa-
tion about the teleportation session; but if the channel hidden in QKD is used
to transmit the two classical bits, we know that there is very little chance of an
eavesdropper learning anything. In addition, using the hidden channel to trans-
mit the two bits helps to cover up the fact that teleportation is taking place –
the parties appear to be generating an innocent key, as opposed to what they
are really doing, which is teleporting qubits.

8.3 Secure Communication Without Encryption

If Alice and Bob use a single displacement, then the hidden channel provides
legitimate secure communication without encryption. The question is: how se-
cure? This depends on how small Alice can force the mutual information between
locations of the last check bit and information bit to be, but mostly it seems to
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depend on whether Alice follows a (1/2, 1/2) distribution in transmitting hidden
bits – something Information Theory encourages her to do.

If Alice and Bob don’t use a single displacement, then it is debatable as to
whether or not they are really using encryption. The function of the key is to
destroy the correlation between the location of the last check bit and informa-
tion bit – assuming Alice does not follow a (1/2, 1/2) distribution. The key is
used to prevent an outside observer from having reason to believe that stegano-
graphic communication is underway. The hidden information itself though is not
encrypted, it is protected from eavesdropping by quantum mechanics, by the fact
that if an eavesdropper wants to know the value of a bit, they have to measure
a qubit, thus introducing errors into the sifted bits that are detectable by Alice
and Bob.

A good question would be: if Alice and Bob use the hidden channel to commu-
nicate, this requires them to repeatedly run QKD, which might tip off an outside
observer about the existence of the hidden communication. However, if Alice and
Bob want to send small but important messages, as in the case of teleportation
already discussed, a possible justification for the repeated use of QKD would be
the use of the one time pad algorithm in cryptography.

9 The Flip Side

Suppose you think parties are covertly communicating. What can you do to
stop them? Measure as many qubits as possible. Doing this, you can shrink the
capacity to about 0.18 – assuming they let you!

10 Closing

One of the interesting aspects of the steganographic channel described herein is
that Alice and Bob can abort the protocol whenever the error rate is too high i.e.
whenever they detect “too much noise in the line” they can try again. This is a
positive aspect of the channel because it allows them to reduce the likelihood of
eavesdropping while simultaneously increasing the channel capacity per channel
use. But what it ignores is the expense of aborting a trial run of QKD.

A good approximation on the amount of time a trial of freespace QKD takes
is about a second. That means that every time Alice and Bob abort QKD it
costs them a second of time. This cost has to be incorporated into our analysis
in future work. Specifically, our steganographic channel is implicitly a timing
channel, precisely because it makes decisions based on error rates. As such, we
would like to see its capacity when measured in bits per unit time[10].

The steganographic form of communication we have considered here is one
aspect of a larger subject that could be called “quantum security.” From the
author’s point of view, quantum security centers on three interrelated concerns:
the threats to security posed by quantum technology on systems, the new ca-
pabilities it offers for ensuring the security of systems and the determination of
the extent to which either of these is realizable.
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Abstract. The recent decade has seen the emergence of 3D meshes
in industrial, medical and entertainment applications. Therefore, their
intellectual property protection problem has attracted more and more
attention in both the research and industrial realms. This paper gives a
synthetic review of 3D mesh watermarking techniques, which are deemed
to be a potential effective solution to the above problem. We begin with
a discussion on the particular difficulties encountered while applying wa-
termarking on 3D meshes. Then some typical algorithms are presented
and analyzed, classifying them in two categories: spatial and spectral.
Considering the important impact of the different attacks on the design
of 3D mesh watermarking algorithms, we also provide an attack-centric
viewpoint of this state of the art. Finally, some special issues and possible
future working directions are discussed.

Keywords: 3D mesh, digital watermarking, copyright protection, au-
thentication, attack, robustness.

1 Introduction

Recently, 3D meshes have been widely used in virtual reality, medical imaging,
video games and computer aided design. A 3D mesh is a collection of polygonal
facets targeting to constitute an appropriate approximation of a real 3D object.
It possesses three different combinatorial elements: vertices, edges and facets.
From another viewpoint, a mesh can also be completely described by two kinds
of information. The geometry information gives the positions (coordinates) of all
its vertices, while the connectivity information provides the adjacency relations
between the different combinatorial elements. Figure 1 shows an example of 3D
mesh. As illustrated by the close-up, the degree of a facet is the number of its
component edges, and the valence of a vertex is defined as the number of its inci-
dent edges. Although there are many other 3D representations, such as cloud of
points, parametrized surface, implicit surface and voxels, 3D mesh has been the
de facto standard of numerical representation of 3D objects thanks to its simplic-
ity and usability. Furthermore, it is quite easy to convert other representations
to 3D mesh, which is considered as a low-level but effective model.

Digital watermarking has been considered as a potential efficient solution for
copyright protection of various multimedia contents. This technique carefully

T. Furon et al. (Eds.): IH 2007, LNCS 4567, pp. 50–64, 2007.
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Fig. 1. Example of 3D mesh and a close-up illustrating the valence of a vertex and the
degree of a facet

hides some secret information in the cover content. Compared with traditional
cryptography, digital watermarking technique is able to protect digital works
after the transmission phase and the legal access. There exist different classifi-
cations of watermarking techniques. We distinguish non-blind and blind water-
marking schemes depending on whether the original digital work is needed at
extraction, or not. Usually, one hopes to construct a robust watermark, which is
able to go through common malicious attacks, for copyright protection purpose.
But sometimes, the watermark is intentionally designed to be fragile for au-
thentication applications. Finally, researchers have the habit to group practical
watermarking algorithms in two categories, to say spatial or spectral, according
to the insertion domain.

This paper reviews the nearly 10-year history of the research on 3D meshes
watermarking techniques since the publication of the first relevant algorithms
in 1997 [24]. The remainder of this paper is organized as follows. Section 2
discusses the special difficulties encountered when watermarking 3D meshes, and
provides an overview of the most important techniques proposed in the literature.
Attacks on watermarked meshes play an important role in the elaboration of
suitable watermarking algorithms. They are much more intractable than their
counterparts on images. So section 3 is dedicated to analyzing various possible
attacks and discussing the corresponding solutions to resist them. Some open
questions and possible research directions are given in the last section.

2 3D Meshes Watermarking Techniques

2.1 Difficulties and Classification

There still exist few watermarking methods for 3D meshes, in contrast with
the relative maturity of the theory and practices of image, audio and video
watermarking. This situation is mainly caused by the difficulties encountered
while handling the arbitrary topology and irregular sampling of 3D meshes, and
the complexity of possible attacks on watermarked meshes.
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We can consider an image as a matrix, and each pixel as an element of this
matrix. This means that all these pixels have an intrinsic order in the image, for
example the order established by row or column scanning. On the contrary, there
is no simple robust intrinsic ordering for mesh elements, which often constitute
the watermarking primitives. Some intuitive orders, such as the order of the
vertices and facets in the mesh file, and the order of vertices obtained by ranking
their projections on an axis of the objective coordinate system, are easy to be
altered. In addition, because of their irregular sampling, we are still short of an
efficient and effective spectral analysis tool for 3D meshes. This situation, as you
can see in the following sections, makes it difficult to put the well-known “secure
spread spectrum” watermarking schemes into practices.

Besides the above point, robust watermarks have also to face to various in-
tractable attacks. The reordering of vertices and facets do not have any impact
on the shape of the mesh, while it can seriously desynchronize watermarks which
rely on this straightforward ordering. The similarity transformations, including
translation, rotation and uniform scaling, are supposed to be common operations
through which a robust watermark should survive. Even worse, the original wa-
termark primitives can disappear after a mesh simplification or remeshing. Such
tools are available in many softwares, and they can totally destroy the con-
nectivity information of the watermarked mesh while well conserving its shape.
Usually, we distinguish geometric attacks, which only modify the positions of
the vertices, and connectivity attacks, which also change the connectivity as-
pect. Section 3 provides a detailed investigation on these attacks and discusses
the existing solutions to make the watermarks robust to them.

Watermarking 3D meshes in computer aided design applications introduces
other difficulties brought by the design constraints. For example, the symmetry
of the object has to be conserved and the geometric modifications have to be
within a tolerance for future assembly. Under this situation, the watermarked
mesh will no longer be evaluated only by the human visual system that is quite
subjective, but also by some strict objective metrics.

Existing techniques concerning 3D meshes can be classified in two main cate-
gories, depending on whether the watermark is embedded in the spatial domain
(by modifying the geometry or the connectivity) or in the spectral domain (by
modifying some kind of spectral-like coefficients).

2.2 Spatial Techniques

As mentioned above, the spatial description of a 3D mesh includes geometry
aspect and connectivity aspect. Most existing algorithms take the former as
primitives, which shows superiority in both robustness and imperceptibility com-
pared to the latter. This section focuses more on watermarking primitives than
on robustness, which will be explored in detail in the next section.

Spatial Techniques Modifying the Geometry
Note that regardless of what the practical primitive is, all the techniques in this
subsection are implemented by modifying the coordinates of involved vertices.
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The algorithms that modify the vertices positions directly and individually
are often fragile techniques. Yeo and Yeung [32] proposed such an algorithm that
serves for mesh authentication. The basic idea is to search for a new position
for each vertex where two predefined hash functions have an identical value, so
as to make all vertices valid for authentication. At the extraction phase, they
simply examine the validity of each vertex, and locate the possible attacks on
the invalid vertices. In fact, this algorithm depends on a pre-established ver-
tex order to avoid causality problem. Lin et al. [21] solved this defect and also
proposed a more analytic and controllable modification scheme with a better at-
tack localization capability. Cayre and Macq [8] proposed a high-capacity blind
data-hiding algorithm for 3D triangular meshes. By choosing the projection of
a vertex on its opposite edge in a triangle as the primitive (see Figure 2), the
theoretical capacity can attain 1 bit per vertex. The synchronizing mechanism
relies on the choice of the first triangle by a certain geometrical criterion, and a
further spreading scheme that is piloted by a secret key. Combining the above
embedding scheme with an indexing mechanism [24], which explicitly indicates
the indexes of the embedded bits in the whole watermark sequence, Cayre et al.
[10] devised an effective fragile watermark. Bors [7] also reported a blind algo-
rithm. The primitive is the relative position of a vertex to its 1-ring neighbours.
A two-state space division is established, and the vertex is assumed to be moved
into the correct subspace according to the next watermark bit.

Fig. 2. Watermarking primitive in the algorithm of Cayre and Macq [8], the projection
is moved to the nearest correct interval: (a) opposite edge is divided in two intervals;
(b) opposite edge is divided in four intervals. The inserted bits are both ‘1’.

Some other algorithms choose positions of groups of vertices as watermarking
primitives in order to strengthen the robustness. Yu et al. [34] gave a non-blind
robust algorithm. Vertices are divided into several groups and in each of them
is inserted one bit by modifying the lengths from its member vertices to the
gravity centre of the mesh. The modulation scheme is a simple additive method
with an adaptive intensity obtained by a local geometrical analysis of the mesh.
The extraction is also quite simple, since it is sufficient to regroup the vertices
and inverse the additive insertion model. However, to ensure a good robustness,
a pre-processing step of registration and resampling is necessary, which needs
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the non-watermarked cover mesh and inevitably makes the algorithm non-blind.
In Benedens’s “Vertex Flood Algorithm (VFA)” [4], after grouping vertices ac-
cording to their distances to the centre of a designated triangle, the range of the
group interval is then divided into m = 2n subintervals, and all the group ver-
tices distances to the chosen triangle centre are altered so that the new distances
all fall into a certain subinterval that stands for the next n watermark bits.

Facets have several interesting measures for watermarking. Ohbuchi et al. [24]
chose the ratio between the height of a triangle and its opposite edge length as
primitive to construct a watermarking technique that is intrinsically invariant
to similarity transformations (Triangle Similarity Quadruple (TSQ) algorithm).
Benedens [4] reported a blind algorithm in which the triangular facet height
is quantized. By quantizing the distance of a facet to the mesh centre, Wu
and Chueng [30] gave a fragile but high-capacity scheme. In another Benedens’s
method [3], the Extended Gaussian Image (EGI) of a mesh is established by
clustering facets according to their normal directions, then in each “bin” of
the EGI, the average normal direction of the group of facets is modified to
carry one watermark bit. Since these average normal directions approximately
describe the mesh shape, this scheme is demonstrated to be relatively robust to
simplification and remeshing. Instead of EGI, Lee et al. [19] adopted Complex
EGI for watermarking. One inconvenience of this class of algorithms is that the
modification of the positions of the involved vertices is indirect and sometimes
quite complicated, especially in the last two algorithms.

Watermark embedding can be done in the spherical coordinate system, espe-
cially in the distance component ri =

√
x2

i + y2
i + z2

i . We can benefit to elaborate
some similarity-transformation-invariant algorithms if the distance component
is relative to the mesh centre. Since the component ri represents the shape of
the mesh, its modification is supposed to be more robust than a single xi, yi,
or zi component modification. These are two main reasons for why numerous
researchers chose to watermark in spherical coordinate system [11,22,35].

There exist other spatial techniques that modify the geometry. Ohbuchi et
al. [24] presented the “Tetrahedral Volume Ratio Embedding” algorithm that
is invariant to affine transformation. Li et al. [20] converted the initial mesh in
spherical parameterization domain and watermarked its 2D spherical harmonic
transformation coefficients. In fact, parameterization transforms a 3D mesh into
a bidimensional description, thus probably permits making use of the existing
2D image watermarking algorithms. At last, Bennour et al. [6] propose to insert
watermarks in the 2D contours of 3D objects.

To summarize, the main drawback of the techniques that modify the geometry
is the relatively weak robustness to both geometric and connectivity attacks. For
blind schemes, the synchronization issue is really a difficult problem. However,
these methods can have the advantages of high capacity and localization ability
of malicious attacks.

Spatial Techniques Modifying the Connectivity
Actually, there are very few 3D meshes watermarking techniques based on con-
nectivity modification. On the one hand, this kind of watermark is obviously
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fragile to connectivity attacks, and on the other hand, the introduced modifica-
tion can be very easy to detect. Ohbuchi et al. [24] presented two such algorithms.
In the first one, the local triangulation density is changed to insert a visible wa-
termark. The second algorithm first cuts one band of triangular facets off the
mesh, and then glues it to the mesh with just one edge. This facet band can be a
meaningful pattern or be simply determined by a secret key. Both methods are
visible and fragile, but the local distribution of the embedded watermark stops
them from being a useful fragile watermark for integrity authentication.

2.3 Spectral Techniques

Most of the successful image watermarking algorithms are based on spectral
analysis. A better imperceptibility can be gained thanks to a dilution effect of
the inserted watermark bits in all the spatial/temporal and spectral parts of the
carrier. A better robustness can also be achieved if the watermark is inserted in
the low and median frequency parts. Unfortunately, for 3D meshes, we haven’t
yet an efficient and robust spectral analysis tool. Moreover, the lack of a natural
parameterization makes spectral analysis even more difficult. As it can be seen
in the following subsections, almost all the existing tools have their limitations.
Besides the algorithms that embed watermarks in the spectrum obtained by a
direct frequency analysis, we also present here the class of algorithms that are
based on multiresolution analysis. The basic idea behind both of them is the
same: modification of some spectral-like coefficients.

Spectral Techniques Based on Direct Frequency Analysis
Researchers have tried different types of basis functions for this direct frequency
analysis. For Laplacian basis functions, a matrix of dimension N × N (N being
the number of vertices) is constructed based on mesh connectivity. Then 3 ∗ N
spectral coefficients are calculated as the projections of the three coordinates
vectors of all the vertices on the N ordered and normalized eigenvectors of this
Laplacian matrix. Based on this analysis, Ohbuchi et al. [26] proposed a non-
blind method (additive modulation of the low and median frequency coefficients)
while Cayre et al. [9] gave a semi-blind one (quantization of the low and median
frequency coefficients). There exist two serious problems with the Laplacian fre-
quency analysis. The computation time increases rapidly with mesh complexity
due to the diagonalization of the N ×N Laplacian matrix. Moreover, the analy-
sis procedure depends on the mesh connectivity information. The first problem
forced the authors to cut the original mesh into several patches possessing fewer
vertices. To overcome the fragility to connectivity change, the authors proposed
a pre-processing step of resampling at the extraction to recover exactly the same
connectivity as the cover mesh.

Wu and Kobbelt [31] reported an algorithm that is based on radial basis
functions. The construction of these basis functions is relative to the geometric
information. This kind of analysis seems effective because it can give a good
approximation of the original mesh with just a very limited number of basis
functions. So calculation time can be greatly saved. In spite of this improvement,



56 K. Wang et al.

the algorithm remains sensible to various attacks, that’s why the authors still
proposed to do registration and resampling before the real extraction. With
the similar objective to solve the computation performance issue, Murotani and
Sugihara [23] proposed to watermark the mesh singular spectral coefficients. In
this method, the matrix to be diagonalized has a much lower dimension.

Although current 3D mesh spectral analysis tools are not efficient enough,
they provide the opportunity to directly transplant the existing mature spectral
watermarking techniques of digital images.

Spectral Techniques Based on Multiresolution Analysis
Multiresolution analysis is a useful tool to reach an acceptable trade-off between
the mesh complexity and the capacity of the available resources. Such an analysis
produces a coarse mesh which represents the basic shape (low frequencies) and
a set of details information at different resolution levels (median and high fre-
quencies). These methods also permit realizing a synthesis process during which
multiple representations with different complexities can be created.

The most interesting point of multiresolution analysis for watermarking is its
flexibility. There are different available locations authorizing to meet different
application demands. For example, insertion in the coarsest mesh ensures a good
robustness, while embedding in the details parts provides an excellent capacity.
The insertion in low resolution can be both more robust and more imperceptible
thanks to a dilution effect. The insertion in high resolution level may permit
constructing some effective fragile watermarks with a precise localization ability
of the attacks.

Wavelets are a common tool for such a multiresolution analysis. Figure 3
shows the wavelet decomposition of a dense rabbit mesh, the watermark can
be inserted either in the coarsest mesh, or in the wavelet coefficients at differ-
ent levels. In fact, these wavelet coefficients are 3D vectors associated with each
edge of the corresponding coarser mesh. Note that this kind of wavelet analy-
sis is applicable only on semi-regular triangular meshes. Based on this wavelet
analysis, Kanai et al. [15] proposed a non-blind algorithm that modifies the ratio
between a wavelet coefficient norm and the length of its support edge, which is
invariant to similarity transformations. Uccheddu et al. [28] described a blind
one-bit watermarking algorithm with the hypothesis of the statistical indepen-
dence between the wavelet coefficients norms and the inserted watermark bit
string.

Thanks to a remeshing step, the above analysis could be extended to irregular
meshes. With this idea, Cho et al. [12] built a fragile watermark to accomplish
authentication task in the wavelet domain. This remeshing step can also be
done in spherical parameterized space. Jin et al. [14] used such a technique
to insert a watermark into both the coarsest representation and the spherical
wavelet coefficients of an irregular mesh. Using a direct irregular mesh wavelet
analysis tool without any assistant remeshing step, Kim et al. [16] elaborated a
blind algorithm. Other multiresolution analysis tools, such as the edge-collapse
iterations technique [27] and the Burt-Adelson pyramid decomposition [33], are
employed to develop robust 3D mesh watermarking algorithms.
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Fig. 3. 3D mesh watermarking techniques based on wavelet analysis

Nonetheless, as the current direct spectral analysis tools, the available mul-
tiresolution analysis schemes have either connectivity restrictions or robustness
deficiencies (especially to connectivity attacks). And for majority of these tech-
niques, registration and resampling are recommended to ensure a sufficient ro-
bustness. But this inevitably makes the algorithms non-blind.

3 Attack-Centric Investigation

As mentioned in subsection 2.1, attacks constitute an indispensable factor when
designing 3D meshes watermarking algorithms. In this section, we carefully dis-
cuss three types of attacks and introduce the existing solutions in the literature.

3.1 Robustness to Geometric Attacks

This kind of attacks only modifies the geometric part of the watermarked mesh.
Regardless of what the nature of the geometric change is, the attack is reflected
by a modification of vertices positions.

Similarity Transformations. Similarity transformation is considered to be a
common operation rather than an attack, against which even a fragile watermark
should be able to stand. It includes translation, rotation, uniform scaling, and
the combination of the above three operations. Generally speaking, there are
three different strategies to build a watermark that is immune to this attack.

The first solution is to use some primitives that are invariant to similarity
transformations. Ohbuchi et al. [24] gave a list of such primitives. The most
utilized is the ratio between two measures of a triangle (height or edge length).
The primitives in some blind spatial techniques are also invariant to similar-
ity transformations, like the primitives in the methods of Cayre and Macq [8],
Bors [7], and Cho et al. [11]. Practically, these primitives are all some relative
measures between several absolute and individual ones. Fortunately, not only
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the watermarking primitives are kept unchanged, but also most synchronization
schemes are insensible to this kind of attack. Moreover, if we expect a robustness
even to affine transformations, the Nielson-Foley norm can be a good primitive
candidate [5,29].

The second solution is to watermark in an invariant space. One such space
can be obtained by doing the following steps [22,35].

1. Translate the origin of the coordinate system to the mesh gravity centre.
2. Calculate the principal axes of the mesh and rotate the object so that they

coincide with axes of the coordinate system.
3. Do a uniform scaling so that the whole mesh is bounded in a unit sphere/cube.

Then the watermark is inserted in this new space. But the causality problem arises
because the variables used in the above steps, such as the gravity centre and the
principle axes orientations are probably changed after watermark insertion. So
there will possibly exist some extent of errors when reconstructing this space at
the extraction. If a precise extraction is demanded, then we have to memorize some
feature values of the insertion space in order to help the reconstruction, but this
will make the technique at least semi-blind.

The third solution is to carry out registration of the input mesh at extraction
with the original non-watermarked one. Low-precision registration methods use
singular spectral coefficients [23], eigenvectors of the vertices correlation matrices
[25], inertial moments [26], and characteristic points [31] of the two meshes.
High-precision methods often need user interactions to determine a good initial
condition and the registration is realized by iteratively minimizing a sum of local
errors [26,33]. This solution will obviously make the algorithms non-blind, but
provides a better robustness.

Signal Processing Attacks. A mesh can be considered as a signal in a three-
dimensional space. There are counterparts of the traditional one-dimensional
signal processing techniques for 3D meshes, such as random additional noise,
smoothing, enhancement, and lossless compression (usually realized by quanti-
zation). Figure 4.b and 4.c illustrate two examples. Although these operations
can be very harmful to inserted watermarks, they are really common manipula-
tions in animation and special effects applications.

Random noise, smoothing, and enhancement can be modeled in the spec-
tral domain by a modification of the high-frequency part. Quantization can be
thought as a certain form of noise, but its effect is somewhat complicated. Gen-
erally speaking, the spectral watermarking techniques that modify the low and
median frequency parts are more robust to these attacks, as demonstrated by
Praun et al. [27]. Their method is among the most robust in the literature. Note
that for the additive watermarking scheme, insertion in the low frequency part
is both more robust and more imperceptible. Different modulation schemes have
been developed. Ohbuchi et al. [25] proposed to repeat the watermark insertion
in the first half of the spectrum with a constant intensity. Wu and Kobbelt [31]
watermarked only the very low frequency coefficients and proposed an adaptive
insertion intensity that is proportional to the absolute value of the coefficient.
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Fig. 4. Original mesh and four examples of attacked meshes: (a) original rabbit mesh;
(b) random additive noise; (c) smoothing; (d) cropping; (e) simplification

Lavoué et al. [18] gave another modulation scheme, in which the intensity is
linear for the low and median frequency coefficients and constant for the high
frequency part.

Spatial techniques are less robust to signal processing attacks. One good mea-
sure is to search for an adaptive spatial insertion intensity founded on local geo-
metric analysis. This analysis can be based on the average length of the incident
edges of a vertex [2], the geometric distortion introduced by a vertex split op-
eration [27], the minimal incident edge length of a vertex [33], or the possible
normal direction variance of the incident facets of a vertex after insertion [34].
The basic idea is to increase the watermarking intensity while keeping the visual
quality. At last, redundant insertion [25] and use of error correction code [18]
can sometimes significantly reinforce the robustness to these attacks.

Local Deformation Attacks. A local deformation is sometimes imperceptible
if we haven’t the original mesh for comparison, but it can seriously disturb the
watermark, especially the synchronization process. One natural solution is to
divide the mesh into several patches and repeat the watermark insertion in each
patch. The mesh division can be based on curvature or semantic analysis. This
solution can be considered as a local embedding scheme described by Ohbuchi
et al. [24]. As mentioned previously, division in patches may also decrease the
insertion time for some spectral techniques. Another solution is to adopt an
indexed watermarking method, like the TSQ algorithm described in [24] and the
fragile watermarking scheme described by Cayre et al. [10].

3.2 Robustness to Connectivity Attacks

This class of attacks includes cropping, remeshing, subdivision and simplifica-
tion. In general, they are quite difficult to handle.

Cropping is a special attack (see Figure 4.d for an example), and some re-
searchers prefer to regard it as a geometric attack because its consequence is
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quite similar to the one caused by local deformation. Watermark repetition in
different patches and the indexed method seem the most efficient ways to resist
cropping.

As far as the other attacks (Figure 4.e illustrates an example of simplifica-
tion), the algorithms which take the average normal direction of a group of facets
[3,19], or the distances of a group of vertices to the mesh centre [11] as primitives,
seem less sensible. Their primitives are approximately conserved after connec-
tivity modification. Other spatial techniques are less robust by reasons of both
the geometric change of the primitives and the desynchronization problem. The
basis function construction and the frequency coefficients calculation in direct
spectral analysis are either dependent on vertices order or on mesh connectivity.
The existing multiresolution analysis tools often have connectivity restrictions,
and the remeshing step is not robust enough to connectivity change. So, to attain
a sufficient robustness for these methods, the authors usually recommend per-
forming a pre-processing step of connectivity restoration before extraction. This
restoration procedure can be considered as a resampling of the extraction input
mesh (objective mesh) so as to obtain the same connectivity configuration as the
cover mesh [26,33,34] or the non-attacked stego-mesh [31] (reference mesh). The
task is to find, for each vertex in the reference mesh, a corresponding point on
the surface of the objective mesh. This correspondence can be established by the
nearest neighbour criterion [31], ray intersection [26,34], or iterations targeting
to minimize a particular cost function [33].

Two other possibilities to handle connectivity attacks are to find a robust
transformation or parameterization domain that is independent of connectivity,
and to watermark in some robust mesh shape descriptors.

3.3 Robustness to Other Attacks

This group contains mainly three attacks: file attack, format attack, and repre-
sentation attack. The file attack simply consists of reordering the vertices and/or
the facets in the mesh description file. The mesh file format conversion attack
may alter the underlying mesh data structure, so the intrinsic processing order of
the vertices and facets can also be changed. To be invariant to these two attacks,
it just needs to turn the synchronization scheme independent of these intrinsic
orders. The representation conversion may be the most destructive attack to 3D
mesh watermarks, because after such an attack, the mesh itself will no longer
exist (for example, an approximation of a mesh with a NURBS model). Until
now, not any researcher has mentioned robustness to this attack. In our opin-
ion, the two ideas given at the end of the last subsection can also be potential
solutions to this serious attack.

4 Discussions and Perspectives

Table 1 presents a comparison of some typical algorithms of each class. The
values in the column “Inserted bits” are the ones reported in the original pa-
pers. Most robustness performances are evaluated by a sign ranging from ‘−−’,
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which means the least robust, to ‘++’, which stands for the most robust. In our
opinions, there exist many valuable research topics in 3D meshes watermarking:

Classic Problem: Trade-off Between Capacity, Robustness, and Imper-
ceptibility. These measures are often contradictory. For example, an important
watermarking intensity gives a better robustness, but normally degrades the vi-
sual quality of the watermarked mesh and risks to make the watermark percepti-
ble. The redundant insertion could considerably strengthen the robustness, but
meanwhile unavoidably decreases the capacity. Local adaptive geometric analy-
sis seems favorable to find optimal watermarking parameters in order to achieve
a well compromise between these indicators.

Algorithms Evaluation. So far, the research community has been lacking of a
widely used performance evaluation system of the existing algorithms. We need
a standard attack benchmark and distortion measurement. The distortion intro-
duced by watermarking can be either evaluated by objective geometric distortion
measure, or by subjective perceptual distortion measure [13,17].

Construction of Blind and Robust Algorithms. The elaboration of such
an algorithm attracts the attention of many researchers considering its satisfac-
tory flexibility and reliability. In our opinion, this requires at least to overcome
two difficulties. The first one is to build a robust and secure synchronization
mechanism, especially for spatial techniques. Using certain robust aspect of the
mesh to locate and index the watermarking primitives seems a good idea. At
the same time, the separation of synchronization primitives from watermarking
primitives can prevent the causality problem. The second difficulty is to avoid
the registration and resampling pre-processing steps, which target to ensure the
robustness. As mentioned before, global and robust shape descriptors or trans-
formations, like geometric moments, spherical harmonic transformation, can be
a good start point. Another possibility is to introduce a remeshing step at both
insertion and extraction sides. First of all, the cover mesh (possibly irregular)
is remeshed to generate a corresponding semi-regular mesh with a similar geo-
metrical shape. Then watermarks are inserted in this semi-regular mesh. For
extraction, we suppose that a mesh with the same semi-regular connectivity can
be reconstructed. Here, the connectivity issue is supposed to be solved, and the
watermarks in the semi-regular mesh are assumed to be blind and geometrically
robust. The key point lies in elaborating a remeshing scheme which is insensitive
to connectivity change. Alface and Macq [1] have made some efforts in this di-
rection. They devised a remeshing scheme based on mesh feature points, which
are umbilical points obtained by curvature analysis, but the robustness of their
method seems not strong enough.

Other Perspectives. Other research topics include informed 3D mesh water-
marking techniques, hierarchical watermarks, 3D mesh digital fingerprints, and
the interplay between compression and watermarking, or between subdivision
and watermarking.
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Table 1. Comparison of different 3D mesh watermarking techniques

Categories Algorithms Clearly contro- Inserted bits Blind Local
llable intensity adaptability

Spatial Yeo and Yeung [32] No 1 bit/vertex Yes No
techniques Lin et al. [21] Yes 1 bit/vertex Yes No
on vertices Cayre and Macq [8] Yes 1 bit/vertex Yes No

Yu et al. [34] Yes ≈50 bits No Yes
VFA [4] Yes ≈900 bits Yes No
Bors [7] No 0.2 bits/vertex Yes Yes
Cho et al. [11] Yes ≈50 bits Yes No

Spatial TSQ [24] No 1.2 bits/facet Yes No
techniques Benedens [3] Yes ≈30 bits Semi No
on facets Lee at al. [19] Yes ≈50 bits Semi Yes

Other spatial Li et al. [20] No 24 bits No No
techniques Bennour et al. [6] Yes ≈500 bits No No

Direct Ohbuchi et al. [26] Yes 32 bits No No
spectral Cayre et al. [9] Yes 64 bits Semi No
techniques Wu and Kobbelt [31] Yes 24 bits No No

Alface and Macq [1] Yes 64 bits Yes No

Multiresolution Kanai et al. [15] Yes ≈620 bytes No No
spectral Uccheddu et al. [28] Yes Not clear Yes No
techniques Praun et al. [27] Yes 50 bits No Yes

Yin et al. [33] Yes 250 bits No Yes

Continuation of Table 1. Robustness to different attacks

Algorithms Similarity Signal proce- Local deform. Connectivity Elements
transform. ssing attacks and cropping attacks reordering

Yeo and Yeung [32] −− −− Localization∗ −− Fragile
Lin et al. [21] −− − Localization∗ −− Invariant
Cayre and Macq [8] ++ − − −− Invariant
Yu et al. [34] Registration + − Resampling Invariant
VFA [4] + − − − Invariant
Bors [7] ++ − + −− Invariant
Cho et al. [11] ++ + − + Invariant

TSQ [24] ++ − + −− Invariant
Benedens [3] Registration + − + Invariant
Lee et al. [19] Registration + − + Invariant

Li et al. [20] + + + Resampling Invariant
Bennour et al. [6] Registration + + − Invariant

Ohbuchi et al. [26] Registration ++ ++ Resampling Resampling
Cayre et al. [9] + + + −− Fragile
Wu and Kobbelt [31] Registration ++ ++ Resampling Resampling
Alface and Macq [1] + + ++ + Fragile

Kanai et al. [15] + − − −− Invariant
Uccheddu et al. [28] − + − − Invariant
Praun et al. [27] Registration ++ ++ Resampling Resampling
Yin et al. [33] Registration + − Resampling Resampling
∗“Localization” means the ability of localizing attacks for the fragile algorithms.
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Abstract. A new informed image watermarking algorithm is presented in this 
paper, which can achieve the information rate of 1/64 bits/pixel with high 
robustness. Firstly, the LOT (Locally Optimum Test) detector based on HMM in 
wavelet domain is developed to tackle the issue that the exact strength for informed 
embedding is unknown to the receiver. Then based on the LOT detector, the dirty-
paper code for informed coding is constructed and the metric for the robustness is 
defined accordingly. Unlike the previous approaches of informed watermarking 
which take the informed coding and embedding process separately, the proposed 
algorithm implements a jointly coding and embedding optimization for high 
capacity and robust watermarking. The Genetic Algorithm (GA) is employed to 
optimize the robustness and distortion constraints simultaneously. Extensive 
simulations are carried out which demonstrates that the proposed algorithm 
achieves significant improvements in performance against JPEG, gain attack, low-
pass filtering and so on. 

1   Introduction 

The digital watermarking can be treated as the process of communication with side 
information [1], where the original cover work is regarded as the side information 
known to the encoder. This investigation results in the concepts of informed 
watermarking which is used to design the robust watermarking algorithm with high 
capacity, and becomes the domain of intensive research [2-7]. The conventional 
informed watermarking [2-3] includes two separate stages, i.e., informed coding and 
informed embedding. The use of dirty–paper code [8] is the most common approach 
to informed coding, where the set of codewords is divided into different cosets, each 
of which contains multiple codewords representing the same single message. With the 
dirty-paper code, the to-be-embedded message is represented by the codeword from 
the associated coset,  which fits the best the cover work in which the message will be 
embedded. While the informed embedding process tails each watermark code 
according to the cover work, attempting to put the watermarked cover work in the 
                                                           
* Corresponding author. 
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detectable area of the code with respect to the detector under the robustness and 
fidelity constrains. Usually, a correlation-based detector is employed to incorporate 
the informed watermarking process [2-3]. 

Instead of the correlation-based one, a HMM based detector is developed in our 
previous works [9] with significant performance improvements. The HMM based 
watermarking scheme in [9] uses the HVS (Human Visual System) masking values as 
the embedding strength, which are kept almost unchanged even after most common 
signal processing attacks and ideal for blind watermarking application. However, for 
blind detection in the framework of informed watermarking, the exact strengths for 
informed embedding are unavailable to the receiver; consequently the performance of 
HMM based detector is expected to degrade considerably. To tackle this issue, a new 
HMM-based LOT detector is developed by applying the theory of the hypothesis 
testing in [10], which is then utilized to design the dirty-paper code and to define the 
robustness metric for the proposed informed watermarking algorithm. 

High-capacity watermarking application requires the introduction of perceptual 
shaping based on perceptual model. Watson in [15] describes a perceptual model 
which has been proven to be far more efficient than the objective metric MSE (Mean 
Square Error) at estimating the perceptual effects of watermarks added to images. 
Considering the proposed the algorithm works on the framework of wavelet based 
HMM model, a perceptual distance in wavelet domain is constructed by following the 
spirit of Watson distance in DCT domain [15], which is then used to measure the 
fidelity of the watermarked image. 

With the nonlinear HMM-based LOT detector, the informed watermarking can no 
longer be treated as two separate processes of coding and embedding. For a given 
message, the code determined from informed coding process is not necessary the 
optimal one for informed embedding process, and vice versa. Therefore, an algorithm 
of jointly coding and embedding optimization is proposed. Specifically, each 
codeword in the coset associated to the to-be-embedded watermark message is 
proceeded with informed embedding, among which the codeword with the best 
robustness and invisibility trade-off is taken as the optimum one for watermark 
embedding. By incorporating the HMM-based LOT detector and GA-based jointly 
coding and embedding optimization, the proposed informed watermarking algorithm 
can achieve information rate as 1/64 bits/pixel with high robustness against JPEG, 
Gaussian noise, gain attack and etc. 

The remainder of this paper is organized as follows. The LOT detector is 
developed and analyzed in section 2. In section 3, the HVS distance in wavelet 
domain is constructed. The informed watermarking optimized with GA-based joint 
coding and embedding and the design of dirty-paper code are given in section 4 and 5, 
respectively. Simulation results are given in section 6. And finally the conclusion 
remarks are drawn in section 7. 

2   HMM Based LOT Detector and Performance Evaluation  

The HMM-based LOT detector is developed in this section to tackle the issue that the 
exact embedding strength is unknown to the receiver for the strategy of informed 
embedding, which is then used to define the robustness measure in subsequent section. 
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Let ( )1 2 3
, , ,

T

j l j l j lw w w=w denote a vector node that consists of the wavelet 

coefficients at level j and location l in orientation d (d=1, 2, 3 for H, V and D, 
respectively). If only the coarsest 2-level wavelet pyramids are considered, then 
totally 5 vector nodes ( 0,1, , 4)k k =w K are defined, which forms a 15-node vector 

tree as shown in Fig.1, where the 3 nodes with the same label constitute a vector node. 
To characterize the statistical dependency of wavelet coefficients, a vector DWT-
HMM [9] with a set of parameters Θ  is developed 

1 2, ,..., ; , 1,..., , 1,2 .m
J j j J m( )= { ( = = )}Θ p A A C  (1) 

The specification of Θ can be found in [9] and is trained with EM algorithm [11][9]. 
With the vector DWT-HMM, the pdf of the vector node ( 0,1, , 4)k k =w K  can be 

expressed as: 
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( ) ( ; ) ( ; ),
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w w C w C  (2) 

where (1) (2) 1j jp p+ =  and 1( ; ) (1/ (2 ) det( ) )exp( /2)n Tg π −= −w C C w C w . Hence, the 

pdf of a vector tree T  can be constructed as 

4

0
( | ) ( ) .kk

f f
=

= ∏T wΘ  (3) 

If a 15-element codeword CW  is embedded into the vector tree T and the 
watermarked vector tree is wT , then the pdf of wT  is 

( | , ) ( | )w wf f= − ⋅T CW Θ T B CW Θ  (4) 

where B  stands for the 15-element embedding strength.  

 

Fig. 1. Vector DWT-HMM model (2 levels) 

Therefore, the log-form HMM-based detector as described in [9] can be 
constructed as follows: 
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T T w

Θ
Θ Θ
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where ( )kB  and ( )kCW  are the 3-element embedding strength and sub-code 

corresponding to the vector node ( 0,1, , 4)k k =w K , respectively. If (5) is larger than 

zero, then CW  exists. In the case of multiple codewords available, the codeword 
with the maximum ( , )L T CW  value is taken as the detected one. 

Unlike the previous approach in [9] where the vector B  used in HMM detector is 
the HVS (Human Visual System) masking value and known to the detector, the exact 
embedding strength for the proposed informed watermarking algorithm is unavailable 
to the detector, and consequently the performance of the detector (5) is degraded 
considerably. To tackle this issue, the HMM based LOT detector is developed by 
applying the theory of locally optimum hypothesis testing in [10], i.e.: 

4

0

( , ) ( , ) ,LOT LOT
k

L V k
=

=∑T CW CW  (6) 

where ( )LOTV k  is defined as:  

( )
( , ) ( ) ( ) ( ) , 0,1, , 4 ,

( )
k

LOT LO k
k

f
V k k g k k

f

′
= − ⋅ = ⋅ =

w
CW CW w CW

w
K  (7) 

where ( )kf ′ w is the partial derivative of ( )kf w ,i.e.,: 

( ) ( ) ( ) ( ) ( ) ( )
k k k k k( ) ( ; ) ( [ ] ) ( ; ) ( [ ] ) .1 1 T 1 1 2 2 T 2 1

j j j j j jf p g p g− −′ = ⋅ − + ⋅ −w w C w C w C w C  (8) 

With the HMM based LOT detector in (6), the embedding strength B  is no longer 
necessary for the detection of codeword CW  in vector tree wT .  

  
(a) β =1, 2, 3, 5, and 7                                        (b) β =9 and 11 

Fig. 2. Performance comparison between the HMM-based detector and the LOT one 

To evaluate the performance of the proposed LOT detector, an un-coded 5120-bit 
random sequence is embedded into the 512*512*8b test image “Lena” with the 
algorithm in [9], and then detected with both the HMM-based detector in [9] and the 
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LOT detector defined in (6). In our simulation, the global adjustment factor β  for 

embedding strength [9] are set to 1, 2, 3, 5, 7, 9 and 11, respectively. And the results 
are given in Fig.2, which demonstrate that: (1) the performance of LOT detector is 
almost the same as that of HMM based detector in [9] when the embedding strength is 
small ( β =1, 2 and 3); (2) the performance of LOT is little worse when β  ranges 

from 5 to 7; and (3) the LOT detector works better when β  is greater than 9. The 

situation in case (3) is attributed to the fact that the estimated HVS values according 
to the watermarked image, which are used as the embedding strength, are deviated 
from the true one greatly. 

We would like to further investigate the nonlinear characteristics of the LOT 
detector described in (6). Noticing that the 5 vector nodes in (6) are statistically same, 
only one vector node is analyzed and the result is then extended to the case with 
multiple vector nodes. Without loss of generality, the 1st (k=0) vector node 

[ ]0 0 0 0(1) (2) (3)
τ=w w w w is taken for analysis. Let 0 (1)w  to be kept as constant, 

while both 0 (2)w and 0 (3)w to be independent variables ranging from δ−  to δ . The 

distribution of ( ,0)LOTV CW in (7) against 0 (2)w and 0 (3)w is shown in Fig.3, 

where ( )0 1 1= −w , 500δ = , (0)CW is randomly set as [-1.512, 1.681, -1.074] , and 

the parameter set Θ  is trained with the 256*256*8b test image “Lena”. The 
distribution would vary when (1)0w  and (0)CW are set to other values, but its 

outline is kept invariant. According to Fig.3, the characteristics of the LOT detector 
can be summarized as follows: 

1. The distribution of  LOT detector is symmetric around the original point; 
2. There exist two peaks near the original point, which are similar to the 3-D 

Gaussian distribution; 
3. For the same variation of independent variables, the LOT value near the peak areas 

varies more greatly than that in other areas, as illustrated in Fig.3 (b).  

  
(a) 3-D distribution                                   (b) Contour of the distribution 

Fig. 3. Distribution of the LOT values for a vector node 
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If 0 (1)w  is set as independent variable, the LOT distribution has the similar shape 

and would be illustrated in 4-D space. This can be extended to the case when all 5 
vector nodes are considered, where the LOT distribution would be described in 16-D 
space. 

3   HVS Distance in Wavelet Domain 

As described in section 1, the perceptual distance in wavelet domain is more 
preferable as the distortion measure for the proposed informed watermarking 
algorithm. To our best knowledge, however, no such metric can be found in previous 
literatures. By following the spirit of Watson’s perceptual model in DCT domain [13], 
the perceptual distance in wavelet domain is constructed. 

Instead of the JND (Just Noticeable Difference) in [9], the IJND (Integrated JND) 
developed in [14] is adopted, which is developed as follows: 

0.015

, , , ) *

*

_ , _ , ,

_ , , * _ ( , , ) ,

IJND j o x y frequence m j o luminance m j x y

texture m j x y entropy m j x y

( = ( ) ( )
( )

 (9) 

where j, o, x, y stands for the level of the wavelet pyramid, the orientation of wavelet 
subband, the coordination in x- and y-axis, respectively. The _ ,frequence m j o( ) , 

_ , ,luminance m j x y( ) , and _ , ,texture m j x y( )  in (9) are the frequency masking, 

luminance masking, and texture masking, respectively, which are given in [9]; the 
_ ( , , )entropy m j x y is the entropy masking defined in [14]. The detailed specifications 

of these parameters can be found in [9] and [14]. 
   To have a good granularity, the perceptual distances for a vector tree and an image 
are developed separately. Let T  and wT  to be the original vector tree and the 

watermarked one, respectively, the difference between each element of the vector tree 
is defined as follows: 

( ) ( ) ( ), 1, 2, ,15.wi i i i= − =e T T K  (10) 

It is then scaled by its corresponding IJND value calculated with (9) to generate the 
perceptual distance for each element, i.e., 

( )
( ) , 1,2, ,15.

( )

i
i i

i
= =e

d
IJND

K  (11) 

Next, the ( ) ( 1,2, ,15)i i =d K  are pooled into one single metric to form the perceptual 

distance for the 15-node vector tree, i.e.,  

1/15

1

( )
p

p
DWT

i

D i
=

⎛ ⎞= ⎜ ⎟
⎝ ⎠
∑d  (12) 

where 4p =  according to Watson’s work [13].  Similarly, pooling together 

( , )t id for all vector trees constitutes the perceptual distance in wavelet domain for an 

image: 
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1/15

1

( , ) ,
p

p
DWT

t i

D t i
=
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⎝ ⎠
∑∑d  (13) 

where ( , )t id denotes the ( ) ( 1,2, ,15)i i =d K  of the tth vector tree.  

4   Informed Watermarking Algorithm 

In this section, based on the definition of robustness and distortion metrics, the 
informed watermarking algorithm with joint coding and embedding is described. 
More over, the GA based optimization algorithm under robustness and distortion 
constraints is also given. 

 
Robustness and Distortion Measure 

Under the framework of HMM-based watermarking [9], the vector trees are used as 
the carrier for watermark, and each of them has 15 nodes as shown in Fig.1. For 
informed coding, if one vector tree is assumed to be embedded with one bit, then two 
cosets with size N, namely 0C  and 1C , are required to correspond to the bit 0 and bit 

1, respectively. Without loss of generality, assume that the bit 0 is embedded into the 
vector tree T , and the codeword 0

iCW  in 0C is determined by the algorithm to 

represent the bit 0. Therefore, the objective of the informed watermarking is to adjust 
T  in the way of 0

w i= + ∗T T B CW so as to put wT  into the detectable area of 0
iCW  

with respect to the LOT detector ( , )LOTL T CW . In the case of attacks, the received 

vector tree is w
′T , and the probability of correct detection is determined as follows: 
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For simplification, we define 

( )( )
4

0 0

1
0

max ( ) ( ) ( ) .LO k i j
j N

k

R g k k
≤ ≤ =

′Δ = ⋅ −∑ w CW CW  (15) 

Obviously, the larger the RΔ  is, the higher the correct detection probability would be, 
and thus the stronger robustness could be achieved. Therefore, the formulation (15) 
can be served as the robustness measure. 

As described in previous sections, the perceptual distance in wavelet domain is 
introduced to measure the perceptual distortion between the original cover work and 
the watermarked one. The proposed informed watermarking algorithm works with 
vector tree as the basic processing unit, therefore the formulation (12) can be 
incorporated as the perceptual distortion metric for each vector tree: 
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1/15

1

( )   where 4
p

p

i

D i p
=

⎛ ⎞Δ = =⎜ ⎟
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∑d  (16) 

Informed Watermarking with Jointly Coding and Embedding Optimization 

The image is firstly decomposed into the 3-level wavelet pyramid, and then the 
coarsest two levels (scale=2 and 3) are used to construct the vector trees (see Fig.1) 
which are used as the carriers of watermark message. For each vector tree, 1 bit 
message is informedly coded and embedded, which leads to an information rate as 
1/64 bits/pixel. For informed coding, two cosets with size N, namely 0C  and 1C , are 

constructed with the method described in section 5; for informed embedding, the GA 
with powerfully global searching capability [12] is employed so as to obtain the 
optimal embedding strength under the robustness and distortion constraints. As the 
nonlinear feature of HMM-based LOT detector, a strategy of joint coding and 
embedding optimization is required to further trade off the robustness and invisibility 
constrains simultaneously. More specifically, the informed watermarking is 
implemented as follows: 

1. Determine the coset ( 0,1)iC i =  according to the to-be-embedded bit ( 0,1)b b = ; 

2. Select a codeword ( 1, 2, , )i
n n N=CW K  from iC  orderly; 

3. For a given vector tree T , deploy the GA to seek an optimal 15-node embedding 
strength B  under constrain of the robustness and distortion, which put the vector 
tree to the detectable area of i

nCW . The implementation of GA will be given in 

the next sub-section; 
4. With the generated B for i

nCW , the robustness to distortion ratio RDR R D= Δ Δ  

is computed; 
5. Go to step 2 until all codewords in iC  are proceeded. The codeword, 

namely, i
optCW , with maximum RDR value is determined as the optimal one in iC  

for the given vector tree; 
6. Embed the optimal codeword with the optimal strength optB , i.e., 

i
w opt opt= + ∗T T B CW . 

After all vector trees are embedded with the above method, the inverse wavelet 
transformation is applied to obtain the watermarked image. 

Robustness and Distortion Trade-off Optimized with GA 

For a given codeword CW  and a vector tree T , the informed embedding process 
adjusts wT  to the detectable area of CW  with respect to the LOT detector, which 

aims to obtain the maximum robustness with minimum distortion. This issue can be 
formulated as the multi-objective optimization problem, i.e., 

1 2

1 0 2 0

max { ( , , ), ( , , )}

. . ,
R Dz f z f

s t z R and z D

= = −
≥ ≤

T B CW T B CW
 (9) 
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where ( )Rf ⋅ and ( )Df ⋅  are the measure of robustness and distortion as defined in (15) 

and (16), respectively. The 0D  and 0R  in (17) are the upper-bound in DWTD  for 

distortion and the lower-bound for robustness, respectively. 
The multi-objective optimization formulation in (17) can be further simplified as 

(18), i.e., 

1 0 2 0

max ( , , ) / ( , , )

. . ( , , ) ( , , ) .
R D

R D

RDR f f

s t z f R and z f D

=
= ≥ = ≤

T B CW T B CW

T B CW T B CW
 (10) 

where RDR R D= Δ Δ  is the robustness to distortion ratio. The GA with powerful 

capability of global searching [12] is then employed to solve the above optimization 
problem, which would generate an optimal embedding strength B  for each vector 
tree T  and the selected codeword CW  under the above constraints. 

For robust watermarking application, the mark embedded in each vector tree 
should be survived under the circumstances of deep attacks, especially in JPEG 
attack. In the interest of resisting JPEG attack, the process of JPEG attack simulation 
is incorporated with the GA to determine the embedding strength for each vector tree. 
According to [15], the quantization step Δ  of different subbands at the same scale is 
the same for wavelet based image coding. Therefore, the quantization errors of those 
subbands at different QF of JPEG compression are also the same, which motivates the 

process of JPEG simulation. Let vector 1 15B b b
τ

⎡ ⎤= ⎣ ⎦L  represents the upper 

bound for embedding strength in a GA process for a vector tree, the greater the bound 
B is, and the more robust the watermarking would be. And we take 

[ ],  0.1,3i ib JNDα α= ⋅ ∈  in our simulation. For target JPEG QF, say JPEG 30, 

assume the variation of wavelet coefficient at scale 3 and 2 to be pΔ  and cΔ  , 

respectively. The simulation attack works as follows: 

1. Let 0t =  and 0.1tα = . For a given vector tree T , applying GA to generate the 

optimal embedding strength tB . Let pr and cr  stand for the alterations of wavelet 

coefficients introduced by JPEG compression, and are set with p−Δ  and c−Δ , 

respectively. 
2. Let [ ] 1 3

1i i
s

=
= = ±s

L
 be the 3-D random sign vector, which is used to increase the 

diversity of the attack simulation. The simulated coefficients for vector tree wT  

under attack, i.e., '
0 0 pr= + ⋅w w s  and ' , ( 1, , 4)k k cr k= + ⋅ =w w s L , which are 

then used to compute RΔ  with (15). 
3. If 0RΔ > , then it passes the attack test in step 2. Set p p pr r step= +  and 

c c cr r step= + , where /c p c pstep step= ⋅ Δ Δ . And go to step 2 for further test until 

p pr = Δ  and c cr = Δ . Otherwise, set t t stepαα α= +  , 1t t= +  and go to step 1 for 

next iteration until 3tα = . 

As long as the above process is successfully completed, with high probability, wT  

would survive all JPEG attacks by target JPEG QF. The computation complexity for 



74 C. Wang et al. 

the attack simulation is only ( ), 2 p pO n n r step= . Also the feasibility and efficiency 

of the test are demonstrated in the experiments given in section 6. 

Watermark Detection 

For each constructed vector tree (refer to Fig.1), the LOT value is calculated for every 
codeword in 0C  and 1C , among which the one with max LOT value is taken as the 

detected codeword. And the corresponding coset index (0 or 1) is treated as the 
extracted message bit 

5   Dirty-Paper Code Design 

The 15-nodes vector in Fig.1 is used as the carrier for watermark message, and the 
codeword thus has 15 elements too. With m  bits messages to be embedded into every 
tree, 2mM =  cosets need to be constructed for dirty-paper coding, each of which has 
multiple codewords so that one can choose a best one according to the given carrier to 
obtain the optimal trade-off between the robustness and imperceptibility. To achieve 
this target, the codewords should be diverse enough so as to easily adapt to different 
carriers; on the other hand, the minimum distance among the different coset should be 
also kept as large as possible when considering the definition of LOT detector in (6) 
and (7) and in the interest of robust detection. 

As mentioned in previous section, the 15-element codeword can be divided into 5 
independent sub-codewords ( ) ( 0,1, , 4)k k =CW L that corresponds to the vector node 

( 0,1, , 4)k k =w K , and thus the codeword can be independently designed based on 

( )kCW . For the two-level vector tree shown in Fig.1, a hierarchical construction of the 

dirty-paper code is developed based on both the robustness analysis in [9] and the 
principles of dirty-paper coding. Codes from different coset are designed to have a 
relative large distance between the 3 code elements corresponding to the parent 
node (0)CW , since the parent nodes in a vector tree would have more contribution to 

robust detection than their four children [9]. In addition, also based on the result in [9] 
and the principle of dirty-paper coding, a diversity configuration for the code elements 
corresponding to the children nodes would help to trade off the robustness and 
invisibility. Therefore, for the code elements corresponding to each four children with 
the same parent, two of them are set to be positive and others are negative as illustrated 
in Fig.1. The above two rules are employed in the process of dirty-paper code design.  

The proposed algorithm embeds 1 bit message to every 15-node vector tree. 
Therefore, two cosets 0C  and 1 C  corresponding to message 0 and 1 are to be 

designed. Let N denotes the code number in each coset, and the dirty-paper code is 
constructed as follows: 

1. For coset 0C , the sub-codeword (0)CW  corresponding to parent nodes is set to 

be{ }1 2 3a r a r a r− − − − + ; while for coset 1C  , the sub-code (0)CW  is set to be 

{ }4 5 6a r a r a r+ + − − , where a  is positive integer and set as 1 in our design, 

and ( )1 6ir i = L  is random number in the range (0,1); 
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2. The sub-codeword { } 1 4
( )  

i
i

=
CW

L
correspond to the 4 children nodes at 3 

orientations of the vector tree, as shown in Fig.1. The design rule of sub-
code{ } 1 4

( )  
i

i
=

CW
L

 for both coset 0C  and 1C  is same, i.e., two of them are set to 

be positive ( (1) and (2))CW CW  and others are negative ( (3) and (4))CW CW . For 

coset 0C , (1) (1) and (2)CW CW  are set to be { }7 8 9a r a r a r+ + + and 

{ }10 11 12a r a r a r+ + + , respectively; and (2) (3) and (4)CW CW  are set to be 

{ }13 14 15a r a r a r− − − − − − and { }16 17 18a r a r a r− − − − − − , respectively, 

where a  is positive integer and set as 1 in our design, and ( )7 18ir i = L is random 

number in the range (0,1). The same design rule can be applied to 

{ } 1 4
( )  

i
i

=
CW

L
for coset 1C . 

6   Experimental Results and Analysis 

In our simulation, we test six 256*256*8b gray level images with different texture, 
namely, Baboon, Boat, Einstein, F16, Harbor, and Lena. The images are decomposed 
with biorthogonal 9/7 wavelet into 3-level pyramid, among which the coarsest 2-level 
(scale=2 and 3) are used to construct vector trees. A 1024-bit random sequence is 
embedded with the related parameters set N=32 (coset size), 20pΔ = and 60cΔ = . 

Fig. 4 shows the watermarked images. 

 

Fig. 4. Watermarked image: (a) Baboon (PSNR=36.77dB, DWTD = 33.14); (b) Boat (PSNR= 
35.40dB, DWTD =30.64); (c) Einstein (PSNR=37.19dB, DWTD =27.44); (d) F16 (PSNR=36.10dB, 

DWTD =25.40); (e) Harbor (PSNR= 36.50dB, DWTD =29.36) (e) Lena (PSNR= 35.28dB, 

DWTD =33.74) 
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We then investigate how the number of the codewords in a coset affects the 
performance of the proposed informed watermarking algorithm. In the simulation, we 
set the coset size N to be 1, 8, 16, 32, and 64, and adjust DWTD  to be nearly same while 
keeping the other parameters invariant. Fig.5 gives the performance of the algorithm 
against JPEG attack for the images Boat and Lena, which show that the performance 
improves consistently as the number of code in the coset increases. It’s observed that 
the performance in the case of multiple codewords has significant gain over that of 
only one codeword, which evidently demonstrates the benefits of dirty-paper coding. 
The simulation results also reveal the fact that the performance improvement is 
limited when 16N > , which suggests that the configuration of 32 codewords in a 
coset may be a reasonable trade-off between the performance and computation 
complexity. The similar results are observed for other test images. 

  

(a) Boat                                                                (b) Lena 

Fig. 5. Performance comparison in the case of N=1, 8, 16, 32, and 64 

  

(a) Boat                                                                 (b) Lena 

Fig. 6. Performance comparison between informed and non-informed watermarking algorithm 
against JPEG compression for test images Boat and Lena 
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(a) Boat                                                                (b) Lena 

Fig. 7. Performance comparison between informed and non-informed watermarking algorithm 
against gain attacks for test images Boat and Lena 

  

(a) Boat                                                                (b) Lena 

Fig. 8. Performance comparison between informed and non-informed watermarking algorithm 
against low-pass Gaussian filtering for test image Boat and Lena 

To evaluate the feasibility of the proposed watermarking algorithm, we compare 
the performance of the proposed algorithm with the one in [9], which is also HMM 
based and among the state-of-the-art robust watermarking algorithm. For 
convenience, they are named as informed and non-informed watermarking algorithm, 
respectively. Out of impartiality, the same watermark message of 1024 bits is 
embedded into the images with each tree inserted with 1 bit, and the same DWTD  is 

set. The watermarked images in Fig.4 are attacked with JPEG compression by 
StirMark 4.0 [16-17]. Fig.6 gives the performance comparison between informed and 
non-informed watermarking algorithm against JPEG compression for test images 
Boat and Lena, where the significant performance gains are also observed.  
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The value-metric or gain attack means altering the amplitude of the cover, i.e., 
( , ) * ( , ),I x y I x y Rβ β +′ = ∈ , which is a main weakness of lattice-based dirty paper 

coding [2]. The images Boat and Lena in Fig.4 are attacked with β  varying from 0.1 

to 2 and the results of watermark detection for test image Boat and Lena are given in 
Fig.7, where considerable performance improvements with the proposed informed 
watermarking algorithm are achieved. 

Low-pass filtering attack is also tested with the informed watermarking algorithm 
and the non-informed one for test images in Fig.4 and the low-pass Gaussian filter of 
width gσ  varying from 0.1 to 1 is used. Performance comparison between informed 

and non-informed watermarking algorithm against low-pass Gaussian filtering for test 
image Boat and Lena are given in Fig.8, where significant performance gains with the 
informed one are also observed. 

7   Conclusion 

In this paper, we present a new informed image watermarking algorithm, which can 
achieve the information rate of 1/64 bits/pixel with high robustness. The HMM based 
LOT detector is developed to tackle the issue that the exact embedding strength is 
unavailable to the receiver when informed embedding strategy is employed. The LOT 
detector is then used to design the rules for dirty-paper code construction. The 
perceptual distance in wavelet domain is constructed to measure the fidelity of the 
watermarked image. The genetic algorithm is employed for joint coding and 
embedding optimization to trade-off the robustness and distortion constraints 
simultaneously. Extensive simulation results demonstrate that the proposed algorithm 
can achieve high watermarking capacity with high robustness against JPEG, Gaussian 
noise, gain attack and etc. 
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A Graph Game Model for Software Tamper

Protection

Nenad Dedić�, Mariusz Jakubowski��, and Ramarathnam Venkatesan� � �

Abstract. We present a probabilistic program-transformation algorithm
to render a given program tamper-resistant. In addition, we suggest a mo-
del to estimate the required effort for an attack. We make some engineering
assumptions about local indistinguishability on the transformed program
and model an attacker’s steps as making a walk on the program flow graph.
The goal of the attacker is to learn what has been inserted by the transfor-
mation, in which case he wins. Our heuristic estimate counts the number
of steps of his walk on the graph. Our model is somewhat simplified, but
we believe both the constructions and models can be made more realistic
in the future.

1 Introduction

In this paper, we consider the problem of protecting a complex program against
tampering. The results of [3,11] mean that we cannot hope to solve this in
general, namely in a model involving worst-case programs and polynomial-time
adversaries. Hence it is natural to ask for practical solutions in some natural
model with limited attacks. Here the hard problem is in building an appropriate
model. A careful look at well known attacks (see overview in Section 3) and
effects of program-transformation tools on local program properties (e.g., how
homogeneous the code looks over 50 lines of assembly code) allows us to propose
a security model of various protection schemes, based on some assumptions.

Our overall approach is as follows. First, we take a given program P and
convert this into another program P ′, where we inject new code that modifies
the control and data flow graphs by adding nodes and edges. The goal of the
attacker is to find the new additions, and we would grant the attacker victory
if he does this reliably. Thus, we specify a formal model by defining a game
where the attacker’s moves correspond to various attempts to break the protec-
tion, and the attacker’s victory corresponds to a break. In the present state of
software protection, models based on complexity theory offer mainly negative
results [3,11], with a handful of positive results that essentially formalize hash-
based comparisons [12,18]. Motivated by an assortment of heuristic techniques
for tamper protection, we give a simplified model, which captures realistic sce-
narios and allows quantitative analysis of tamper-resistance. Our model makes
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engineering assumptions about local indistinguishability of small code fragments
and provides a lower bound on the attack effort required.

An adversary who tries to reverse-engineer and eventually “crack” the pro-
gram is typically equipped with some software tools that allow him to analyze
the static structure of the program, and execute it in some controlled way. It
seems very difficult to design a scheme that transforms any program into a
semantically equivalent one, but which is protected against malicious changes.

2 Our Approach

The rest of this article is structured as follows, with a main goal of motivating
the model and an algorithm for protection.

1. An overview of known tamper-protection techniques and attacks.
2. A randomized algorithm for tamper-proofing complex programs.
3. A graph-game-based model of an attacker’s interaction with programs.
4. Lower bounds on an attacker’s resources to break the protected program.

Our approach involves inserting k local tamper-detection checks in the pro-
gram. Each check is responsible for detecting tampering in a small portion of
the program, consisting of s program fragments. At least f checks are required
to fail before a tamper response is triggered, thus we have a threshold tamper
response. Next we make use of homogenizing transformations. They a given pro-
gram into a semantically equivalent one, but such that local observations (those
confined to instruction sequences of length at most b) can be assumed to reveal
no useful patterns.

Neither of the above methods offers sufficient security if used alone. The task
of our algorithm is to inject the local checks in a randomized way, create the
threshold tamper response and perform program homogenization.

We then show a model which we believe captures most of practical attacks
against our method. This model does not necessarily cover tamper-protection
schemes based on different ideas. Finally, relying on certain conjectures, we show
some lower bounds on attacks. Some aspects and components of our algorithm
have been implemented and studied in practice for the viability of our models
and assumptions. This article presents a first effort in formalizing them. We
believe that our methods can be further refined, and heuristic estimates on attack
complexity can be made more realistic.

3 Some Typical Protection Schemes and Attacks

Our model is aimed at capturing most practical attacks. Its viewpoint involves
forcing an attacker into learning and playing a graph game, whose winning strat-
egy has a lower bound in the number of game steps under suitable assumptions.
These come down to some engineering assumptions about certain code trans-
formations, which we believe can be made to hold with further research. To
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justify this model and provide context, we survey prevalent tamper-protection
techniques and attacks. We start from the easiest, which offer least security, and
proceed to more sophisticated ones. We denote the program to be protected by
P and the attacker by A.

3.1 Single-Point License Check

P is protected by adding a subroutine L which verifies some condition, such as a
correct digital signature validating its authenticity or a license. L is called from
other parts of P , and normal operation is resumed only if L returns ”true”.

Attack. Using simple control flow analysis, A can identify L. A then patches
L to return only ”true”.

3.2 Distributed License Check

To thwart the previous attack, L is broken into pieces or copied with some
variations, additionally obfuscated, which are spread throughout P .

Attack. A can make a preliminary guess for the location of one copy of L.
A’s goal now is to find the locations where variations of L or its components
may be scattered. Robust binary matching tools such as [17] can be used to
identify other copies of L. Other attacks use flow graph analysis. That is, A
computes the flow graph of G. The guessed copy of L induces a subgraph H . A
copy of L elsewhere in the program induces a subgraph similar to H , and it can
be found via subgraph embedding. Another flow graph based attack uses the
fact that typically, the code corresponding to L is a component which is weakly
connected to the rest of G. After identification, A can patch the calls to L. These
attacks are considerably advanced in comparison in terms of the tools needed to
implement them in practice.

3.3 Code Checksums and Integrity-Verification Kernels

Tampering can be detected during runtime by loading code segments, and com-
puting checksums. P runs only if they agree with precomputed values [2].

Attack. The task of loading a code segment for reading is an unusual occur-
rence in typical programs, and can be trapped. Using some hardware support,
more generic attacks on code-checksum schemes are described in [15]. Unusual
execution patterns (read accesses to code segment, paging faults) can be ex-
ploited.

3.4 Oblivious Hashing

Consider a program fragment F that uses some set of variables X . For an as-
signment x to variables X , execution trace e(x) is the sequence of all values of X
during execution of F (x). Oblivious hashing [4] is a method whereby for a subset
of variables Z ⊆ X , F (x) produces a hash hZ(e(x)). For suitably chosen random
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inputs r, tampering with values of Z during execution of F (r) will produce e′

for which hZ(e′) �= hZ(e(r)) with high probability. OH can be used to detect
code tampering. It is resistant to the attacks of [15] because the code segment
is never read or used as data, and calls used to compute OH cannot be easily
separated from regular calls.

Attack. If correct values of h(e) are precomputed and stored for test inputs,
then A may discover these values, since they may look special or random (see
Subsections 3.8, 3.9). If one uses h(t) indirectly (to encrypt some important
variables) or computes h(t) during runtime using a duplicate code segment,
then without sufficient precaution, A can attack via program analysis. Methods
for addressing these attacks are discussed in this paper.

3.5 Anti-disassembly and Diversity

Here an attacker converts a released executable into assembly so that it can be
understood, using a disassembler which itself may have built-in graph-analysis
tools [7]. A defense would be to cause incorrect disassembly by exploiting dif-
ferent instruction lengths to cause ambiguity involving data and code. At best
one can cause a handful of attempts to disassemble, but it is unlikely using only
these that one can force a significant number of runs of the disassembler. More
flexibility is offered by virtualization and individualization [1], where the idea is
to force A into learning a new virtual machine (VM) for attacking each copy.
An instance I of the program P is implemented as a (VI , PI), where VI is a
virtual machine and PI is code which implements P under VM VI . To execute
the instance I, one has to run VI(PI). Disassembling is difficult because A does
not have the specification of VI . Furthermore, even if A disassembles (VI , PI),
this is of little help in disassembling (VJ , PJ ) for I �= J , because of instance
randomization.

Attack. The scheme is open to attacks which do not rely on detailed under-
standing of PI . In a copy attack, A tampers with PI and then learns which code
is responsible for the resulting crash: It saves program state s before some sus-
pect branch, and tries multiple execution paths from s. If most of these paths
end up crashing in the same place, then it must be some previous branch that
is causing the crash. A can now make a new guess and repeat the attack.

3.6 Defense Against Copy Attacks

A defense against the above attack involves distributed tamper-detection checks
and threshold tamper-protection scheme. Distributed tamper-detection check is
embedded in s program fragments F1, . . . , Fs, and it has a chance p of failing if
each of F1, . . . , Fs is tampered with. To disable a check, the attacker must identify
all s code fragments F1, . . . , Fs. Threshold tamper-protection scheme embeds k
checks in the program, and it causes the program to crash (or initiates some
other security response, such as performance degradation or disabling features)
only after at least f checks fail.
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These two techniques make it difficult for the attacker to locate the protec-
tion scheme without detailed examination of the code and careful debugging.
Additional ideas can be used to increase the security, for example delaying the
crash even after f checks have failed.

Attack. A can reduce size of the search space by using control- and data-flow
analysis.

3.7 Program-Analysis Tools

Against static control-flow analysis, the idea is to make the control-flow graph
look like a complete graph. Computed jumps and opaque predicates can be used
for this. A computed jump explicitly calculates the jump-target address, and
this calculation can be obfuscated. Similarly, an opaque predicate [6] calculates
the value of a predicate in an obfuscated way. Sufficiently strong obfuscation can
reduce the usefulness of control-flow analysis.

Against data-flow analysis, the idea is to make the dependency graph of k
variables look like a complete graph on k nodes. A should gain no useful infor-
mation about dependencies of those variables. Lightweight encryption (LWE)
can be used for this.

3.8 Unusual-Code-Detection Attacks

Certain transformations used in program protection can introduce unusual code
patterns. For example xor and other arithmetic instructions are less often
used, but a protection mechanism or (light-weight) encryption may use them
often, where they can be spotted by localized frequency counts of such opcodes.
Semantics-preserving peephole transformations or adding chaff code can be used
to make code appear more uniform. Iteration and randomization can be used to
diffuse well.

3.9 Randomness Detection Attacks

Some protection mechanisms may embed encrypted code segments, which may
make them vulnerable to attacks of [13]. This attack was designed to find high-
entropy sections, such as cryptographic keys that may contain 1024 bits. To
prevent code attacks, near-clear encryption of code may be used (by transforming
a code fragment into another one that still looks like valid code). Protection of
data segments against such attacks involves keeping all data in an encrypted-
randomized form.

3.10 Secure-Hardware Oblivious Execution of Arbitrary Programs

In the scheme of [10], P is converted into P ′ whose data access pattern is com-
pletely random. In each step, a fresh random address is accessed, and a random
value is written to it. The scheme offers very good security guarantees, but is
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impractical. For a program of size n, it suffers a log2(n) overhead in running
time, and because of random data access, locality of reference is lost.

By relaxing the notion of obliviousness [16] to an attacker’s inability to narrow
down the location of a variable observed in memory location at time t = 0 after
t = T , one may restore locality of reference for some data-structure operations.
This oblivious data structure also requires hardware, but may be simulated by
software in practice. While this opens new attacks, defenses may use all the
methods discussed in this paper, enabling a modular approach to designing pro-
tection systems.

4 The Protection Algorithm

At a high level, our protection scheme works as follows. Let P be the program
which we wish to protect. Suppose that there is some programmer-specified
critical code L. L returns a boolean output, indicating some condition required
for proper program execution (such as validity of a license). However, L need not
implement any otherwise useful functionality of P . Our goal is to link L and P
so that P executes properly only if L returns “true” despite tampering attacks.
The protection algorithm proceeds in phases:

Critical code replication and embedding. L is replicated into l copies
L1, . . . , Ll. Each copy Li is embedded into P , so that if Li returns “false”,
then P is corrupted or terminated. This phase could require significant man-
ual intervention: Specifying suitable points where Li can be embedded could
require programmers’ insight into code.

Graph transformation. P is transformed suitably, so that we can assume that
its flow graph can be adequately modeled as a random regular graph, and
program executions look like random walks.

Check insertion. k checks C1, . . . , Ck are randomly inserted into P . Each Ci

locally checks for untampered execution.
Creating dependencies. P is transformed so that it crashes when a subset of

f checks fails.

4.1 Primitives

We base our scheme on the existence of certain primitives. No single primitive
suffices to achieve security against tampering. They must be used in conjunc-
tion to ensure adequate protection, and a meaningful model in which a security
analysis is possible. Ideas that demonstrate plausibility of those primitives will
be briefly mentioned, but a detailed discourse is beyond the scope of this paper.
We believe that it is possible, with sufficient research effort, to implement them
with satisfactory security.

Flow graph transformation. Our protection algorithm requires some way to
change P into a functionally equivalent Q whose flow graph G has the following
property. An execution of P cannot avoid any substantial (i.e., constant) fraction
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of nodes of G for too long (except with small probability). The precise formal-
ization and quantification of these statements depend on the system parameters
and desired security level, and some analysis will be given later in the text.

Roughly, we will assume that G can be modeled by an expander graph, and
that P ’s execution resembles a random walk on G as much as possible (even
when tampered by the attacker). We assume that there is a function (V, E) =
GraphTransform(P, n) that returns a program Q whose flow graph is a good
expander graph of n nodes with the above properties.

This transformation can be approximately achieved by combining various ob-
fuscating transformations, such as code replication, diversification and overlap-
ping [1]; opaque constructs [6]; and data and control-flow randomization [5].

We will assume that the program is partitionied, where the partion is given
by sets of flow graph nodes F1, . . . , Fn. By picking n properly and assuming the
sizes of Fi’s are approximately the same, we will assume that the flow graph
induced by this partition is an expander graph.

Checks. A check C is specified by s code fragments F1, . . . , Fs. If some Fi is
tampered, then with probability pdetect it will be triggered. If all of F1, . . . , Fs are
triggered, then the check C fails. We assume that the attacker cannot prevent the
check failing, unless he identifies all C1, . . . , Cs. Let C = InsertCheck(F1, . . . , Fs)
denote the function that produces a check C given code fragments F1, . . . , Fs. A
brief outline of a possible check implementation follows.

Tampered code can be triggered using integrity verification kernels (IVK).
If IVKs are implemented using oblivious hashing, then runtime tampering is
detected and registered as an incorrectly computed hash value. For example, to
insert a triggering mechanism in Fi, one embeds oblivious-hash computation in
Fi, resulting in a hash value hi. Some correct values h∗

i can be precomputed (or
hi can be compared against the hash of a copy of Fi elsewhere in the program).
Suppose correct h∗

i are precomputed. To ensure that C fails only after all of
F1, . . . , Fs are triggered, some other code could compute the product (h1 − h∗

1) ·
· · ··(hs−h∗

s). This product can be nonzero only if all the hash values are incorrect.
Product computation should, of course, be obfuscated. Appropriate action can
be taken, depending on whether the product is zero. [4,2]

Check detection-response. We assume that check failures can be detected, and a
response can be effected after some programmer-specified subset of checks has
failed. More precisely, suppose k checks C1, . . . , Ck are installed. The program-
mer will specify the response structure – a set R whose elements are subsets of
checks (so R contains elements x, where each x ⊆ {C1, . . . , Ck}). The response
will be triggered only upon failure of a subset of checks y ⊆ {C1, . . . , Ck}, such
that x ⊆ y for some x ∈ R.

For a detailed account on a possible check response implementation refer to
[14]. We note here that their implementation provides for tampering response
after a specified number f of checks fail. Let us denote the corresponding re-
sponse structure by Rf (C1, . . . , Ck). Then x ∈ Rf (C1, . . . , Ck) ⇐⇒ x ⊆
{C1, . . . , Ck} ∧ |x| = f). A practical advantage of their approach is is that the
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response is well separated both temporally and spatially from the checks that
cause it.

We will denote with InsertResponse(P, (C1, . . . , Ck), f) the function which
transforms the program P into P ′ with the response structure Rf (C1, . . . , Ck).

Critical code embedding. We assume that, given some program fragment F , it
is possible to embed the critical code L into F as follows. The resulting code F ′

will execute L. If L returns “true”, then F ′ behaves functionally identically to F .
Otherwise F ′ executes some other programmer-specified action. This embedding
could be as simple as: if L = true then run F else quit. In practice, however, it is
desirable to use obfuscation and individualized instances of L, to make it more
difficult to circumvent L. We will denote with CodeEntangle(L, F ) the function
which returns F ′ as described above.

4.2 Protection Algorithm

Harden(P, L, l, n, k, s, f):
Flow graph transformation:

let G = (V, E) ← GraphTransform(P, n)
Critical code embedding and replication:

select at random a subset U ⊆ V with |U | = l
for each v ∈ U do

v ← CodeEntangle(L, v)
Check embedding:

for i = 1 to k do
select at random v1, . . . , vs ∈ V
Ci = InsertCheck(v1, . . . , vs)

Creating tampering response:
InsertResponse(G, (C1, . . . , Ck), f)

4.3 Design Goals of Tamper Protection

Before elaborating our model and analysis, we identify desirable properties of a
tamper-protection scheme. We believe that our scheme, when instantiated with
secure primitives, satisfies those properties. Our model and analysis serve to
validate these intuitions.

Tampering response. An obvious goal is to cause improper program opera-
tion if tampering is detected. For brevity we will call this a crash, but we note
that it need not be an actual program crash – it could be slow or unreliable
operation, disabling some features, or generally any graceful degradation of
program operation.

Thwarting local attacks. The attacker A should gain no information based
only on local modifications and observations. For example, changing a single
register could result in a crash soon after the change, and A could easily
understand how the crash is caused. If tamper-protection is causing it, this
provides vital clues to bypassing the protection.
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Require multiple failed checks. A secure protection scheme triggers a re-
sponse only after some minimal number f of checks fails. This makes the
task of locating individual checks more difficult.

Hard global analysis. The protection scheme should be embedded as a ran-
dom structure R in the flow graph G, and discovering R should be necessary
for bypassing the protection. A should be able to obtain information about R
only through observing walks on G and crashes. Observing the exact memory
contents should give no significant advantage to A.

4.4 On Different Security Models

We wish to obtain lower bounds on the complexity of successful attacker A,
and quantify them in terms of running time, memory or some other complexity
measure. Broadly speaking, there are three approaches:

– Information-theory-based approach does not bound the resources of an ad-
versary, but limits the number of probes or input-output queries to a function
that is presumed to be a random function.

Our model is akin to this. If our assumptions hold in practice, then what
we derive is a probability bound that an adversary who makes so many probes
running the program can learn all the edges he needs to break the system.

– Complexity-theory approach considers resource-bounded adversaries, and
bases the security of a system on a problem that is intractable. As in cryp-
tography, the instances are picked under some probability distribution.

The fundamental difficulty in using this approach here is that the program
P given to us may be developed by a vast community of programmers, and
can only be altered minimally before running into objectionable performance.
In particular, the instances do not admit a probabilistic generation model;
if we are to base it on graph-theoretic models, no graph problem is known
that can be attractive for cryptography, either.

– Customized constructions for secure hash and stream ciphers base their se-
curity on the best attacks known to the community (DES/AES/SHA-1).

5 Our Model

The model is motivated by practical considerations, namely the available im-
plementations of primitives and currently known attacks and some foreseeable
extensions. Denote the protected version of the program by Q, its flow graph by
G, the critical code by L, and the attacker by A.

On the one hand, we have A equipped with various tools, including debuggers,
data- and control-flow analyzers, graph tools, etc. A is capable of inspecting the
code statically and observing its behaviour dynamically. A is also capable of static
tampering (i.e., changing the code) or dynamic tampering (i.e., changing the state
of a running program).All of these can be done manually or automated – e.g., using
sophisticated programmable debuggers and program-analysis algorithms. A’s goal
is to ensure that Q runs correctly, even if the critical code L fails.
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On the other hand we have the program Q, with critical code L replicated
at many locations in Q, and various code-obfuscation transformations applied.
If these transformations are secure, then local observations of Q should yield
little useful information. Code-obfuscation techniques can make understanding
small windows of code difficult. Data-flow obfuscation makes understanding the
state of the running program difficult. Flow graph transformations ensure that
the flow graph mimics a random graph, with good connectivity between nodes.
Fake calls and random calls to replicated code make the execution appear like a
random walk on the flow graph. Checks detect tampering, but based on local ob-
servations, it is difficult to tell apart checking code from regular code, and check
variables from normal ones. Check response is triggered only after sufficiently
many checks fail, making the task of pinpointing any check more difficult.

Above we stated some observations and desiderata regarding the protected pro-
gram and the attacks. We distill them into the following idealized assumptions:

1. Execution of the program induces a random walk on the flow graph at the
appropriate level of granularity of clustering the flow graph.

2. Observations restricted to small areas make local variables and code appear
to have random values.

3. Tampering local variables or code causes corresponding inserted checks to
fail.

4. A sufficient number of failed checks causes the program to crash.
5. In order to prevent the execution of a check, all the locations of variables

and code from which the check is initiated need to be identified (e.g., a jump
occurs from these locations into the checking code, possibly via computed
jumps).

These are indeed simplified idealizations, but we believe that as the implemen-
tations of primitives become more secure, or suitable secure hardware is used,
the assumptions become closer to reality. Under these assumptions, an attack
on a program can be modeled as a game played on the flow graph G of Q.

Informally the game looks as follows. It is played on the flow graph G = (V, E)
of Q. A subset U of nodes contains instances of critical code. There are checks
C1, . . . , Ck ⊆ V in it, each of them consisting of s nodes. Certain subsets of checks
are designated as dangerous (the activation structure R contains those dangerous
subsets of checks). The attacker A runs Q, and the execution corresponds to a
walk on G consisting of independent random steps. In each step A can either
tamper with the current node, or leave it alone. A wins the game if he can
run the program for at least N steps (N is the parameter), with the following
restrictions: (1) Every node that contains the critical code must be tampered;
and (2) the program must not crash.

Checks prevent A from winning this game trivially in the following way. Tam-
pering is detected with probability pdetect. A check fails if all its nodes detect
tampering. The program crashes when the set of failed checks contains some
dangerous set of checks; A should then restart the program; else he cannot
win. Finally, the attacker can also try to remove a check: He makes a guess
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C = {v1, . . . , vs}, and if C = Ci for some i, then the check Ci becomes effec-
tively disabled – it will no longer fail even if its nodes detect tampering.

Game 1.
BreakingGame(G = (V, E), v0, U , (C1, . . . , Ck), R, p, N):

Definitions and terminology. v0 ∈ V is called the entry point. U ⊆
V is called the critical code. Ci ⊆ V (|Ci| = s) are called checks.
R is called the response structure and it is a set whose elements
are subsets of V (i.e., x ∈ R =⇒ x ⊆ V ). p ∈ [0, 1] and N ∈ N

are called the tamper detection probability, and the required running
time, respectively.

Game state. The game state is of the form
(Act, T, curr, time, steps, crash), and its components are called
activated check set, tampered node set, current node, running time,
step counter and crash flag, respectively.

Game description.
Initial game state. Initial game state is set as follows: Act =

{C1, . . . , Ck}, T = ∅, curr = v0, time = 0 and steps = 0.
Game moves. The game proceeds in steps, until the player wins

or quits. In each step, the player chooses one of the following
moves:
RUN. If curr ∈ U and curr /∈ T then crash ← 1. time ← time+1.

curr is replaced by its random neighbour in G.
TAMPER. With probability p, curr is added to the set of tam-

pered nodes T . time ← time + 1. curr is replaced by its
random neighbour in G.

GUESS(v1, . . . , vs). If {v1, . . . , vs} = Ci for some i, then Ci is
removed from the activated check set Act.

RESET. The game state is reset as follows: T = ∅, curr = v0,
time = 0 and crash = 0.

QUIT. The game ends. The attacker loses.
Before the next step, the game state is updated as follows.
steps ← steps + 1. If there is a set of checks Ci1 , . . . , Cim such
that Ci1 , . . . , Cim ⊆ T and {Ci1 , . . . , Cim} ∩ Act ∈ R, then
crash ← 1. If time > N and crash = 0 then the attacker wins
the game. Otherwise he gets to play the next step.

Note that the sequence of nodes visited between two consecutive RESET moves
is a walk on G. Thus, we call the walk that occurs between (i − 1)-st and i-th
reset moves i-th walk of the game.

6 Security Analysis

We now consider some statistical attacks on this scheme. To get a more trans-
parent analysis, we will use specific settings of scheme parameters. The analyses
indicate that, for these settings, attacks take time exponential in check size s.
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Throughout this section we use the following notation. If W = (v1, . . . , vt) is
a walk on some graph, we write W s to denote {v1, . . . , vt}s. When no confusion
is possible, we write W to denote {v1, . . . , vt}.

6.1 Case Study: Dense Critical Code, Perfect Checks

1. U = V : all nodes of G contain the critical code L,
2. p = 1: tampering is detected with certainty,
3. k = cn for some c > 0: there are cn checks in the program,
4. threshold f = cn/2: half the checks must fail to trigger the response,
5. N = n1+d: a succesful attack must run for at least n1+d steps.

Let In denote the set of all ((V, E), v0, V, (C1, . . . , Ccn), R, 1, n1+d) where the
following hold. (V, E) is an expander graph with λ2 ≤ 1/2 and |V | = n. Every
Ci ⊂ V contains exactly s nodes. R = {C1, . . . , Ccn}cn/2, i.e., R contains all
cn/2-element subsets of {C1, . . . , Ccn}. v0 is arbitrary.

Then by construction, the uniform distribution on In is exactly the distribu-
tion of BreakingGame instances which correspond to the output of the protection
algorithm Harden. We consider two simple attacker’s strategies and analyze the
expected effort, over random choice of game instance from In, and random walks
that take place in the game.

Voting attack. This attack is based on the following idea. Let X = (v1, . . . , vs) ∈
V s be some choice of s nodes. Suppose A runs the program and tampers it until
it crashes, and let Z = {v1, . . . , vt} be the corresponding set of tampered nodes.
Define p(X) = Pr[X ∈ Zs], the probability that all nodes of X are tampered. We
assume, favouring the attacker, that for most check assignments this probability
will be concentrated in checks, i.e., there is some δ so that for any check Ci and
any non-check X = (v1, . . . , vs), p(Ci)− p(X) > δ > 0. This in particular means
that checks are more likely to show up in Z than any other choice of s nodes. A
could use this margin to isolate the checks, in the following simple attack.

initialize an s-dimensional n × n × · · · × n array B to zeros
(B will store votes for each (v1, . . . , vs) ∈ V s)

for i = 1 to 1/δ2 do
run A and tamper with it arbitrarily; let W be the set of tampered nodes
for each (v1, . . . , vs) ∈ W do

set B[v1, . . . , vs] ← B[v1, . . . , vs] + 1 (add one vote for (v1, . . . , vs))
find the n entries of B with most votes and output their addresses

The complexity of this attack is at least Ω(ns). Indeed, barring exponentially
unlikely events, each round produces a walk of length at least n − 2n/s (else by
Theorem 1 below, too few checks fail for the program to crash). A must now
update (n−2n/s)s ≈ ns/e2 entries in the array, so this is the least time he needs
to spend. Note that this does not even depend on the margin δ. It could be quite
big and the above attack would still be too expensive.
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Intersection attack. The goal of this attack is to find any single check. A plays
m rounds and obtains the walks W1, . . . , Wm. A hopes that there is at least one
check C that fails in each walk W1, . . . , Wm, and tries to find that check. C
obviously shows up in every Wi; i.e., C ∈ B := (W1 ∩ · · · ∩ Wm)s. A’s search
space is thus reduced to B, and he can inspect every candidate from B until he
finds C. This strategy, however, takes nΩ(s) work on average, as indicated below.

By Theorem 1, 1 − 1/(2s) > |Wi|/n > 1 − 2/s (with prob. 1 − e−O(n)). For
this simplified analysis, assume that Wi consist of independently drawn samples
from V . The expected size of ∩m

i=1Wi is lower bounded by (1−2/s)m. Therefore
EB > ns(1 − 2/s)ms ≈ nse−2m. Furhtermore Pr[C ∈ Wi] by (|Wi|/n)s, so
Pr[C ∈ ∩m

i=1Wi] ≤ (|Wi|/n)sm ≤ (1 − 1/(2s))sm ≈ e−m/2. Therefore, to get
success probability ε, the attacker must set m < 2 log ε. But then his work (i.e.,
the size of B) is at least nse−2m > nsε4.

6.2 Other Parameter Settings and Models

A more practical setting is the one where U ⊂ V and 0 < p < 1; i.e., critical code
is distributed only through a fraction of the program code, and checks have a
chance to miss tampering. In this case, the algorithm Harden should be modified
to insert checks only in U . Using some random walk lemmas (see for example
[9]) and techniques similar to those of the previous section, one can prove similar
lower bounds. We do not provide details in this article.

In a more realistic model, the attack game can be changed to allow A to
choose some steps in the walk, instead of just passively observing them. One
could for example let A choose every other step adversarially. If A’s strategy is
non-adaptive (i.e., each adversarial step depends only on the current node), then
the results of [8] can be used to analyze attack complexity, and derive bounds
similar to those of the previous section. We do not provide any details in this
article.

7 Conclusion and Future Work

This article presented a new graph-based framework for modeling and imple-
menting specific tamper-resistance algorithms. Our scheme may yield practical
program-transformation tools to harden software against malicious patching and
interference. A crucial improvement over today’s “ad hoc” protection methods
is an attack-resistance model, which can help estimate how long particular pro-
tected applications will remain unbroken in practice. This is important in various
business scenarios (e.g., DRM and software licensing), where measurable attack
resistance can prevent unexpected breaches and enforce a consistent revenue
stream.

Future work will involve making our models and assumptions more realistic, as
well as performing more implementation and experimental verification. Upcom-
ing efforts will study the exact theoretical resistance offered by our algorithms,
and also develop new algorithms along similar lines. We note that theoretical
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impossibility results on obfuscation [3,11] do not pose roadblocks to develop-
ment of such algorithms, because the attack resistance we require need not be
exponential or even superpolynomial. As long as our techniques can predict such
resistance (or lack thereof) accurately for typical programs, our approach should
be useful in practice.

A Graph Lemmas

Lemma 1. Consider a walk W which tampers t = n − n/2s distinct nodes.
Then:

1. Expected number of failed checks is cn/
√

e + ε(s) for some ε(s) ∈ o(s).
2. For 1 − e−O(n) fraction of check assignments, the number of failed checks is

at least 0.5cn.

Proof. Let T ⊆ V be the set of tampered nodes. Denote μ = |T |/|V | = t/n. Let
p be the probability that a randomly chosen check C = (v1, . . . , vs) is contained
in T . For sufficiently large s, we have p = μs = (1 − 1/2s)s ≈ 1/

√
e.

1. There are cn checks, so the expected number of checks contained in T is cnp
and this converges to cn/

√
e > 0.6cn as n → ∞.

2. Applying a Chernoff bound, one gets that the number of failed checks is
exponentially unlikely to fall below 0.5cn.

Lemma 2. Consider a walk W which tampers at most t = n − 2n/s distinct
nodes. For 1 − e−O(n) fraction of check assignments, the number of failed checks
is at most cn/4.

Proof. Let T , μ and p be as in the proof of Lemma 1. Then p = μs = (1−2/s)s =
((1−2/s)(s/2))2. For sufficiently large s we have p ≈ 1/e2. The expected number
of failed checks is thus cn/e2, and using a Chernoff bound one gets that at most
cn/4 checks fail, except with probability 1 − e−O(n).

It is easy to do a “quantifier switch” to make the probabilities of Lemmas 1,2
over random walks, using the following simple lemma.

Lemma 3 (Pigeonhole principle variant). Let I(a, b) (a ∈ A, b ∈ B) be a
0-1 matrix. Let pb = Pra∈A[I(a, b) = 1] and let p = Pr(a,b)∈A×B[I(a, b) = 1]. If
p ≤ ε then

Prb∈B[pb ≥
√

ε] ≤
√

ε.

Using Lemma 3, Lemmas 1,2 and taking into account that U = V , it is easy to
show:

Theorem 1. For 1 − e−O(n) fraction of check assignments the following hold:

1. 1 − e−O(n) fraction of walks shorter than n − 2n/s do not crash.
2. for any constant d > 0, 1 − e−O(n) fraction of walks longer than n1+d crash.



94 N. Dedić, M. Jakubowski, and R. Venkatesan

Proof. The first claim follows directly from Lemma 2. For the second claim,
note that a random walk of length n1+d covers G with probability 1 − e−O(n).
Therefore the subset U of nodes containing the critical code is covered. To avoid
crashing due to untampered execution of critical code, the attacker must tamper
with every node on the walk. So more than n − n/2s nodes are tampered, and
by Lemma 1 the walk with probability 1 − e−O(n).
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Abstract. We introduce software integrity checking expressions (Soft-
ICEs), which are program predicates that can be used in software tamper
detection. We present two candidates, probabilistic verification condi-
tions (PVCs) and Fourier-learning approximations (FLAs), which can
be computed for certain classes of programs,. We show that these pred-
icates hold for any valid execution of the program, and fail with some
probability for any invalid execution (e.g., when the output value of one
of the variables is tampered). PVCs work with straight-line integer pro-
grams that have operations { ∗, +, − }. We also sketch how we can extend
this class to include branches and loops. FLAs can work over programs
with arbitrary operations, but have some limitations in terms of effi-
ciency, code size, and ability to handle various classes of functions. We
describe a few applications of this technique, such as program integrity
checking, program or client identification, and tamper detection. As a
generalization of oblivious hashing (OH), our approach resolves several
troublesome issues that complicate practical application of OH towards
tamper-resistance.

1 Introduction

We describe a general framework for generating and validating useful verifica-
tion conditions of programs to protect against integrity attacks. We present two
methods, one to generate probabilistic verification conditions (PVCs) and the
other to compute Fourier-learning approximations (FLAs), which can both be
viewed as instances of a general class of software integrity checking expressions
(SoftICEs). These can be applied to a variety of problems, including software-
client identification and tamper detection.

Our PVC technique relies on the transformation of straight line program frag-
ments (without control-branching or loops) into a set of polynomial equations.
With each set of equations, we compute a reduced basis that eliminates redun-
dant variables and equations that do not contribute to the output. This basis
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depends on program code, and is consistent with the input-output semantics of
a given program fragment. We show how we can use this basis as an integrity
checking expression (ICE) with provable security properties.

Similary, in our FLA method, we view a code fragment as a function operating
on variables read inside the fragment; the output is all variables potentially
overwritten within the fragment. This scheme treats such a function as a series
of component functions that map the input variables onto single bits. A Fourier-
based machine-learning technique converts such functions into tables of Fourier
coefficients, and an inverse transform can use this table to approximate the
original function. Together with the coefficients, the inverse transform serves as
an ICE to verify each individual bit of the target function.

Traditionally, verification conditions (VC s) are used formally (or axiomati-
cally) to validate properties of programs without actually executing all possible
paths in the program. In particular, these conditions characterize a computable
semantic interpretation, which is a mathematical or logical description of the
possible behaviors of a given program [1]. In this context, for example in [2,3],
one typically has a specification of the property of interest, and the generation
of VCs is driven by this property. These techniques typically work on a formal
model that is an over-approximation or abstraction of program behavior. One
of the challenges in abstraction is this loss of precision, and leads to false-errors.
On the other hand, we are interested in capturing verification conditions that
are precise, and characterize input-output behavior accurately.

In addition to this, we differ from traditional VC generation in many aspects:
We are agnostic to particular property specifications and therefore completely
automatic. Recently, a technique called random interpretation has been pro-
posed [6], which combines abstract interpretation with random testing to assert
probabilistic property-driven conditions for linear programs. Our framework de-
scribes how to generate generic semantic fingerprints of programs, independent
of property specifications or particular verification frameworks (e.g., abstract in-
terpretation). Furthermore, most existing techniques for generating verification
conditions work only for linear constraints. Our methods are more general and
work with nonlinear integer programs as well.

Our work on PVCs is also related to previous work on fast probabilistic veri-
fication of polynomial identities [4], but our polynomials are derived from actual
programs.

We envision the application of these conditions in two scenarios: (a) In a
setting when the program is oblivious to the checks being performed, and (b) in
a non-oblivious setting, where an adversary can try to learn the checks, which
reduces to finding the random primes that are chosen for these reductions and
creation of VCs. Our analysis is universal in the sense that we do not assume
anything about the inputs.

The techniques proposed in this paper have a number of interesting applications:

– One application of our technique is program identification and individual-
ization. Consider a web portal W that distributes client software that is
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individualized with respect to some client identity information. Now, imagine
some other portal W ′ that wants to use the database and services of W to
re-package and sell the same software to its clients. If W wants to keep track
of its original code, it can embed our ICEs in it.

– Another application is software protection. We believe that our probabilis-
tic conditions can be used as primitives to build provably secure software
protection mechanisms. Desirable properties of software protection include
obfuscation and tamper-resistance. Security is determined by the minimum
effort required to bypass such measures, and provable security means that
we can accurately estimate this effort, even if it is mere hours or days.

The problem of tamper detection in an oblivious setting has been explored
in [10]. This work proposes a technique called oblivious hashing (OH), which
computes hash values based on assignments and branches executed by a program.
OH requires program inputs that exercise all code paths of interest; hashes may
then be pre-computed by executing the program on these inputs. Alternately,
OH may rely on code replicas to compute and compare redundant hashes. In
contrast, we require no specific inputs, hash pre-computation, or code replicas,
thus resolving a number of issues that have created roadblocks against practical
adoption of OH.

A number of recent results [7,8,9] have explored the nature and scope of
program obfuscation. These results have identified different classes of programs
that can (or cannot) be obfuscated, for a general definition of obfuscation as
being equivalent to black-box access to a program. So far these results have
only shown very small classes of programs that can be provably obfuscated. The
properties defined here are not quantitative and we believe we can extend the
scope of these results to apply to a broader class of problems with probabilistic
guarantees.

In a non-oblivious setting, the notion of proof-carrying code was developed
in [5], where an untrusted program carries a proof for a property defined by the
verifier. The verifier generates VCs automatically, using the same algorithm as
the program developer, and checks the proof. If the proof cannot be verified,
the program is considered unauthentic. In contrast, our probabilistic predicates
assert invariants about input-output behavior, and we believe that they can be
used to detect tampering and aid in obfuscation.

The rest of the paper is organized as follows: We present our program model
in Section 2. Section 3 presents the main theorem, about the precision of these
predicates, as well as their failure-independence when we trade precision for
efficiency. Section 4 presents examples, including extensions to include branches
and loops, and comparisons with traditional VC-generation techniques. Section
5 concludes with a discussion on future work.

2 Program Model and Basics

In this section, we describe our program model, along with our assumptions, and
present mathematical preliminaries, including definitions and notations, that are
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needed to explain our PVC technique. We explain our FLA technique, and its
associated model in Section 5.

We study this problem in the context of integer programs. Here we allow only
integer values to variables in all (possibly infinite) reachable program-states,
consistent with our program semantics. In particular, we restrict our variables
to take values in the ring of rational integers (denoted by Z). Here, we would
like to point out that our method can be easily adapted to deal with programs
with rational number inputs, i.e. inputs from Q. This is achieved by considering
a rational number input as a quotient of two integers. Thus, each variable (with
rational number input) in an assignment is replaced by two distinct variables
(quotient of two variables) that accept integer inputs. One can then homogenise
the resulting assignment and produce an assignement with integer inputs. Re-
peated application of this process will covert a given program with rational
number inputs into an equivalent program with integer inputs. Thus, without
loss of generality, we may restrict our study to programs with integer inputs.

In our PVC technique we exploit the fundamental correspondence between
ideals of polynomial rings and subsets of affine spaces, called affine varieties, to
generate our probabilistic conditions.

Our goal is to capture a precise algebraic description of the relationship be-
tween input and output variables for a generic program. To this end, with each
program P we associate an ideal or equivalently a system of polynomial equa-
tions fi(x1, · · · , xn) = 0. We then compute a basis of such an ideal by eliminating
variables and redundant equations. This basis has the same set of zeros as the
original program. In Section 3, we show how we can construct a probabilistic
predicate from this basis and describe a testing framework to detect tampering.

2.1 Background and Notation

To make this paper self-contained, we present definitions of rings, polynomial
rings, ideals and their bases. Our domain of program variables will be Z, the
ring of rational integers.

A ring R is a set equipped with two operations, that of multiplication and
addition {+, .}, together with respective identity elements denoted by 1 and 0. A
ring is commutative if the operation of multiplication is commutative. Henceforth
we will only deal with commutative rings.

An ideal of a ring R is an additive subgroup of R. In other words, an ideal I
of a commutative ring R is a nonempty subset R such that (I, +) is a subgroup
of (R, +) and that for all r ∈ R and x ∈ I, r · x ∈ I. An ideal generated by a
given subset S of R is by definition the smallest ideal of R containing S. This
ideal is denoted by 〈S〉 and called as the ideal of R generated by S.

Let {x1, x2, · · · , xn} be n indeterminate algebraically independent variables
over a commutative ring R, where n is a positive integer. Let R[x1, x2, · · · , xn] be
the ring of polynomials over R. We will denote this for short by R[x̄]. Note that,
as said earlier, it is a ring under the operations of multiplication and addition
of polynomials. We say that a commutative ring R is a field if every non-zero
element is invertible or has an inverse. A field will be usually denoted by K or
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k. Thus, let k be a field, and let k[x̄] denote the polynomial ring over k. If an
ideal I of R is such that there exists a finite subset X ⊆ R(necessarily a subset
of I) generating it, then the ideal I is said to be finitely generated. It is a basic
theorem that every ideal of Z[x1, x2, · · · , xn], the polynomial ring of integers, is
finitely generated.

We now focus on Gröbner bases, a particular type of generating subset of an
ideal in a polynomial ring. It is defined with respect to a particular monomial
ordering, say �. By a monomial orderning, we mean a way of comparing two
different monomials in n variables over R. It is a theorem that every ideal poss-
eses a unique Gröbner basis depending only on the monomial ordering �. Thus
for a fixed monomial ordering �, we will denote the Gröbner basis of an ideal
I by G. Thus, we can write G := {g1, · · · , gm}, for some polynomials gi, and
< G >= I.

Gröbner bases possess a number of useful properties. The original ideal and
its Gröbner basis have the same zeros. The computation of a Gröbner basis may
require time (in the worst case) that is exponential or even doubly-exponential
(for different orderings) in the number of solutions of the underlying polynomial
system (or ideals). However, we have observed that they are efficiently com-
putable in practice, in a few seconds, for typical code fragments of interest, and
most computer algebra packages such as Mathematica and MAGMA provide
this support. We propose to validate their usefulness for checking program frag-
ments related to license-checking and digital rights protection. Computation of
our ICEs is off-line, in the sense that it can be viewed as a precomputation and
this stage does not affect the runtime performance of our original applications.

Reduced Gröbner bases can be shown to be unique for any given ideal and
monomial ordering. Thus, one can determine if two ideals are equal by looking
at their reduced Gröbner bases.

Next, we show how one may use these properties to generate behavioral fin-
gerprints of program executions.

2.2 Computing Bases

We explain our technique for straight-line programs in this subsection. We focus
on program fragments that form a part of what is called a basic-block, without
any additional control flow instructions. Subsquently, we present some engineer-
ing techniques with weaker guarantees that can handle control flow branching
and looping. However, this section is of independent value as we can apply our
general technique to only program fragments that are sensitive, trading coverage
for performance.

Let P be a straight-line integer program fragment. Let x1, · · · , xr be all the
input variables, and let xr+1, · · · , xn be all the output variables of P . We define
the set of program states V (P ), as the set (possibly infinite) of all possible
valuations to the variables x1, · · · , xn of P , consistent with the update semantics
of variables in the program.
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We assume that the operations of P are defined over the the integers Z and
are restricted to addition, subtraction, and multiplication by integers and com-
binations of quantities obtained by these.

As mentioned earlier, with homogenisation and other algebraic simplifications,
our method can be easily adapted for programs that include the division opera-
tion. We can convert a given assignment that contains quotients of polynomials
into new assigment (or assignments) without quotients (or division operation),
by introducing auxiliary variables when necessary.

Therefore, we view a straight-line program (without any branches and con-
ditions) as a set of polynomial equations in some finite variables with integer
coefficients. In order to view assignments as equations, we use a standard trans-
formation technique called Static Single Assignment (SSA), which converts an
ordered sequence of program statements into a set of polynomials by introduc-
ing temporary variables. In SSA, if a program variable x is updated, each new
assignment of x is replaced with a new variable in all expressions between the
current assignment and the next. One thus gets a set of polynomial equations
associated with a given program. Let I(P ) be the ideal generated by these poly-
nomials. This ideal will be called as the Program Ideal of the given program
P . Now, if we fix a monomial ordering of the variables that are involved in the
definitions of I(P ), we can construct a Gröbner basis for I(P ). Let us denote
it by G(P ). This gives us the following: The set of states that evaluate to zero
for a Gröbner basis is identical to the set of states that evaluate to zero for the
original polynomials. In this sense, as a VC, the Gröbner basis as an abstraction
of the program behavior is precise.

This can be utilised as follows: Suppose xi = λi for i = 1 to n is a specific
executable-instance of a program P . Then, gj(λ̄) = 0 for j = 1 to m, here
λ̄ := (λ1, · · · , λn). Thus, if we take up all the polynomials of G, and evaluate λ̄
at these, then we can verify authenticity of program P with respect to its input-
output behaviour by checking whether an execution-instance of P is satisfied by
all the polynomials of G. However, this would constitute a lot of checking.

Rather than check for authenticity, it is easier to check for tampering. If a
program is modified or tampered and its input-output behavior has changed,
the bases produced by the original program and the modified program will be
different. For a given set of inputs, if the program is not tampered, the Gröbner
bases associated with this will evaluate to zero. However, if they evaluate to non-
zero, then the two programs are not the same. If we can find an input-output for
which the Gröbner Basis is non-zero for a tampered program, we can assert (by
black-box testing) that the program has been tampered. Finding this particular
input instance that will cause the basis to evaluate to non-zero is also difficult.
However, with the reduction presented in the next section, we show how we can
rely on a number-theoretic argument to quantify the security of our scheme for
a general adversary without having to rely on particular input instances.

In the next section, we present our main theorem regarding probabilistic gen-
eration and validation of predicates using our basic idea.
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3 Probabilistic Verification Conditions

In this section, we derive a probabilistic validation property that is indepen-
dent of specific program inputs and outputs. We use a simple number-theoretic
method of reduction modulo primes.

We now study how the Gröbner Basis polynomials behave when we apply
reduction modulo primes. This is useful for a variety of reasons. If we can quantify
how often the reduced polynomials produce the same set of zeros in comparison
with the original polynomials, we can devise a probabilistic testing framework
that complicates the task of a tampering adversary.

We employ the Schwartz-Zippel lemma [4] used in standard testing of polyno-
mial identities to obtain this quantification, which is typically used to determine
if a given multivariate polynomial is equal to zero.

Theorem 1 (Schwartz-Zippel). Let P ∈ F [x1, x2, · · · , xn] be a (non-zero)
polynomial of total-degree d > 0 over a field F . Let S be a finite subset of F . Let
r1, r2, r3, · · · , rn be selected randomly from S. Then

Pr[P (r1, r2, · · · , rn) = 0] ≤ d

|S| .

This is basically a generalised version of the fact that a one variable polynomial
of degree d has at most d roots over a field F .

We will use a variation of the above lemma, which we state below. This
variation follows from the earlier lemma by noting that a random choice of
r ∈ Z amounts to a random choice of r mod p in Z/pZ for a randomly chosen
prime p and that |S| = |Z/pZ| = p.

Theorem 2 (Schwartz-Zippel-Variant). Let P ∈ Z[x1, x2, · · · , xn] be a
(non-zero) polynomial of total-degree d > 0 defined over the integers Z. Let
P be the set of all primes numbers. Let r1, r2, r3, · · · , rn be selected randomly
from Z. Then

Pr[P (r1, r2, · · · , rn) = 0 mod p ] ≤ d

p
.

Thus, the Schwartz-Zippel lemma bounds the probability that a non-zero poly-
nomial will have roots at randomly selected test points. If we choose a prime
p > d, given a polynomial from a Gröbner basis that is computed for a straight-
line program as described earlier, the probability that this polynomial will be
zero when evaluated at a random input-output (of the given program) is bounded
above d

p .
This quantification provides us a basis for defining a probabilistic testing

methodology as follows:
If we are given black-box access to tampered code, the probability of the code

producing a zero (an input-output instance at which the polynomial evaluates
to zero) will be bounded by d

p . But p is chosen at random and can be arbitrarily
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large. Thus, in order to pass tampered code as authentic, an adversary will have
to guess a random prime from a possibly infinite set of choices, and this is a
well-known hard problem.

Furthermore, granted that the adversary knows the prime, the adversary also
needs to maximize the probability that a non-authentic input-output instance is
passed on as authentic. Equivalently, the adversary needs to make sure that a
random and tampered input-output instance be a zero of all the polynomials (of
a Gröbner bases) modulo p. Given p and a finite set of polynomial equations, this
can be achieved with some work, provided the polynomial equations are simple.
Instead if randomized techniques are employed, and if the prime p is much larger
than the total-degree of all the polynomial equations, then the difficulty of finding
a zero has already been quantified by the Schwartz-Zippel lemma.

On the other hand, the verifier can test the program for random input-outputs,
and modulo a randomly chosen large prime p. If the program is not tampered,
all the input-outputs will be the zeros for the polynomials modulo any prime
p. The more tests the verifier does, the lesser the error probability. But, by the
arguments above, the probability that a tampered input-output instance passes
as a zero of a polynomial modulo a random large prime p is bounded above by
d
p . The probability of passing a specific non-authentic instance as authentic can
be minimized by choosing many randomly chosen primes pi and repeating the
verification on the same given specific instance as needed.

4 Examples of PVCs

In this section, we present five examples to demonstrate how our technique can
be used in practice. The first example shows how we can generate conditions
for linear programs. We also show how our probabilistic conditions compare
with traditional verification conditions. The second example has non-linear con-
straints. The third example presents is more exploratory and presents some pre-
liminary ideas on branches and loops. In the fourth example, we show how we can
compute these bases for small, overlapping, randomly selected code fragments
to scale our solution to large programs. Finally we show how we can reduce the
complexity of checking by using our results from our previous section.

4.1 Linear Programs

In the following example, the input and output variables in this progr are
{x, y, z}.

x = x + y + z;
y = y + 5;
z = x + 1;
x = x + 1;
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In order to treat these assignment as equations, we transform the program using
SSA into the following:

x1 = x0 + y0;
x2 = x1 + z0;
y1 = y0 + 5;
z1 = x2 + 1;
x3 = x2 + 1;

In the example above:
I = 〈x1 − x0 − y0, x2 − x1 − z0,

y1 − y0 − 5, z1 − x2 − 1, x3 − x2 − 1

The Gröbner basis of this ideal with respect to a fixed monomial order {x0 <
x1 < x2 < x3 < y0 < y1 < z1} is given by:

G = {5 + y0 − y1, x3 − z1, 1 + x2 − z1,

1 + x1 + z0 − z1, −4 + x0 + y1 + z0 − z1}

When the order is changed we get a different basis. For the ordering z0 < y0 <
y1 < x0 < x1, x2 < x3 the basis is {x3−z1, 1+x2−z1, −5+x0−x1+y1, x0−x1+
y0, 1+x1+z0−z1} For both these cases, the basis polynomials evaluate to zero for
any valuations to input variable x0, y0, and z0. However if the program output is
changed (simulated by changing some intermediate outputs, these polynomials
do not evaluate to zero.

Comparison with Traditional VC Generation. For comparison, we com-
pute invariants using a standard strongest-precondition algorithm. Suppose we
start with an assumption x > 0, y > 0, z > 0. The VC obtained in this case is
z1 ≥ 4 ∧ x3 ≥ 4 ∧ y1 ≥ 6. Note that if we use these assertions in a black-box or
oblivious setting, we can argue trivially that they are less resilient to program
modification than the ones generated by our technique.

If we start with true as the initial assertion, i.e., 
, we get:

V C = 〈(z1 = x0 + y0 + z0 + 1) ∧
(x3 = x0 + y0 + z0 + 1) ∧
(y1 = y0 + 5)〉

While the strongest-postcondition algorithm now produces an equivalent set
of conditions (and depended on what we gave to it initially), our technique can
produce probabilistic conditions, and can be applied to nonlinear programs as
well.
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4.2 An Automated Nonlinear Example

Below we give an example of Gröbner-basis computation on typical code in
an automated fashion. For this, we have implemented an SSA-remapping tool
that converts C++ code into polynomials suitable for our basis computation.
Consider the following code snippet:

x = b2 + 2a − 17c;
y = x + 3ab;
z = 19b − 18yx2;
y = x + 2y − z;

After processing the above input code, our tool generates the following
polynomials:

t154 - (b0 * b0), y0 - t161,
t155 - (2 * a0), t162 - (19 * b0),
t156 - (t154 + t155), t163 - (18 * y0),
t157 - (17 * c0), t164 - (t163 * x0),
t158 - (t156 - t157), t165 - (t164 * x0),
x0 - t158, t166 - (t162 - t165),
t159 - (3 * a0), z0 - t166,
t160 - (t159 * b0), t167 - (2 * y0),
t161 - (x0 + t160), t168 - (x0 + t167),
t169 - (t168 - z0), y1 - t169

In the above, variables with names prefixed by ’t’ (e.g., t154) are new tempo-
raries introduced by our SSA-remapping tool. Original variables (e.g., y) are
extended with numerical suffixes to create SSA-remapped versions (e.g., y0,y1).
Only the variable y requires more than one version, since only y is assigned more
than once.

With variables t154 through t169 eliminated, a Gröbner basis for the above
polynomials is the following:

x0 + 2y0 − y1 − z0,

2a0 + b0
2 − 17c0 + 2y0 − y1 − z0,

3a0b0 − 3y0 + y1 + z0,

6a0
2 − 51a0c0 + 6a0y0 + 3b0y0 − 3a0y1 −

b0y1 − 3a0z0 − b0z0,

−19b0 + 72y0
3 − 72y0

2y1 + 18y0y1
2 + z0 −

72y0
2z0 + 36y0y1z0 + 18y0z0

2

The above basis polynomials evaluate to zero on any set of proper assignments
to the variables a0, b0, c0, x0, y0, z0, and y1. For example, if a0 = 3 and b0 = 14
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and c0 = 15, we have x0 = −53, y0 = 73, z0 = −3690760, y1 = 3690853, and
each basis polynomial evaluates to zero on these assignments. If an attack or a
program error tampers with these values, this will most likely no longer hold.
For example, if the the value of y0 is changed from 73 to 72, the five basis
polynomials evaluate to {−2, −2, 3, −60, −320130}.

Note that the variable y0 corresponds to the value of y prior to its second
assignment in the original C++ snippet; y1 is the final value of y computed by
the C++ code.

4.3 Conditionals and Loops

To generate VCs for conditional statements, we compute VC sets independently
for each branch path; we then perform a cross product of these VC sets. Since
all polynomials in at least one VC set must evaluate to zero, each polynomial in
the cross product must also vanish. As an example, consider the following C++
snippet:

if (...) else
{ {
x = b*b - 17*a*b; x = b*b - 2*a + 17*c;
x = x - 3*x*c; y = x + 2*a*b;

} }

Polynomials corresponding to the two branch paths are as follows:

x0 − b2 + 17ab,

x1 − x0 + 3x0c

x0 − b2 + 2a − 17c,

y − x0 − 2ab

The respective Gröbner bases are:

−x0 + 3cx0 + x1,

17ab − b2 + x0

−2a + b2 + 17c − x0,

2ab + x0 − y,

4a2 − 34ac + 2ax0 + bx0 − by
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The cross product of these bases consists of 6 polynomials, each of which must
evaluate to zero on any proper variable assignment:

(−x0 + 3cx0 + x1)(−2a + b2 + 17c − x0),
(−x0 + 3cx0 + x1)(2ab + x0 − y),
(−x0 + 3cx0 + x1)(4a2 − 34ac + 2ax0 + bx0 − by),
(17ab − b2 + x0)(−2a + b2 + 17c − x0),
(17ab − b2 + x0)(2ab + x0 − y),
(17ab − b2 + x0)(4a2 − 34ac + 2ax0 + bx0 − by)

Note that this method produces VCs that ascertain the proper execution of
each branch path; however, these VCs do not verify that the proper path was
chosen according to the condition evaluated at runtime. To fix this, the condition
itself may be treated as a polynomial for VC generation. Future work will include
details of how this may be accomplished.

To handle a loop, we may compute a Gröbner basis for just the loop body.
While this will not yield VCs that verify the actual loop iteration, we may
additionally include loop variables and conditions in the set of input polynomials.
Alternately, we may unroll loops, producing new instances of loop variables for
each iteration. A more detailed description of these methods will appear in future
work.

4.4 Overlapping

For larger code sections, computing Gröbner bases may be expensive. Even with
modular reduction, the results may contain an unwieldy number of complex
polynomials. Moreover, depending on the order of monomial elimination, the
time and resources to compute a basis for large code sections may vary dramat-
ically. In practice, well optimized software implementations are able to compute
Gröbner bases for up to a few tens of variables.

To address this problem, we compute Gröbner bases for small, randomly over-
lapping fragments of input code; we then use a combination of the resulting VCs.
This reduces the number and complexity of basis polynomials while retaining
soundness and security. In addition, the overlapping creates links among the
small code fragments, resulting in VCs that provide a probabilistic degree of
precision.

As an example, consider the following C++ code segment:

x = b*b + 2*a - 17*c;
y = x + 3*a*b;
z = 19*b - 18*y*x*x;
y = x + 2*y - z;

We may split this into the overlapping fragments below, computing separate
Gröbner bases for each:
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x = b*b + 2*a - 17*c;
y = x + 3*a*b;
z = 19*b - 18*y*x*x;

y = x + 3*a*b;
z = 19*b - 18*y*x*x;
y = x + 2*y - z;

In general, the combined Gröbner bases from all fragments should be less com-
plex and more usable than the single basis computed from the entire code seg-
ment. In future work, we will analyze the benefits and limitations of overlapping
for purposes such as program analysis and tamper-resistance.

4.5 Reducing Complexity

We show a crucial number-theoretic trick with known bounds to reduce com-
plexity and simplify analysis. We also emphasize the probabilistic nature of our
conditions and highlight that we can analyze program behavior without making
any assumptions on input-output models.

Consider a transformed program consisting of the following polynomials:

Q = {x1 − 2a + b + c,

x2 − 17a + b − 7c − 10,

x3 − 5b + a + 2,

x4 + 18a − 7b + c − 14}

The Gröbner Basis with {a, b, c} eliminated is −3154+497x1+92x2 −88x3 +
147x4. This evaluates to zero for any assignments to input variables. We now
study how the polynomials reduce modulo a prime.

p = 2 : {x1 + x4}
p = 3 : {2 + 2x1 + 2x2 + 2x3}
p = 7 : {3 + x2 + 3x3}

p = 11 : {3 + 2x1 + 4x2 + 4x4}
p = 17 : {8 + 4x1 + 7x2 + 14x3 + 11x4}
p = 23 : {20 + 14x1 + 4x3 + 9x4}

p = 101 : {78 + 93x1 + 92x2 + 13x3 + 46x4}

When we modify the outputs slightly, the bases now only evaluate to zero
every (1/p) times on an average, as expected. For example, with p = 2:

{0}{1}{0}{1}{0}{1}{0}{1}{0}{1}
{0}{1}{0}{1}{0}{1}{0}{1}{0}{1}
{0}{1}{0}{1}{0} · · ·
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With p = 11:

{0}{2}{4}{6}{8}{10}{1}{3}{5}{7}
{9}{0}{2}{4}{6}{8}{10}{1}{3}{5}
{7}{9}{0}{2}{4} · · ·

With p = 101:

{13}{40}{67}{94}{20}{47}{74}{0}{27}
{54}{81}{7}{34}{61}{88}{14}{41}{68}
{95}{21}{48}{75}{1}{28}{55} · · ·

Subsequently, we hope to relax our restriction that the operations in our program
be algebraic.

5 ICEs Via Fourier Learning

In this section, we show how to use a technique from machine learning to gen-
erate ICEs for arbitrary code, including mathematical operations and control-
flow constructs. Our main idea is to treat a program fragment F as a function
f : {0, 1}n → {0, 1}m, and learn each such function via a standard training algo-
rithm, as described shortly. The input to f is all variables read in F ; the output
of f is all variables potentially overwritten by F . For simplicity, assume that F
modifies only a single bit and rewrite f as f : {0, 1}n → {+1, −1}. For program
fragments that change m bits, our scheme may consider m separate functions,
one for each bit.

A Fourier-based learning procedure [13] essentially performs an approximate
Fourier transform of a Boolean function f : {0, 1}n → {+1, −1}. A basis for such
functions is the family of functions χα : {0, 1}n → {+1, −1} defined as

χα(x) = (−1)
�n

i=1 xiαi , (1)

where α is an n-bit parameter, while xi and αi represent individual bits of x and
α, respectively, for i = 1..n. Informally, each basis function χα(x) computes the
parity of a subset of x’s bits, with the subset specified by the bit vector α. It can
be shown that this function family is an orthonormal basis, so that a standard
Fourier transform can map f onto 2n Fourier coefficients cα. These coefficients
can be used to compute f :

f(x) =
∑

α∈{0,1}n

cαχα(x) (2)

With this basis, a full Fourier transform requires exponential time to compute
an exponential number of coefficients. However, a typical function f can often
be approximated by a small subset thereof. Efficient learning algorithms exist
for functions that can be well approximated by a small number of coefficients
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or by a selection of “low-frequency” coefficients cα, where α has low Hamming
weight. These algorithms use sets of “training” inputs and outputs to estimate
values of coefficients, essentially approximating a Fourier transform.

Within this framework, an ICE for a program fragment F is a table of learned
Fourier coefficients cα for an associated bit function f , along with the expression
specified by eq. 2. The coefficients and eq. 2 can be used to approximate f(x)
on any input x. As with any ICE, this result should match the actual value of
f(x) computed at runtime; otherwise F has been tampered.

As an example, we applied a “low-frequency” learning algorithm [13] to the
following C fragment, which accepts the 12-bit integer variable x as input and
returns a single-bit output:

uint y;
if ((x & 1) == 0) if ((x & 4) == 0)

y = x >> 3; y = y * 11 + 1;
else else

y = x >> ((int)x & 7); y = 3 * y - 45;

if ((x & 2) == 0) return (0 == (y & 4)) ? 1 : -1;
y = 19 * y + x;

else
y = y - 3 * x;

To illustrate some specific figures, our learning procedure used 55690 random
input-output pairs to approximate 1585 low-frequency Fourier coefficients cα

(with α having Hamming weight of 5 or less). This was sufficient to learn the
above function well; e.g., for several random inputs x, the following lists the
correct and approximated outputs:

x=372: y=-1 y_approx=-1.54975758664033
x=648: y=1 y_approx=0.855773029269167
x=3321: y=1 y_approx=1.09868917220327
x=1880: y=-1 y_approx=-0.807793140599749

This approach also provides other benefits for software protection, mainly due
to obfuscation via homogenization. Programs turn into tables of Fourier coeffi-
cients, while execution becomes evaluation of inverse Fourier transforms (eq. 2).
Thus, both representation and operation of transformed programs are highly
uniform, which complicates analysis and reverse engineering. This is similar to
representing functions as lookup tables, but Fourier-based learning works even
when the size of such tables would be impractical. An adversary may be forced
to treat Fourier-converted programs as black-box functions, since it is unclear
how to recover original code from corresponding tables of coefficients. Future
work will analyze the exact difficulty of this problem.
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6 Future Work

This work should be considered as a preliminary investigation in our quest for
robust, automatic, provably secure semantic fingerprints of programs. In future
work, we will address computation of VCs for loops (with algebraic loop-variable
updates) and conditionals. Moving beyond algebraic restrictions to accommodate
bitwise and other operations, we may encode these computations as boolean
formulas and arithmetize them suitably to treat them as algebraic polynomials
(e.g., [11]). While this may increase the number of variables dramatically, we will
use overlapping and other engineering techniques to manage this complexity for
target applications.

References

1. Cousot, P., Cousot, R.: Abstract interpretation: A unified lattice model for static
analysis of programs by construction or approximation of fix points. In: 4th Annual
ACM Symposium on Principles of Programming Languages, pp. 234–252 (1977)

2. Ball, T., Majumdar, R., Millstein, T., Rajamani, S.K.: Automatic Predicate Ab-
straction of C Programs. PLDI 2001, SIGPLAN Notices 36(5), 203–213 (2001)

3. Henzinger, T.A., Jhala, R., Majumdar, R., Sutre, G.: Software Verification with
Blast. In: Ball, T., Rajamani, S.K. (eds.) Model Checking Software. LNCS,
vol. 2648, pp. 235–239. Springer, Heidelberg (2003)

4. Schwartz, J.T.: Fast probabilistic algorithms for verification of polynomial identi-
ties. JACM 27(4), 701–717 (1980)

5. Necula, G.C.: Proof Carrying Code. In: 24th Annual ACM Symposium on Princi-
ples of Programming Languages, ACM Press, New York (1997)

6. Gulwani, S., Necula, G.C.: Discovering affine equalities using random interpreta-
tion. In: 30th Annual ACM Symposium on Principles of Programming Languages,
pp. 74–84 (January 2003)

7. Barak, B., Goldreich, O., Impagliazzo, R., Rudich, S., Sahai, A., Vadhan, S., Yang,
K.: On the (Im)possibility of Obfuscating Programs. In: Kilian, J. (ed.) CRYPTO
2001. LNCS, vol. 2139, Springer, Heidelberg (2001)

8. Kalai, Y.T., Goldwasser, S.: On the Impossibility of Obfuscation with Auxiliary
Inputs. In: Proc. 46th IEEE Symposium on Foundations of Computer Science
(FOCS 2005) (2005)

9. Lynn, B., Prabhakaran, M., Sahai, A.: Positive Results and Techniques for Obfusca-
tion. In: Cachin, C., Camenisch, J.L. (eds.) EUROCRYPT 2004. LNCS, vol. 3027,
Springer, Heidelberg (2004)

10. Chen, Y., Venkatesan, R., Cary, M., Pang, R., Sinha, S., Jakubowski, M.: Oblivious
hashing: a stealthy software integrity verification primitive. In: Proceedings of the
5th International Workshop on Information Hiding, pp. 400–414 (2002)

11. Shamir, A.: IP = PSPACE. Journal of the ACM 39(4), 869–877 (1992)
12. Jacobson, N.: Basic Algebra I. W H Freeman and Co., New York (1985)
13. Mansour, Y.: Learning boolean functions via the Fourier transform. In: Roychowd-

hury, V., Siu, K.-Y., Orlitsky, A. (eds.) Theoretical Advances in Neural Computa-
tion and Learning, Kluwer Academic Publishers, Dordrecht (1994)



Space-Efficient Kleptography

Without Random Oracles

Adam L. Young1 and Moti M. Yung2

1 Cryptovirology Labs
aly@cryptovirology.com

2 RSA Labs and Columbia University
moti@cs.columbia.edu

Abstract. In the past, hiding asymmetric backdoors inside cryptosys-
tems required a random oracle assumption (idealization) as “random-
izers” of the hidden channels. The basic question left open is whether
cryptography itself based on traditional hardness assumption(s) alone
enables “internal randomized channels” that enable the embedding of
an asymmetric backdoor inside another cryptosystem while retaining the
security of the cryptosystem and the backdoor (two security proofs in
one system). This question translates into the existence of kleptographic
channels without the idealization of random oracle functions. We there-
fore address the basic problem of controlling the probability distribution
over information (i.e., the kleptogram) that is hidden within the output
of a cryptographic system. We settle this question by presenting an el-
liptic curve asymmetric backdoor construction that solves this problem.
As an example, we apply the construction to produce a provably secure
asymmetric backdoor in SSL. The construction is general and applies to
many other kleptographic settings as well.

Keywords: Key exchange, elliptic curve, twisted elliptic curves,
kleptography.

1 Introduction

Kleptography and the theory of subliminal channels has been actively investi-
gated by many researchers over the years [3,21,29,22,28,8]. Building asymmetric
backdoors into cryptographic algorithms (and protocols) is a challenging task,
since devising a provably secure information hiding attack within a host cryp-
tographic algorithm while maintaining the provably secure nature of the host is
tricky. The field is challenged by a unique constraint that is not present in many
other areas of modern cryptologic designs: i.e., the limited bandwidth of existing
subliminal channels [26,9,27,4] in cryptographic algorithms. When we deal with
kleptography, these small channels have to embed asymmetric encryption chan-
nels on the one hand (for security and speed of the attack) and look random (for
undetectability of the attack).

In this paper we succeed in utilizing extremely small channels by introducing
a new “Information Hiding Primitive” that achieves provably secure information
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leakage in very low bandwidth subliminal channels, which we call a space-efficient
pseudorandom key exchange. The primitive allows the cryptographic device in
question to broadcast a very small key exchange message through the subliminal
channel and employ the corresponding Diffie-Hellman [10] shared secret to pro-
duce coin flips that appear to be uniformly distributed (in a provable sense). This
primitive has general applicability in Information Hiding, but we will skip many
applications and will only show how to employ it to securely and subliminally
compromise an SSL client. The attack has the advantage that it can be carried
out when an SSL session is established, and it is not required to be carried out at
the time that key pairs are generated (so the attack succeeds even when SSL key
pairs are generated honestly in tamper-proof devices). Our attacks are purely
algebraic (no hash functions, no random oracle model).

Our new problem of key exchange ties in closely with recent work on secure key
exchange, steganography, and kleptography. An issue that has drawn attention is
the fact that existing key exchange protocols generate symmetric keys using a bi-
ased distribution by taking bits directly from a Diffie-Hellman (DH) shared secret.
It has been shown how to use the leftover hash lemma [17] to derive symmetric keys
properly from DH secrets [12], i.e., so that the symmetric key bits are drawn in-
dependently using the uniform distribution. It was shown in [6] how to derive a
shared secret that is a uniformly random bit string using an algebraic approach
based on twisted elliptic curves. Related work includes [13] that shows a secure
hashed DH transform over a non-DDH group G (a group in which DDH does not
hold). Here Gennaro et al show that for the hashed DH transform to be secure it
suffices that G contain a sufficiently large DDH subgroup.

Public key steganography has recently been placed on formal grounds [16,2].
Möller employed binary twists to produce a space-efficient public key stegosystem
[24]. The construction has the property that the ciphertexts appear as uniformly
random bit strings. The construction is hybrid and involves a key encapsulation
mechanism, one-time MAC, and a stream cipher and relies on an oracle Diffie-
Hellman assumption.

Finally, a recent kleptographic attack on RSA key generation utilizes twists
[31]. The construction relies on ECDDH and employs twisted binary curves.
The key exchange value, that appears as a random bit string, is encoded in the
upper order bits of the RSA modulus that is being generated. The shared secret
is supplied to a random oracle to produce a random bit string that is used as
the uppermost bits of the RSA prime p. Coppersmith’s factoring algorithm is
used for recovery [7] (following [8]). This scheme has the property that Alice’s
key exchange message and the shared secret appear as random bit strings.

Thus, one can see that our new “space-efficient pseudorandom key exchange”
advances the work in these areas by achieving space-efficiency without relying
on non-traditional hardness problems. Our contributions are the following:

1. We formally define the space-efficient pseudorandom key exchange problem.
2. We give a construction for the exchange, based on a twisted pair of curves

over GF(p), and we prove the security under ECDDH in the standard (ran-
dom oracle devoid) model.
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3. We apply the key exchange to construct the first kleptographic (asymmetric
backdoor) attack on SSL that has a proof of security in the standard model.

2 Background, Definitions, and Primitives

An asymmetric backdoor in SSL was presented in [14] that follows the kleptog-
raphy paradigm [29,30]. We remark that this SSL attack is a solid step in the
direction of building an asymmetric backdoor in SSL. However, the construction
has the following shortcomings. The constructions are heuristic in nature and
there are no proofs in the paper. Also, an elliptic curve key exchange is employed
but is not described in sufficient detail. For example, the set of all compressed
points on a typical cryptographically secure elliptic curve do not form a set of bit
strings having a cardinality that is a power of 2 (not even close). For example,
the (m + 1)-bit compressed points on a binary curve over GF(2m) correspond
to about half of {0, 1}m+1, thus allowing trivial identification of the backdoor in
black-box SSL/TLS implementations (in kleptography, the implementation and
hence the curves are given to the distinguisher).

Recent work on the problem includes [15] that presents sketches of attacks that
rely on hashing (no formal security arguments are made). The authors mention
the use of elliptic curve crypto for the backdoor but share the same oversight
as [14] in regards to trivial distinguishability of compressed points. The paper
also explores various means of information leakage in SSH as well as defensive
measures.

A construction for a steganographic key exchange was presented in [2] which
does not rely on random oracles but requires the use of a universal hash function.
Although we do not apply our result to steganography in this paper, it is worth
pointing out that kleptography and public key steganography are related areas
of research and our results do not require a universal hash function.

We now cover some notation and conventions. Uppercase is used to denote
a point on an elliptic curve and lowercase is used to denote a scalar multiplier.
So, xG denotes scalar multiplication. Recall that 0G = O (point at infinity),
1G = G, 2G = G + G, and so on. Unless otherwise stated, an element that is
selected randomly is selected using the uniform distribution.

Every finite commutative group A satisfies a unique isomorphism of the form
A ∼= (ZZ/n1ZZ)× ...× (ZZ/nrZZ) where ni+1 divides ni for 1 ≤ i < r and nr > 1.
The integer r is called the rank of the group A, and the r-tuple (n1, ..., nr) is
called the group structure.

Definition 1. Let A be a commutative group, and let (n1, ..., nr) represent the
structure of the group. A generating tuple for the group A is an ordered tuple
(G1, ..., Gr) ∈ Ar for which every element X ∈ A can be written uniquely as
X = a1G1 + ... + arGr where 0 ≤ ai < ni.

2.1 Review of Twists and Kaliski’s PRBG

Twists using the general class of elliptic curves over GF(p) were studied and app-
lied by Kaliski [18,19,20]. Denote by Ea,b(IFp) the elliptic curve y2 = x3 + ax + b
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over the finite field IFp. Let #Ea,b(IFp) denote the number of points on the curve
Ea,b(IFp). We sometimes use Ea,b as shorthand for Ea,b(IFp). Let k be the length
in bits of the prime p. Below we give Lemma 6.5 and Definition 6.1 from [19].

Lemma 1. Let β �= 0 be a quadratic nonresidue in the field IFp and let Ea,b(IFp)
be an elliptic curve. Then for every value x, letting y =

√
x3 + ax + b:

1. If y is a quadratic residue, then the points (x, ±y) are on the curve Ea,b(IFp).
2. If y is a quadratic nonresidue, then the points1 (βx, ±

√
β3y) are on the curve

Eaβ2,bβ3(IFp).
3. If y = 0, then the point (x, 0) is on the curve Ea,b(IFp) and the point (βx, 0)

is on the curve Eaβ2,bβ3(IFp).

A corollary to this lemma is that the number of points on the two curves is
2p + 2, two points for each value of x and two identity elements.

Definition 2. Let Ea,b(IFp) be an elliptic curve of parameter k and let β be a
quadratic nonresidue modulo p. A twisted pair Ta,b,β(IFp) of parameter k is the
union [sic]2 of the elliptic curves Ea,b(IFp) and Eaβ2,bβ3(IFp).

A twisted pair may be a multiset, since the curves Ea,b(IFp) and Eaβ2,bβ3(IFp)
may intersect.

2.2 Embedding for the General Class Using Twists

Kaliski uses the symbol ′ (prime) to differentiate points originating from the two
curves. In other words, he uses P to denote a point from Ea,b and P ′ to denote
a point from Ea′,b′ = Eaβ2,bβ3 . The presence or absence of the ′ in the input
to Kaliski’s generator is really a parameter by itself. To clarify things we add a
Boolean input to the PRBG to indicate which curve P was selected from instead
of appending ′ to P . We let c = 0 denote that P is a point chosen from Ea,b and
we let c = 1 denote that P is a point chosen from Ea′,b′ .

We now review Lemma 6.6 from [19]. Define sgn : IFp → {0, 1} to be 0 if
(p − 1)/2 ≥ y > 0 and 1 otherwise. Function XT [Ta,b,β(IFp)](P, i) is,

XT [Ta,b,β(IFp)](P, i) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

2x + sgn(y) if P = (x, y), y �= 0, i = 0
2x/β + sgn(y) if P = (x, y), y �= 0, i = 1
2x if P = (x, 0), i = 0
2x/β + 1 if P = (x, 0), i = 1
2p if P = O, i = 0
2p + 1 if P = O, i = 1

1 We reviewed this definition in Appendix A of [32]. It had a typo in which the square-
root symbol erroneously stretched over y. We fix that here.

2 It is perhaps more accurate to say “collection” instead of “union” since Kaliski’s
small example in Table 6.1 has (0, 0) appearing twice in T5,0,3(IF7). He confirms this
by noting the possibility that the twisted pair may be a multiset.
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Lemma 2. Let Ta,b,β(IFp) be a twisted pair. The function XT [Ta,b,β(IFp)](P, i) is
a polynomial time computable, probabilistic polynomial time invertible mapping
between the set of points on the twisted pair Ta,b,β(IFp) and the set {0, ..., 2p+1}.

The proof of this lemma defines the inverse function, broken down for the case
that the input is even or odd. The probabilistic polynomial time algorithm to
compute square roots is used [25,1] that can be assumed to return the principal
square root (the one whose sign is 0). Define w = x3 + ax + b for x �= p.

X−1
T,even[Ta,b,β(IFp)](2x) =

⎧
⎪⎪⎨

⎪⎪⎩

((x,
√

w), 0) if w is a quadratic residue
((βx,

√
β3w), 1) if w is a quadratic nonresidue

((x, 0), 0) if w = 0
(O, 0) if x = p

X−1
T,odd[Ta,b,β(IFp)](2x+1) =

⎧
⎪⎪⎨

⎪⎪⎩

((x, −
√

w), 0) if w is a quadratic residue
((βx, −

√
β3w), 1) if w is a quadratic nonresidue

((x, 0), 1) if w = 0
(O, 1) if x = p

For simplicity we sometimes refer to Ea,b as curve 0 and Ea′,b′ as curve 1.
Below we introduce functions that allow us to do embeddings using fixed-length
bit strings. The input P to function Encode is a point originating on curve
c ∈ {0, 1}.

Encode(Ta,b,β(IFp), P, c):
1. let ts be the binary string representing t = XT [Ta,b,β(IFp)](P, c)
2. if |ts| > k + 1 then output 0k and halt
3. output Ps = 0k+1−|ts| || ts

For the primes we use, Step 2 will never output 0k. Decode outputs (P, c)
where P is a point residing on curve c ∈ {0, 1}.

Decode(Ta,b,β(IFp), Ps):
1. let ysgn be the least significant bit of Ps

2. let α be the integer corresponding to Ps

3. if (ysgn = 0) then output (P, c) = X−1
T,even[Ta,b,β(IFp)](α) and halt

4. output (P, c) = X−1
T,odd[Ta,b,β(IFp)](α)

The following fact derives from Lemma 2.

Fact 1: Let Ta,b,β(IFp) be a twisted pair. Encode is a polynomial time com-
putable, probabilistic polynomial time invertible mapping between the set of
points on the twisted pair Ta,b,β(IFp) and all (k + 1)-bit strings corresponding
to the integers in the set {0, ..., 2p + 1} padded with leading zeros as necessary.
The inverse function of Encode is Decode.

The following is Definition 6.4 from [19].
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Definition 3. A twisted instance of parameter k consists of a twisted pair
Ta,b,β(IFp) of parameter k, generating pairs (G1, G2) and (G′

1, G
′
2) for, respec-

tively, the curves Ea,b(IFp) and Eaβ2,bβ3(IFp) contained in the twisted pair, a
point P in the twisted pair, and c ∈ {0, 1} that denotes the curve that P was
chosen from. Notation: 〈Ta,b,β(IFp), (G1, G2), (G′

1, G
′
2), P, c〉.

2.3 Kaliski’s PRBG for the General Class

We now review Definition 6.5 and Theorem 6.15 from [19]. We changed the defi-
nition to incorporate bit ci. The function η1 is the most significant bit function.
η1(c, n) is 1 if c mod n ≥ n/2 and η1(c, n) is −1 if c mod n < n/2.

Definition 4. Let n and (n1, n2) denote the size and structure of the group
Ea,b(IFp) and let n′ and (n′

1, n
′
2) denote the size and structure of Eaβ2,bβ3(IFp).

The general elliptic pseudorandom bit generator inputs O(k8) bits, outputs
O(k9) bits, operates on twisted instances and, for each parameter k computes a
sequence v(xj−1)...v(x0) where x0 is a twisted instance of parameter k selected
uniformly at random and xi+1 = f(xi). The function f is defined as,

f(〈Ta,b,β(IFp), (G1, G2), (G
′
1, G

′
2), Pi, ci〉) = 〈Ta,b,β(IFp), (G1, G2), (G

′
1, G

′
2), Pi+1, ci+1〉

where (Pi+1, ci+1) is computed as,

(Pi+1, ci+1) =
{

((x mod n1)G1 + �x/n1�G2, 0) if 0 ≤ x < n
(((x − n) mod n′

1)G
′
1 + �(x − n)/n′

1�G′
2, 1) if n ≤ x < 2p + 2

and the integer x is computed as, x = XT [Ta,b,β(IFp)](Pi, ci) where ci ∈ {0, 1} is
the curve that Pi was selected from. The function v is defined as,

v(〈Ta,b,β(IFp), (G1, G2), (G′
1, G

′
2), Pi, ci〉) =

{
η1(x, n1) if 0 ≤ x < n
η1(x − n, n′

1) if n ≤ x < 2p + 2.

Theorem 1. If the general elliptic logarithm problem is intractable then the
general elliptic pseudorandom bit generator is cryptographically strong.

2.4 Review of ECDDH and ECDDH Randomization

A group family G is a set of finite cyclic groups G = {Ea,b(IFp)} where each
group has prime order. Let IG0 be an instance generator for G that on input
k (in unary) generates the pair (Ea,b(IFp), G) where Ea,b(IFp) is from G, G is a
generator of Ea,b(IFp), and r = #Ea,b(IFp).

Definition 5. An ECDDH algorithm A0 for G satisfies, for some fixed α > 0
and sufficiently large k:

|Pr[A0(Ea,b(IFp), G, aG, bG, abG) = 1 ] − Pr[A0(Ea,b(IFp), G, aG, bG, cG) = 1 ]| > 1
kα
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The probability is over the random choice of (Ea,b(IFp), G) according to the
distribution induced by IG0(k), the random choice of integers a, b, c satisfying
0 ≤ a, b, c ≤ r − 1, and the bits used by A0.

The ECDDH assumption is that no such polytime A0 exists for G. The following
is the ECDDH randomization method from [5] adapted for the case of elliptic
curves. Let (Ea,b(IFp), G, X, Y, Z) be an ECDDH problem instance. Algorithm
f chooses scalars u1, u2, v randomly satisfying 0 ≤ u1, u2, v ≤ r − 1.

f(Ea,b(IFp), G, X, Y, Z) = (vX + u1G, Y + u2G, vZ + u1Y + vu2X + u1u2G)

If the input triple is a DH triple then the output is a random DH triple. If
the input triple is not a DH triple then the output is a random 3-tuple.

3 The Twisted DDH Problem

In this section we introduce a new problem TDDH and show how it relates
to ECDDH. Let TWk denote the set of all twists of parameter k in which
both groups (curves) in each twist have prime order. Let IG1 be an instance
generator for TWk that on input k (in unary) generates the instance given
by τ = (Ta,b,β(IFp), G1, G

′
1) where Ta,b,β(IFp) is in TWk, G1 is a generator of

Ea,b(IFp) and G′
1 is a generator of Ea′,b′(IFp).

Definition 6. A TDDH algorithm A1 for TWk satisfies, for some fixed α > 0
and sufficiently large k:

|Pr[A1(τ, (aG1, bG1, abG1), (a′G′
1, b

′G′
1, a

′b′G′
1)) = 1 ] −

Pr[A1(τ, (aG1, bG1, cG1), (a′G′
1, b

′G′
1, c

′G′
1)) = 1 ]| > 1

kα

The probability is over the random choice of τ according to the distribution in-
duced by IG1(k), the random choice3 of a, b, c ∈ {0, 1, ..., r − 1}, the random
choice of a′, b′, c′ ∈ {0, 1, 2, ..., r′ − 1}, and the bits used by A1.

The TDDH assumption is that no such polytime A1 exists for TWk. We refer
to this as the twisted DDH assumption.

A distinguishing characteristic between the two curves in the twists that we
use is as follows. In one curve the Weierstrass coefficient b is a quadratic residue
whereas in the other curve it is a non-residue. For this reason we treat ECDDH
differently for each of the two curves. Theorem 2 is straightforward to show.
Being able to compute ECDDH for just one of the two curves in the twist breaks
TDDH.

Theorem 2. The TDDH problem polytime reduces to the ECDDH problem over
(Ea,b(IFp), G1) or ECDDH over (Ea′,b′(IFp), G′

1)

The other direction is Theorem 3.
3 These a and b are not to be confused with the Weierstrass coefficients.
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Theorem 3. ECDDH over (Ea,b(IFp), G1) or ECDDH over (Ea′,b′(IFp), G′
1)

polytime reduces to TDDH.

Proof. Let t = (Ea,b, G1, X, Y, Z) and t′ = (Ea′,b′ , G′
1, X

′, Y ′, Z ′) be ECDDH
problem instances. Suppose there exists a distinguisher D that solves TDDH.

M0(Ea,b, G1, X, Y, Z):
1. compute u = f(Ea,b, G1, X, Y, Z)
2. generate a random 3-tuple u′ over (Ea′,b′ , G′

1)
3. output (τ, u, u′)

M1(Ea′,b′ , G′
1, X

′, Y ′, Z ′):
1. compute u′ = f(Ea′,b′ , G′

1, X
′, Y ′, Z ′)

2. generate a random DH triple u over (Ea,b, G1)
3. output (τ, u, u′)

Clearly M0 and M1 run in time polynomial in k. Let S0,DH be the set of
all DH triples over (Ea,b, G1) and let S1,DH be the set of all DH triples over
(Ea′,b′ , G′

1). Let S0,T be the set of all 3-tuples over (Ea,b, G1) and let S1,T be
the set of all 3-tuples over (Ea′,b′ , G′

1).
Without loss of generality we may suppose that the TDDH distinguisher D

outputs 1 with advantage δ1 in k when both 3-tuples are DH triples and 0 with
advantage δ0 in k when both 3-tuples are random 3-tuples, where δ1 and δ0 are
non-negligible. Observe that a slightly less powerful distinguisher can be used to
construct D, e.g., one in which δ1 is non-negligible but δ0 is negligible.

Consider the case that v0 ∈R S0,DH and v1 ∈R S1,T . There are 3 cases:

Case 1: Consider the case that D(τ, v0, v1) outputs 0 with probability 1/2±γ(k)
where γ is negligible. Let d = D(M0(Ea,b, G1, X, Y, Z)). Algorithm M0 generates
u′ to be a random 3-tuple over (Ea′,b′ , G′

1). Suppose that (X, Y, Z) is a DH triple.
Then by the correctness of algorithm f , u is a random DH triple. So, in this case
d = 0 with probability 1/2±γ(k) (negligible advantage). Suppose that (X, Y, Z)
is not a DH triple. Then by the correctness of f , u is a random 3-tuple. So, d = 0
with probability 1/2 + δ0(k) (non-negligible advantage). There is a polynomial
time observable difference in behavior here. Therefore, D(M0(Ea,b, G1, X, Y, Z))
solves ECDDH over (Ea,b, G1).

Case 2: Consider the case that D(τ, v0, v1) outputs 0 with probability 1/2 −
δ2(k) and 1 with probability 1/2 + δ2(k) where δ2 is non-negligible. Let d =
D(M0(Ea,b, G1, X, Y, Z)). Algorithm M0 generates u′ to be a random 3-tuple
over (Ea′,b′ , G′

1). Suppose that (X, Y, Z) is a DH triple. Then by the correctness
of algorithm f , u is a random DH triple. So, in this case d = 1 with probability
1/2 + δ2(k). Suppose that (X, Y, Z) is not a DH triple. Then by the correctness
of f , u is a random 3-tuple. So, d = 0 with probability 1/2 + δ0(k). Therefore,
D(M0(Ea,b, G1, X, Y, Z)) solves ECDDH over (Ea,b, G1).

Case 3: Consider the case that D(τ, v0, v1) outputs 0 with probability 1/2 +
δ3(k) and 1 with probability 1/2 − δ3(k) where δ3 is non-negligible. Let d =
D(M1(Ea′,b′ , G′

1, X
′, Y ′, Z ′)). Algorithm M1 generates u to be a random DH
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triple over (Ea,b, G1). Suppose that (X ′, Y ′, Z ′) is a DH triple. Then by the
correctness of algorithm f , u′ is a random DH triple. So, in this case d = 1 with
probability 1/2+δ1(k). Suppose that (X ′, Y ′, Z ′) is not a DH triple. Then by the
correctness of f , u′ is a random 3-tuple. So, d = 0 with probability 1/2 + δ3(k).
Therefore, D(M1(Ea′,b′ , G′

1, X
′, Y ′, Z ′)) solves ECDDH over (Ea′,b′ , G′

1). 

We have therefore shown that Theorem 4 holds (equivalence).

Theorem 4. TDDH is polytime equivalent to ECDDH over (Ea,b(IFp), G1) or
ECDDH over (Ea′,b′(IFp), G′

1)

4 The Space-Efficient Pseudorandom Key Exchange

We define the space-efficient pseudorandom key exchange problem below. It is
an error prone exchange. Bob fails to compute the shared secret with probability
1 − p1. The primitive is nonetheless useful.

Definition 7. Let τ = (Ta,b,β(IFp), G1, G
′
1) be agreed upon system parameters

where |p| = k is the security parameter, let tτ,Π denote the set of all possible
transcripts (Y, Y ′, mA, mk) resulting from protocol Π and the distribution over
them resulting from Π, let tτ,U denote Ea,b(IFp)×Ea′,b′(IFp)×{0, 1}k+1×{0, 1}�

and the uniform distribution over it, and let Alice and Bob be efficient algorithms.
If in a two round protocol Π between Alice and Bob,

1. Bob sends two exchange messages (Y, Y ′) to Alice where Y is chosen ran-
domly from Ea,b(IFp) and Y ′ is chosen randomly from Ea′,b′(IFp), and

2. Alice receives (Y, Y ′), generates a (k+1)-bit message mA and an 	-bit shared
secret mk, and sends mA to Bob, and

3. Bob succeeds in computing mk with probability p1, and
4. (confidentiality) the fastest algorithm that computes mk with non-negligible

probability in k on input the 4-tuple (τ, Y, Y ′, mA) runs in time exponential
in k, and

5. (indistinguishability) the fastest algorithm that distinguishes ensemble tτ,Π

from ensemble tτ,U with an advantage that is non-negligible (in k) runs in
time exponential in k,

then Π is a space-efficient pseudorandom key exchange having success
probability p1.

5 The Key Exchange Construction

For the key exchange we require that the prime p = 2k − δ be used where δ
satisfies 1 ≤ δ <

√
2k. The value δ may be randomly chosen until p of this

form is found. The curves Ea,b(IFp) and Ea′,b′(IFp) have prime order and must
provide a suitable setting for ECDDH. For shorthand we define r = #Ea,b(IFp)
and r′ = #Ea′,b′(IFp) which are both prime. From Subsection 2.1 it follows that
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r+r′ = 2p+2. We remark that these special curves may have other applications
since they provide a secure setting for ECDDH while at the same time form a
twisted pair of curves. Example for k = 223:

p = 7FFFFFFFFFFFFFFFFFFFFFFFFFFEB827AAD8FF16901B27758B57A11F
a = 66B8D3AFB14D309911554443EAF593E6CDC0431376AD682FE0EDF029
b = 3AC5CF725D8207054CC3BEC8D0CEEB2D569B03D467F21133DA080DE0
β = 5D0E74ABC6D516767E80F78C50A4D8BF8C0854D247BFFBFAA4837582

Alice and Bob agree on a twisted pair Ta,b,β(IFp) of this form. They then
choose a generator G1 of Ea,b(IFp) and a generator G′

1 of Ea′,b′(IFp).
The fact that we use generators rather than generating pairs means that we

employ a slightly simplified version of Kaliski’s PRBG. We replace the generating
pairs (e.g., in Definition 4) with generators in Kaliski’s work. So, for example,
in the definition of (Pi+1, ci+1) we may replace G2 with the point at infinity and
G′

2 with the point at infinity.
Technically, Kaliski’s generator outputs a value drawn pseudorandomly from

{1, −1}j. We define algorithm ECPRBG(Ta,b,β(IFp), G1, G
′
1, P, c, j) that passes the

instance 〈Ta,b,β(IFp), G1, G
′
1, P, c〉 to Kaliski’s PRBG (modified to use genera-

tors). However, instead of outputting the result of Kaliski’s pseudorandom gen-
erator, namely, v(xj−1)...v(x0), it outputs (msb(v(xj−1))...msb(v(x0)), Pj , cj).
We define the predicate msb(x) = (1 + x)/2. The value cj = 0 if Pj was chosen
from Ea,b and cj = 1 otherwise.

Protocol Π utilizes the randomized algorithm SelCurv(1k) that outputs 0
with probability r/(2p + 2) and 1 with probability r′/(2p + 2).

Step 1: Bob chooses x randomly such that 0 ≤ x ≤ r − 1 and chooses x′

randomly such that 0 ≤ x′ ≤ r′ − 1. He sends (Y, Y ′) = (xG1, x
′G′

1) to Alice.

Step 2: Alice sends mA to Bob where (mA, mk) = GenPairA(Y, Y ′).

GenPairA(Y, Y ′):
1. compute u = SelCurv(1k) and v = SelCurv(1k)
2. if (u = 0) then
3. choose w ∈R {0, 1, ..., r − 1} and set mA = Encode(Ta,b,β(IFp), wG1, u)
4. else
5. choose w ∈R {0, 1, ..., r′ − 1} and set mA = Encode(Ta,b,β(IFp), wG′

1, u)
6. if (u �= v) then
7. if (v = 0) then choose z ∈R {0, 1, ..., r − 1} and compute P = zG1
8. if (v = 1) then choose z ∈R {0, 1, ..., r′ − 1} and compute P = zG′

1
9. else
10. if (v = 0) then compute P = wY else compute P = wY ′

11. compute (mk, P�, c�) = ECPRBG(Ta,b,β(IFp), G1, G
′
1, P, v, 	)

12. output (mA, mk)

Step 3: Bob computes mk = RecSecret(mA, x, x′).

RecSecret(mA, x, x′):
1. compute (U, u) = Decode(Ta,b,β(IFp), mA)
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2. if (u = 0) then compute P = xU else compute P = x′U
3. output mk where (mk, P�, c�) = ECPRBG(Ta,b,β(IFp), G1, G

′
1, P, u, 	)

6 Security

The proof of Lemma 3 uses an algorithm Adv with an unspecified running time
(leaves open the possibility of being polytime, superpolytime, etc.).

Lemma 3. TDDH polytime reduces to the problem of computing mk with non-
negligible probability in k on input τ, Y, Y ′, mA from protocol Π.

Proof. Suppose there exists an algorithm Adv that computes mk with non-
negligible probability in k on input τ, Y, Y ′, mA. Consider the following algorithm
M that takes as input the TDDH problem instance (τ, t0, t1) where t0 = (X, Y, Z)
and t1 = (X ′, Y ′, Z ′).

M(τ, t0, t1):
1. compute (Xr, Yr, Zr) = f(Ea,b(IFp), G1, X, Y, Z)
2. compute (X ′

r, Y
′
r , Z ′

r) = f(Ea′,b′(IFp), G′
1, X

′, Y ′, Z ′)
3. compute u = SelCurv(1k) and v = SelCurv(1k)
4. if (u = 0) then set mA = Encode(Ta,b,β(IFp), Xr, u)
5. if (u = 1) then set mA = Encode(Ta,b,β(IFp), X ′

r, u)
6. if (u �= v) then
7. if (v = 0) then choose z ∈R {0, 1, ..., r − 1} and compute P = zG1
8. if (v = 1) then choose z ∈R {0, 1, ..., r′ − 1} and compute P = zG′

1
9. else
10. if (v = 0) then set P = Zr else set P = Z ′

r

11. compute (mk, P�, c�) = ECPRBG(Ta,b,β(IFp), G1, G
′
1, P, v, 	)

12. compute σ = Adv(τ, Yr, Y
′
r , mA)

13. if (σ = mk) then output 1 else output 0

Ignoring the running time of Adv, clearly M runs in time polynomial in k.
Suppose t0 and t1 are DH triples. Then from the correctness of algorithm f ,

both (Xr, Yr, Zr) and (X ′
r, Y

′
r , Z ′

r) are random DH triples. It follows that the
tuple (Yr, Y

′
r , mA, mk) is drawn from the same set and probability distribution

as Π . So, (σ = mk) with non-negligible probability. Therefore, M outputs 1 with
non-negligible probability.

Suppose t0 and t1 are not DH triples. Then from the correctness of f , both
(Xr, Yr, Zr) and (X ′

r, Y
′
r , Z ′

r) are random 3-tuples. So, Adv can do no better than
guess mk (e.g., by guessing point P from the twist that is input to ECPRBG). It
follows that (σ = mk) with negligible probability. Therefore, M outputs 1 with
negligible probability. 

Lemma 3 and Theorem 4 give the following theorem that shows that Property
4 of Definition 7 holds.

Theorem 5. If ECDDH requires exponential time (in k) on both curves in
Ta,b,β(IFp) then computing mk with non-negligible probability (in k) on input
the tuple (τ, Y, Y ′, mA) from protocol Π is hard.
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Let Π2 be Π except that GenPairA2 is used instead of GenPairA. Note that Y
and Y ′ are not used by GenPairA2.

GenPairA2(Y, Y ′):
1. compute u = SelCurv(1k) and v = SelCurv(1k)
2. if (u = 0) then
3. choose w ∈R {0, 1, ..., r − 1} and set mA = Encode(Ta,b,β(IFp), wG1, u)
4. else
5. choose w ∈R {0, 1, ..., r′ − 1} and set mA = Encode(Ta,b,β(IFp), wG′

1, u)
6. if (v = 0) then choose z ∈R {0, 1, ..., r − 1} and compute P = zG1
7. if (v = 1) then choose z ∈R {0, 1, ..., r′ − 1} and compute P = zG′

1
8. compute (mk, P�, c�) = ECPRBG(Ta,b,β(IFp), G1, G

′
1, P, v, 	)

9. output (mA, mk)

Lemma 4. TDDH polytime reduces to the problem of distinguishing tτ,Π from
tτ,Π2 with an advantage that is non-negligible (in k).

Proof. Suppose there exists an algorithm D that distinguishes tτ,Π from tτ,Π2

with an advantage that is non-negligible in k. Consider the following polytime
algorithm M that takes as input a problem instance (τ, t0, t1) for TDDH where
t0 = (X, Y, Z) and t1 = (X ′, Y ′, Z ′).

M(τ, t0, t1):
1. compute (Xr, Yr, Zr) = f(Ea,b(IFp), G1, X, Y, Z)
2. compute (X ′

r, Y
′
r , Z ′

r) = f(Ea′,b′(IFp), G′
1, X

′, Y ′, Z ′)
3. compute u = SelCurv(1k) and v = SelCurv(1k)
4. if (u = 0) then set mA = Encode(Ta,b,β(IFp), Xr, u)
5. if (u = 1) then set mA = Encode(Ta,b,β(IFp), X ′

r, u)
6. if (u �= v) then
7. if (v = 0) then choose z ∈R {0, 1, ..., r − 1} and compute P = zG1
8. if (v = 1) then choose z ∈R {0, 1, ..., r′ − 1} and compute P = zG′

1
9. else
10. if (v = 0) then set P = Zr else set P = Z ′

r

11. compute (mk, P�, c�) = ECPRBG(Ta,b,β(IFp), G1, G
′
1, P, v, 	)

12. output (τ, Yr, Y
′
r , mA, mk)

Suppose t0 and t1 are DH triples. From the correctness of algorithm f , both
(Xr, Yr, Zr) and (X ′

r, Y
′
r , Z ′

r) are random DH triples. It follows that the tuple
(Yr, Y

′
r , mA, mk) is drawn from the same set and probability distribution as Π .

Suppose t0 and t1 are not DH triples. Then from the correctness of f , both
(Xr, Yr, Zr) and (X ′

r, Y
′
r , Z ′

r) are random 3-tuples. It follows that the tuple
(Yr, Y

′
r , mA, mk) is drawn from the same set and probability distribution as Π2.

It follows that D(M(τ, t0, t1)) solves TDDH. 
Let Π3 be Π2 except that GenPairA3 is used instead of GenPairA2.
GenPairA3(Y, Y ′):
1. compute u = SelCurv(1k)
2. if (u = 0) then
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3. choose w ∈R {0, 1, ..., r − 1} and set mA = Encode(Ta,b,β(IFp), wG1, u)
4. else
5. choose w ∈R {0, 1, ..., r′ − 1} and set mA = Encode(Ta,b,β(IFp), wG′

1, u)
6. choose mk ∈R {0, 1}� and output (mA, mk)

Lemma 5. ECDL polytime reduces to the problem of distinguishing tτ,Π2 from
tτ,Π3 with an advantage that is non-negligible in k.

Proof. Suppose that there exists an algorithm D that distinguishes tτ,Π2 from
tτ,Π3 with an advantage that is non-negligible in k. Consider the following poly-
time algorithm M that takes as input an 	-bit string mk that is either random or
pseudorandomly generated using Kaliski’s PRBG (an output of −1 from Kaliski’s
generator is converted to a 0).

M(τ, mk):
1. choose x ∈ ZZ randomly such that 0 ≤ x ≤ r − 1 and compute Y = xG1
2. choose x′ ∈ ZZ randomly such that 0 ≤ x ≤ r′ − 1 and compute Y ′ = x′G′

1
3. compute u = SelCurv(1k)
4. if (u = 0) then
5. choose w ∈R {0, 1, ..., r − 1} and set mA = Encode(Ta,b,β(IFp), wG1, u)
6. else
7. choose w ∈R {0, 1, ..., r′ − 1} and set mA = Encode(Ta,b,β(IFp), wG′

1, u)
8. output (τ, Y, Y ′, mA, mk)

Suppose mk is drawn from the same set and probability distribution as Kaliski’s
generator. Then (Y, Y ′, mA, mk) is drawn from the same set and probability dis-
tribution as Π2. Now suppose that mk ∈R {0, 1}�. Then (Y, Y ′, mA, mk) is drawn
from the same set and probability distribution as Π3.

It follows that D(M(τ, mk)) distinguishes whether mk is random or pseudo-
random with non-negligible advantage in k. It can be shown that this implies
the solution to the ECDL problem (using the results of Kaliski, see Theorem 1
in Subsection 2.3). 

Let GenPairA4(Y, Y ′) be an algorithm that outputs the pair (mA, mk) where
mA ∈R {0, 1}k+1 and mk ∈R {0, 1}�. Let Π4 be protocol Π3 except that the
algorithm GenPairA4 is used by Alice instead of GenPairA3.

Lemma 6. tτ,Π3 is statistically indistinguishable from tτ,Π4 .

Proof. The distance is 1
2 (t0 + t1). Term t0 is for the case that mA is an encoded

point on Ta,b,β(IFp). Term t1 is for the case that mA is not an encoded point
on Ta,b,β(IFp). Recall that p = 2k − δ. So, 2p + 2 = 2k+1 − 2δ + 2. The terms
corresponding to the selection of Y and Y ′ cancel out.

t0 = (2p + 2)2�| 1
2p+2

1
2� − 1

2k+1
1
2� | = |1 − 2p+2

2k+1 | = 1 − 2k−δ+1
2k = δ

2k − 1
2k

t1 = (2k+1 − (2p + 2))2�|0 ∗ 1
2� − 1

2k+1
1
2� | = 2k+1−(2p+2)

2k+1 = 2δ−2
2k+1 = δ−1

2k 
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Observe that tτ,Π4 = tτ,U , the uniform distribution.
The success probability of protocol Π is p1 = ( r

2p+2 )2 + ( r′

2p+2 )2. It can be
shown using Hasse’s Theorem that p1 is overwhelmingly (in k) close to 1/2.

Fact 1: Let D1
k, D2

k, and D3
k be probability ensembles with common security

parameter k. It is well-known that if D1
k and D2

k are computationally indistin-
guishable and D2

k and D3
k are computationally indistinguishable, then D1

k and
D3

k are computationally indistinguishable (see Lecture 7, [23]).

Combining Fact 1 with Theorem 4 and Lemmas 4, 5, and 6 gives the following
theorem that shows that Property 5 of Definition 7 holds.

Theorem 6. If ECDDH requires exponential time (in k) on both curves in
Ta,b,β(IFp) then distinguishing tτ,Π from tτ,U is hard.

Theorems 5 and 6 give Theorem 7.

Theorem 7. If the fastest ECDDH algorithm for both curves in Ta,b,β(IFp) re-
quires exponential time (in k) then Π is a space-efficient pseudorandom key
exchange having success probability overwhelmingly (in k) close to 1/2.

7 Application: Kleptographic Attack Against SSL

In this section we show an asymmetric backdoor in SSL.4 Our EC pseudorandom
key exchange has other applications: It can be used to devise an asymmetric
backdoor (SETUP) in RSA key generation. It can also be used to devise a
public key stegosystem. These constructions are in the standard (random oracle
devoid) model, but space limitations prevent us from showing them here.

In SSL the client sends a 28 byte hello nonce to the server in the client hello
message. The server sends a 28 byte hello nonce to the client in the server hello
message. The client then sends a 46 byte nonce to the server encrypted under the
server’s public key. These 28+28+46 bytes, plus additional available information
is all that is needed to derive all key material, IVs, and so on for the session. So,
it is enough to eavesdrop on the SSL session.

Observe that the cleartext output of the client contains a very small subliminal
channel. More specifically, we identified the 224 bits (28 bytes) of the hello nonce.
This is a publicly readable subliminal channel since it can be passively read by
an eavesdropper on the network. The random 46 bytes that are asymmetrically
encrypted are not publicly readable.

Our goals are to: (1) covertly leak SSL secrets to the designer that acts as a
passive eavesdropper on the network, (2) have the ensemble corresponding to the
I/O of the client that contains the backdoor be computationally indistinguishable
from the ensemble corresponding to the I/O of a client that doesn’t contain the
backdoor under black-box queries (when the distinguisher is permitted to act as

4 Freier, Karlton, and Kocher, Internet Draft “The SSL Protocol Version 3.0,” Network
Working Group, Nov. 18, 1996.
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the SSL server and learn the 46 byte nonce and know the entire specification
of the backdoor and recovery algorithms), and (3) maintain the security of SSL
sessions against all passive eavesdroppers except the designer.

We now review the notion of an asymmetric backdoor, which is also called
a secretly embedded trapdoor with universal protection (SETUP) [29,30]. The
threat model involves: a designer, an eavesdropper, and an inquirer. The inquirer
may act as an SSL server in order to determine if the client has a backdoor or
not. Intuitively speaking, the designer is Bob and the device is Alice and they
effectively conduct a space-efficient pseudorandom key exchange.

The designer devises an SSL client G1 that appears to behave exactly like a
“normal” SSL client G0 but that has a backdoor (we call G0 the reference client).
The designer places his public keys (Y, Y ′) in G1 and keeps the corresponding
private keys (x, x′) secret. By passively eavesdropping on the network, the de-
signer obtains the hello nonces from the hello messages that both emanate from
and that are sent to G1.

Let mA = (mA,1, mA,2, ..., mA,L) be a contiguous sequence of hello nonces
that is output by G1 and obtained by the designer. Let s = (s1, s2, ..., sL) be
session information. The session traffic si where 1 ≤ i ≤ L contains enough
information to verify a key and IV guess for SSL session i. Among other things
this includes the server’s hello nonce. The designer passes (mA, s, x, x′) to a
recovery algorithm R1.

The backdoor has the property that the reverse-engineer who breaches the
black-box that houses it will see that it is there. But, the backdoor is asymmet-
ric so the reverse-engineer will not be able to use it. The reverse-engineer will
learn the public keys (Y, Y ′) but not the needed private decryption keys (x, x′).
The designer, on the other hand, learns the pre-master secret nonces using the
recovery algorithm and (x, x′).

Let k = 223 and let 	 = 8 ∗ 46 = 368. The SSL client G1 that contains the
backdoor generates the client hello message mA and pre-master secret nonce
mk using G1. The point U is stored in non-volatile memory across calls to G1.
Initially, U = ⊥ (denoting that U has not yet been assigned). The Boolean c
and counter μ are also stored in non-volatile memory. μ is initially zero. The
constant max is used to limit the number of bits from Kaliski’s PRBG that the
asymmetric backdoor asks for.

G1(Y, Y ′):
1. compute u = SelCurv(1k) and v = SelCurv(1k)
2. if (u = 0) then
3. choose w ∈R {0, 1, ..., r − 1} and set mA = Encode(Ta,b,β(IFp), wG1, u)
4. else
5. choose w ∈R {0, 1, ..., r′ − 1} and set mA = Encode(Ta,b,β(IFp), wG′

1, u)
6. if (u �= v) then
7. if ((U = ⊥) or (μ = max)) then
8. set c = v
9. if (v = 0) then choose z ∈R {0, 1, ..., r − 1} and compute P = zG1
10. if (v = 1) then choose z ∈R {0, 1, ..., r′ − 1} and compute P = zG′

1
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11. else set P = U and set μ ← μ + 1
12. else
13. if (v = 0) then compute P = wY else compute P = wY ′

14. set μ = 0 and set c = v
15. compute (mk, P�, c�) = ECPRBG(Ta,b,β(IFp), G1, G

′
1, P, c, 	)

16. if ((U �= ⊥) or (u = v)) then set (U, c) = (P�, c�)
17. output (mA, mk)

An important observation is that in each session with probability close to 1/2
the non-volatile memory elements (U, c, μ) will be refreshed. That is, (U, c) will
be near the beginning of an entirely new PRBG sequence.

The corresponding recovery algorithm is R1(mA, s, x, x′). It outputs the empty
list or the values (mk,j , mk,j+1, ..., mk,L) where j ≥ 1 is the first exchange in which
Bob (the designer) can recover the ECDH shared secret.

R1(mA, s, x, x′):
1. set (μ, j) = (0, ∞) and set fnd = 0
2. for i = 1 to L do:
3. compute mk,i = RecSecret(mA,i, x, x′)
4. compute t = IsCorrectPreMaster(mA,i, si, mk,i)
5. if (t = 1)
6. if (i < j) then set j = i
7. compute (U, u) = Decode(Ta,b,β(IFp), mA,i)
8. if (u = 0) then compute P = xU else compute P = x′U
9. set (mk,i, P�, c�) = ECPRBG(Ta,b,β(IFp), G1, G

′
1, P, u, 	)

10. set fnd = 1, P = P�, c = c�, and set μ = 0
11. if ((t = 0) and (j �= ∞)) then
12. if (μ = max) then output ∅ and halt
13. set (mk,i, P�, c�) = ECPRBG(Ta,b,β(IFp), G1, G

′
1, P, c, 	)

14. set P = P�, c = c�, and set μ ← μ + 1
15. if (fnd = 1) then output list mk,j , mk,j+1, ..., mk,L else output ∅

If max and L are large enough then ∅ will be output with negligible probabil-
ity. This algorithm can be changed to enable better recovery of 46 byte nonces.

In practice the designer will be very successful in eavesdropping on SSL ses-
sions. Given a list of consecutive sessions, the first DH shared secret (i.e., the
first time that u = v in Π and hence the first time that recovery is possible)
will be in SSL session i ≥ 1 with probability (1 − p1)i−1p1. This is p1 for i = 1,
(1−p1)p1 for i = 2, and so on. In Section 6 we showed that p1 is overwhelmingly
(in k) close to 1/2. Furthermore, for a large enough value for max in G1, the
designer will with overwhelming probability learn every pre-master secret nonce
from then on in practice. Due to space limitations we do not include a proof
of the following claims. We remark that whereas SSL relies on idealized hash
functions, our construction does not.

Claim 1. If ECDDH is exponentially hard on both curves in Ta,b,β(IFp) then
computational indistinguishability holds for the SETUP attack on SSL.
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Claim 2. If ECDDH is exponentially hard on both curves in Ta,b,β(IFp) and the
SSL key exchange algorithm is secure then confidentiality holds for the SETUP
attack on SSL.

Claim 3. If ECDDH is exponentially hard on both curves in Ta,b,β(IFp) and the
SSL key exchange algorithm is secure then the asymmetric backdoor attack G1 is
a SETUP version of SSL client G0 having recovery algorithm R1.

8 Conclusion

We presented the notion of a space-efficient pseudorandom key exchange. A
construction was presented in the standard model based on twists over GF(p)
and we applied it to build the first asymmetric backdoor in SSL in the standard
model.
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Abstract. The use of syndrome coding in steganographic schemes tends
to reduce distortion during embedding. The more complete model comes
from the wet papers [FGLS05] which allow to lock positions that cannot
be modified. Recently, BCH codes have been investigated, and seem to
be good candidates in this context [SW06]. Here, we show that Reed-
Solomon codes are twice better with respect to the number of locked
positions and that, in fact, they are optimal. We propose two methods
for managing these codes in this context: the first one is based on a naive
decoding process through Lagrange interpolation; the second one, more
efficient, is based on list decoding techniques and provides an adaptive
trade-off between the number of locked positions and the embedding
efficiency.

1 Introduction

Steganography aims at sending a message through a cover-medium, in an un-
detectable way. Undetectable means that nobody, except the intended receiver
of the message, should be able to tell if the medium is carrying a message or
not [Sim84]. Hence, if we speak about still images as cover-media, the embedding
should work with the smallest possible distortion, but also not being detectable
with the quite powerful analysis tools available [BW04,Fra02]. A lot of papers
have been published on this topic, and it appears that modeling the embedding
and detection/extraction processes with an error correcting code point of view,
usually called matrix embedding by the steganographic community, may be help-
ful to achieve these goals [Cra98,GK03,FGLS05,FGS05a,FGS06,FS06, SW06].
The main interest of this approach is that it decreases the number of component
modifications during the embedding process. As a side effect, it was remarked
in [FGLS05] that matrix embedding could be used to provide an effective answer
to the adaptive selection channel: the sender can embed the messages adaptively
with the cover-medium to minimize the distortion, and the receiver can extract
the messages without being aware of the sender’s choices. A typical stegano-
graphic application is the perturbed quantization [FGS05b]: during quantization
process, e.g. JPEG compression, real values v have to be rounded between pos-
sible quantized values x0, ..., xj ; when v lies close to the middle of an interval
� Corresponding author.
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[xi, xi+1], one can choose between xi and xi+1 without adding too much distor-
tion. This embeds messages under the condition that the receiver does not need
to know which positions where modified.

It has been shown that if random codes may seem interesting for their asymp-
totic behavior, they impose to solve really hard problems: syndrome decoding
and covering radius computation, which are proved to be NP-complete and Π2-
complete respectively (the Π2 complexity class includes the NP class) [Var97,
McL84]. Moreover, no efficient decoding algorithm is known, even for a small
non trivial family of codes. From a practical point of view, this implies that the
related steganographic schemes are too much complex to be considered as ac-
ceptable for real life applications. Hence, it is of great interest to have a deeper
look at other kinds of codes, structured codes, which are more accessible and
lead to efficient decoding algorithms. In this way, some previous papers studied
the Hamming code [Cra98,Wes01,FGS05a], the Simplex code [FS06] and BCH
codes [SW06]. Here, we focus on this latter paper, that pointed out the interest
in using BCH codes. The authors distinguish two cases, as previously introduced
in [FGLS05]. The first one is the more classical one: the embedder modifies any
position of the cover-data (a vector which is extracted from the cover-medium,
and processed by the encoding scheme), the only constraint being the maximum
number of modifications. In this case, they showed that BCH codes behave well,
but also pointed out that choosing the most appropriate code among the BCH
family is quite hard: we do not know good complete syndrome decoding algo-
rithm for BCH codes. In the second case, some positions are locked and cannot
be used for embedding; this is due to the fact that modifying these positions
lead to a degradation of the cover-medium that is noticeable. Hence, in order
to remain undetectable, the sender restricts himself to keep these positions and
lock them. This case is more realistic. The authors showed there is a trade-off
between the number of elements that can be locked and the efficiency of the
code.

Here, we propose to focus on a particular family of BCH codes: the Reed-
Solomon (RS) codes. We first recall in Section 2 the framework of matrix em-
bedding/syndrome coding. Then, we discuss the interest of using Reed-Solomon
codes in this context: in Section 3, Reed-Solomon codes are presented, explicitly
showing in Section 4 how they can improve realistic steganographic schemes.
We show in Section 4.1 that with these codes we can go beyond the limits of
BCH codes: we can lock twice the number of positions. In fact, we see that RS
codes are optimal according to this criterion, since they enable to manage as
many locked positions as possible. In Section 4.2, we also propose an improved
algorithm based on Guruswami-Sudan list-decoding, that enables to make an
adaptive trade-off between the embedding efficiency and the number of locked
positions.

Before going deeper in the subject, please note that we made the choice to
represent vectors horizontally . For general references to error correcting codes,
we orientate the reader towards [HP03].
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2 Syndrome Coding

The behavior of a steganographic algorithm can be sketched in the following way:
a cover-medium is processed to extract a sequence of bits v, sometimes called
cover-data; v is modified into s to embed the message m; s is sometimes called the
stego-data; modifications on s are translated on the cover-medium to obtain the
stego-medium. Here, we assume that the detectability of the embedding increases
with the number of bits that must be changed to go from v to s (see [Wes01,
KDR06] for some examples of this framework).

Syndrome coding deals with this number of changes. The key idea is to use
some syndrome computation to embed the message into the cover-data. In fact,
this scheme uses a linear code C, more precisely its cosets, to hide m. A word s
hides the message m if s lies in a particular coset of C, related to m. Since cosets
are uniquely identified by the so called syndromes, embedding/hiding consists
exactly in searching s with syndrome m, close enough to v.

We first set up the notation and describe properly the syndrome coding
scheme, and its inherent problems. Let Fq = GF (q) denote the finite field with
q elements1. Let v ∈ Fq

n denote the cover-data and m ∈ Fq
r the message. We

are looking for two mappings, embedding Emb and extraction Ext, such that:

∀(v, m) ∈ Fq
n × Fq

r, Ext(Emb(v, m)) = m (1)
∀(v, m) ∈ Fq

n × Fq
r, dH(v, Emb(v, m)) ≤ T (2)

Eq. (1) means that we want to recover the message in all cases; Eq. (2) means
that we authorize the modification of at most T coordinates in the vector v.

Let C be a q-ary linear code of length n, dimension k and parity check matrix
H . That is, C = {c | c · Ht = 0} is a vector subspace of Fq

n of dimension
k. The syndrome of a vector y, with respect to the code C, is the row vector
y · Ht of length n − k; we denote it by E(y). The covering radius of C is the
minimum integer ρ such that {E(y) | wH(y) ≤ ρ} = Fq

n−k. Let us denote by D
the mapping that associates with a syndrome m a vector a of Hamming weight
less than or equal to ρ, and which syndrome is precisely equal to m (that is,
wH(a) ≤ ρ and E(a) = a · Ht = m). Remark that effective computation of D
is the complete syndrome decoding problem, which is hard. It is quite easy to
show that the scheme defined by

Emb(v, m) = v + D(m − E(v))
Ext(y) = E(y) = y · Ht

enables to embed messages of length r = n−k in a cover-data of length n, while
modifying at most T = ρ elements of the cover-data.

The parameter (n − k)/ρ represents the (worst) embedding efficiency2, that
is, the number of embedded symbols per embedding changes in the worst case.
1 Recall that when q is a power of two, elements of Fq can be regarded as blocks of

bits.
2 Remark this is with respect to symbols and not bits. If elements of Fq are viewed as

blocks of � bits, changing a symbol by an other roughly leads to �/2 flips.
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In a similar way, one defines the average embedding efficiency (n − k)/ω, where
ω is the average weight of the output of D for uniformly distributed inputs.

A problem raised by the syndrome coding, as presented above, is that any po-
sition in the cover-data v can be changed. In some cases, it is more reasonable to
keep some coordinates unchanged because they would produced too big artifacts
in the stego-medium. This can be done in the following way. Let I = {i1, ..., ij}
be the coordinates that must not be changed, let HI be the matrix obtained
from H by removing3 the columns i1, ..., ij , and EI and DI the corresponding
mappings. That is, EI(y) = y · Ht

I for y ∈ Fq
n−|I|, and DI(m) ∈ Fq

n−|I| is a
vector of weight at most ρI such that its syndrome, with respect to HI , is m.
Here, ρI is the covering radius of CI , the code obtained from C by removing
the coordinates in I from all the codewords. Of course, this is also the code
of parity check matrix HI . Finally, let us define D∗

I as the vector of Fq
n such

that the coordinates in I are zeros and the vector obtained by removing these
coordinates is precisely DI . Now, we have D∗

I(m) · H = DI(m) · Ht
I = m and,

by definition, D∗
I(m) has zeros at coordinates set by I. Naturally, the scheme

defined by

Emb(v, m) = v + D∗
I(m − E(v))

Ext(y) = E(y) = y · Ht

performs syndrome coding without disturbing the positions in I. But, it is worth
noting that for some sets I, the mapping DI cannot be defined for all possible
values of m because the equation y · Ht

I = m has no solution. This always
happens when |I| > k, since HI has dimension (n − k) × (n − |I|), but can also
happen for smaller sets.

Please, keep in mind that using syndrome coding leads to essentially two
problems. First, the parameters n, r, ρ depend on the choice of C, and most of
the time ρ is hard to compute. Second, the mapping D is difficult to compute.

3 What Reed-Solomon Codes Are, and Why They May
Be Interesting

Reed-Solomon codes over the finite field Fq are optimal linear codes. The narrow-
sense RS codes have length n = q − 1 and can be defined as a particular sub-
family of the BCH codes. But, we prefer the alternative, and larger, definition
as an evaluation code, which leads to the Generalized Reed-Solomon codes (GRS
codes).

Roughly speaking, a GRS code of length n ≤ q and dimension k is a set of
words corresponding to polynomials of degree less than k evaluated over a subset
of Fq of size n. More precisely, let {γ0, ..., γn−1} be a subset of Fq and define
ev(P ) = (P (γ0), P (γ1), . . . , P (γn−1)), for P (X) a polynomial over Fq. Then, we
define GRS(n, k) as
3 In coding theory, this is called shortening the code on I: we only keep codewords

that have zero on I, and then we remove the coordinates set by I.
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GRS(n, k) = {ev(P ) | deg(P ) < k} .

This definition, a priori, depends on the choice of the γi and the order of eval-
uation, but as far as we are concerned, only the number of γi is important, so
we consider a fixed set of γi and a fixed order. Remark that when γi = βi with
β a primitive element of Fq and i ∈ {0, ..., q − 2}, we obtain the narrow-sense
Reed-Solomon codes.

GRS codes are optimal: they reach the Singleton bound, that is, the minimal
distance of GRS(n, k) is d = n − k + 1, which is the largest possible. On the
other hand, the covering radius of GRS(n, k) is known and equal to ρ = n − k.

Concerning the evaluation function, recall that if we consider n ≤ q elements
of Fq, then it is known that there is a unique polynomial of degree at most n−1
taking particular values on these n elements. This means that for every v in Fq

n,
one can find a polynomial V with deg(V ) ≤ n−1, such that ev(V ) = v; moreover,
V is unique. Of course, ev is a linear mapping, ev(α·P+β·Q) = α·ev(P )+β·ev(Q)
for any polynomials P, Q and field elements α, β.

For convenience, in the sequel, we identify any polynomial of degree less than
n with a vector of length n, the i-th coordinate of the vector being the coefficient
of the monomial of degree i. Thus, the evaluation mapping can be represented
by the matrix

Γ =

⎛

⎜⎜⎜⎜⎝

ev(X0)
ev(X1)
ev(X2)

· · ·
ev(Xn−1)

⎞

⎟⎟⎟⎟⎠
=

⎛

⎜⎜⎜⎜⎜⎝

γ0
0 γ0

1 · · · γ0
n−1

γ0 γ1 · · · γn−1
γ2
0 γ2

1 · · · γ2
n−1

...
γn−1
0 γn−1

1 · · · γn−1
n−1

⎞

⎟⎟⎟⎟⎟⎠
.

If we denote by Coeff(V ) ∈ Fq
n the vector consisting in the coefficients of V ,

then Coeff(V ) ·Γ = ev(V ). On the other hand, Γ being non-singular, its inverse
Γ−1 computes Coeff(V ) from ev(V ). For our purpose, it is noteworthy that the
coefficients of monomials of degree at least k can be easily computed from ev(V ):
splitting Γ−1 in two parts,

Γ−1 = ( A︸︷︷︸
k columns

B︸︷︷︸
n−k columns

) ,

ev(V ) ·B is precisely the coefficients vector of the monomials of degree at least k
in V . In fact, B is the transpose of a parity check matrix of the GRS code since
a vector c is an element of the code if and only if we have c · B = 0. So, instead
of B, we write Ht, as it is usually done.

Now, let us look at the cosets of GRS(n, k). A coset is a set of the type y +
GRS(n, k), with y ∈ Fq

n not in GRS(n, k). As usual with linear codes, a coset is
uniquely identified by the vector y · Ht, syndrome of y. In the case of GRS code,
this vector consists in the coefficients of monomials of degree at least k.
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4 What Can Reed-Solomon Codes Do

Our problem is the following. We have a vector v of length n of symbols of Fq,
extracted from the cover-medium, and a message m of length r of symbols of
Fq. We want to modify v into s such that m is embedded in s, changing at most
T coordinates in v.

The basic principle is to use syndrome coding with a GRS code: we use the
cosets of GRS(n, k) to embed the message, finding a vector s in the proper
coset, close enough to v. Thus, k must be equal to n − r, and we suppose we
have fixed γ0,...,γn−1 ∈ Fq, constructed the matrix Γ whose i-th row is ev(X i),
and inverted it. In particular, we denote by Ht the last n − k columns of Γ−1

and, therefore, according to the previous section, H is a parity-check matrix.
Recall that a word s embeds the message m if s · Ht = m.

To construct s, we need a word y such that its syndrome is m − v · Ht; thus,
we can set s = y + v, which leads to s · Ht = y · Ht + v · Ht = m. Moreover, the
Hamming weight of y is precisely the number of changes we apply to go from v
to s; so, we need w(y) ≤ T .

When T is equal to the covering radius of the code corresponding to H , such a
vector y always exists. But, explicit computation of such a vector y, known as the
bounded syndrome decoding problem, is proved to be NP-hard for general linear
codes. Even for well structured codes, we usually do not have polynomial time
(in the length n) algorithm to solve the bounded syndrome decoding problem
up to the covering radius. This is precisely the problem faced by [SW06].

GRS codes overcome this problem in a nice fashion. It is easy to find a vector
with syndrome m: let us consider the polynomial M(X) that has coefficient mi

for the monomial Xk+i, i ∈ {0, ..., n − 1 − k}; according to the previous section,
we have ev(M) ·Ht = m. Now, finding y can be done by computing a polynomial
P of degree less than k such that for at least k elements γ ∈ {γ0, ..., γn−1} we
have P (γ) = M(γ) − V (γ). With such a P , the vector y = ev(M − V − P ) has
at least k coordinates equal to zero, and the correct syndrome value. Hence, T
can be as high as the covering radius ρ = n − k, and the challenge lies in the
construction of P .

It is noteworthy to remark that locking the position i, that is, requiring si = vi,
is equivalent to ask for yi = 0 and, thus, P (γi) = M(γi) − V (γi).

4.1 A Simple Construction of P

Using Lagrange Interpolation. A very simple way to construct P is by using
the Lagrange interpolating polynomials. We choose k coordinates I = {i1, ..., ik},
and compute

P (X) =
∑

i∈I
(M(γi) − V (γi)) · L

(i)
I (X) ,

where L
(i)
I is the unique polynomial of degree at most k − 1 taking values 0 on

γj , j �= i and 1 on γi, that is,
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L
(i)
I (X) =

∏

j∈I\{i}
(γi − γj)−1(X − γj) .

The polynomial P we obtain this way clearly satisfies P (γi) = V (γi) − M(γi)
for every i ∈ I and, thus, we can set y = ev(M −V −P ). As pointed out earlier,
since, for i ∈ I, we have yi = 0, we also have si = vi + yi = vi, i.e. positions in
I are locked.

The above proposed solution has a nice feature: we can choose the coordinates
on which s and v are equal, and this does not require any loss in computational
complexity nor embedding efficiency. This means that we can perform the syn-
drome decoding directly with the additional requirement of wet papers, keeping
unchanged the coordinates whose modifications are detectable.

So far, what do GRS codes allow?

Optimal Management of Locked Positions. We can embed r = n − k
elements of Fq, changing not more than T = n − k, so the embedding efficiency
is equal to 1 in the worst case. But, we can lock any k positions to embed our
information.

This is to be compared with [SW06], where BCH codes are used. The max-
imal number of locked positions, without failing to embed the message m, is
experimentally estimated to be k/2. To be able to lock up to k−1 positions, it is
necessary to allow a non-zero probability of non embedding. It is also noteworthy
that the average embedding efficiency decreases fast.

In fact, embedding r = n − k symbols while locking k symbols amongst n is
optimal. We said in Section 2 that locking the positions in I leads to an equation
y ·Ht

I = m, where HI has dimension (n− k)× (n− |I|). So, when |I| > k, there
exist some values m for which there is no solution y. On the other hand, let us
suppose we have a code with parity check matrix H such that for any I of size
k, and any m, this equation has a solution, that is, HI is invertible. This means
that any (n−k)× (n−k) submatrix of H is invertible. But, it is known that this
is equivalent to require the code to be MDS (see for example [HP03, Cor 1.4.14]),
which is the case of GRS code. Hence, GRS codes are optimal in the sense that
we can lock as many positions as possible, that is, up to k for a message length
of r = n − k.

4.2 A More Efficient Construction of P

Using List Decoding. A natural idea to improve the results of the last section
is to use decoding algorithms for GRS codes, whenever it is possible. Such algo-
rithms compute, from a vector ev(Q), polynomials P of degree at most k−1, such
that ev(P ) are close to ev(Q), according to the Hamming distance. Stated dif-
ferently, they provide good approximations of Q. Using these algorithms reduce
the average number of changes required by the embedding and, thus, improve
the average efficiency.

Essentially, the output of the decoding algorithms may be: a single polynomial
P , if it exists, such that the vector ev(P ) is at distance at most �(n − k + 1)/2�
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from ev(Q) (remark that if such a P exists, it is unique), and nothing otherwise;
or, a list of all polynomials P such that the vectors ev(P ) are at distance at
most T from ev(Q).

The second case corresponds to the so called list decoding; an efficient al-
gorithm for GRS codes was initially provided by [Sud97], and was improved
by [GS99], leading to what is known as the Guruswami-Sudan algorithm. Clearly,
list decoding is the more interesting: like the first kind of decoding, it provides
the solution of minimum weight if it exists; moreover, the possibility to choose
between different vectors improves the undetectability targeted by the stegano-
graphic applications.

Guruswami-Sudan algorithm outlines. The reader interested in detailed ex-
position may refer to [GS99, McE03, HP03]. The Guruswami-Sudan algorithm
uses a parameter called the interpolation multiplicity μ. For an input vector
(a0, ..., an−1), the algorithm computes a bivariate polynomial R(X, Y ) such that4

each couple (γi, ai) is a root of R with multiplicity μ. The second and last step is
to compute the list of factors of R, of the form Y − P (X), with deg(P ) ≤ k − 1.
For a fixed μ, the list contains all the polynomials which are at distance at
most λμ ≈ n −

√
(1 + 1

μ)(k − 1)n. The maximum decoding radius is, thus,

λGS = n − 1 −
√

n · (k − 1). Moreover, the overall algorithm can be performed
in less than O(n2μ4) arithmetic operations over Fq.

Guruswami-Sudan for shortened GRS codes. The Guruswami-Sudan algorithm
can be used for decoding shortened GRS codes: for a fixed set I of indices, we
are looking for polynomials P such that deg(P ) < k, P (γi) = 0 for i ∈ I
and P (γi) = Q(γi) for as many i �∈ I as possible. Such P can be written
P (X) = F (X)G(X) with F (X) =

∏
i∈I(X −γi). Hence, decoding the shortened

code reduces to obtain G such that deg(G) < k − |I| and G(γi) = Q(γi)/F (γi)
for as many i �∈ I as possible. This means, we are using the GS algorithm to
decode a word of GRS(n − |I|, k − |I|).

Algorithm Description. Our general scheme becomes: try to perform list
decoding on ev(M − V ), in order to get a P as close as possible to ev(M − V );
if it fails, fall back onto Lagrange interpolation – as in the previous section – to
compute P .

In fact, it is still possible to keep some positions locked: Let I be the set
of coordinates to be untouched, construct the polynomial P such that P (γi) =
M(γi)−V (γi); Let us consider Y = M −V −P and use GS decoding to compute
an approximation U of Y of degree at most k − 1, such that U(γi) = 0 for i ∈ I;
If GS decoding fails, add a new position to I and retry until it succeeds or
I = k; If no GS decoding succeeds (and, so, I = k), define U(X) = 0; Finally,
the stegoword is v + ev(Y − U).

Figure 1 depicts the complete algorithm. The description uses two external
procedures. The GSdecode procedure refers to the Guruswami-Sudan list decod-
4 R must also satisfy another important constraint on the so called weighted degree.
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ing: it decodes the polynomial Y (X) of degree at most k−1, with respect to the
code GRS(n, k) defined by the evaluation on (γi), and shortened on positions
set by I. So, this procedure returns a good approximation U(X) of Y (X), on
the evaluation set, of degree less than k − 1, with the additional condition that
U(γi) = 0 for i ∈ I. Remark that when I = ∅, we simply use the GS decoding,
whereas when I �= ∅, we use the modified decoding for shortened codes. The
selectposition procedure returns an integer from the set given as a parame-
ter. This procedure is used to choose the new position to lock before retrying
the list decoding.

The correctness of this algorithm follows from the fact that through the whole
algorithm we have ev(Y ) · Ht = m − v · Ht and Y (γi) = 0 for i ∈ I.

Inputs: v = (v0, ..., vn−1), the cover-data
m = (m0, ..., mn−k−1), symbols to hide
I, set of coordinates to remain unchanged, |I| ≤ k

Output: s = (s0, ..., sn−1), the stego-data
(s · Ht = m; si = vi, i ∈ I; dH(s, v) ≤ n − k)

1: V (X) ⇐= v0X
0 + · · · + vn−1X

n−1

2: M(X) ⇐= m0X
k + · · · + mn−k−1X

n−1

3: Y (X) ⇐= M(X) − V (X)
4: for all i ∈ I do
5: L

(i)
I (X) ⇐=

�

j∈I\{i}

(γi − γj)
−1(X − γj)

6: end for
7: P (X) ⇐=

�

i∈I
ai · L

(i)
I (X)

8: Y (X) ⇐= Y (X) − P (X)
9: while |I| < k and GSdecode(Y (X), I) = ∅ do

10: i ⇐= selectposition({0, . . . , n − 1} \ I)
11: I ⇐= I ∪ {i}
12: L

(i)
I (X) ⇐=

�

j∈I\{i}

(γi − γj)
−1(X − γj)

13: Y (X) ⇐= Y (X) − Y (γi) · L
(i)
I (X)

14: end while
15: if GSdecode(Y (X), I) �= ∅ then
16: U(X) ⇐= GSdecode(Y (X), I)
17: Y (X) ⇐= Y (X) − U(X)
18: end if
19: s ⇐= v + ev(Y )
20: return s

Fig. 1. Algorithm for embedding with locked positions using a GRS(n, k) code,
(γ0, ..., γn−1) fixed. It embeds r = n − k symbols of Fq with up to k locked positions
and at most n − k changes.
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Analysis. The most important property of an embedding algorithm is the num-
ber of changes introduced during the embedding. This analysis, for our algo-
rithm, depends on two parameters.

The first parameter is the probability p(n, k) that list decoding of a word in
Fq

n outputs a non-empty list of codewords in GRS(n, k). We denote by q(n, k)
the probability of the complementary event, namely the return of an empty list.
Thus, the probability that the first 
−1 list decodings fail and the 
-th succeeds
is p(n − |I| − 
, k − |I| − 
)

∏�−1
e=0 q(n − |I| − e, k − |I| − e).

The second parameter is the average distance δ(n, k) between the closest code-
words in the (non-empty) list and the word to decode. This last parameter leads
to the average number of changes required to perform the embedding:

ω =

⎛

⎝
k′−1∑

�=0

δ′(
) · p′(
)
�−1∏

e=0

q′(e)

⎞

⎠ + (n − k)
k′−1∏

e=0

q′(e) ,

where p′(e) = p(n − |I| − e, k − |I| − e), q′(e) = q(n − |I| − e, k − |I| − e) and
δ′(e) = δ(n − |I| − e, k − |I| − e).

Estimating p and δ. To (upper) estimate p(n, k), we proceed as follows. Let
us denote by Z the random variable equal to the size of the output list of the
decoding algorithm. The Markov inequality yields Pr(Z ≥ 1) ≤ E(Z), where
E(Z) denotes the expectation of Z. But, Pr(Z ≥ 1) is the probability that the
list is non-empty and, thus, Pr(Z ≥ 1) = p(n, k). Now, E(Z) is the average
number of elements in the output list, but this is exactly the average number
of codewords in a Hamming ball of radius λGS . Unfortunately, no adequate
information can be found in the literature to properly estimate it; the only paper
studying a similar quantity is [McE03], but it cannot be used for our E(Z). So,
we set

E(Z) =
qk

qn
· VλGS =

λGS∑

i=0

(q − 1)i

(
n

i

)

qn−k
,

where VλGS is the volume of a ball of radius λGS . This would be the correct
value if GRS codes were random codes over Fq of length n, with qk codewords
uniformly drawn from Fq

n. That is, we estimate E(Z) as if GRS codes were
random codes. Thus, we use p = min(1, qk−nVλGS ) to upper estimate p.

The second parameter we need is the average number of changes required
when the list is non-empty. We consider that the closest codeword is uniformly
distributed over the ball of radius λGS and, therefore, we have

δ(n, k) =

λGS∑

i=0

(q − 1)i

(
n

i

)
i

VλGS

.
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(a) p (b) α

Fig. 2. Figure (a) plots the estimated probability p of list decoding success on a random
input vector for GRS(n, k) over F8. Figure (b) plots the relative average number of
changes α. As usual, n is the length and k the dimension.

(a) p (b) α

Fig. 3. Same as figure 2 for F16

A Simplified Analysis. A simple (upper) estimate of the average number of
changes can be obtained by setting I = ∅ and considering that if the first list
decoding fails, the others will fail too. Doing so, we clearly underestimate the
performance of our algorithm. This leads to the very simple quantity

α =
δ(n, k) · p(n, k) + (n − k) · (1 − p(n, k))

n − k
.

This value is plotted in Figures 2, 3, 4, 5 and 6 for small values of q (the number
of elements of the field). For each figure, the left part (a) plots p and the right
part (b) plots α.
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(a) p (b) α

Fig. 4. Same as figure 2 for F32

(a) p (b) α

Fig. 5. Same as figure 2 for F64

Let us first briefly depict the meaning of the colors for both figure sides. In
all figures, dark colors correspond to small values, and bright colors to high
values. So, on the left hand side figures, dark areas mean a decoding failure
(small p), and bright areas mean a successful list decoding. On the right hand
side figures, dark areas correspond to a number of coordinate modifications that
remains far less than n − k, which is the maximum value; bright pixels mean
we are close to the maximum. These figures show that, when k is close to n,
the code is sufficiently dense in the space to warranty a high value of E(Z);
hence, p is close to 1 and the list decoding is successful. Other favorable cases
for decoding are for small values of k, where the radius λGS is close to n, and
the decoding balls cover the space quite well. On the contrary, when k is far
away from its extremal values (1 and n − 1), the decoding balls are too small
to contain enough codewords, and the decoding fails. Clearly, these figures also
show that this behavior increases when q becomes higher. The previous analysis



142 C. Fontaine and F. Galand

(a) p (b) α

Fig. 6. Same as figure 2 for F128

also explains what we observe on the right hand side figures, since the relative
average number of changes α heavily depends on the probability of successful
decoding. Remark that the improvement in the embedding efficiency may be
significant, compared with the algorithm given in Section 4.1. As an example,
for q = 8, GRS(7, 3) embeds 4 symbols with up to 3 locked positions and an
embedding efficiency improvement up to 37.4% compared with the Lagrange
interpolation algorithm. Over F16, GRS(14, 9) embeds 5 symbols with up to 9
locked positions and an embedding efficiency improvement up to 67.6%.

5 Conclusion

We have shown in this paper that Reed-Solomon codes are good candidates
for designing realistic efficient steganographic schemes. If we compare them to
the previous studied codes, like BCH codes, Reed-Solomon codes improve the
management of locked positions during embedding, hence ensuring a better man-
agement of the distortion: they are able to lock twice the number of positions,
that is, they are optimal in the sense that they enable to lock the maximal num-
ber of positions. We proposed two methods for managing these codes in this
context: the first one is based on a naive decoding process through Lagrange
interpolation; the second one, more efficient, is based on the Guruswami-Sudan
list decoding and provides an adaptive trade-off between the number of locked
positions and the embedding efficiency.
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Abstract. This paper deals with strategies to dramatically reduce the
complexity for embedding based on syndrome coding. In contrast to ex-
isting approaches, our goal is to keep the embedding efficiency constant,
i.e., to embed less complexly without increasing the average number of
embedding changes, compared to the classic Matrix Embedding scenario.

Generally, our considerations are based on structured codes, especially
on BCH Codes. However, they are not limited to this class of codes.

We propose different approaches to reduce embedding complexity con-
centrating on both syndrome coding based on a parity check matrix and
syndrome coding based on the generator polynomial.

1 Introduction

Steganography has been used since ancient times in order to communicate confi-
dentially. In contrast to cryptography, in digital steganography the existence of
the message itself is hidden by embedding a secret message in inconspicuously
looking cover material, e.g., text or image files.

However, common attacks investigate statistics and try to detect statistical
differences between cover and stego objects. Therefore, embedding imperceptibly
does not suffice at all for secure steganographic systems. Thus, the main goals
of the design of good steganographic algorithms are:

– to modify the cover data as little as possible in order to prevent detectable
changes in the statistical properties, and

– to modify the cover data only in inconspicuous parts.

As numerous approaches in the past have shown, applying algorithms from co-
ding theory to steganography can help to achieve both objectives.

One approach, first mentioned by Crandall [3] and commonly known as Matrix
Embedding, was applied to reduce the number of required changes of the cover by
carefully selecting the positions used for embedding. In his paper, Crandall refers
to an unpublished paper [1] that discusses this topic from the point of view of a
coding theorist. The relation between linear covering codes and steganography
was also discussed in [9].

Another field of application of codes from coding theory is a scenario of a mes-
sage being transmitted using a channel with constrained access to its symbols,
e.g., by excluding conspicuous parts of the cover.

T. Furon et al. (Eds.): IH 2007, LNCS 4567, pp. 145–158, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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A recent approach, based on syndrome coding using random codes, is called
Wet Paper Codes [6]. This embedding scenario does not require the sender to
share any knowledge about the constraints with the recipient and does not even
sacrifice embedding capacity – however, this happens at the cost of an increased
embedding complexity.

Apart from investigations of speeding up the embedding process of Wet Paper
Codes (e.g., by using sparse random parity check matrices combined with struc-
tured Gaussian elimination [4], or by exploiting the LT process [5]), Fridrich et
al. also presented an approach to minimize the number of embedding changes
based on the application of Wet Paper codes to small blocks [7].

However, this topic was also investigated by [11,12] based on a class of struc-
tured codes, the BCH Codes (Bose, Chaudhuri, Hoquenghem, [2,10]). Again,
both of the aforementioned objectives were considered.

Embedding based on the classic approach, by finding a coset leader using a
parity check matrix Hk×n, is really complex and therefore time consuming. Thus,
one aspect of [12] was the investigation of more efficient embedding strategies.
Beside an improvement of the classic Matrix Embedding based on Hk×n, [12] also
consider syndrome coding based on the generator polynomial g(x). Particularly,
the goal was to find a balanced solution between low embedding complexity and
high embedding efficiency.

In this paper, we focus on embedding strategies to further reduce the em-
bedding complexity without reducing the embedding efficiency e and without
increasing the average number of embedding changes Ra respectively. Strictly
speaking, our goal is to obtain Ra,classic, which can be achieved by means of the
classic Matrix Embedding scenario. Generally, the considerations are based on
structured codes, especially on BCH Codes. However, they are not limited to
this class of codes.

In our investigations, we first take a closer look at the generator polynomial
g(x), since the authors in [12] have shown that this approach is way less complex
than the classic approach based on Hk×n. The question that should be answered
in this paper is, whether and how it is possible to achieve Ra,classic by further
improving this approach.

We also focus on possibilities to reduce the search domain considering syn-
drome coding based on Hk×n, i.e., strategies to reduce the cardinality of se-
quences that have to be evaluated in order to find the coset leader. Again, the
question arises, whether it is possible to achieve Ra,classic by means of these
approaches.

The paper is organized as follows: In Section 2, strategies for embedding with-
out locked elements are discussed. In this paper, the goal was to embed less com-
plexly compared to the classic Matrix Embedding algorithm while keeping the
embedding efficiency constant. Therefore, different strategies were considered:
At first, an improved embedding scheme based on the generator polynomial
g(x) is described in Section 2.2. Secondly, Section 2.3 summarizes investigations
to reduce the search domain. The adaptation of the results achieved so far for
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embedding regarding locked elements is described in Section 3. Finally, Section 4
summarizes the results.

2 Efficient Embedding Without Locked Elements

Within this section, the goal is to find efficient embedding strategies for an em-
bedding scenario without considering embedding constraints first, i.e., all cover
elements can be used for embedding.

The described approaches have its origin in syndrome coding based on a gen-
erator polynomial g(x) as well as on a parity check matrix Hk×n. Therefore,
different optimization strategies were considered, in order to reduce embedding
complexity while keeping the embedding efficiency constant compared to the
classic Matrix Embedding scenario. Strictly speaking, our goal is to achieve
Ra,classic.

Even if the investigations are based on BCH Codes, it is possible to apply the
algorithms proposed in this paper on different types of matrix construction.

2.1 Basic Considerations

Describing BCH Codes
In this paper, the investigations are based on binary BCH Codes, a class of
structured codes. Generally, a (n, l, fk) BCH Code, as any Cyclic Code, is fully
defined by its generator polynomial g(x)1.

The code parameter n describes the length of each codeword, and the para-
meter l is related to the dimension of the code. Thus, l also gives the number of
information bits determining the number of codewords of the code alphabet A,
i.e., |A| = 2l.

The generator polynomial g(x) can be seen as a function of arbitrary values
of dmin or fk and n, where the number of parity bits k can be identified with
k = degree(g(x)) = n − l.

The performance of a code is described by the minimum Hamming distance
dmin, defined as the minimum distance among all possible distinct pairs of code-
words in A. Only considering error correction, the maximum number of correctable
errors can be calculated with fk = �dmin−1

2 �. Of course, a high performance fk re-
quires a high amount of parity bits k.

Another possibility to fully describe BCH Codes is the use of a parity check
matrix Hk×n. Generally, there are several ways to derive Hk×n by means of
g(x), however, the way of calculating Hk×n has absolutely no influence on the
performance of a code. For example, in this paper, the check polynomial h(x)
with g(x) · h(x) = xn + 1 is used. To derive Hk×n, the coefficients of h(x) are
simply shifted k times and the results are written in form of a matrix.
1 A polynomial p(x) is defined as p(x) = ukxk +uk−1x

k−1+ ...+u1x+u0, in which the
sequence of its coefficients can be seen as a binary vector p = (ukuk−1...u1u0) and
is denoted in boldface symbols. Throughout the text, also matrices M are denoted
in boldface symbols.
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Both, the parity check matrix Hk×n and the generator polynomial g(x) can be
used to generate codewords. According to the construction algorithms described
in [2,10], all codewords ai ∈ A are multiples of g(x). Thus, s = Hk×n · aT

i = 0
and s = mod(ai,g) = 0 respectively is true ∀ai ∈ A.

Classical Syndrome Coding
Generally, the goals in coding theory and in steganography are different. While
in coding theory the syndrome s = Hk×n · bT of length k is used for error
detection and error correction, in steganographic systems it is used to embed a
confidential message.

In coding theory it is assumed that a codeword ai is transformed during
transmission due to a random error pattern f into a sequence b. Thus, whenever
s �= 0, the goal in coding theory is to modify the received sequence b in a way
that Hk×n · bT

corr = 0.
However, using this approach in steganographic systems, in a first step

the cover is divided into parts a of length n and the message into parts emb
of length k. In a second step a sequence f has to be determined, to deliberately
modify the cover part a in a way that, according to Equation (1), the resulting
part b of the stego image fulfills s = emb.

s = Hk×n · (a ⊕ f)T = Hk×n · bT . (1)

This approach, based on syndrome coding, is known from literature (e.g., [3])
as Matrix Embedding.

In the classic Matrix Embedding approach, based on a parity check matrix
Hk×n, one tries to achieve a maximized embedding efficiency e = k

Ra
, in which

k is related to the number of embeddable bits per block and therefore to the
number of parity bits of a code. Generally, the number of average embedding
changes Ra has to be minimized. Thus, a sequence has to be chosen out of all
possible 2n sequences f of length n, in a way that the distance between a and
b = a⊕ f is minimal. This sequence f is denoted as coset leader with the weight
of f w(f) being minimal.

Note that Ra,classic based on this classic approach is the best achievable result
for each specific code. Therefore, it is used as a measure to compare the different
coding strategies proposed in this paper.

Whenever considering a big codeword length n, finding the optimal solution and
thus finding a coset leader is an NP complete problem. Since the search domain
enfolds 2n sequences f , exhaustive search is required. Note that it is possible to
speed up the process of finding the coset leader by means of look-up tables.

Remember the look-up table in coding theory, defined as:

coset(0) =
{
ai | Hk×n · aT

i = 0
}

= A. (2)

In contrast, each of the 2k possible syndromes and hence each possible se-
quence emb can be seen as a coset in steganographic systems. Each coset consists
of 2n

2k = 2l sequences and can be defined as:
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coset(emb) =
{
f | Hk×n · fT = emb

}
∀emb. (3)

For each syndrome emb, the sequence f with minimum distance between a
and b = f is called coset leader and should be chosen for embedding, whenever
the goal is to minimize Ra. This will result in a reduced time complexity, since
the search domain is reduced, i.e., only 2l sequences have to be considered for
exhaustive search instead of 2n sequences. Of course, this approach based on 2k

look-up tables is limited by storing all 2n sequences. Nevertheless, also the effort
to create the 2k look-up tables has to be considered.

Generally, there are different requirements to the embedding process. On the
one hand side, the goal is to find the coset leader, i.e., to find a solution that results
in a minimum number of embedding changes which will maximize the embedding
efficiency. Another aspect, which has to be considered, is the embedding complex-
ity. In this paper, we consider time complexity as well as memory complexity. A
reduced embedding complexity can be achieved with a reduced embedding effi-
ciency as shown in [12], or even with constant embedding efficiency.

In this paper, we try to find efficient embedding strategies, which will enable
us to embed less complexly while keeping the embedding efficiency constant
compared to the classic Matrix Embedding scenario.

2.2 Embedding Based on g(x)

As mentioned in Section 2.1, there are two possible ways to fully describe BCH
Codes: a parity check matrix Hk×n and a generator polynomial g(x). The classic
Matrix Embedding approach is based on the first one.

Within this section, we take a look at the second one, trying to answer the
question, whether it is possible to embed more rapidly with no reduction in
embedding efficiency compared to the classic approach, i.e., if it is possible to
achieve Ra,classic.

Using the generator polynomial g(x) in coding theory, a syndrome s is
calculated by dividing the received sequence b (or the corresponding polynomial
b(x)) by the generator polynomial g(x) and analyze the remainder. Only if the
sequence b is divisible without remainder, the received sequence is a codeword,
otherwise an error is detected.

In steganographic systems, the remainder can be used to embed the secret
message. Therefore, the cover sequence a is defined as [al ak], according to the
parameters l and k.

In a first step of the basic embedding process, a is divided by g in order to
obtain the syndrome s of length k as:

s = mod(a,g). (4)

To achieve the positions, which have to be flipped in order to embed emb
into a, this syndrome s has to be combined with emb using a XOR operation.
The positions of ones are related to the positions that have to be flipped within
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ak
2. The stego sequence b leading to the confidential message emb and related

to a can be achieved according to:

b = [al (ak ⊕ (s ⊕ emb))] . (5)

The resulting stego sequence certainly fulfills the desired property:

s = mod(b,g) = emb. (6)

While this simple approach enables to embed fast with only few XOR opera-
tions, we have to deal with a reduced embedding efficiency since the algorithm
is not always able to find the coset leader (see Table 1).

However, the embedding efficiency can be improved by also considering al, i.e.,
not only flipping bits within the k parity bits but also information bits within al.

First investigations [12] considered only one additional bit within l information
bits. The essential idea of this heuristic approach is to pre-flip one out of all
l possible information bits, embed the confidential message and evaluate the
results. Thus, the improved approach needs l pre-calculation steps:

In each step i, (i = 1, 2, ..., l), one out of l information bits in al is pre-flipped.
Afterward, s denoted as si is determined according to Equation (4). For each
syndrome si, the weight of (si ⊕ emb) is determined within the evaluation step,
since the goal is to find the coset leader or at least the combination with minimal
Hamming weight. The total number of bits, which have to be flipped within the
cover sequence a in order to embed the confidential message part emb, is now

w1 =
l

min
i=1

(w(si ⊕ emb) + 1), including the pre-flipped bit.
In order to determine, whether the application of the improved approach is

advantageous in comparison to the basic algorithm, w2 is calculated as well,
according to Equation (4) with the basic unmodified al, as w2 = w(s ⊕ emb).
Whenever w1 is smaller than w2, pre-flipping one bit is indeed advantageous in
comparison to the basic method. In this case, the w1 bits are flipped. Otherwise
the basic method is applied and w2 bits are flipped.

As a result of this heuristic approach based on pre-flipping one additional bit,
the embedding efficiency can considerably be increased (see Table 1).

Continuing this thought, in the optimal case up to fk pre-flipped bits are
included. Experimental investigations have shown that it is sufficient to consider
up to fk instead of l pre-flipped bits. Again, the performance of a code matters.

By means of this approach, i.e., considering all possible flipping patterns
(

l
i

)
,

(i = 1, 2, ..., fk), it is possible to reach Ra,classic exactly. Thus, we are able to
achieve the same embedding efficiency as by using the classic Matrix Embedding.

The results in terms of Ra are summarized in Table 1 for the three approaches
described in this section. For a comparison, we also give Ra,classic.

2 It is recommended to use an interleaver to pre-process the image before embedding
starts in order to reduce the impact of possible attacks.
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Table 1. Average number of embedding changes Ra

(n, l, fk) g(x), basic g(x), improved g(x), optimal Hk×n, classic

(7, 4, 1) 1.5 0.875 0.875 0.875
(15, 11, 1) 2.0 0.938 0.938 0.938
(15, 7, 2) 4.0 2.683 2.461 2.461
(17, 9, 2) 4.0 2.516 2.324 2.324
(31, 26, 1) 2.5 0.969 0.969 0.969
(31, 21, 2) 5.0 2.843 2.482 2.482
(23, 12, 3) 5.5 3.429 2.853 2.853

2.3 Embedding Based on Hk×n

As pointed out in the last section, using the optimal approach for syndrome
coding based on the generator polynomial g(x) for embedding enables us to
achieve Ra,classic. However, the question whether a less time complex embedding
is possible remains unanswered.

To answer this question, the results of our investigations are summarized in
terms of time complexity in Table 2.

Table 2. Complexity of embedding

Approach Number of XOR operations Example: (15, 7, 2) BCH

Hk×n, classic ((k · n) n + k) 2n 59244544

Hk×n, 2k look-up tables n · 2l 1920
g(x), basic l (k + 1) + k 71
g(x), improved l + (l (k + 1) + k)(l + 1) 575

g(x), optimal l + (l (k + 1) + k)
fk�

i=0

�
l
i

�
2066

As a measure of time complexity the number of XOR operations was consid-
ered, needed to embed a confidential message emb of length k within n cover
bits. The approaches described in the last section can easily be compared to the
classic approach since a division in the binary case can also be realized using
XOR operations.

Table 2 confirms that embedding based on syndrome coding by means of
g(x) is indeed advantageous compared to the classic approach in terms of time
complexity. Note that we are also able to achieve Ra,classic using the optimal
approach.

However, considering the estimated time complexity for the classic approach
based on a parity check matrix Hk×n combined with 2k look-up tables, the
results achieved so far are slightly worse.

This fact motivates us to further investigate memory complexity, i.e., to reduce
the number of look-up tables on the one hand side, and the number of sequences
stored in the coset on the other hand side. Thus, we investigated improved search
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strategies within the coset, in order to make the use of look-up tables manageable
within practical systems. Of course, our goal is again to achieve Ra,classic.

Decreasing the Search Area - Working with coset(0)
Remember the classic approach without look-up tables, in which finding a coset
leader, i.e., a coset member f with minimal weight, is an NP complete problem,
requiring exhaustive search. In this case, the search area includes all possible
sequences of length n, i.e., 2n sequences have to be evaluated. This will, of
course, be to complex for many practical systems.

Generally, it is possible to speed up the process of finding a coset leader
by means of look-up tables. There are 2k different syndromes and therefore 2k

possible sequences emb. Within each look-up table, all 2l possible sequences f
leading to each sequence emb are stored.

The first look-up table (coset(0)) belongs to the zero syndrome (and thus
to emb = 0) and contains all codewords ai ∈ A of the considered code. All
remaining entries f in the look-up tables correspond to all possible error patterns
in coding theory and are stored in the remaining (2k −1) look-up tables. Within
practical systems, this certainly causes problems with storage.

In this section, we describe a practical algorithm using only one look-up table,
strictly speaking the one containing all codewords ai ∈ A, i.e., one look-up table
with coset(0) = A.

Thereby, our goal is to achieve both a reduced time complexity and a reduced
memory complexity. Therefore, all possible cosets based on coset(0) are defined
as:

coset(emb) =
{
fm ⊕ ai | Hk×n · (fm ⊕ ai)T = emb

}
= fm ⊕ coset(0), (7)

where the coset member fm is defined as fm = a ⊕ f . Based on this definition
of a coset, the coset leader is defined as the sequence fm ⊕ ai with minimum
distance to the cover sequence a.

The following paragraph describes the adapted embedding process based on
only one look-up table containing coset(0) = A:

The embedding process is divided into two parts. In the first part, the classic
approach is used to acquire the first sequence f fulfilling, combined with the
cover sequence a, Equation (1) with s = emb. Thus, a coset member with
fm = a ⊕ f is determined. A coset member can be identified more simply by
searching for a sequence f independent of a, i.e., by searching for a sequence
that fulfills s = Hk×n · fT with s = emb. In this case, f is equal to the coset
member, i.e., fm = f .

This coset member will certainly not always be the coset leader. Hence, in the
second step of the embedding process, the coset leader has to be determined, i.e.,
the sequence with minimum distance to the cover sequence a. This can easily be
done within the coset coset(emb) with:

coset(emb) = fm ⊕ ai (i = 1, 2, ..., 2l). (8)
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This coset indeed includes all 2l sequences leading to emb if combined with
the parity check matrix Hk×n:

Hk×n · (fm ⊕ ai)T = Hk×n · fmT ⊕ Hk×n · aT
i = emb ⊕ 0 = emb (9)

is true for all ai ∈ A (see Equation (7)). As a result, the desired stego sequence
b can easily be identified with:

b = arg min
ai∈A

(
d(a, fm ⊕ ai)

)
⊕ fm. (10)

As a result, Ra,classic can be achieved.
The advantage of this approach compared to the classic approach is a reduced

time complexity. Instead of an exhaustive search including 2n sequences of length
n, only the first sequence fm has to be acquired. This sequence can be used
to determine a sequence (fm ⊕ ai) that has a minimum distance to the cover
sequence a in order to replace it. The search area, included in the exhaustive
search, now contains only 2l instead of 2n sequences.

The time needed to find the first sequence f leading to emb and thus to find
a coset member fm is negligible. Another advantage of the approach described
above is the reduced memory complexity, since only one look-up table has to
be stored, i.e., only 2l sequences. However, when dealing with large code para-
meters, especially large parameters l, this storage space might be unacceptable.
Therefore, approaches to further reduce coset(0) were investigated.

Decreasing the Search Area - Working with the Reduced coset(0)red

Working with coset(0), as described in the last section, reduces the embedding
complexity considerably. However, for large code parameters, especially a high
number of information bits l, not only a lot of time for the exhaustive search but
also a lot of storage is required for a look-up table containing all 2l codewords.
Because of this, an approach to further reduce time and memory complexity by
reducing coset(0) is discussed.

Our first investigations were motivated by the fact that the weight of the
codewords of a linear code is distributed symmetrically. For example the code
alphabet of the (15, 7, 2) BCH Code contains |A| = 2l = 128 codewords distrib-
uted by: w(A) = (1, 0, 0, 0, 0, 18, 30, 15, 15, 30, 18, 0, 0, 0, 0, 1). Thus, there exist,
e.g., one codeword with weight 0 and 18 codewords with weight 5.

The question we would like to answer is, how far we can go with a reduction
of A. Is it sufficient to store only 2l−1 codewords with a weight of w(ai) ≤ �n

2 �
or maybe even less in the look-up table?

Investigations have shown that including only half of all possible codewords,
i.e., reducing the searching area to 2l−1 sequences with

coset(0)red =
{
ai | w(ai) ≤

⌊n

2

⌋
∧ Hk×n · aT

i = 0
}

(11)

will result in only a small deterioration of Ra.
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Some examples:

– for the (15, 7, 2) BCH Code Ra = 2.508 can be achieved, while Ra,classic =
2.461, and

– for the (23, 12, 3) BCH Code (Golay Code) Ra = 2.864 can be achieved,
while Ra,classic = 2.853.

Nevertheless, the embedding complexity in terms of time and memory can be
reduced considerably. For example using the (15, 7, 2) BCH Code, only 2l−1

2n =
26

215 = 0.00195, i.e., only 0.2% of the original search area has to be considered for
embedding with only a minor loss in embedding efficiency, directly influenced by
Ra.

This deterioration of Ra is caused by the reduced coset(0)red. Each coset
member fm leads to different reduced cosets with:

coset(emb)red = fm ⊕ coset(0)red. (12)

Of course, each of this cosets is part of coset(emb) = fm ⊕ coset(0). Conse-
quently, it is not always possible to find the coset leader, i.e., the coset leader
does not need to be included in the reduced coset considered here.

However, we can exploit this particularity of the reduced coset, since each
of the different reduced cosets affects Ra. In order to minimize the differences
between Ra,classic and Ra, it seems reasonable to find different sequences fm and
thus to evaluate different reduced cosets.

Of course, this approach is more time consuming. Strictly speaking, the time
complexity increases by the number num of evaluated sequences fm and thus by
the number of different reduced cosets. However, this additional time complexity
is negligible, as long as num · 2l 
 2n and num 
 2k respectively.

Table 3 summarizes some of our results. Within this investigation, we reduced
the alphabet and thereby the look-up table from |A| = 2l to |Ared| = 2l−1. There-
fore, the code sequences with the lowest weight are chosen, i.e., all sequences with
w(ai) ≤

⌊
n
2

⌋
.

Table 3. Influence of the number of evaluated sequences, num · fm

(n, l, fk) Ra,classic |Ared| Ra,1fm Ra,5fm Ra,10fm

(15,7,2) 2.461 26 2.508 2.461 2.461

(15,11,1) 0.938 210 0.938 0.938 0.938

(23,12,3) 2.852 211 2.864 2.853 2.853

The results confirm the assumption that evaluating different sequences fm and
thereby different reduced cosets coset(emb)red indeed results in an improved
Ra. As can be seen, e.g., for the (15, 7, 2) BCH Code, considering 5 different
sequences fm in the embedding process leads to Ra,classic. The time needed to
evaluate additional sequences fm is negligible.
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However, even if it is possible to achieve enormous advantages in terms of
embedding complexity compared to the classic approach, the complexity is rel-
atively high, whenever considering codes with a high number of information
bits. For these codes, reducing the code alphabet by one half does not suffice
at all, since the required storage for the look-up table and the time needed for
exhaustive search are still to high.

Based on this problem, the question arises, whether it is possible to further
reduce the alphabet A and consequently the look-up table. Using the approach
described above, it is indeed important to use only those codewords with the lowest
weight. Investigations have shown, that variations of this criterion always results
in worse results, i.e., in higher discrepancies to Ra,classic.

Table 4 summarizes the results of our investigations.

Table 4. Influence of the number of evaluated sequences, num · fm

(n, l, fk) Ra,classic |Ared| Ra,1fm Ra,5fm Ra,10fm Ra,15fm

(31,21,2) 2.482 30443, w(ai) < k 2.490 2.482 2.482 2.482

(31,21,2) 2.482 11533, w(ai) < (k − 1) 2.531 2.482 2.482 2.482

(31,21,2) 2.482 3628, w(ai) < (k − 2) 2.757 2.486 2.483 2.482

In this example, the alphabet A of the (31, 21, 2) BCH Code was reduced
from 221 down to ≈ 212 sequences. Nevertheless, we are able to achieve Ra,classic

considering num = 15 sequences fm, i.e., by evaluating up to 15 different re-
duced cosets. Whenever a negligible reduction of Ra can be accepted, consid-
ering num = 5 sequences fm is sufficient. By means of this approach, the time
complexity is low, i.e., the time needed to embed a sequence emb is manageable.
Therefore, it can be used in practical systems.

As a result of the example illustrated above, the search area can be decreased
from 231 sequences to ≈ 212, i.e., only 212

231 = 0.000002 of the sequences (0.0002%)
have to be considered by exhaustive search in comparison to the classic approach.

Generalizing the Approach
Even if we discussed this approach for linear codes like BCH Codes, it is not
limited to this class of codes. It is also possible to generalize the approach of
working with coset(0) as well as the approach working with coset(0)red.

Whenever it is possible to separate Hk×n (e.g., through permuting columns)
in Hk×n = [Hk×l Hk×k] under the condition that Hk×k is non-singular, all
codewords ai ∈ A can be easily determined. In this case, all codewords are
arranged systematically.

Starting with all 2l known source sequences ai,l of length l, ai = [ai,l ai,k] ∈ A
is determined by:

ai,k = H−1
k×k · Hk×l · aT

i,l. (13)

The resulting codewords ai, (i = 1, 2, ..., 2l) are stored in only one look-up
table. Of course a reduction of this look-up table is also possible. However, to
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answer the question whether it is possible to always achieve Ra,classic, further
investigations are required.

3 Efficient Embedding Including Locked Elements

In this section, we consider embedding including embedding constraints. Since
the results for syndrome coding based on a parity check matrix Hk×n achieved
so far are much better, we focus on this scenario. After describing the basic
approach, the results of the previous section are adapted to this embedding
scenario. Again, we focus on embedding with reduced embedding complexity
but with a constant average number of embedding changes in comparison to
Ra,classic achieved with the classic Matrix Embedding scenario.

3.1 Description of the Basic Approach

Remember, embedding based on the classic approach was done by finding a
sequence f of minimal weight with s = Hk×n · (a⊕ f)T = emb, as long as locked
elements are neglected.

However, since practical steganographic applications have to deal with locked
elements, it is necessary to consider these locked elements within the blocks of
length n. Thus, the classic embedding algorithm has to be adapted as follows
(see also [12]):

In a first pre-processing step, the matrix Hk×n is divided for each block of
length n into Hk×n = [Hk×lock Hk×unlock], depending on the positions of locked
elements with n = lock + unlock. As a result, Hk×lock is a submatrix of Hk×n

corresponding to locked elements, and Hk×unlock is a submatrix of Hk×n corre-
sponding to unlocked elements.

In order to embed, a sequence f of length unlock has to be determined in a
way that s = emb according to:

s = Hk×lock · aT
lock︸ ︷︷ ︸

slock

⊕Hk×unlock · (aunlock ⊕ f)T

︸ ︷︷ ︸
sunlock

. (14)

However, it is also possible to simplify the embedding process and thus to
decrease embedding complexity, since (slock ⊕ emb) = c is invariant. Instead
of searching for a coset leader of length n, one can try to find a sequence f of
length unlock (a coset leader of length unlock) with minimum weight in a way
that sunlock = c. As a result, the stego sequence leads to emb, according to
Equation (1).

3.2 Description of the Improved Approach

The basic algorithm described above can also be improved in terms of embedding
efficiency as described in Section 2.3. Thus, it is possible to work with only one
look-up table containing all codewords ai ∈ A.
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However, it is necessary to consider the fact that the positions of locked el-
ements are distributed randomly, i.e., the number of locked elements and their
positions varies from block to block. It is necessary to reduce the sequences
within the look-up table by the locked positions for each block a of length n and
thus for each pattern of locked elements. Consequently, coset(0)unlock = Aunlock

and therefore Aunlock now contains sequences of length unlock.
The embedding process is again divided into two parts. First, a sequence f

fulfilling (14) with s = emb has to be found. This coset member of length
unlock with fm,unlock = f can be used to determine the coset leader based on
coset(0)unlock:

bunlock = arg min
ai,unlock

∈Aunlock

(
d(aunlock, (fm,unlock ⊕ ai,unlock))

)
⊕ fm,unlock. (15)

Similarly to the embedding scenario not considering embedding constraints
(Section 2.3), it is possible to reduce the alphabet A and therefore to reduce the
number of sequences that have to be considered by exhaustive search. This reduc-
tion will also result in different reduced cosets for different sequences fm,unlock.
Thus, it is again advantageous to evaluate different sequences fm,unlock and con-
sequently different reduced cosets in order to achieve Ra,classic.

This approach enables to embed faster and less complexly while achieving an
average number of embedding changes similar to the basic approach. Instead of
2unlock sequences of length (unlock), 2l sequences have to be considered at most.
Whenever we further reduce the alphabet, we can further reduce this number.

4 Summary and Outlook

Since embedding based on the classic approach, by finding a coset leader using a
parity check matrix Hk×n, is really complex and therefore time consuming, we
focused on embedding strategies to reduce the embedding complexity without
reducing the embedding efficiency e and without increasing the average num-
ber of embedding changes Ra respectively compared to Ra,classic, which can be
achieved with the classic Matrix Embedding scenario.

Within first investigations, syndrome coding based on the generator polyno-
mial g(x) was considered. As the results confirm, it is indeed possible to achieve
Ra,classic. Thus, it is possible to embed less time complex based on this approach.

However, the complexity of embedding can further be reduced by syndrome
coding based on Hk×n combined with look-up tables. Embedding based on look-
up tables reduces time complexity dramatically compared to the classic approach
based on exhaustive search. Instead of 2n only 2l sequences have to be considered.
Nevertheless, this approach is limited by storage, since all 2n sequences have to
be stored.

Consequently, our goal was to further reduce the storage space. Therefore, we
proposed an embedding strategy working within coset(0), i.e., only 2l sequences
have to be stored. Since this can still be problematic for codes with a high
number of information bits l, the cardinality of coset(0) was further reduced.
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To summarize, we are able to embed much faster due to the reduced time
complexity. Additionally, the storage space can be reduced dramatically, i.e., for
the (31, 21, 2) BCH Code, e.g., only 0.0002% of the original search area has to
be considered in our approach. However, this result does not affect Ra; it is still
possible to achieve Ra,classic by means of this approach.

Even if the considerations in this paper are based on structured codes, they
are not limited to this class of codes.
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Abstract. This paper presents a security analysis for data hiding meth-
ods based on nested lattice codes, extending the analysis provided by
previous works. The security is quantified in an information-theoretic
sense by means of the information leakage between the watermarked
signals seen by the attacker and the secret key used in the embedding
process. The theoretical analysis accomplished in the first part of the pa-
per addresses important issues such as the possibility of achieving perfect
secrecy and the impact of the embedding rate and channel coding in the
security level. In the second part, a practical algorithm for estimating
the secret key is proposed, and the information extracted is used for
implementing a reversibility attack on real images.

1 Introduction

Watermarking security has emerged in the last years as a new research topic,
whose basics can be found in [1],[2],[3] and the references therein. The framework
for security analysis adopted in these works follows a cryptanalytic approach:
all the parameters of the watermarking scheme are assumed to be public, and
the security relies only on a secret key, which is assumed to remain unchanged
in the contents watermarked by the same user. The main target of the security
analysis is to determine whether the watermarking scheme conceals properly the
secret key; if it is not the case, then we are interested in assessing the security
level of the scheme, defined as the number of observations needed to achieve an
estimate of the secret key up to a certain accuracy [2].

In this paper we focus on the security analysis of data hiding schemes based on
nested lattice codes [4], usually known as lattice DC-DM schemes. Specifically,
the work in the present paper extends the theory and algorithms developed in
[5] to a more general scenario. The analysis in [5] was mainly restricted to the so-
called “Known Message Attack” (KMA) scenario, where the messages embedded

� This work was partially funded by Xunta de Galicia under projects PGIDT04
TIC322013PR, PGIDT04 PXIC32202PM, and “Competitive Research Units” pro-
gram, Ref. 150/2006; MEC project DIPSTICK, Ref. TEC2004-02551/TCM, and Eu-
ropean Commission through the IST Programme under Contract IST-2002-507932
ECRYPT. ECRYPT disclaimer: The information in this paper is provided as is,
and no guarantee or warranty is given or implied that the information is fit for any
particular purpose. The user thereof uses the information at its sole risk and liability.

T. Furon et al. (Eds.): IH 2007, LNCS 4567, pp. 159–173, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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Fig. 1. Block diagram showing the lattice data hiding model

in each watermarked signal were assumed to be known by the attacker. This
paper considers a general scenario (which encompasses most of the practical data
hiding applications), termed “Watermarked Only Attack” (WOA), where the
attacker no longer knows anything about the embedded messages. As in [5], the
security level is measured by means of the mutual information (a.k.a. information
leakage) between the watermarked signals and the secret key, which is related to
the variance of the key estimation error. The first part of this paper measures the
information leakage for lattice DC-DM schemes, paying special attention to the
comparison between KMA and WOA scenarios, and considering also possible
strategies that achieve good security levels. The second part shows how the
information about the key provided by the observations can be extracted and
used in practical scenarios, proposing a reversibility attack based on an estimate
of the secret dither. The proposed estimation algorithm works with any arbitrary
nested lattice code, and is applicable to high embedding rate scenarios.

The main notational conventions used in the paper are the following: Λf and
Λ are the n-dimensional fine and coarse (shaping) lattices of the nested lattice
code, respectively. The alphabet that encodes the messages to be transmitted
is defined as M � {0, 1, . . . , p − 1}, with p denoting its cardinality. Random
variables are denoted by capital letters, and vectors are represented by boldface
letters. H(·) and h(·) denote entropy and differential entropy [6], respectively.

2 Theoretical Model

The mathematical model for lattice data hiding considered in this paper is shown
in Fig. 1. First, the host signal is partitioned into non-overlapping blocks Xk of
length n. The message to be embedded may undergo channel coding, yielding
the symbols Mk ∈ M which are assumed to be equiprobable, unless otherwise
stated. Each symbol Mk is embedded in one block Xk by means of a randomized
lattice quantizer yielding a watermarked signal Yk as follows:

Yk = Xk + α(QΛ(Xk − dMk
− T) − Xk + dMk

+ T), (1)

where QΛ(x) is a nearest neighbor quantizer whose centroids are distributed
according to Λ, the coarse (shaping) lattice, α ∈ [0, 1] is the distortion
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Fig. 2. Nested lattice codes of rate R = log(9)/2 with hexagonal shaping lattice, ob-
tained by means of self-similar construction (a) and Construction A with g = (1, 2)T

(b). Voronoi regions of Λf and Λ are represented by thin and thick lines, respectively.

compensation parameter, dMk
is the coset leader associated to Mk, and T =

g(Θ) is the secret dither signal, which remains constant in each watermarked
block. The embedding distortion per dimension in a mean-squared-error sense
can be computed as Dw = 1

nE
[
||Xk − Yk||2

]
= α2P (Λ), where P (Λ) denotes

the second-order moment per dimension of V(Λ).
The coset leaders dMk

∈ {d0, . . . ,dp−1} that encode each symbol Mk are
chosen so that

⋃p−1
k=0(dk + Λ) = Λf and they coincide with the coset leaders of

minimum norm of the nested lattice code. Nested lattice codes can be obtained
in a number of ways; we consider in this paper self-similar lattice partitions and
Construction A [7]. In self-similar lattice partitions, Λf = p−

1
n Λ, for p

1
n ∈ N.1

The lattice Λ is a sublattice of Λf , resulting in a “nesting ratio” vol(V(Λ))
vol(V(Λf ))

= p,

and an embedding rate R = log(p)/n. The coset leaders dk can be obtained as
Λf ∩ V(Λ). Construction A is more flexible, and is summarized as follows:

1. Define a positive integer p. In order to construct a nested lattice code with
good asymptotic properties, p must be prime.

2. Define a generating vector g ∈ Z
n
p and compute the codebook C � {c ∈ Z

n
p :

c = q · g mod p, q = 0, . . . , p − 1}. Then, define the lattice Λ′ = p−1C + Z
n.

3. Define the generating matrix G ∈ R
n×n (where each row is a basis vector) of

the coarse (shaping) lattice Λ. Apply the linear transformation Λf = Λ′G.

It follows that Λ is a sublattice of Λf and the nesting ratio is vol(V(Λ))
vol(V(Λf ))

= p,

resulting in a coding rate R = log(p)/n.
4. The coset leaders are given by Λf ∩ V(Λ), or equivalently, p−1CG mod Λ.

Examples of 2-dimensional nested lattice codes are shown in Fig. 2.
With regard to the attacker’s strategy, it is assumed that he manages to

gather an ensemble of watermarked blocks {Yk, k = 1, . . . , No} (hereinafter,
1 More general self-similar lattice partitions consider also rotations of Λ, but we will

restrict our attention to those obtained through scaling.
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observations), which may belong to different host signals, but all of them were
watermarked with the same secret key Θ. He knows the parameters of the nested
lattice code being used, i.e. Λ, {di, i = 0, . . . , p − 1}, α, whereas he ignores the
host blocks Xk, the embedded symbols Mk, and T = g(Θ). The objective of the
attacker is to obtain an estimate of T. The first step performed by him is the
modulo reduction of the watermarked blocks as Ỹk � Yk mod Λ, where the
modulo operation is defined as X mod Λ � X− QΛ(X). Under the assumption
(a.k.a. “flat-host assumption”) that the variance of the components of Xk is
much larger than the embedding distortion, such modulo reduction does not
imply any loss of information for the attacker, as discussed in [5]. Let us define

f0(x) �
{

(vol(Z(Λ)))−1, x ∈ Z(Λ)
0, otherwise, (2)

with Z(Λ) � (1 − α)V(Λ), where V(Λ) � {x ∈ R
n : QΛ(x) = 0} denotes the

Voronoi region of Λ [8]. The probability density function of the signals seen by
the attacker can be computed by taking into account that, under the flat-host
assumption, f(ỹk|mk, t) = f0(ỹk − dmk

− t mod Λ). Finally, the function g(·)
is assumed to yield a secret dither T uniformly distributed in the Voronoi region
V(Λ), which turns out to be the worst case for the attacker [5].

3 Theoretical Security Analysis

The amount of information that leaks from the observations is quantified by
means of the mutual information I(Ỹ1, . . . , ỸNo ;T). Making use of the chain
rule for entropies [6], it can be written in a more illustrative manner as

I(Ỹ1, . . . , ỸNo ;T)

= I(Ỹ1, . . . , ỸNo ;T, M1, . . . , MNo) − I(Ỹ1, . . . , ỸNo ; M1, . . . , MNo|T)
= I(Ỹ1, . . . , ỸNo ;T|M1, . . . , MNo) + I(Ỹ1, . . . , ỸNo ; M1, . . . , MNo)
− I(Ỹ1, . . . , ỸNo ; M1, . . . , MNo |T). (3)

The first term of (3) is the information leakage in the KMA case, that was
studied in [5]. One fundamental property of the KMA scenario is that, under
the assumption T ∼ U(V(Λ)), the conditional pdf of the dither signal is [5]

f(t|ỹ1, . . . , ỹNo
,m) =

{
(vol(SNo(m)))−1, t ∈ SNo(m)
0, otherwise, (4)

where m � (m1, . . . , mNo),

SNo(m) �
No⋂

j=1

Dj(mj), (5)

Dj(mj) = (ỹj − dmj − Z(Λ)) mod Λ. (6)
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Eq. (5) denotes the “feasible region” for the secret dither, conditioned on the
observations and the message sequence m. This property will be frequently used
in the remaining of this paper. The third term of (3) represents the achievable
rate for a fair user, i.e., knowing the secret dither T, whereas the second term
is the rate achievable by unfair users (which is not null, in general) that do
not know T. A similar reasoning to that followed in [5, Sect. II] shows that the
mutual information in (3) is concave and increasing with No. Notice that

I(Ỹ1, . . . , ỸNo ; M1, . . . , MNo) − I(Ỹ1, . . . , ỸNo ; M1, . . . , MNo |T) < 0, (7)

so the information leakage in the WOA case never exceeds that in the KMA
case, as expected. In order to compute the asymptotic gap (when No → ∞)
between the security level of KMA and WOA scenarios, the left hand side of (7)
is rewritten as No ·H(M1|Ỹ1,T)−H(M1, . . . , MNo|Ỹ1, . . . , ỸNo). Although the
proof cannot be included here due to space limitations, it is possible to show
that, for equiprobable message sequences,

lim
No→∞

(H(M1, . . . , MNo |Ỹ1, . . . , ỸNo) − No · H(M1|Ỹ1,T)) → log(p). (8)

Hence, the asymptotic gap between KMA and WOA scenarios in terms of in-
formation leakage per dimension is R = log(p)/n, i.e., the embedding rate. This
result has important implications, since in practical scenarios we usually resort
to low embedding rates that allow to recover the embedded message without
the use of complex channel coding schemes. The problem is that low embedding
rates may yield a security level similar to that of the KMA scenario. In spite
of this, the WOA scenario still provides one major advantage over the KMA
in terms of security, because in the WOA case the attacker cannot aspire to
acquire perfect knowledge of the secret dither vector (even for infinite No) un-
less he has information about the a priori probabilities of the message sequences
(introduced by the specific channel coding scheme being applied, for instance).
This is a consequence of the following property: 2

Pr(m|ỹ1, . . . , ỹNo
)

= Pr((m + j · 1) mod p|ỹ1, . . . , ỹNo
) · Pr(m)

Pr((m + j · 1) mod p)
, j ∈ M, (9)

where the modulo operation is applied componentwise, and 1 denotes the n-
dimensional vector with all components equal to 1. The obtention of Eq. (9)
follows by combining equations (18) and (20) of the Appendix, and taking into
account that the addition of a constant vector to the observations does not
change the a posteriori probabilities of the embedded messages. This ambiguity
makes impossible to reduce the uncertainty about T beyond a set of p discrete
(equiprobable) points. However, such uncertainty can be further reduced by ex-
ploiting the statistical dependence between the symbols embedded in different
blocks if a channel code has been applied.
2 Eq. (9) holds directly for nested codes obtained through Construction A, and also

for codes obtained through self-similar partitions if the coset leaders are properly
arranged in M.
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3.1 Coding Strategies for Achieving Perfect Secrecy

Under certain assumptions it is possible to achieve null information leakage,
a.k.a. “perfect secrecy”, i.e., I(Ỹ1, . . . , ỸNo ;T) = 0. In the following lemma,
two different strategies are considered.

Lemma 1. Assuming equiprobable symbols and independence between the mes-
sages embedded in different blocks, the two following strategies achieve perfect
secrecy:

1. Using self-similar lattice partitions with nesting ratio p and distortion com-
pensation parameter αk = 1 − kp−

1
n , k = 1, . . . , p

1
n − 1.

2. Making |M| → ∞ with the coset leaders dk, k = 0, . . . , ∞ uniformly distrib-
uted in V(Λ).

Outline of the proof: Due to the lack of space, a detailed proof is not included.
The proof is based on the fact that, under the assumption of independence
between the embedded messages, h(Ỹ1) = h(Ỹ1|T) is a necessary and sufficient
condition for achieving perfect secrecy. For proving the first part of the lemma,
we have to prove that

f(ỹ1|T = t) =
1
p

p−1∑

i=0

f0(ỹ1 − t − di mod Λ) =
1

vol(V(Λ))
∀ ỹ1 ∈ V(Λ), (10)

where f0(·) is given by (2). Intuitively, Eq. (10) turns out to be true for the
considered values of α because in that case the union of p regions Z(Λ) (which are
scaled versions of V(Λf )) shifted by the corresponding coset leaders dk, k ∈ M,
perfectly packs in space, yielding a watermarked signal uniformly distributed
in V(Λ). The proof of the second part of the lemma consists in showing that
f(ỹ1|T = t) = (vol(V(Λ)))−1 ∀ ỹ1 ∈ V(Λ), which is true due to the uniform
distribution of the coset leaders. �

Some remarks to the results stated in Lemma 1 are in order:
1) The first strategy stated in Lemma 1 yields a finite and discrete set of

values for α that permit to achieve perfect secrecy; however, the choice of these
values may be in conflict with robustness requirements. Notice also that the
second strategy is independent of α and the type of lattice partition.

2) Lemma 1 suggests that, for achieving good security levels, the codewords
(coset leaders) must be uniformly distributed over V(Λ) in order to completely
fill the space (also with help of the self-noise introduced when α < 1). Thus,
simple coding schemes (as repetition coding, see Section 3.2) do not necessarily
yield good security levels, even for high embedding rates.

3) The condition of mutual independence between the symbols embedded in
different observations is key to guarantee perfect secrecy. To see this, note that
the conditional pdf of the dither signal can be written as

f(t|ỹ1, . . . , ỹNo
) =

∑

m∈MNo

f(t|m, ỹ1, . . . , ỹNo
) · Pr(m|ỹ1, . . . , ỹNo

),
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where MNo denotes the whole message space. When perfect secrecy is achieved,
the probability distribution Pr(m|ỹ1, . . . , ỹNo

) makes the conditional pdf of the
dither uniform over V(Λ). If the symbols mi are not mutually independent, then
the a posteriori distribution of the messages is changed, so the conditional pdf
of the dither is no longer uniform. Hence, the strategies proposed in Lemma 1
in conjunction with channel coding across different blocks will provide perfect
secrecy only if the attacker ignores the channel code being applied and the
dependencies between symbols that it introduces.

4) The proof of the lemma resorts to the flat-host assumption to show null
information leakage. In practice, small information leakages may exist due to
the finite variance of the host signal, which causes the host distribution to not
be strictly uniform in each quantization cell. However, this information leakage
seems to be hardly exploitable in practical attacks.

3.2 Theoretical Results for Cubic Lattices with Repetition Coding

One of the most popular schemes for lattice data hiding is DC-DM with repeti-
tion coding [9], which can be seen as a particular case of Construction A using
g = (1, . . . , 1)T and Λ = ΔZ

n. In order to obtain the information leakage for
this scheme, Eq. (3) is rewritten using the chain rule for mutual informations [6]
and the results in [5, Sect. III] as (assuming equiprobable message sequences)

1
nI(Ỹ1, . . . , ỸNo ;T)

=
1
n

No · H(M1|Ỹ1,T) − 1
n

H(M1, . . . , MNo|Ỹ1, . . . , ỸNo)

+
No∑

i=2

1
i

− log(1 − α), No ≥ 2. (11)

Eq. (11) does not admit a closed-form expression, although it is possible to
obtain the entropies of interest numerically. The second term of Eq. (11) is

EỸ1,...,ỸNo

[
H(M1, . . . , MNo|Ỹ1 = ỹ1, . . . , ỸNo = ỹNo

)
]
, (12)

which can be computed through the a posteriori probability distribution of the
message sequences, that can be obtained according to the Appendix, arriving at
(assuming equiprobable message sequences again)

Pr(m1, . . . , mNo |ỹ1, . . . , ỹNo
) =

vol(SNo(m1, . . . , mNo))∑
m∈MNo vol(SNo(m))

, (13)

where MNo denotes the whole message space for No observations (actually, only
the message sequences with non-null probability need to be taken into account).
The feasible region is always a hypercube, and as such it can be computed compo-
nentwise. Finally, the entropy (12) is obtained by averaging over the realizations
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Fig. 3. Information leakage per dimension for cubic Λ using repetition coding. Impact
of the repetition rate (n) for α = 0.52 and p = 2 (a), and impact of the alphabet size
(p) for α = 0.6 and n = 10 (b).

of Ỹ1, . . . , ỸNo . For repetition coding, the problem of computing H(M1|Ỹ1,T)
is the dual of the computation of h(T|Ỹ1, . . . , ỸNo , M1, . . . , MNo), which was
addressed in [5]. For the entropy of interest, we have

H(M1|Ỹ1,T) = H(M1|Ỹ1,T = 0) = EỸ1

[
H(dM1 |Ỹ1 = y,T = 0)

]
. (14)

and H(dM1 |Ỹ1 = y,T = 0) = log(
∑p−1

k=0 II((Δ · k/p) mod Δ)), where II(·) is
the indicator function:

II(x) �
{

1, x ∈ I
0, otherwise,

and I � [maxi=1,...,n{ỹi} − (1 − α)Δ/2, mini=1,...,n{ỹi} + (1 − α)Δ/2],with
yi, i = 1, . . . , n, the components of ỹ1. The expectation (14) is obtained by
averaging over the realizations of Ỹ1.

The results are illustrated in Fig. 3 and compared to the results obtained for
the KMA scenario, supporting some of the conclusions given in sections 3 and 3.1.
Specifically, Fig. 3(a) shows the negative impact in the security level of increasing
the dimensionality while keeping constant the embedding rate, whereas Fig. 3(b)
shows the security improvement brought about by the increase of the alphabet
size. Fig. 3(a) shows that the gap in the information leakage between KMA and
WOA tends asymptotically to log(2)/n. On the other hand, Fig. 3(b) shows that
increasing p does not yield a significant improvement; in fact, it can be shown
that with repetition coding is not possible to achieve perfect secrecy in any way
(but for n = 1, which yields a self-similar partition), because the distribution of
the coset leaders (in a diagonal of the n-dimensional hypercube) does not allow
to fulfill the condition of perfect secrecy (h(Ỹ1) = h(Ŷ1|T)).



Exploiting Security Holes in Lattice Data Hiding 167

4 A Practical Dither Estimator

4.1 Dither Estimator Based on Set-Membership Theory for KMA

In case the embedded symbols m = {m1, . . . , mNo} are known by the attacker,
the algorithm proposed in [5, Sect. IV] gives an accurate estimate of the secret
dither. This estimator exploits the fact that each observation defines a bounded
feasible region for T, according to Eq. (5). It works under the assumption that
α > 0.5, in order to assure convergence. The feasible region corresponding to the
ith observation (Eq. (6)) is redefined as Di(mi) � ṽi+Z(Λ), i = 1, . . . , No,where
ṽi � (ỹi − dmi − ỹ1 + dm1) mod Λ. By introducing the offset −ỹ1 + dm1 in
every observation, we get a convex Sk(m) for all k and m, as discussed in [5].
Obviously, this offset must be removed from the final dither estimate.

Since the exact computation of SNo(m) is, in general, computationally pro-
hibitive, the algorithm proposed in [5, Sect. IV] computes an outer bound of
SNo(m) in order to an keep an affordable computational complexity. We will
consider in this paper the “inner polytope” algorithm [5], where SNo(m) is de-
scribed by means of an n-dimensional ellipsoid. This allows to describe the fea-
sible region with a reduced and constant number of parameters, independently
of its complexity.

4.2 Joint Bayesian and Set-Membership Estimation for WOA

The uncertainty about the embedded symbols mk invalidates the straightforward
application of the estimation algorithm described in Section 4.1 to the WOA
scenario. A possible solution would be to consider all the possible sequences
of embedded messages so as to transform the WOA problem into pNo parallel
KMA problems. Obviously, this brute force approach is not practical due to
the huge number of possible message sequences, which grows exponentially with
the number of observations. However, the a priori search space for the correct
sequence of embedded symbols can be dramatically reduced if one considers their
a posteriori probability, since certain message sequences have null or negligible
probability of occurrence. This is the approach that will be followed here.

From the Appendix, we know that the a posteriori probability of a certain
message sequence m (hereinafter, a “path”) reads as

Pr(m|ỹ1, . . . , ỹNo
) =

vol(SNo(m)) · Pr(m)
(vol(Z(Λ)))No · vol(V(Λ)) · f(ỹ1, . . . , ỹNo

)
. (15)

In the following we consider a priori equiprobable paths (either because no coding
across different blocks takes place or because we do not know the actual coding
scheme being applied), which represents the worst case for the attacker.3 Under
this assumption, the only term of (15) that depends on the hypothesized path
is vol(V(Λ)). In practical terms, the most probable paths are those with the
3 If the attacker had knowledge about the coding scheme being applied, he could

consider the a priori probability of each path in order to simplify the estimation.
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largest feasible region, SNo(m). Hence, we can define the “score” of a path m
as λ(m) � vol(SNo(m)), which can be used to compare the probabilities of
different paths as long as they have the same length. It follows that, given No

observations, maximum-likelihood (ML) estimation of the most probable path is
given by m̂ = arg maxm λ(m), and the ML estimate (if T ∼ U(Λ), as assumed
in this paper) of the secret dither would be given by any point in SNo(m̂).

A possible implementation of the proposed estimator is by means of a tree
search where each branch of the tree represents a hypothesized path with a se-
cret dither estimate associated. The tree search can be accomplished iteratively,
discarding those paths with null probability, thus producing a subexponential
increase in the number of feasible paths. Nevertheless, this tree search cannot be
directly applied as is, in general, due to the some computational issues: 1) despite
the subexponential increase in the number of feasible paths, the computational
requirements may still become unaffordable; 2) as mentioned in Section 4.1, the
exact computation of the feasible regions may be unfeasible in practice, except
for some simple lattices. In order to overcome these computational restrictions,
the following strategies are proposed.

1) Outer bounds of the feasible regions can be computed by means of the
“inner polytope” algorithm [5], as mentioned in Section 4.1, providing a huge
reduction of the computational complexity. However, this approximation may
impact negatively the performance of the estimation algorithm because it mod-
ifies the actual scores of the paths.

2) A fast algorithm for checking null intersections (without computing the
outer bound to the feasible region) can be used for speeding up the estimation
procedure. An algorithm based on the OVE algorithm [10] for set-membership
estimation is suited to our purposes.

3) In order to limit the number of feasible paths in each iteration, we resort to a
“beam search” strategy: let λ(m0) be the score of the most probable path. In each
iteration, those paths mi for which λ(m0)/λ(mi) > β are discarded from the
tree search. The parameter β > 0 is termed “beam factor” and causes a prunning
of the tree by keeping only the branches with the highest probabilities. Besides
the beam search strategy, an additional prunning criterion is implemented by
limiting the maximum number of allowable feasible paths.

4) The a priori path space, given by MNo , can be divided into equivalence
classes (with p elements each) defined by the relation

m1 ∼ m2 if m2 = (m1 + j · 1) mod p, for any j = 0, . . . , p − 1, and m1,m2 ∈ MNo .

Since the paths belonging to the same equivalence class have the same a poste-
riori probability (recall Eq. (9)), the search space can be reduced to one repre-
sentative per equivalence class, thus reducing the cardinality of the search space
by a factor p without incurring in any loss of performance.

For the sake of clarity, the steps of the proposed estimation algorithm are
summarized here. The input data are the observations {ỹi, i = 1 . . . , No} and
the parameters of the nested lattice code.

1. Initialization: m0 = 0, D1(0) = (1 − α)V(Λ), and K1 = 1, with K1 denoting
the number of feasible paths for the first observation (1 in our case). This
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initialization takes into account the offset introduced in Section 4.1 and the
division of MNo into equivalence classes.

2. For i = 2, . . . , No

(a) Let {mk, k = 1, . . . , Ki−1} be the set of feasible paths for the i − 1 first
observations. Construct a set of candidate paths as {mk,l = [mk l], k =
1, . . . , Ki−1, l = 0, . . . , p − 1}.

(b) Compute the regions Si(mk,l) using ṽr = (ỹr − dmk,l(r) − ỹ1) mod Λ,
r = 1, . . . , i, where mk,l(r) denotes the rth element of mk,l. If the inner
polytope algorithm is applied, this step yields the ellipsoids that bound
the true feasible regions. Prior to this step, the algorithm that checks
null intersections may be applied for saving computational resources.

(c) Compute the score λ(mk,l) of each path as vol(Si(mk,l)). The paths
with non-null score are added to the tree. If a prunning criterion is
being applied, retain only those paths that fulfill the requirements. This
step yields Ki paths {m0, . . . ,mKi−1} with non-null probability, termed
“surviving paths”.

3. The dither estimate is computed as the center of SNo(m0) (or its bounding
region), where m0 is the path with the highest score (hence, the most likely)
among the KNo surviving branches of the tree. The p paths belonging to the
equivalence class [m0] can be computed as mk = (m0+k·1) mod p, k ∈ M,
and the p corresponding dither estimates are given by t̂k = (t̂0 + dk + ỹ1)
mod Λ, k ∈ M, where t̂0 is the dither estimate associated to the path m0.
Note that ỹ1 is added for canceling the offset introduced in Step 2-b.

4.3 Experimental Results

This section presents the results of applying the estimation algorithm proposed
in 4.2 over some practical schemes. The experiments have been carried out under
the following assumptions: the host signals follow a Gaussian distribution with
zero mean and variance σ2

X = 10, and the DWR is 30 dB in all cases (DWR �
10 log10(σ2

X/Dw)); the embedded messages are equiprobable (i.e., no coding is
applied along different blocks), and the attacker knows the parameters of the
nested lattice code being used, as stated in Section 2. In all cases, a beam factor
β = 1045/10 has been used, and the maximum number of feasible paths was
limited to 250. The performance of the estimator is measured in terms of the
mean squared error (MSE) per dimension between the dither estimate and the
actual dither. In order to compute the MSE without ambiguities (due to the
existence of p equiprobable paths), it is assumed that the message conveyed by
the first observation corresponds to the symbol 0.

Fig. 4 shows the results obtained for a scheme using a cubic shaping lattice in
10 dimensions and repetition coding (see Section 3.2) with α = 0.6. In this case,
the simplicity of the feasible regions allows to compute them exactly. It can be
seen that for p = 4 is still possible to attain the same accuracy as in the KMA
scenario, whereas for p = 7 and p = 10 a significant degradation of the MSE is
observed. This degradation is a consequence of the fact that, as p is increased,
the probability of decoding the correct path decreases. In the experiments, the
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Fig. 4. MSE per dimension (a) and average number of surviving paths in the tree search
(b) using cubic Λ with repetition coding (n = 10), α = 0.6, and different embedding
rates

probability of choosing an incorrect path has been shown to be around 0.05 and
0.1 for p = 7 and p = 10, respectively. The average number of surviving paths in
the tree search is plotted in Fig. 4 for illustrating the complexity of the search
procedure. In this regard, it can be seen that even in a difficult case as p = 10
with α = 0.6, the tree search can still be performed with low complexity.

Fig. 5(a) shows the results obtained for a hexagonal shaping lattice and α =
0.7, using the inner polytope algorithm in order to compute the approximate
feasible regions. Notice that, although α is higher than in the former case, the
maximum embedding rate considered now is substantially larger: 1

2 log2(9) bits
vs. 1

10 log2(10) bits (the case with p = 9 corresponds to the lattice code shown in
Fig. 2(b)). Similar comments as above apply in this case: increasing p degrades
the MSE, and the spurious peaks in the plots are due to incorrect decisions about
the actual path. Finally, Fig. 5(b) shows the results obtained for the E8 shaping
lattice [8], the best lattice quantizer in 8 dimensions.

An accurate dither estimate (subjected to an unknown modulo-Λ shift, as the
one obtained here) allows to implement a number of harmful attacks. We are
going to focus on a reversibility attack as follows: based on a dither estimate t̂
and an estimated path m̂, the host vector corresponding to the kth watermarked
block can be computed as

x̂k = yk − α

1 − α
(QΛ(yk − dm̂k

− t̂) − xk + dm̂k
+ t̂). (16)

It is interesting to notice that the ambiguity in the estimated message does not
affect negatively the host estimation whenever the estimated path m̂ fulfills

m̂ = (m + k · 1) mod p, for any k ∈ M, (17)

being m the actual embedded path. The reason is that the dither estimate
associated to any of those paths yields the same fine lattice Λf , and thus it is
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Fig. 5. MSE per dimension for α = 0.7 and different embedding rates. Results for
hexagonal (n = 2) (a) and E8 (n = 8) (b) shaping lattices.

(a) (b)

Fig. 6. Illustration of a reversibility attack based on dither estimate according to
Eq. (16). Image watermarked using Λ = E8, α = 0.7, p = 10 and PSNR = 38.2
dB (a), and estimate of the original image with PSNR = 55.9 dB (b).

valid for performing a successful reversibility attack. Fig. 6 shows the result of
implementing this attack on a real watermarked image. The parameters of the
watermarking algorithm are the same as above, and the watermark is embedded
in the low frequency coefficients of 8 × 8 non-overlapping DCT blocks, yielding
a PSNR = 38.2 dB. The resulting host estimate, shown in Fig. 6(b), presents
a PSNR of approximately 56 dB. Nevertheless, if each pixel value of this host
estimate is rounded off to the closest integer, then the PSNR goes to ∞.
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5 Conclusions

We have presented in this paper an investigation of the security provided by
data hiding schemes based on nested lattice codes randomized by means of se-
cret dithering. It has been shown that, although it is theoretically possible to
achieve perfect secrecy, the security level of many practical scenarios (i.e., sim-
ple shaping lattices, low embedding rates) can be fairly low. In fact, the security
holes of the data hiding schemes studied in this paper have been shown to be ex-
ploitable in practice with affordable complexity, allowing for instance to reverse
the watermarking process with high fidelity. In general, the information leakage
about the secret dither can be reduced by increasing the embedding rate, but
this solution demands for more powerful error correcting codes (ECC) if one
wants to guarantee reliable transmission. A possible drawback, as noted in this
paper, is that the use of ECCs introduces statistical dependence between dif-
ferent observations that could be exploited by an attacker, specially for simple
ECCs. The complexity of exploiting the information leakage provided by channel
coding deserves further attention in future works.
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Appendix

A Posteriori Probability of the Message Sequences

In order to compute the probability a posteriori of a message sequence m =
(m1, . . . , mNo) (hereinafter, a “path”), this probability is first rewritten using
Bayes’ rule:

Pr(m1, . . . , mNo |ỹ1, . . . , ỹNo
)

=
f(ỹ1, . . . , ỹNo

|m1, . . . , mNo) · Pr(m1, . . . , mNo)
f(ỹ1, . . . , ỹNo

)
. (18)

The a posteriori probability of the observations can be factored as:

f(ỹ1, . . . , ỹNo
|m1, . . . , mNo) =

No∏

k=1

f(ỹk|m1, . . . , mk, ỹ1, . . . , ỹk−1)

=
No∏

k=1

∫

V(Λ)
f(ỹk|mk, t) · f(t|ỹ1, . . . , ỹk−1|m1, . . . , mk−1)dt. (19)

In order to compute each factor of (19), we will resort to the flat-host assumption,
which implies that f(ỹk|mk, t) = f0(ỹk − dmk

− t mod Λ). Thus, each factor
of (19) can be seen as a circular convolution over V(Λ):

f(ỹ1, . . . , ỹNo
|m1, . . . , mNo)

=
No∏

k=1

f0(ỹk − dmk
mod Λ) � f(t|ỹ1, . . . , ỹk−1, m1, . . . , mk−1)

Furthermore, under the assumption that T ∼ U(V(Λ)), we have that the condi-
tional pdf of the dither is given by Eq. (4). By combining (2) and (4), it can be
seen that the integrand of the kth factor in (19) is given by
{

(vol(Z(Λ)) · vol(Sk−1(m)))−1, t ∈ Sk−1(m) : (ỹk − dmk
− t) mod Λ ∈ Z(Λ)

0, otherwise.

The condition on t in the equation above is equivalent to t ∈ Sk−1(m) : t ∈
(ỹk −dmk

− Z(Λ)) mod Λ, so each factor in (19) is proportional to the volume
of Sk(m) = Sk−1(m) ∩Dk(mk). Finally, Eq. (19) can be succinctly expressed as

f(ỹ1, . . . , ỹNo
|m1, . . . , mNo) =

No∏

k=1

vol(Sk(m1, . . . , mk))
vol(Z(Λ)) · vol(Sk−1(m1, . . . , mk−1))

=
vol(SNo(m1, . . . , mNo))

(vol(Z(Λ)))No · vol(V(Λ))
. (20)
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Abstract. This paper analyses the security of dirty paper trellis (DPT)
watermarking schemes which use both informed coding and informed em-
bedding. After recalling the principles of message embedding with DPT
watermarking, the secret parameters of the scheme are highlighted. The
security weaknesses of DPT watermarking are then presented: in the wa-
termarked contents only attack (WOA) setup, the watermarked data-set
exhibits clusters corresponding to the different patterns attached to the
arcs of the trellis. The K-means clustering algorithm is used to estimate
these patterns and a co-occurrence analysis is performed to retrieve the
connectivity of the trellis. Experimental results demonstrate that it is
possible to accurately estimate the trellis configuration, which enables to
perform attacks much more efficient than simple additive white Gaussian
noise (AWGN).

1 Introduction

Beside conventional measurements of performances such as robustness to channel
transmission, receiver operating characteristics (ROC) curves or imperceptibility,
security has recently been acknowledged to be also of fundamental importance
in digital watermarking. By definition, security oriented attacks “aim at gain-
ing knowledge about the secrets of the system (e.g. the embedding and/or the
detection keys)” [1]. In practice, it implies that if the security of a scheme is
compromised, different attacks such as message modification, message copy or
message erasure are possible while keeping a very low distortion. Hence, water-
marking schemes need to be carefully analysed to identify its security level, e.g.
the number of contents that are needed to estimate accurately the secret key [2].

Security of watermarking schemes can be assessed either with a theoretical
analysis or with a practical evaluation. Theoretical security analysis consists
in calculating the information leakage occurring when observing several water-
marked contents by means of information theoretic measures such as equivoca-
tion or mutual information between the secret key and the observations [2,1,3].
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These measurements prove whether or not there is some information leakage
that might be exploited to estimate the secret key. However, they do not give
any clue about the tools that could be used to perform this estimation.

On the other hand, practical security analysis consists in designing attacks
which make possible to estimate the secret parameters used during embedding.
Only a few attempts in this direction have been reported so far and they have
mostly focused on basic watermarking schemes. For example, in [4,5,6], the au-
thors propose different blind source separation methods to estimate secret pat-
terns that are used in spread-spectrum or spread transform dither modulation
schemes for both independent and identically distributed (iid) and non-iid sig-
nals. In [3], the authors adopt a set-membership approach to estimate the dither
vector used during DC-DM embedding.

This paper proposes a practical security analysis of dirty paper trellis (DPT)
watermarking schemes, which have been proven to achieve high performances
with respect to robustness and payload [7]. Section 2 first recalls the principles of
DPT watermarking. In Section 3, the different parameters that define the secret
key are identified, and a worst case attack (WCA) relying on the estimation of the
secret key is introduced. In Section 4, practical tools are proposed to estimate
each parameter of the trellis, namely the patterns attached to the arcs and
the configuration of the trellis. Section 5 reports the performances of the WCA
according to both the embedding distortion and the number of observed contents.
Finally, some perspectives to improve the security of DPT watermarking schemes
are presented in Section 6.

2 Dirty Paper Trellis Watermarking

2.1 Notations and Parameters Definition

In this paper, the host vector is denoted x and the watermarked vector y. The
latter one carries a Nb bits message m. Each bit of the message is encoded on
Nv coefficients and therefore x and y are both Nb · Nv-dimensional vectors 1.
Moreover, ||v|| denotes the Euclidian norm of the vector v and v(k) the kth

component of v. Finally, embedding distortions are given using the watermark
to content ratio (WCR) expressed in decibels.

2.2 Trellis-Based Watermarking

The use of trellis for watermarking is a practical way to perform dirty paper
coding [8]. Dirty paper coding implies the use of a codebook C of codewords
with a mapping between codewords and messages. The key difference with con-
ventional codes is that different codewords can map to the same message. This
defines a coset Cm of codewords for each message m. The watermarking process
1 Note that an attacker will have the opportunity to observe No watermarked contents.

Practical values of No can go from 1 (a single image for example) to several thousands
(a set of videos where each frame carries a payload).
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Fig. 1. Example of the structure of a 10 steps trellis with 6 states and 4 arcs per states.
Bold and normal arcs denote respectively 0 and 1 valued labels.

then reduces to (i) identify the codeword in the coset Cm, related to the message
to be hidden, which is the nearest from the host vector x, and (ii) move the host
vector inside the detection region of the selected codeword. According to Costa’s
framework, using this setup the capacity of the channel does not depend on the
host x.

DPT codes have two main assets: the generation of the codebook C is system-
atic and the search for the nearest codeword can be efficiently performed with a
Viterbi decoder [9]. A DPT is defined by several parameters:

1. the number of states Ns,
2. the number of arcs per state Na,
3. the connectivity between the states i.e. in which state an arc starts and in

which state it ends,
4. the Nv-dimensional pseudo-random patterns associated to each one of the

Na.Ns arcs, which can be assimilated to the carrier used in spread spectrum
schemes,

5. the binary label associated to each one of the Na.Ns arcs,
6. the number of steps Nb in the trellis.

Figure 1 depicts an example of a DPT. One can notice that the configuration
of the trellis is simply repeated from one step to another without any change.
Moreover, the number of outgoing and incoming arcs per state is constant. These
are common assumptions in trellis coding.

A DPT is thus associated with a codebook C = {ci, i ∈ [1, ..., Ns · NNb
a ]} of

Ns · NNb
a codewords in a Nv · Nb-dimensional space. Each codeword corresponds

to a path in the trellis and encodes a Nb bits message. This message can be
retrieved by concatenating the binary labels of the arcs along the corresponding
path.

DPT watermarking makes makes use of both informed coding and informed
embedding [7]. Informed coding consists in selecting the codeword g in the code-
book C that is the closest to the host vector x and that encodes the desired mes-
sage. The selection is done by running a Viterbi decoder with an expurgated trellis



Practical Security Analysis of Dirty Paper Trellis Watermarking 177

Fig. 2. Main principles of DPT watermarking. In this example Nb = 3, Ns = 3, Na = 2.
Three alternative codewords are available in the expurgated trellis to represent the
message m. The codeword g with the highest correlation with x is identified using
the Viterbi algorithm. Afterward, the watermarked vector y is computed taking into
account g. On the receiver side, the detector uses the whole DPT to retrieve the
embedded payload.

containing only arcs whose binary labels are in accordance with the message to be
embedded. As a result, any path through the trellis encodes the desired message.
The Viterbi decoder is then used to maximize/minimize a given function i.e. to
find the best codeword in this subset according to some criterion. In their origi-
nal article [7], the authors proposed to keep the codeword with the highest linear
correlation with the host vector x.

At this point, informed embedding is used to reduce the distance between the
host vector x and the selected codeword g. It basically computes a watermarked
vector y that is as close as possible from x while being at the same time within
the detection region of the desired codeword g with a guaranteed level of ro-
bustness to additive white Gaussian noise (AWGN). In practice, a sub-optimal
iterative algorithm is used combined with a Monte-Carlo procedure to find this
watermarked vector y [7].

On the receiver side, the embedded message is extracted by running a Vit-
terbi decoder with the whole DPT. The optimal path is thus identified and the
corresponding message retrieved by concatenating the binary label of the arcs
along this path. The whole procedure is illustrated in Figure 2.

3 DPT Secret Key and Worst Case Attack

First, some parameters of the DPT will be assumed to be public. It may not
always be true in practice, but usually these parameters are fixed according to
the desired robustness or payload of the algorithm. In this study for instance,
the three parameters Ns, Na and Nb will be known.

Furthermore, processed contents will be assumed not to be shuffled before
embedding i.e. they are directly watermarked without prior permutation of the
samples position. The problem of inverting a hypothetical shuffle relies on the
security of the shuffle itself and is far beyond the scope of this paper.

To define the secret key relative to a DPT watermarking scheme, it is necessary
to identify which information is required by the attacker to perform security-
oriented attacks such as:
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– decoding the embedded message,
– altering the embedded message while producing the minimal possible

distortion,
– copying the message to another content while producing the minimal possible

distortion.

To decode the embedded message, the previous section recalls that all para-
meters of the DPT are needed. This includes by definition the patterns attached
to the arcs, the connectivity between the states, and the binary labels of the
arcs. To copy a message in an optimal way, it is first necessary to decode them
and then to embed them into another content. Therefore, the same parameters
are required. On the other hand, to alter the embedded message, all previous
parameters are needed except the binary labels. Indeed, the watermarked vector
y only need to be moved toward another vector yA so that it no longer lies
in the decoding region of g. As long as a neighbour codeword is selected, it is
unlikely to encode the same message and it will be close enough to avoid large
distortion. This threat can be seen as the worst case attack (WCA) for DPT
watermarking [10].

To perform this attack, it is necessary to know the two closest codewords from
the watermarked vector y, i.e. the embedded codeword g, and the second closest
codeword from y (b1 in Figure 3 (a)). The attacker simply needs then to move
the watermark content y somewhere inside the decoding region of this second
best codeword (yA in Figure 3 (a)) to make the detector fail while minimizing
the distortion of the attack. In practice, this second best codeword is identified
by feeding the Viterbi decoder with the watermarked vector y and successively
forbidding a single step of the optimal path g. This results in Nb candidates and
the closest to y is retained as the second best codeword to be used in the WCA.
This procedure is depicted in Figure 3 (b).

4 DPT Parameters Estimation

For the sake of generality, the analysis will be done according to the Watermarked
content Only Attack (WOA) setup [2], where the attacker observes different con-
tents watermarked with different messages using the same secret key. The aim
of this section is to present different techniques that can be used to estimate dif-
ferent parameters of a DPT that constitute the secret key, namely the patterns,
the connectivity and the binary labels of the arcs.

4.1 Side Effects of Informed Embedding

Let U = {ui, i ∈ [1, ..., Na · Ns]} be the set of patterns, also referred to as
carriers, associated with the arcs of the DPT. In practice, each pattern is usually
normalised, e.g. ||ui|| = 1, ∀i. As a result, each pattern can be seen as a point
on the surface of the Nv-dimensional unit sphere. Moreover, each codeword ci

of the DPT is a Nv · Nb-dimensional vector of norm
√

Nb and can be considered
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(a) (b)

Fig. 3. Worst case attack for DPT watermarking. (a): To be optimal, the attacker needs
to find the closest point to y outside the detection region of the embedded codeword
g (grey area). To do so, he needs to identify the second nearest codeword from y, i.e.
b1 in the Figure. (b): To identify the second best codeword, the Viterbi decoder is run
several times with a single step of the optimal trellis forbidden. The codeword amongst
the Nb candidates which is the closest to y is retained.

as a point on the surface of a Nv ·Nb-dimensional sphere of radius
√

Nb, denoted
Sc.

Viterbi decoding aims at finding the codeword c ∈ C which is the most corre-
lated with some input vector v, i.e. it evaluates and maximises:

corr(ci,v) =
< ci,v >

Nb · Nv
=

∑Nb·Nv

j=1 ci(j)v(j)
Nb · Nv

, (1)

which is equivalent to:

corr(ci,v) =
||v||.||ci|| cos(θi)

Nb · Nv
, (2)

where θi denotes the angle between v and ci. Because ||v||, ||ci|| and Nb ·Nv are
constant terms, the codeword that is selected basically maximises cos(θi).

In other words, the Viterbi decoder returns the codeword which is at the small-
est angular distance from the input vector. This implies that when one wants to
embed a codeword g in a host vector x, it is necessary to produce a watermarked
vector y whose angular distance with g is lower than with any other codeword
in C. Moreover, the higher the robustness constraint, the closer the watermarked
contents to the desired codeword. Consequently, considering the distribution of
normalized observations y∗ = y/||y|| one might observe clusters corresponding to
the codewords in C on the surface of the Nv · Nb dimensional sphere Sc.

4.2 Patterns Estimation Using a Clustering Method

Data clustering algorithms enable to analyse a large set of data by partitioning
the set into subsets called clusters. Clusters are build such as to minimize the
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average distance between each data point and the nearest cluster center, also
referred to as centroid. Given k the number of clusters, a clustering algorithm
also returns the label of the centroid associated with each data point.

K-means Algorithm. In this work, the K-means algorithm has been used
to provide a partition of the observed space. This algorithm labels each data
point to the cluster whose centroid is the nearest. The centroid is defined as the
center of mass of the points in the cluster, and its coordinates are given by the
arithmetic mean of the coordinates of all the points in the cluster.

The implemented version of the algorithm was proposed by MacQueen [11]
and is described below:

1. Choose k the number of clusters,
2. Initialise the centroids,
3. Assign each data point to the nearest centroid,
4. Update the centroid coordinates,
5. Go back to step 3 until some convergence criterion is met.

This algorithm is easy to implement, fast, and it is possible to run it on large
datasets. However K-means does not yield the same result for each run, i.e. the fi-
nal clusters depend on the initial random assignments. One solution to overcome
this problem is to perform multiple runs with different initialisations and to keep
the result which provides the lowest intra-cluster variance. To ensure that the
initial clusters are evenly distributed over the data set, a random initialisation
using the KZZ method [12] has been used.

Definition of the Dataset. A segment s is a portion of the observed water-
marked vector y corresponding to a single step. Therefore, s is of size Nv and y
is composed of Nb segments. Two alternative strategies are possible to estimate
the secret parameters of the DPT:

1. Apply the K-means algorithm to estimate the centroids representing the
codewords of the trellis. Then it has to find k = Ns · NNb

a centroids in a
Nv ·Nb-dimensional space using a dataset of normalised watermarked vectors.

2. Apply the K-means algorithm to estimate the centroids representing the
patterns of the trellis. Then it has to find k = Ns · Na centroids in a Nv-
dimensional space using a data-set of normalised watermarked segments.

Observing No watermarked contents is equivalent to observing No · Nb wa-
termarked segments. As a result, the two strategies proposed earlier involve
respectively No

Ns·NNb
a

and No·Nb

Ns·Na
observations per centroid. In other words, the

second solution provides Nb · NNb−1
a times more observations per centroid than

the first one to perform clustering. This problem is related to the curse of di-
mensionality, well known in machine learning, which states that the number of
observations needed to learn topological objects such as clusters is exponential
with respect to the dimension of the problem. Since the main concern here is
the estimation of the patterns used in the DPT, the second solution is preferred
to improve the estimation accuracy for the same number of observed contents.
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Analysis of Estimation Accuracy According to Distortion. The accuracy
of the estimated patterns is inherently related to the embedding distortion, and
therefore with the robustness constraint. Figure 4 depicts two typical examples
of 3D distributions of normalised watermarked segments for two different embed-
ding distortions. In this case only 6 codewords are used and one bit is embedded.
The yellow balls indicate the centroids estimated using the K-means algorithm
and the grey balls the position of the true patterns. In this example, patterns
are chosen to be either orthogonal or collinear (the set of orthogonal patterns is
multiplied by -1 to obtain collinear ones). Each point of the distribution has a
color depending on the center it has been associated.

In each case, the detection regions are represented by clusters which are clearly
identifiable.Moreover themapping betweendetection cells and embedded contents
is consistent. However, for the smallest distortion (WCR=-6.6 dB), watermarked
vectors are not uniformly distributed inside the embedding region. This is due to
the fact that if two neighbour codewords encode the same message, their border
region will have a density of codewords less important than if they encode different
messages. This uneven distribution of watermarked codewords in each detection
region results in a erroneous estimation of the codeword, the cluster center being
“attracted” by the dense borders as illustrated on the right-hand distribution.

WCR= 1.5dB, Nb = 1 WCR= -6.6dB, Nb = 1

Fig. 4. Distributions of normalised watermarked contents (Nv = 3, Nb = 1, Ns = 3,
Na = 2, No = 5000). Locations of the real (gray) and estimated (yellow) patterns using
the K-means algorithm. The visualization is easier using a color output.

Figure 5 shows the accuracy of the DPT patterns estimation in the case of
a realistic watermarking scenario. The different parameters of the trellis are
defined here by Nv = 12, Nb = 10, Ns = 6, Na = 4, which means that the clus-
tering algorithm has to estimate 24 patterns of 12 samples each2. To evaluate

2 Nv = 12 is the number of DCT coefficients that are used in the image watermarking
scheme presented in [7].
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the estimation process, the average of the difference between the two largest nor-
malised correlations between each real and estimated patterns for each pattern
is computed i.e.:

Δ =
1

Ns · Na

∑

i

[max1j(corrN (cli,uj)) − max2j(corrN (cli,uj))] (3)

where cli is the estimated centroid of the ith cluster, corrN denotes the nor-
malised correlation, and max1j (resp. max2j) represents the first (resp. second)
value when an array is sorted by descending order. As previously, the set of 24
patterns are orthogonal or collinear between themselves. As a result, Δ is equal
to one if the estimation of each pattern is perfect and decreases with respect to
the accuracy of estimations.

The difference between the two highest correlation score magnifies the contrast
between accurate and non-accurate estimation of the DPT patterns when they
are orthogonal or opposite. A score Δ close to 1 means that each estimated
pattern is much closer to one of the original patterns than the others. On the
other hand, a score Δ close to 0 means that each estimated pattern is equally
distant from two original patterns. Consequently, the estimation of the original
patterns is not possible. Using only max1() would have decreased the difference
between accurate and non-accurate estimations because even random patterns
may have an important correlation with fixed ones if Nv is low.

The evolution of the estimation accuracy with respect to different embedding
distortions and different number of observations is given in Figure 5 for observa-
tions composed of either one or two segments. If the considered dataset is com-
posed of couples of segments, the number of observations necessary to obtain the
same accuracy than for one segment is roughly multiplied by 4. This confirms
the “curse of dimensionality” effect mentioned earlier. Moreover, as expected,
the estimation accuracy increases with the number of observed contents and the
embedding distortion i.e. the robustness constraint. While more than 128000 ob-
servations are needed to obtain an accuracy of 0.9 with WCR = −11.5dB and a
data set of single segments, 24000 and 8000 observations are needed respectively
for WCR = −10.3dB and WCR = −9.1dB.

4.3 Note on Label Estimation

As mentioned in Section 3, the estimation of the binary label associated to each
arc is not possible in the WOA framework. Note however that, for the Known
Message Attack scenario (KMA) where each embedded message is known [2],
the binary labels can easily be estimated by examining the bits associated to
each segment. For an estimated centroid, the binary label will be determined as
the most frequent bit related to the segments within the cluster.

Another way to deal with this issue is to use supervised clustering techniques
such as Learning Vector Quantization [13]. This approach might be more efficient
than K-Means since it considers the class of observations as a-priori information.
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Fig. 5. Accuracy of the DPT patterns estimation (Nv = 12, Nb = 10, Ns = 6, Na = 4).
Average after 10 trials. For each trial, 10 K-means runs are performed.

4.4 Connections and State Estimation

In the DPT estimation process, the next step is to estimate the connectivity of
the trellis. This can be seen as learning which patterns are emitted at step t + 1
knowing that a given pattern has been emitted at step t. This estimation can be
done by using a co-occurrence matrix C which is a square matrix of size Ns ·Na.
Each element C(i, j) of the matrix is expressed by:

C(i, j) = occ(st ∈ C�i, st+1 ∈ C�j) (4)

where C�k denotes the set representing the kth cluster and occ(A, B) is an occur-
rence function that counts the number of times both A and B are true. The test
(st ∈ C�i) is performed using the classification results of the K-means algorithm
used for the patterns estimation. As a result, if the pattern i has been emitted
at step t, the Na maximum values in the ith row of the co-occurrence matrix C
indicate the index of the patterns that can be emitted at step t+1. This method
implicitly assumes that a different pattern is attached to each arc in the trellis.
Therefore, it will fail to deal with the recent improvements proposed for DPT
watermarking based on trellis coded modulation [14].

Using the established co-occurrence matrix, it is possible to check whether
the estimated connectivity matches the one of the original trellis. For each line
i in the matrix, the index of the Na highest elements are retrieved. As stated
before, each index points to the pattern that can be emitted at step t + 1 when
the pattern i has been emitted at step t. This leads to Ns · N2

a possible couple
of patterns, that can be referred to as connections. The connection error rate
is then defined as the ratio of connections which are actually not allowed by
the original trellis. The lower the connection error rate, the more accurate the
estimated connectivity. As depicted in Figure 6, the accuracy relies again on the
embedding distortion and the number of observed contents. It should be noted
that the number of observed contents necessary to achieve a good estimation
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Fig. 6. Connection error rate (Nv = 12, Nb = 10, Ns = 6, Na = 4). Observation: single
segment. Average after 10 trials. For each trial, 10 K-means runs are performed.

of the connections is of the same order of magnitude than for the estimation of
patterns.

At this point, using the co-occurrence matrix, it is possible to identify for
each pattern, which can also be viewed as an arc, which are the incoming and
outgoing states. Each state is estimated up to a permutation with respect to the
original trellis. However, this permutation does not hamper the ability of the
decoder to retrieve the correct succession of patterns.

All the arcs going toward a given state will give similar rows in the co-
occurrence matrix C. Indeed, the rows indicate the choice of patterns that can
be emitted afterward when an arc is traversed. Same rows implies same choice
i.e. for all these arcs, the same state has been reached. To deal with the potential
noise in the co-occurence matrix, a K-means algorithm is run on the rows of C
to identify Ns clusters. Each row is then labeled in accordance to the cluster it
belongs to. This label indicates the outgoing state when an arc is traversed i.e.
when a given pattern is emitted. For instance, in Figure 7, if the third pattern
is emitted, the systems reaches state 1 and can only emit the patterns 1 and 4.

One can then build an outgoing state matrix: it is a simple matrix with entries
at the estimated connection index which indicates the outgoing state when the

Fig. 7. Example of incoming and outgoing state estimations
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pattern i is emitted at step t. An example is given in Figure 7. This matrix
can be read row by row: if the pattern 3 is emitted at step t, then the system
is in the third row and one can see that the state 1 is reached. Moreover, this
outgoing state matrix can also be read column by column: if the pattern 3 has
been emitted at step t+1, then the system is in the third column and the entries
indicates the possible states of the system before the emission of the pattern i.e.
the incoming state. A simple majority vote along each column to accommodate
for potentially noisy observations gives then the most likely incoming state for
each pattern. In the example depicted in Figure 7, one can see for instance that
the pattern 3 is coming from state 2 and is going toward state 1.

5 Results on the Worst Case Attack

Once all the secret parameters of the DPT have been estimated, it is possible
to perform the WCA described in Section 3. Results are plotted on Figure 8 for
the same setup than previously: Nv = 12, Nb = 10, Ns = 6, Na = 4 and three
different embedding distortions. Two different scores are computed to assess the
efficiency of the WCA: the classical bit-error rate (BER) and the message error
rate (MER). The MER is the most meaningful score because it measures the
ability of the WCA to move the watermarked vector y outside the detection
region of the embedded codeword. The BER plot in Figure 8 highlights the fact
that the WCA does not necessarily yield the same BER for different embedding
distortions once the estimation of the trellis is accurate enough. Indeed, for
different distortions, the second best codeword may be different and thus induce
a different BER.
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Fig. 8. Message Error Rate and Bit Error Rate after the WCA (Nv = 12, Nb = 10,
Ns = 6, Na = 4). Average after 10 trials. For each trial, 10 K-means are performed.

The security level s can be defined as the number of watermarked contents
necessary to perform a successful WCA e.g. with a MER close to 100%. The
values of s for different embedding distortions are reported in Table 1. This
table also provides a comparison of the average watermarked signal to noise
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Table 1. Comparison of the security level and the signal to noise ratio of the WCA and
AWGN for equal BER. For SNR, an accurate estimation of the trellis (No = 124000)
is performed.

Watermark to Content Ratio −11.5 dB −10.3 dB −9.1 dB

security level s 64 103 24 103 8 103

SNR for the WCA 16.9 dB 16.9 dB 16.9 dB

SNR for AWGN 4.5 dB 3.5 dB 2.4 dB

ratios (SNR) for the WCA and AWGN required to yield equivalent BER. The
WCA induces a SNR that is between 12 dB and 14 dB more important than for
AWGN (the comparison between MERs would have been even more dramatic).

6 Conclusion and Perspectives

This paper has investigated security issues for DPT watermarking schemes. Dif-
ferent properties of this class of schemes have to be highlighted:

– Using the WOA setup, it is impossible to estimate the binary labels associ-
ated with each arc of the trellis and consequently it is impossible to copy the
message embedded in one content to another one without introducing unac-
ceptable distortion. This property relies on the fact that coding is informed
i.e. it is dependent of the host signal. Note that this property is not true for
classical Spread Spectrum [5].

– The WOA setup enables however to perform a WCA for this scheme. Ma-
chine learning techniques can be used to identify clusters that are created
in the data set during the embedding. This estimation has been performed
using a K-means algorithm. Different tests suggest that an accurate estima-
tion of the trellis is possible but depends on two parameters: the number of
observations and the embedding distortion which is directly linked with the
robustness of the scheme.

The assumptions made in this paper on the trellis structure may first look
restrictive but encompass a large variety of practical implementations:

– The trellis structure was the same for each step. This hypothesis is important
if one want to deal with synchronisation problems. Moreover, if it is not the
case, because the trellis structure is the same for each content in the WOA
setup, it is still possible to observe at least No similar segments (instead of
No · Nb) and to estimate the patterns for each step.

– The number of outgoing and incoming arcs per state was assumed to be con-
stant. Nevertheless the presented connection and state estimation algorithms
can also be used if the arcs change from one step to another.

– The WCR considered are was the order of -10 dB. In the case of smaller
WCRs (around -20 dB) either other clustering techniques or a more impor-
tant number of observations would be necessary. Nevertheless a WCR around
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-10dB on a dedicated subspace, like medium frequency DCT coefficients for
example, is practically realistic.

– In a more the general setup some additional techniques would be required to
estimate Ns and Na for each step, one possibility would be to use hierarchical
clustering algorithms to estimate these parameters [15].

Our future works will be focused on the design of secure DPT watermarking
schemes. One solution might be to perform the embedding in such a way that
the distribution of codewords is similar to the distribution of secure but non-
informed coding schemes such as circular watermarking [16].
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Abstract. Dittmann, Katzenbeisser, Schallhart and Veith (SEC 2005)
introduced the notion of invertible media authentication schemes, em-
bedding authentication data in media objects via invertible watermarks.
These invertible watermarks allow to recover the original media object
(given a secret encryption key), as required for example in some medical
applications where the distortion must be removable.

Here we revisit the approach of Dittmann et al. from a cryptographic
viewpoint, clarifying some important aspects of their security definitions.
Namely, we first discuss that their notion of unforgeability may not suffice
in all settings, and we therefore propose a strictly stronger notion. We
then show that the basic scheme suggested by Dittmann et al. achieves
our notion if instantiated with the right cryptographic primitives. Our
proof also repairs a flaw in the original scheme, pointed out by Hopper,
Molnar and Wagner (TCC 2007).

We finally address the issue of secrecy of media authentication schemes,
basically preventing unauthorized recovering of the original media object
without the encryption key. We give a rigorous security statement (that
is, the best security guarantee we can achieve) and prove again that the
scheme by Dittmann et al. meets this security level if the right crypto-
graphic building blocks are deployed. Together our notions of unforgeabil-
ity and of secrecy therefore give very strong security guarantees for such
media authentication schemes.

1 Introduction

The transition from analog to digital media facilitates many tasks but also comes
along with continually improved manipulation tools, which allow various modi-
fications of media objects. Thus, it becomes increasingly difficult to distinguish
authentic from altered objects. To enable a better distinction it is therefore nec-
essary to apply techniques that guarantee authenticity, integrity and possibly
secrecy of data.

The straightforward use of digital signatures is not always a satisfying solu-
tion to provide authenticity and integrity, because an object and its signature
have to be stored separately. This, however, may not be convenient in the area
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of multimedia data. To counter this problem fragile watermarks were proposed,
which can be used to embed a signature directly into an object, such that any
(significant) modification will destroy the watermark and thereby invalidates the
signature. Unfortunately, this approach comes with the disadvantage that it al-
ways leads to irrevocable distortions in the authenticated object, which may not
be acceptable in all applications, e.g., X-ray imaging objects are extremely sen-
sitive to modifications. One solution is to use invertible watermarking schemes,
which are special fragile watermarks addressing the need to re-obtain the original
media object by allowing a complete removal of the embedded data.

Media Authentication Schemes. Using invertible watermarking schemes in
combination with encryption and digital signatures, Dittmann, Katzenbeisser,
Schallhart and Veith (DKSV) [3] introduced the notion of an invertible media
authentication scheme that allows reconstruction of the original object. They
also propose a framework to build such authentication schemes: To protect a
media object O the MASDKSV scheme first applies an invertible watermarking
scheme as proposed by Fridrich et al. [4], dividing O into two parts AO, BO by
running the watermarking algorithm Separate. See Figure 1. The part BO next
gets compressed and encrypted to a ciphertext X that is stored as the first part
of the watermark. To achieve an appropriate compressibility level, BO has to be
chosen accordingly. The second part of the watermark contains the digital sig-
nature s of the encrypted part X and AO, the public part of the object. Finally,
the watermark (X, s) is joined with AO to a single protected object O by using
the watermarking algorithm Join.

Reconstruction of the original object from O is done by decrypting to recover
Compress(BO) and uncompressing this value to get the part BO. A simple join
operation with AO merges the parts together again. As for integrity and secrecy,
as long as the object is not altered the signature can be verified by using the
public verification key, while the reconstruction of the original object is protected
by the secret reconstruction key.

O OX = Enc(Compress(BO))

s = Sign(AO||X)

AO AO

BO BO = (X, s)
Separate Join

Fig. 1. Protection of media objects in the MASDKSV Scheme

In contrast to most known watermarking schemes where the security is only
analyzed by ad-hoc methods, the media authentication scheme of Dittmann et
al. comes with a formal model against malicious modification attempts, follow-
ing well-known approaches for signature schemes. In [3] a media authentication
scheme is called secure against forgeability if for every adversary it is infeasible
to produce an object O and its protected version O for a given verification key.
This should even hold if the adversary may ask for protected versions of other
objects before.
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Our Results (Integrity). Demanding from the adversary to output a pair (O, O)
seems to be overly restrictive, since the authentication system should be already
considered broken if an adversary merely creates an arbitrary authenticated ob-
ject O (without knowing a corresponding original object O). Consider for exam-
ple a governmental organization publishing satellite data O of which parts may
be classified as confidential for issues of national security (contained in the en-
crypted BO part), but which should still allow public verification of authenticity.
In this case, the adversary’s goal could be to produce other partially protected
satellite data bearing a correct signature of the governmental authority, but with-
out any need of being able to generate a matching unprotected object. In this
case, the unforgeability definition of Dittmann et al. would provide no security
guarantee.

Therefore we propose a stronger definition of unforgeability, which we call
strong unforgeability and which prevents attacks like the one above. To show
that our definition is indeed strictly stronger than the definition of Dittmann et
al., we first give a proof that strong unforgeability implies (basic) unforgeability.
After that, we present an example of media authentication scheme which is secure
according to the basic notion, but not according to our enhanced definition.

Before proving that the original scheme of Dittmann et al. [3] can be lifted to
satisfy the notion of strong unforgeability, we need to tweak the signing process.
Hopper et al. revealed in [8] that, in the original scheme, an adversary can
easily find different objects that generate the same input AO||X to the signing
resp. verification process and thus straightforwardly constitute a forgery. We
show that those attacks can be prevented by using an appropriate encoding for
computing the signature, where AO and X are clearly separated. Together with
a strongly unforgeable signature scheme, this also provides a sufficient condition
for a strongly unforgeable media authentication scheme.

Our Results (Secrecy). Another security aspect considered in our paper is secrecy
of the original data contained in the protected object. In order to achieve a
secure protection of the BO part, Dittmann et al. [3] propose to use a symmetric
encryption scheme. Unfortunately, they neither provide any rigorous security
model, nor make any conclusions about the secrecy of their scheme.

In a companion paper, Katzenbeisser and Dittmann [9] discuss a desirable se-
crecy requirement, resembling semantic security of encryption schemes [5] where
a ciphertext should not reveal anything about the original message. In [9] the au-
thors conclude that a similar notion for media authentication schemes “might not
be possible to satisfy” because, due to the requirement of good compressibility,
the protected part BO is typically not completely random and may statistically
depend on the public part AO. Therefore, an adversary may be able to derive
some information about the encrypted part from the public part AO. In [9] the
authors thus outline an alternative (and somewhat non-standard) security defi-
nition, but remain rather informal and do not prove that the MASDKSV scheme
achieves the desired level of secrecy.

Our starting point is to note that the fact that AO may reveal some informa-
tion about BO does not obviate similar claims about the secrecy for the media
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authentication scheme. The reason, originating in the context of encryption, is
that the precise idea of semantic security is that one should not be able to learn
anything about a message m from a ciphertext X than what is known about
m anyway. For instance, if m is a credit card number sent encrypted, but the
card type is transmitted in clear, then the first digit is usually deducible from
the type. Secrecy with respect to such side information is therefore the highest
security level we can achieve and should aim for.

Adapting the notion of semantic security with side information we give a
formal definition of secrecy for media authentication schemes. Our definition ba-
sically says that an authentication scheme is considered secure if whatever can
be computed from a protected object O = (AO, BO) could also be derived from
the public part AO alone. We can even strengthen our notion to a more realis-
tic scenario where the adversary is able to obtain protected and reconstructed
objects of his choice. Based on the formal definition we then consider the se-
crecy of the media authentication scheme by Dittmann et al. and show that
semantic security of the used encryption function is a sufficient condition for the
authentication scheme to be semantically secure as well.

Summary. Overall, this paper here complements the work of Dittmann et al. by
giving precise security models that describe the guarantees in terms of integrity
and secrecy. We introduce the notion of strong unforgeability to strengthen the
security against malicious modification attempts and provide the sufficient re-
quirements for an authentication scheme to achieve this security goal. Further-
more we show that secrecy in the sense of semantic security for media authen-
tication schemes can be defined, which is completed by proving secrecy for the
construction of Dittmann et al. under reasonable assumptions about the encryp-
tion scheme.

Organization. In Section 2 we recall the definition of an invertible media authenti-
cation scheme by Dittmann et al. [3]. In Section 3we introduce the scheme (or, to be
precise, the framework) by Dittmann et al. and the underlying tools (watermark-
ing, encryption and signatures). Section 4 deals with our refinement of integrity
of media authentication schemes and relates the notions, whereas Section 5 cov-
ers the secrecy aspects of such schemes. We note that, following the terminology
of [3], in this paper here we exclusively deal with offline media authentication. It
is easy to adapt our notions and proofs to the case of online media authentication;
we refer to the full version for details.

2 Media Authentication Schemes

An invertible media authentication scheme (MAS), defined by Dittmann et
al. [3], consists of a set of algorithms allowing to protect a media object. More
precisely, an invertible MAS is able to produce a protected media object using
the algorithm Protect while retaining the ability to losslessly reconstruct the
original media object using algorithm Reconstruct. The ability for lossless
reconstruction of protected media objects is typically achieved by using invertible
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watermarking schemes as introduced by Honsinger et al. [7]. If a media object
has been previously protected, its integrity can be unambiguously verified using
algorithm Verify.

Usage of the above algorithms necessitates cryptographic keys for protection
as well as reconstruction of media objects, which have to be kept private. How-
ever, verification of the integrity of a protected media object assumes a public
verification key, thus enabling integrity checks by third parties. The generation
of all necessary keys is summarized in a single algorithm GenKey, which takes
as input a security parameter and selects keys of the corresponding strength.

Definition 1. An invertible media authentication scheme is a tuple of proba-
bilistic polynomial-time algorithms

MAS = (GenKey,Protect,Verify,Reconstruct)

with the following properties:

– GenKey takes as input a security parameter n (in unary, as 1n) and outputs
a triple of keys (KP , KV , KR), where KP is the secret protection key, KV is
the public verification key and KR is the secret reconstruction key.

– Protect takes as input a media object O and a protection key KP , and
outputs a protected media object O or FAIL, if protection is not possible.

– Verify accepts as input a protected media object O and a verification key
KV , and outputs either TRUE or FALSE.

– Reconstruct takes a protected media object O and a reconstruction key
KR, and outputs a media object O or FAIL.

Furthermore, we require that verification and reconstruction for valid pro-
tected objects always succeeds, i.e., for any media object O, for all keys
(KP , KV , KR) ← GenKey(1n) and any O ← Protect(O, KP ), we have

Pr
[
Verify(O, KV ) = TRUE

∣∣O �= FAIL
]

= 1,

Pr
[
Reconstruct(O, KR) = O

∣∣O �= FAIL
]

= 1.

3 The DKSV Media Authentication Scheme

In this section we first recall the basic ingredients of the media authentication
scheme by Dittmann et al. [3], before presenting the actual MASDKSV scheme.

3.1 Tools

Recall that the basic idea of the MASDKSV scheme is to divide the object O
into a public part AO and a part BO which should be protected. This splitting
(and its inverse process) are performed via an invertible watermarking scheme,
as described in this Section. The BO part is then compressed, encrypted and
signed. Encryption and Signatures are therefore described formally afterwards.
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Watermarking. Watermarking schemes are an alternative to the concept of cryp-
tographic signatures, designed specifically to embed authentication and integrity
data within media objects, thus eliminating the need for separate storage. In-
vertible watermarking schemes are often a special case of fragile watermarks [10]
and have been introduced by Honsinger et al. [7] to address the need to re-obtain
the original media object. Fridrich et al. [4] later proposed a general framework
for invertible watermarking schemes that uses lossless compression to allow the
reversion of the embedding process. Thereby, the ability to embed data into a
media object O is accomplished by two polynomial-time algorithms Join and
Separate:1

– Separate takes a media object O as input and produces a tuple (AO, BO)
(or the output FAIL),

– Join takes a pair (A′
O, B′

O) as input and returns a media object O′ (or the
output FAIL).

If the following equalities hold, Join(Separate(O)) = O (given Separate(O)
�= FAIL) for any object O, and Separate(Join(AO, BO)) = (AO, BO)
(given that Join(AO, BO) �= FAIL) for all AO, BO, then we call the pair
(Join,Separate) an invertible watermarking scheme.

Note that the completeness condition above also provides some sort of
collision-resistance for the Separate algorithm. Namely, for any objects
O �= O′ with Separate(O) �= FAIL, Separate(O′) �= FAIL we must have
Separate(O) �= Separate(O′). Otherwise, if Separate returned the same
output for some O �= O′, then Join would sometimes fail to recover the right
object O or O′ from these identical outputs. The analogous argument applies to
Join. We note that we could also use a relaxed version in which “bad” objects
O �= O′ may exist, but then they are hard to find in reasonable time (similar
to collision-resistance of hash functions). Our results remain valid under this
relaxed version.

Encryption. A symmetric encryption scheme E = (GenEnc,Enc,Dec) consists
of three probabilistic polynomial-time algorithms, where algorithm GenEnc

on input 1n generates a key KE, algorithm Enc on input KE and message
m ∈ {0, 1}∗ outputs a ciphertext X , and algorithm Dec also takes KE and
a ciphertext X and returns m ∈ {0, 1}∗ or FAIL. Furthermore, for all keys
KE produced by GenEnc(1n), all messages m ∈ {0, 1}∗ and ciphertexts
X ← Enc(KE , m), we have m = Dec(KE , X).

As for security of encryption schemes we follow the idea of semantic security, as
defined by Goldwasser and Micali [5]. Informally, the idea of semantic security
for encryption schemes is that any information fenc(m) an efficient adversary
could learn about a message m from a ciphertext X could also be computed
efficiently without X . All this holds of course relative to any side information
1 These algorithms are often defined to be initialized with a watermarking key KW .

Here we presume for simplicity that this key is “hardwired” into the description of
the algorithms, or that the key is available to all parties as a system parameter. The
key KW may also contain randomness for both algorithms (if required).
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about m. This extra knowledge about m is typically formalized by having some
side information histm about the message m.

For notational convenience we denote by (m, histm) ← (M, histenc)(1n) the
joint sampling process in which the message m is picked according to distribution
M(1n) and, at the same time, side information histm is generated according to
algorithm histenc(1n). Note that in this process both algorithms M and histenc
may share state.

Definition 2. A symmetric encryption scheme E = (GenEnc,Enc,Dec) is
called semantically secure (with respect to side information histenc) if for every
probabilistic polynomial-time algorithm Aenc there is a probabilistic polynomial-
time algorithms Senc, the simulator, such that for every polynomial-time distri-
bution M and any function fenc the difference

Pr
[
Expsem,M,fenc,histenc

E,Aenc
(n) = 1

]
− Pr

[
Expsem,M,fenc,histenc

E,Senc
(n) = 1

]

is negligible, where

Experiment Expsem,M,fenc,histenc
E,Aenc

(n)
KE ← GenEnc(1n)
(m, histm) ← (M, histenc)(1n)
X ← Enc(KE , m)
a ← Aenc(1n, X, histm)
output 1 if and only if

a = fenc(m, histm)

Experiment Expsem,M,fenc,histenc
E,Senc

(n)
KE ← GenEnc(1n)
(m, histm) ← (M, histenc)(1n)

a ← Senc(1n, histm)
output 1 if and only if

a = fenc(m, histm)

We note that Dittmann et al. [3] do not make any security claim about the
underlying encryption scheme in their MAS. See also the discussion in Section 5.
Finally, we remark that semantic security (with respect to any side information)
is a very common property of modern encryption schemes, and is usually met
by all practical and theoretical solutions (cf. [6]).

Signature Schemes. A signature scheme S = (GenSign,Sign,SigVerify) con-
sists of probabilistic polynomial-time algorithms such that GenSign on input
1n generates a key pair (KV S , KSS) ← GenSign(1n), algorithm Sign for in-
put KSS and a message m ∈ {0, 1}∗ outputs a signature s ← Sign(KSS , m),
and algorithm SigVerify for input KV S , m and s returns a decision d ←
SigVerify(KV S , m, s) which is either TRUE or FALSE. Additionally, for all se-
curity parameters n, all keys (KV S , KSS) ← GenSign(1n), all messages m ∈
{0, 1}∗ and all signatures s ← Sign(KSS , m) it holds SigVerify(KV S , m, s) =
TRUE.

Below we define a strong notion of security for signature schemes, called strong
unforgeability, which supersedes the common notion of unforgeability for signa-
tures (cf. [6]). Roughly, strong unforgeability also prevents the adversary from
producing new signatures for previously signed messages (even if the adver-
sary can see other signatures for chosen message through a signature oracle
Sign(KSS , ·)):
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Definition 3. A signature scheme S = (GenSign,Sign,SigVerify) is called
strongly unforgeable if for any probabilistic polynomial-time algorithm Asig,

Pr
[
ExpStUnf

S,Asig
(n) = 1

]

is negligible, where

Experiment ExpStUnf
S,Asig

(n)
(KV S , KSS) ← GenSign(1n)
(m∗, s∗) ← ASign(KSS,·)

sig (KV S),
where we let mi denote the i-th query to oracle Sign(KSS , ·)
and si the oracle’s answer to this query

output 1 if and only if
SigVerify(KV S , m∗, s∗) = TRUE and (m∗, s∗) �= (mi, si) for all i.

Note that in the regular notion of unforgeability we strengthen the requirement
on (m∗, s∗) in the experiment above, and demand that m∗ �= mi for all i (such
that finding another signature s∗ to a given pair mi, si is no longer considered a
successful attack). In particular, if a scheme is strongly unforgeable, then it is also
unforgeable in the basic sense. Yet, it is also easy to construct an unforgeable
signature scheme which does not achieve the stronger notion, e.g., if for each
signature the signing algorithm appends a redundant bit which the verification
algorithm simply ignores.

Efficient strongly unforgeable schemes exist under various assumptions, e.g.,
[1, 2]. Existentially they can be derived from any one-way function (cf. [6]) and
are thus based on the same complexity assumption as signature schemes which
are unforgeable in the ordinary sense.

3.2 The MASDKSV Scheme

With the tools of the previous sections we can now recapture the MASDKSV
scheme. To protect a media object O the MASDKSV scheme first uses the wa-
termarking scheme to determine the parts AO and BO. Then the BO part is
first compressed to CO and, together with a hash value H(O) of the object,
encrypted to a ciphertext X .2 The resulting ciphertext and the public part AO

of the original media object O are signed together with the signature algorithm,
s ← Sign(KSS , (AO, X)). The values X and s are finally joined with AO into a
single media object O.

The integrity of a protected object O can be verified by anyone by recovering
AO, X, s from the protected object and verifying the signature s for (AO, X).
This can be done without decrypting X and recovering BO. Reconstruction

2 The role of H(O) concerning the security of the scheme remains somewhat unclear,
i.e., Dittmann et al. [3] never specify any security requirements on H . It appears
that security-wise H does not serve any purpose. We include H here only for sake of
completentess; the reader may simply think of H as the function with empty output.
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then can easily be achieved by first verifying O and then decrypting with KE .
After uncompressing CO to B′

O algorithm Join can be applied to (AO, B′
O).

The resulting object O′ is hashed to H(O′) which is compared to the embedded
hash. If this is successful the restored object is returned as O, otherwise the
reconstruction algorithm fails.

We note that, in the original scheme, Dittmann et al. use the signature al-
gorithm to sign the concatenation AO||X of the values AO and X . But this
introduces a weaknesses which the attack by Hopper et al. [8] exploits. Here
we therefore tweak the signature process by signing (AO, X) instead, with the
usual meaning that this string (AO, X) contains a separator between the two
values. For instance, we can encode the bit length of AO into a starting block of
fixed length (say, into the first n bits for security parameter n) and then append
AO||X . Other choices are possible, of course.

Construction 1 (DKSV-MAS). Let (Join,Separate) be an invertible wa-
termarking scheme, E be a symmetric encryption scheme and S be a signature
scheme. Let (Compress,Uncompress) be a lossless compression scheme and
H be some function (with fixed output length). Then the DKSV media authenti-
cation scheme MASDKSV is defined by the following algorithms:

– Algorithm GenKey on input 1n runs the key generation algorithms of the
signature scheme and the encryption scheme, (KSS, KV S) ← GenSign(1n)
and KE ← GenEnc(1n), and outputs KV = KV S, KR = (KV S , KE) and
KP = (KSS, KE).

– Algorithm Protect on input KP and object O first splits the object by com-
puting (AO, BO) ← Separate(O), then compresses CO ← Compress(BO)
and computes a ciphertext X ← Enc(KE , CO||H(O)). It computes a signa-
ture s ← Sign(KSS, (AO, X)) and joins the signature together with AO and
X into the protected object O ← Join(AO, (X, s)). It outputs O (or FAIL if
any of the deployed algorithms returns FAIL).

– Algorithm Verify on input KV and a protected object O splits the object
into (AO, (X, s)) ← Separate(O) and returns the output of the signature
verification algorithm for these data, SigVerify(KV S , (AO, X), s) (which
equals FAIL in the special case that Separate returned FAIL before).

– Algorithm Reconstruct takes as input KR and a protected object O, and
only continues reconstruction if verification of O works. If so, then it recovers
(AO, (X, s)) ← Separate(O) and decrypts X to CO||h and re-computes
BO = Uncompress(CO) and O ← Join(AO, BO). If H(O) = h then it
outputs O; in any other case the algorithm returns FAIL.

4 Integrity of Media Authentication Schemes

In this section we address integrity protection of media authentication schemes.
We first review the definition of Dittmann et al. [3] about unforgeability of
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MAS3 and then present our improved security guarantee, denoted by strong
unforgeability. We show that strong unforgeability is strictly stronger than the
notion of Dittmann et al., and finally prove that the MASDKSV scheme achieves
the stronger notion if instantiated with the right primitives.

4.1 Definitions

The original unforgeability requirement of Dittmann et al. [3] demands that,
without the protection key, it is infeasible to find an object O and its protected
version O, even after having seen other protected objects:

Definition 4. Let MAS = (GenKey,Protect,Verify,Reconstruct) be
an invertible media authentication scheme. It is called unforgeable if for every
probabilistic polynomial-time algorithm ADKSV the value

Pr
[
Expmas-unf

MAS,ADKSV
(n) = 1

]

is negligible, where

Experiment Expmas-unf
MAS,ADKSV

(n)
(KP , KV , KR) ← GenKey(1n)
(O, O) ← AProtect(·,KP )

DKSV (1n, KV )
where Oi denotes the i-th query to oracle Protect(·, KP )
and Oi the oracle’s answer to this query

output 1 if and only if
Verify(O, KV ) = TRUE and O ∈ [Protect(O, KP )] and
O �= Oi for all i.

We note that Dittmann et al. [3] claim their scheme to be secure under this
definition. However, as mentioned before, Hopper et al. [8] point out a gap in
this proof, exploiting a weak encoding for the signing algorithm. Patching the
signature and verification process as described in Construction 1 gives a version
which is indeed secure according to this definition here (if the signature scheme
achieves basic unforgeability). This can be easily inferred from the security proof
for our stronger notion in the next section, and we therefore omit a formal proof
for this simpler fact.

Our first definitional strengthening concerns the adversary’s task to find a
protected object O together with its original counter part O. Recall the satellite
data example from the introduction, where the adversary’s goal is only to pro-
duce another valid protected object without knowing a matching object in clear.
Then the previous definition would provide no security guarantee in this case. In
fact, as we will discuss later, there are even schemes satisfying the unforgeability
3 Dittmann et al. call the property in their paper “security against existential un-

forgeability” but, for sake of better distinction with other security notions such as
secrecy, we rename the property here to “unforgeability”.
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notion above but which fail to meet the stronger requirement in the example.
In our refinement below we therefore reduce the requirement on the adversary’s
output and merely demand that the attacker outputs a new protected object O.

The other strengthening refers to availability of other components of a system.
Since the algorithms may operate in a highly interactive setting, we follow the
conservative approach in cryptography and allow our algorithm Astrong to also
communicate with a Reconstruct oracle, enabling him to reconstruct objects
of his choice. Note that verification can be carried out locally by the adversary
with the help of the public key anyway. With these two refinements we obtain
the following definition:

Definition 5. Let MAS = (GenKey,Protect,Verify,Reconstruct) be
an invertible media authentication scheme. It is called strongly unforgeable if
for every probabilistic polynomial-time algorithm Astrong the value

Pr
[
Expmas-stunf

MAS,Astrong
(n) = 1

]

is negligible, where

Experiment Expmas-stunf
MAS,Astrong

(n)
(KP , KV , KR) ← GenKey(1n)
O ← AProtect(·,KP ),Reconstruct(·,KR)

strong (1n, KV )
where Oi denotes the i-th query to oracle Protect(·, KP )
and Oi the oracle’s answer to this query

output 1 if and only if
Verify(O, KV ) = TRUE and O �= Oi for all i.

4.2 On the Relationship of the Notions

In this section we show that security according to our definition of strong un-
forgeability is strictly stronger than the one for the definition by Dittmann et al.
This is done in two steps. First we will show that our definition implies the defi-
nition of Dittmann et al. After that, we provide two examples of schemes which
are secure according to the basic notion but not to the enhanced definition (one
example is omitted from this version here). We remark that the separating ex-
amples even hold if we augment the DKSV definition by giving ADKSV access to
a Reconstruct oracle. This difference merely stems from the fact that ADKSV
has to output a pair (O, O), compared to O as in our definition.

Proposition 1. If an invertible MAS scheme is strongly unforgeable then it is
also unforgeable.

The proof is omitted for space reasons. We next give a separating example for
the patched MASDKSV framework where we assume that the signature scheme
is not strongly unforgeable, i.e., where one can easily transform a signature s
to a message m into another valid signature s∗ �= s. With this instantiation choice
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there exists a successful attack against the strong unforgeability, but which does
not constitute a break against basic unforgeability.

The adversary against the strong unforgeability calls the Protect oracle only
once about an object O to derive a protected object O = Join(AO, (X, s)). The
attacker next runs Separate(O) to obtain AO = AO and (X, s). Since the sig-
nature scheme is not strongly unforgeable the attacker can now compute another
valid signature s∗ �= s for (AO, X). He finally outputs O

∗
= Join(AO, (X, s∗))

as the forgery attempt.
The attack succeeds according to the strong unforgeability, because s∗ �= s

and thus O
∗

was never received from the Protect oracle before, and Verify

evaluates to TRUE. In the DKSV definition of an attack, however, an attacker
must output (O, O). So in our case, prepending O to O

∗
would not constitute a

successful attack as O has been sent to the Protect oracle before. In fact, it
is easy to see from our proof in the next section that any attacker fails accord-
ing to the DKSV definition if the underlying signature scheme achieves basic
unforgeability.

4.3 Strong Unforgeability of the MASDKSV-Scheme

We next prove that the MASDKSV scheme achieves strong unforgeability if the
underlying signature scheme is strong enough. Note again that this statement
necessitates the patch of the signature and verification algorithm; else the attack
by Hopper er al. would still apply.

Theorem 2 (Strong Unforgeability). If the signature scheme S is strongly
unforgeable then the MASDKSV media authentication scheme in Construction 1
is strongly unforgeable.

Proof. If there would be a successful attacker Astrong on the MASDKSV accord-
ing to our strong definition, then by using the prerequisites we could use this
attacker to construct a successful attacker Asig against the strong unforgeability
of the deployed signature scheme. In the following we will show the construction
of such an attacker Asig.

The attacker Asig on the signature scheme gets the signature public key KV S

as input. He chooses an encryption key KE and passes the key KV = KV S to
Astrong to start a black-box simulation. In this simulation of Astrong, adversary
Asig can easily answer queries of Astrong to oracle Reconstruct with the help
of the key KR = (KE , KV S). For any query Oi of Astrong to the Protect

oracle, Asig calculates (AOi , BOi) = Separate(Oi), COi = Compress(BOi)
and Xi ← Enc(KE , COi ||H(Oi)). If any of the algorithms returns FAIL then Asig
immediately returns FAIL to Astrong, else Asig passes mi = (AOi , Xi) to his Sign-
oracle to get a signature si. Thereafter he returns Oi = Join(AOi , (Xi, si)) to
attacker Astrong. Once Astrong outputs a protected object O and stops, adversary
Asig runs Separate on O to obtain AO and (X, s). Now Asig outputs m∗ =
(AO, X) and s∗ = s.

It is obvious that Asig perfectly mimics the Protect oracle as well as
the Reconstruct oracle in Astrong’s emulation. It remains to show that Asig
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succeeds in his attack whenever Astrong wins. If Astrong’s output O satisfies
Verify(O, KV ) = TRUE then in particular SigVerify(KV S , m∗, s∗) for Asig’s
output will also be TRUE and Separate(O) = (AO, (X, s)) �= FAIL. Further-
more O �= Oi for all i.

We have to show that the pair (m∗, s∗) = ((AO , X), s) has not appeared in
Asig’s interactions with the signature oracle. This is clearly true if, in the i-th re-
quest, Asig returned si = FAIL before even querying the signature oracle, namely,
if separation, compression or encryption failed. If, on the other hand, Oi = FAIL
for the i-th interaction, because the final Join in the simulation of the protection
query returned FAIL, but a message mi = (AOi , Xi) was still signed with si, then
we must have (m∗, s∗) �= (mi, si). Else, for equality (m∗, s∗) = (mi, si) we would
have FAIL = Join(AOi , (Xi, si)) = Join(AO, (X, s)) = Join(Separate(O))
for Separate(O) �= FAIL, contradicting the completeness of the watermarking
scheme. Finally, if Oi �= FAIL, then because O �= Oi and the Separate-function
is collision-resistant (see Section 3.1) we have (AO, (X, s)) �= (AOi , (Xi, si)).

Hence, if attacker Astrong on the media authentication scheme is successful,
attacker ASig will also succeed with the same probability, because (m∗, s∗) was
never received from the Sign-oracle and SigVerify(KV S , m∗, s∗) = TRUE. ��

5 Secrecy of Media Authentication Schemes

Recall that the scheme by Dittmann et al. [3] introduces an encryption scheme
in order to protect the BO-part of an object O. However, in their paper they
do not provide any claim about the secrecy under reasonable conditions about
the encryption scheme, not to mention a rigorous security model. In a compan-
ion paper, though, Katzenbeisser and Dittmann [9] discuss a desirable secrecy
requirement, resembling semantic security of encryption schemes (as defined in
Section 3.1). Yet, their proposal advocates a somewhat elliptical mixture be-
tween semantic security and indistinguishability of encryption schemes (cf. [6]),
and remains rather sketchy. It also remains unclear if, or under which conditions,
the MASDKSV scheme meets this goal.

Recall that the idea behind semantic security of an encryption scheme was
that anything an efficient adversary could learn about a message m from a
ciphertext X could also be computed efficiently without X . Here we discuss
that, by using appropriate notions of secrecy with side information, we can indeed
define secrecy for media authentication schemes in the sense of semantic security.
Our definition basically says that an MAS provides secrecy if whatever one can
compute from a protected object O (including the public part AO) could also be
derived from AO alone.4 We then continue to show that semantic security of the
encryption function (with respect to side information) also guarantees secrecy
of the MASDKSV scheme.

4 As usual, the adversary may have even further knowledge about (parts of) BO (or
other information about the system) and the requirement then is that the adversary
cannot deduce anything beyond this additional knowledge and AO.
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5.1 Definition

The definition below follows the one for semantic security of encryption (with
respect to side information) closely. Namely, we again compare the success prob-
ability of an adversary predicting some information fMAS(O) of an object O from
the protected version O (and histO) with the prediction success of a simulator
given only histO. For a secure MAS these probabilities should be close.

We write O for the distribution of the objects and histMAS for the algorithm
computing the side information. For notational convenience we again denote by
(O, histO) ← (O, histMAS)(1n) the joint sampling process, possibly sharing state
between the two algorithms.

Definition 6. An invertible media authentication scheme MAS is called se-
mantically secure with respect to side information histMAS if for every proba-
bilistic polynomial-time algorithm AMAS, there is a probabilistic polynomial-time
algorithm SMAS, the simulator, such that for every polynomial-time distribution
O of objects and for every function fMAS, the difference

Pr
[
Expmas-sem,O,fMAS,histMAS

MAS,AMAS
(n) = 1

]
− Pr

[
Expmas-sem,O,fMAS,histMAS

MAS,SMAS
(n) = 1

]

is negligible, where

Exper. Expmas-sem,O,fMAS,histMAS
MAS,AMAS

(n)
(KP , KV , KR) ← GenKey(1n)
(O, histO) ← (O, histMAS)(1n)
O ← Protect(KP , O)
a ← AMAS(KV , O, histO)
output 1 if and only if

a = fMAS(O, histO)

Exper. Expmas-sem,O,fMAS,histMAS
MAS,SMAS

(n)
(KP , KV , KR) ← GenKey(1n)
(O, histO) ← (O, histMAS)(1n)

a ← SMAS(KV , histO)
output 1 if and only if

a = fMAS(O, histO)

We remark that we can even strengthen the notion above by granting AMAS
access to oracles Protect(·, KP ) and Reconstruct(·, KR) (with the restric-
tion that the adversary never queries the reconstruct oracle about the challenge
O, enabling a trivial attack otherwise). Assuming chosen-plaintext security of
the underlying encryption scheme (where the adversary is also allowed to see ci-
phertexts of arbitrary messages via an oracle Enc(KE , ·)), our result also holds
under this more advanced attack model, as we will discuss in the full version.
Interestingly, the proof for this extension also takes advantage of our notion of
strong unforgeability.

5.2 Secrecy of the MASDKSV-Scheme

The following theorem shows that semantic security of the encryption scheme
carries over to the secrecy of the MASDKSV scheme:

Theorem 3. Let histMAS(1n) be the function which takes an object O and out-
puts AO where (AO, BO) ← Separate(O). Let E be a semantically secure en-
cryption scheme (with respect to side information histenc = histMAS). Then the
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invertible media authentication scheme MASDKSV in Construction 1 is seman-
tically secure with respect to side information histMAS.

The proof is by contradiction, transforming an allegedly successful adversary on
the secrecy of the media authentication scheme into a successful attack against
the encryption scheme. The proof appears in the full version. We also note that
the result still holds if histMAS(1n), in addition to AO, includes further informa-
tion like hist′(BO) for some function hist′ (as long as the encryption scheme is
secure for this augmented side information).
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Abstract. This paper draws together two methodologies for the detec-
tion of bit replacement steganography: the principle of maximum likeli-
hood, which is statistically well-founded but has lead to weak detectors
in practice, and so-called structural detection, which is sensitive but lacks
optimality and can suffer from complicated exposition. The key novelty is
to extend structural analysis to include a hypothetical “pre-cover”, from
which the cover object is imagined to derive. Here, maximum likelihood
detection is presented for three structural detectors. Although the alge-
braic derivation is long, and maximizing the likelihood function difficult
in practice, conceptually the new detectors are reasonably simple. Ex-
periments show that the new detectors are the best performers yet, very
significantly so in the detection of replacement of multiple bit planes.

1 Introduction

There is no doubt that replacement of low-order bits, whether in digital images,
movies, or audio, is an insecure method of embedding and there is a large body of
literature on the detection of this steganographic method. Broadly, detectors fall
into three categories: methods that target the structure of bit replacement1, those
that apply statistical techniques to derive maximum likelihood (ML) detectors
based on features such as histogram or co-occurrence matrix, and blind classifier-
based methods that pick ad-hoc features and train on cover and stego images.

Each class has its advantages. The structural detectors, which include (in
increasing order of complexity) [1–7], are easily the most sensitive. But their
exposition can become complex, and the methods themselves are often based
on dubious statistical principles (for example, assuming that all observations
of random variables equal the expectation). Statistical rigour is at the heart of
maximum likelihood detectors [8–11] but their performance is weak. The blind
classifier-based methods can detect a range of embedding methods (not limited
to bit replacement) but have neither good detection power nor statistical rigour
and we shall not consider this last class here.

This paper combines the theoretical rigour of ML detection with the sensitiv-
ity of structural steganalysis. Not only does this produce superior detectors, it
1 An even cover sample can be incremented or unchanged, but never decremented,

when the least significant bit is replaced, conversely for odd samples; similar structure
occurs in replacement of other bits.

T. Furon et al. (Eds.): IH 2007, LNCS 4567, pp. 204–219, 2007.
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also presents a framework which avoids some of the difficulties that plague struc-
tural steganalysis using large groups of pixels [6]. Indeed, with hindsight, this is
arguably the mathematical setting within which structural steganalysis should
always have been presented. We will confine our analysis to digital grayscale
images with spatial-domain embedding, but the principles described here should
apply in other domains too.

The contents of the paper is as follows. Section 2 is a brief survey of ML
and structural steganalysis methods for detection of bit replacement. Section 3
describes ML detection of least significant bit (LSB) replacement using an ex-
tended structural analysis, deriving a likelihood function and explaining a max-
imization procedure (at this stage only a simple, slow, maximization is used),
with experimental results following. Sections 4 and 5 repeat the same process
and experiments for the detection of embedding in two lowest bit planes and
then a more complex structural analysis of embedding in just the LSB plane. Fi-
nally, Sect. 6 draws conclusions. In order to include multiple detectors the later
sections contain little detail; this paper aims to present the principles only, and
we refer to an extended version of this paper [12] for fuller derivations, explicit
likelihood functions, and wider experimental results.

2 ML Steganalysis and Structural Steganalysis

The starting point for ML steganalysis is the Neyman-Pearson Lemma, which
states that the optimal discriminator between two point hypotheses is given by
the likelihood ratio. Further, good performance for composite hypotheses is given
by the generalized likelihood ratio (GLR) test and for parameter estimators by
the method of maximum likelihood (although the optimality of these extensions
is not universal). One of the earliest uses of ML in steganalysis is found in [8],
which derives the effect of LSB replacement on the probability mass function
(PMF) of a signal; if the PMF of the cover source is known, it is possible to
create a GLR test for the presence of data hidden by LSB overwriting and a ML
estimate for the size of payload.

In practice the PMF of the cover is not known: it must be estimated by either
filtering the observed PMF [8] or postulating an “ideal” cover PMF ([9] uses
this latter approach, in a transform domain). The detectors are weak for three
reasons: estimation of the cover PMF is subject to inaccuracy; considering only
the PMF discards Markovicity in the cover source; and the detectors are unable
to exploit the aforementioned structure of LSB replacement. Improved detectors
based on maximum likelihood principles can be found in [11], which models
the source as a Markov chain, and [10] which also tries to exploit some of the
structure of LSB replacement via the so-called “stair-step” effect. Nonetheless,
even the improved detectors remain unable to detect even moderate payloads2.

In contrast, the most successful class of steganalyzers for bit replacement
(including LSB embedding as well as replacement of multiple bit planes) are
2 We should be clear that some of the ML detectors cited are not specialised towards

LSB replacement, so weak performance is expected.
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those which focus on the structure of the embedding process. Their general
strategy, described in [5], is as follows. First, define a feature set of stego images
which depends on the size of payload p, a vector S(p); second, derive how S(p)
depends on p and S(0) and then invert so that, given a stego image, we can
hypothesise a value for p and compute what this would imply for S(0). Third,
express a model for covers in terms of S(0). Then we create an estimator for the
payload size p as whichever implies a value of S(0) closest to the model.

The structure of LSB replacement in individual samples is trivial and does
not give a detector, but extending to pairs or larger groups of pixels produces
extremely sensitive detectors. The earliest detector used the structure implic-
itly [1]; analysis of the effect of bit replacement on specific structural features
was first given in [2] and extended in [4, 5]. Further application, to large groups
of pixels and replacement of two bit planes, can be found in [6,7]. A key novelty
is the principle of least-squares [3], which defines the closest cover fit to be when
the features’ sum-square deviation (from an ideal) is minimized.

Although very effective, the structural detectors have drawbacks. The analysis
of the effect of bit replacement on groups of three or more pixels can be handled
in an elegant manner [5], but specification of the cover model for such groups
can become desperately complicated, as demonstrated in [6]. And the statistical
methodology is poor: it is not truly the case that stego features S(p) depend
deterministically on p and S(0) (it also depends on the payload content, usually
assumed random) and it is necessary to take expectations. Neither is the cover
model exact. Moreover a least-squares cover fit, while plausible, cannot be shown
optimal (indeed we shall later be able to see that it is not).

3 Maximum Likelihood and the “Couples” Structure

We now present a fusion of the sensitive features used by the structural detec-
tors with the principles of maximum likelihood. In this section we consider the
features used by the detectors known as Sample Pairs (SPA) [2, 3] or Couples
[5] (other possibilities will be examined in later sections).

We assume a single-channel cover image3 which consists of N pixels with
intensities s1, s2, . . . , sN in the range 0 . . . 2M +1 (typically M = 127). A sample
pair is a pair of pixels (j, k) for some j �= k. Let P be the set of all pairs that
represent adjacent pixels and define some subsets of P , called the trace subsets :

Dm = {(j, k) ∈ P | sk = sj + m}
Em = {(j, k) ∈ P | sk = sj + m, with sj even}
Om = {(j, k) ∈ P | sk = sj + m, with sj odd}

for −2M + 1 ≤ m ≤ 2M + 1. Analysis of the movement of sample pairs among
these subsets, when payload is embedded by LSB replacement, is the key to
structural steganalysis. The cover model in [2, 3] is |Em| = |Om|, although only
odd indices can be used for steganalysis.
3 Colour images are usually separated into colour channels, whose signals are either

treated separately or concatenated.
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Fig. 1. The evolution of the Couples trace subsets, from “pre-cover” to stego-image,
when proportion p

2 least significant bits are flipped

3.1 Derivation of Likelihood Function

We present here a new analysis of trace subsets. To model trace subsets in
cover images, we use the technique of [13], which proposed a model as part of
the analysis of errors in least-squares steganalysis. Imagine that, for each m,
the set Dm is first determined (in what we will call a “pre-cover”) and then
partitioned binomially to make the cover image, with each sample pair in Dm

placed independently and equiprobably into Em or Om. Of course this bears no
relationship to the physical processes which create, for example, an image in the
CCD of a digital camera – there is no “pre-cover” except in our imagination
– but it is a natural explanation of the cover property |Em| = |Om| and it is
demonstrated, in [13], very accurate in most circumstances4.

Second, we model how LSB replacement converts trace subsets in the cover
to trace subsets in a stego image, depending on the size of payload. We suppose
that the LSB of each sample is flipped, independently, with probability p

2 – this
corresponds to embedding a payload (uncorrelated with the cover) of length pN
by randomized LSB replacement, or perhaps the embedding of a longer payload
when LSB flipping is used as part of a source coding scheme [14] (of course
the estimator will be truly for twice the number of flipped pixels, regardless of
the connection this has with payload size; it could be nothing else). Under this

4 In [13] the limitations of this model are explored; it is not very accurate for m near
zero and there is observed a negative correlation between the sizes of E1 and E−1;
in fact it is possible to explain these features in terms of over-saturated images, but
that is not within the scope of this paper. We content ourselves with using the model
as is, in the knowledge that it is not perfect.
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embedding operation each quartet of trace subsets O2m−1, E2m, O2m, E2m+1
undergoes permutation, with probabilities determined by p. We will not repeat
that analysis, since it can be found in much of the other steganography literature
including [2, 3, 5].

The overall evolution of sample pairs, from “pre-cover”, through cover, to
stego image, with the probability of each transition, is shown in Fig. 1. Note that
transitions originating from Dm are of different structure depending on whether
m is even or odd, because E2m and O2m can be interchanged by embedding
whereas E2m+1 and O2m+1 cannot. Figure 1 is the foundation from which we
will derive a likelihood for an observed stego image, given the sizes of the Dm in
the pre-cover and p.

Consider for example the trace subset E2m+1 in the stego image. A sample
pair has arrived there by one of four possible paths:

(i) Beginning in D2m in the pre-cover, it was placed into E2m in the cover and
moved to E2m+1 under embedding; the probability of a pair beginning in
D2m making these transitions is 1

2
p
2 (1 − p

2 ).
(ii) Beginning in D2m, it was placed into O2m and moved to E2m+1 under em-

bedding; again the probability of a pair in D2m making such transitions is
1
2

p
2 (1 − p

2 ).
(iii) Beginning in D2m+1, it was placed into E2m+1 and did not move under

embedding; the probability of a pair in D2m+1 doing so is 1
2 (1 − p

2 )2.
(iv) Beginning in D2m−1, it was placed into O2m−1 and moved to E2m+1 under

embedding; the probability of a pair in D2m+1 doing so is 1
2 (p

2 )2.

Similar calculations can be carried out for all trace subsets Em and Om: each
can have arisen from one of three of the Dm in the pre-cover. We display these
probabilities in Tab. 1, with the columns corresponding to the source Dm and
the rows to the Em and Om in the stego image. Therefore the full table, for
8 bit images, has 511 columns (trace subsets Dm exist for −255 ≤ m ≤ 255)
and 1020 rows (O−255, E−254,, O−254, ..., E254, O254, E255) and only a portion is
displayed, from which the rest can be constructed. We have made the convenient
abbreviation πi = 1

2 (p
2 )i(1 − p

2 )2−i for i = 0, 1, 2. Observe that fifth displayed
row corresponds to our analysis, above, of trace subsets finishing in E2m+1.

Now suppose that an image is observed, with unknown payload. Let us form
a vector of the observed sizes of trace subsets in the stego image, interleaving
as A′ = (O′

−255, E
′
−254,, O

′
−254, ..., E

′
255)

T , to correspond with the row labels of
the complete table excerpted in Tab. 1. We write pm for the column of Tab. 1
headed by the pre-cover trace subset Dm and suppose that the size of this sub-
set was dm. Because each sample pair beginning in the pre-cover must end up
in some trace subset of the stego image, and under the assumption of random
uncorrelated payload all destinations are independent, we have that the number
of pairs in each trace subset originating from Dm takes a multinomial distrib-
ution. Summing up over all subsets Dm in the pre-cover, we thus deduce that
A′ =

∑
m A′

m, where each A′
m has a multinomial distribution with size para-

meter dm and probability vector pm.
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Table 1. Table showing the probability that, given a random payload of pN , each
sample pair from a trace subset Dm in the pre-cover is observed in each trace subset
Em or Om in a stego image

D2m−1 D2m D2m+1 D2m+2

E2m−1 π0 0 0 0
O2m−1 π0 2π1 π2 0
E2m π1 π0 + π2 π1 0
O2m π1 π0 + π2 π1 0
E2m+1 π2 2π1 π0 0
O2m+1 0 0 π0 2π1

E2m+2 0 0 π1 π0 + π2

O2m+2 0 0 π1 π0 + π2

E2m+3 0 0 π2 2π1

O2m+3 0 0 0 0

In order to find the likelihood for this sum of distributions we make the
standard multivariate Gaussian approximation to the multinomial distribution
(generally accurate as long as the size of the original trace subset is not very
small):

A
·∼ N(μ,Σ)

where μ =
∑

m dmpm, Σ =
∑

m dm(Δpm
− pmpT

m), and Δv represents a diagonal
matrix with v on the diagonal. This allows us to compute the (log-)likelihood
that a given image with trace subsets a arose from a pre-cover with specific trace
subset sizes d and a particular proportionate payload p:

l(a; p, d) = −L

2
log(2π) − 1

2
log |Σ| − 1

2
(a − μ)T Σ−1(a − μ)

where L is the length of the vector of observations a.
Although we omit the intermediate calculations, it is worthwhile to see the full

form of the mean vector μ = (. . . , E[O′
2m−1], E[E′

2m], E[O′
2m], E[E′

2m+1], . . .)
T

and covariance matrix Σ whose entries are Cov[E′
m, O′

m]. Extracting pm from
Tab. 1 and using μ =

∑
m dmpm, we derive

E[O′
2m−1] = π0d2m−1 + 2π1d2m + π2d2m+1

E[E′
2m] = π1(d2m−1 + d2m+1) + (π0 + π2)d2m

E[O′
2m] = π1(d2m−1 + d2m+1) + (π0 + π2)d2m

E[E′
2m+1] = π2d2m−1 + 2π1d2m + π0d2m+1

for each m. From Σ =
∑

m dm(Δpm
− pmpT

m) we can compute all covariances;
they are displayed in the following table. We make a further abbreviation, σ =
π0 + π2, and elide the covariances of O′

2m (which are almost identical to those
of E′

2m) in order to fit the table onto the page.
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O′
2m−1 E′

2m O′
2m E′

2m+1

O′
2m−3 −π0π2d2m−1 −π1π2d2m−1 ← −π2

2d2m−1

E′
2m−2 −π0π1d2m−1 −π2

1d2m−1 ← −π1π2d2m−1

O′
2m−2 −π0π1d2m−1 −π2

1d2m−1 ← −π1π2d2m−1

E′
2m−1 −π2

0d2m−1 −π0π1d2m−1 ← −π0π2d2m−1

π0(1−π0)d2m−1 −π0π1d2m−1 −π0π2d2m−1

O′
2m−1 +2π1(1−2π1)d2m −2π1σd2m ← −4π2

1d2m

+π2(1−π2)d2m+1 −π1π2d2m+1 −π0π2d2m+1

−π0π1d2m−1 π1(1−π1)d2m−1 −π1π2d2m−1

E′
2m −2π1σd2m +σ(1−σ)d2m ↙ −2π1σd2m

−π1π2d2m+1 +π1(1−π1)d2m+1 −π0π1d2m+1

−π0π1d2m−1 −π2
1d2m−1 −π1π2d2m−1

O′
2m −2π1σd2m −σ2d2m ↖ −2π1σd2m

−π1π2d2m+1 −π2
1d2m+1 −π0π1d2m+1

−π0π2d2m−1 −π1π2d2m−1 π2(1−π2)d2m−1

E′
2m+1 −4π2

1d2m −2π1σd2m ← +2π1(1−2π1)d2m

−π0π2d2m+1 −π0π1d2m+1 +π0(1−π0)d2m+1

O′
2m+1 −π0π2d2m+1 −π0π1d2m+1 ← −π2

0d2m+1

E′
2m+2 −π1π2d2m+1 −π2

1d2m+1 ← −π0π1d2m+1

O′
2m+2 −π1π2d2m+1 −π2

1d2m+1 ← −π0π1d2m+1

E′
2m+3 −π2

2d2m+1 −π1π2d2m+1 ← −π0π2d2m+1

These hold for all m, and other covariances are zero. Although fairly appalling
to look at, the matrix can quickly be computed from p and d.

It is worthwhile to contrast the principle of structural ML estimation with
the standard structural estimators. Consider, for example, [2]: the cover model
used there (with a minor variation) is that |E2m+1| = |O2m+1| for each m. In
Fig. 1 we can see that this is true in expectation, but a more sophisticated model
can quantify deviations from exact equality. Similarly, the standard structural
analysis of embedding is the same as the transitions from cover to stego object
in Fig. 1, but it assumes that the observed stego image trace subset sizes are
exactly their expectation, not allowing for random variation. The ML method
allows us, in effect, to take account of the fact that such approximations are
more accurate when the numbers involved are larger. Finally, the principle of
least-squares estimation [3, 7] is optimal if the random variables whose least
squares are minimized are Gaussian and independent. Under our model they
are Gaussian, but considering the covariance matrix Σ, one can show that the
relevant quantities are not independent, and hence least-squares steganalysis is,
at best, an approximation to optimality.

3.2 Implementing a ML Estimator

In principle, the rest is simple: given an image we observe the trace subsets a
and find the value of p (along with, as nuisance parameters, all the d) which
maximizes the log-likelihood. In practice there are some difficulties.
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First, how to find the maximum? There is no apparent closed form for it so
we must proceed numerically. The function is differentiable, but computing the
derivative (particularly with respect to p) seems extremely difficult and we have
not yet completed the calculation. This prevents us from using standard itera-
tive/scoring methods to locate the maximum. So that we can test the accuracy
of a structural ML detector, without being unduly distracted by implementation
issues, we have settled on a temporary, computationally expensive, solution: the
maximization method of Nelder and Mead [15] which walks a simplex through
the surface to be optimized and does not require derivatives. Of course, such a
method converges only slowly to a maximum. We must also find a point from
which to start the optimization: we used one of the standard methods for esti-
mating LSB replacement payload [2] as an initial value of p, and created initial
values for d by inverting the second half of the transition diagram in Fig. 1 (such
an inversion is already part of the standard method for structural steganalysis
of LSB replacement).

Unfortunately, maximization of the full likelihood function is computationally
unfeasible: it is a 512-dimensional problem, which is simply too complex to
optimize in any reasonable amount of time. But we can cheaply reduce the
dimensionality by discarding the parameters dm for |m| large: very few adjacent
pairs of pixels have a large difference, and discarding a minority of pairs does
not reduce the evidential base too much. We found that considering only D−11
to D11 still gave excellent performance (in our test set of cover images, 75.1%
of sample pairs are found in this range) and reduces the dimensionality of the
maximization to 24.

We can further ameliorate the computational cost by evaluating the log-
likelihood efficiently: because the matrix in Tab. 1 has many zeros (recall that
each trace subset in the stego image can come from only one of three subsets in
the pre-cover) the covariance matrix Σ is zero except near to the diagonal and
there exist efficient methods to compute |Σ| and (a−μ)T Σ−1(a−μ) exploiting
the Cholesky decomposition of Σ.

A final improvement is to observe that E2m and O2m are always treated equally
in Tab. 1, μ, and Σ. This means that it is safe to combine such subsets, observing
and computing likelihood of only the sum E′

2m+O′
2m, but still separating E′

2m+1
and O′

2m+1. This leaves the dimensionality of the maximization unchanged, but
reduces the size of the quadratic form which must be computed for each evalu-
ation of the likelihood, from L = 44 to L = 33.

Nonetheless the ML estimator is still quite slow due to the inefficient max-
imization method. Using a moderately-optimized implementation in C, and a
computer with a 64-bit processor running at 2Ghz, we timed the standard SPA
estimator [2], a least-squares variant Couples/LSM [3], and our new Couples/ML
estimator, on various image sizes. The results are displayed in Tab. 2; observe
that the size of the images is almost irrelevant to the ML estimator which spends
almost all of its time maximizing the likelihood function, whereas the standard
methods spend most of their time simply counting the trace subsets and hence
their time complexity is roughly linear in the image size.
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Table 2. Images processed per second, for three detectors and three image sizes

Detector
Image size

0.5Mpixel 1.0Mpixel 1.5Mpixel

SPA 36.1 21.0 15.11

Couples/LSM 36.7 21.5 15.26

Couples/ML 0.401 0.392 0.387

There still remains a difficulty with implementing the estimator. As p tends
to zero, the covariance matrix Σ becomes singular. Thus the likelihood function
can grow without bound as p approaches zero, if the d are chosen in a certain
way, and the likelihood optimizer can find its way to an incorrect “solution”.
This is a standard problem and can be seen as either overfitting – some of
the observed trace subsets can match their expectations with arbitrarily good
accuracy, at the expense of others – or a breakdown in the multivariate Gaussian
approximation to the multinomial when the probabilities involved are small. The
common solution is to place a prior distribution on the difficult parameter (here
p) and convert the ML estimator to a maximum a posteriori (MAP) estimator.
If the prior is Gaussian this amounts to placing a quadratic penalty on the
log-likelihood function.

We already needed to find another estimate p̂ from which to begin the op-
timization, and found that using a Gaussian prior with mean p̂ and variance
p̂2/100 (knowing that we want to keep the estimator away from p = 0 without
fixing it too closely to the less-accurate prior estimate) was an effective solution.

3.3 Experimental Results

We now benchmark the MAP estimator Couples/ML against the best of the other
structural detectors based on pairs of pixels: SPA [2], Couples/LSM (in the form
described in [7]) and a new weighted least-squares version Couples/WLSM [16].
We report only results which use a set of 3000 never-compressed grayscale cov-
ers, which have been downsampled to approximately 0.3Mpixels from scanned
high-resolution originals. LSB replacement steganography was simulated with
embedding rates 0, 0.05, . . .1, and accuracy of the resulting estimates compared.

Making a comparison of estimator accuracy is not quite straightforward be-
cause the shape of error distribution is not necessarily the same for all estima-
tors. Therefore it can be misleading to compare, for example, only mean-square
error (such a measure will heavily penalize estimators with a few large out-
liers) or only interquartile range (which is completely insensitive to outliers).
Furthermore, there is both estimator bias (least-squares estimators consistently
underestimate large payloads) and spread to consider.

We will display a number of measures in order to give a balanced assessment:
mean-square error encompasses both bias and spread, sample mean estimates
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Bias

SPA 0.059 0.018 0.012 0.127 −6.298
Couples/LSM −0.061 −0.780 −1.864 −6.380 −36.597
Couples/WLSM 0.094 −1.499 −5.974
Couples/ML 0.824 −0.490 −0.466 −2.349 −20.315

IQR

SPA 2.699 2.576 2.618 3.383 4.037
Couples/LSM 2.782 2.814 3.265 6.881 27.738
Couples/WLSM 2.527 2.792 5.780
Couples/ML 1.034 2.190 2.652 4.860 6.673

MAE

SPA 2.076 1.909 1.822 2.245 6.305
Couples/LSM 2.086 2.323 2.939 6.823 36.675
Couples/WLSM 2.035 2.382 6.120
Couples/ML 0.826 1.725 1.843 3.525 21.039

Fig. 2. Above, chart displaying how the estimator mean-square error (MSE; log axis)
of the structural detectors depends on the proportionate payload p. Below, table dis-
playing other measures of estimator accuracy: sample bias, interquartile range (IQR),
mean absolute error (MAE), all displayed ×102, for five payload sizes.

bias, interquartile range is a measure of spread without regard to outliers, and
mean absolute error is a combination measure which is robust but not insensitive
to outliers. The first of these is charted, and the others tabulated, in Fig. 2.

Observe that the Couples/ML estimator is uniformly superior to both Cou-
ples/LSM and Couples/WLSM (the latter is not benchmarked for proportionate
payloads greater than 50% because its “optimal” weighting depends on the true
payload being small). It is also superior to the standard SPA method for payloads
p < 0.5, and particularly for very small payloads. Of course, in some applications
the increased computational costs of the maximization will outweigh the accu-
racy advantages. The slight positive bias at zero payloads, for the ML method,
is because negative estimates can never happen.

It is curious that one of the very first payload estimators, which claims no
optimality, should appear the best performer for large payloads. In fact this can
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be explained by reference to a weakness in the cover model used here, which the
standard SPA method coincidentally does exactly the right thing to avoid, but
such an explanation is beyond the scope of this work.

4 Maximum Likelihood and the “2Couples” Structure

We now outline the extension of ML structural analysis to embedding in the two
lowest bit planes; this was called“2LSB” embedding in [7], where a least-squares
structural steganalyzer was presented. Again we consider pairs of pixels evolving
from a “pre-cover” through a cover to a stego-image. The trace subsets, which
we re-use from [7], are

Dm = {(j, k) ∈ P | sk = sj + m}
Bi

m = {(j, k) ∈ P | sk = sj + m, with sj ≡ i (mod 4)}

for i = 0, 1, 2, 3. They serve the same purpose as in the Couples case, exposing
exactly the structure of replacement of two bit planes. Traditional least-squares
steganalysis assumes that the sizes of B0

m, B1
m, B2

m and B3
m are all equal in cover

images, for each m, although in [7] it was noted that not all such equalities are
useful for steganalysis – a difficulty that the ML framework is able to avoid.

As before, we must model differences between the sizes of Bi
m in covers. We

will imagine that the “pre-cover” has fixed trace subsets Dm for each m, and
that every pair in Dm moves to one of Bi

m in the cover object, independently and
equiprobably. Again, this corresponds with traditional structural steganalysis in
expectation. Next, embedding a payload of length 2pN (or randomizing the two
least bits of each pixel with probability p) causes the 16 trace subsets B0

4m,
B0

4m+1, B0
4m+2, B0

4m+3 B1
4m−1, B1

4m, B1
4m+1, B1

4m+2 B2
4m−2, B2

4m−1, B2
4m , B2

4m+1
B3

4m−3, B3
4m−2, B3

4m−1, B3
4m to be permuted with certain probabilities, which are

described in [7] and will not be repeated here.
The added complexity means that we cannot fit in a diagram analogous to

Fig. 1: a pair in Dm in the pre-cover can move to any one of 32 trace subsets
in the stego image. We will skip directly to the analogue of Tab. 1, which we
display in Tab. 3 using the abbreviation πi = 1

4 (p
4 )i(1 − 3p

4 )2−i.
It would be horrendous to display the mean and covariance matrices here,

which are much more complex than those in Sect. 3, and we omit all calculations.
But the principle of ML estimation can now proceed as in the previous section:
concatenate the observed trace subset sizes into a vector a, and maximize the
log-likelihood function

l(a; p, d) = −L

2
log(2π) − 1

2
log |Σ| − 1

2
(a − μ)T Σ−1(a − μ)

where μ =
∑

m dmpm, Σ =
∑

m dm(Δpm
− pmpT

m), and pm are the columns of
Tab. 3. We must convert to a MAP estimator to avoid overfitting (the same prior
is appropriate) and again we find it necessary to reduce the dimensionality of
the optimization by considering only D−11 to D11, for a 24 dimensional surface.
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Table 3. Table showing the probability that, given a random payload of 2pN embedded
by 2LSB replacement, each sample pair from a trace subset Dm in the pre-cover is
observed in each trace subset Bi

m in a stego image

D4m−3 D4m−2 D4m−1 D4m D4m+1 D4m+2 D4m+3

B3
4m−3 π0 2π1 2π1 + π2 2π1 + 2π2 3π2 2π2 π2

B3
4m−2 π1 π0 + π2 2π1 + π2 2π1 + 2π2 π1 + 2π2 2π2 π2

B3
4m−1 π1 π1 + π2 π0 + 2π2 2π1 + 2π2 π1 + 2π2 π1 + π2 π2

B3
4m π1 π1 + π2 π1 + 2π2 π0 + 3π2 π1 + 2π2 π1 + π2 π1

B2
4m−2 π1 π0 + π2 2π1 + π2 2π1 + 2π2 π1 + 2π2 2π2 π2

B2
4m−1 π2 2π1 π0 + 2π2 2π1 + 2π2 2π1 + π2 2π2 π2

B2
4m π2 π1 + π2 2π1 + π2 π0 + 3π2 2π1 + π2 π1 + π2 π2

B2
4m+1 π2 π1 + π2 π1 + 2π2 2π1 + 2π2 π0 + 2π2 π1 + π2 π1

B1
4m−1 π1 π1 + π2 π0 + 2π2 2π1 + 2π2 π1 + 2π2 π1 + π2 π2

B1
4m π2 π1 + π2 2π1 + π2 π0 + 3π2 2π1 + π2 π1 + π2 π2

B1
4m+1 π2 2π2 2π1 + π2 2π1 + 2π2 π0 + 2π2 2π1 π2

B1
4m+2 π2 2π2 π1 + 2π2 2π1 + 2π2 2π1 + π2 π0 + π2 π1

B0
4m π1 π1 + π2 π1 + 2π2 π0 + 3π2 π1 + 2π2 π1 + π2 π1

B0
4m+1 π2 π1 + π2 π1 + 2π2 2π1 + 2π2 π0 + 2π2 π1 + π2 π1

B0
4m+2 π2 2π2 π1 + 2π2 2π1 + 2π2 2π1 + π2 π0 + π2 π1

B0
4m+3 π2 2π2 3π2 2π1 + 2π2 2π1 + π2 2π1 π0

But there are twice as many trace subsets to count and there is less symmetry
than before, so each evaluation of the likelihood involves a quadratic form of
dimension 80; accordingly the estimator is even slower than that of the previous
section (about ten times slower, in our poorly-optimized implementation).

We benchmark this MAP estimator for 2LSB replacement, which we call
2Couples/ML, against the least-squares version 2Couples/LSM [7]. We also in-
clude another detector of multiple bit plane replacement, which is a modification
of the method known as WS and found in [17] (we will call it 2LSB WS ). Results
for the corresponding experiments to those in Sect. 3 are displayed in Fig. 3.

Observe that the new estimator is many times more accurate than the others,
except for very large payloads. It remains more accurate than the LSM detector
for all embedding rates, but above proportionate payloads of about 80% the WS-
based detector is the only one not to suffer from weak performance (this seems
to be a general feature of WS detectors, and their area of strength). Clearly the
method of maximum likelihood has made a vast improvement to the reliability
of payload estimation, particularly in the difficult case of small payloads.

5 Maximum Likelihood and the “Triples” Structure

Finally, we sketch how the ML technique can be applied to a more intricate
structural analysis of (single plane) LSB replacement, based on triplets of pixels.
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p

2LSB WS
2Couples/LSM
2Couples/ML

Detector p = 0 p = 0.25 p = 0.5 p = 0.75 p = 1.0

Bias
2LSB WS 0.148 1.612 2.033 1.535 0.093
2Couples/LSM 0.806 −0.990 −2.765 −10.243 −20.521
2Couples/ML 0.600 −0.239 −0.094 −0.374 4.806

IQR
2LSB WS 3.466 3.912 4.129 3.658 2.991
2Couples/LSM 1.905 1.954 2.849 9.270 41.608
2Couples/ML 0.774 1.488 1.599 2.192 41.863

MAE
2LSB WS 2.341 2.828 3.050 2.647 2.028
2Couples/LSM 2.624 1.921 3.154 10.371 20.521
2Couples/ML 0.601 1.134 1.116 1.456 28.516

Fig. 3. Above, chart displaying how the MSE (log axis) of the 2Couples/LSM struc-
tural estimator [7], 2LSB WS [17], and the proposed 2Couples/ML estimator, depends
on the proportionate payload p. Below, table displaying other measures of estimator
accuracy: sample bias, IQR, and MAE, all displayed ×102, for five payload sizes.

Let T be the set of horizontal groups of three adjacent pixels with notation
analogous to Sects. 3 and 4, and define trace subsets as follows:

Dm,n = {(j, k, l) ∈ T | sk = sj + m, sl = sk + n}
Em,n = {(j, k, l) ∈ T | sk = sj + m, sl = sk + n, with sj even}
Om,n = {(j, k, l) ∈ T | sk = sj + m, sl = sk + n, with sj odd}

These capture the third-order effects of replacing LSBs; in covers we expect that
Em,n and Om,n will be of approximately equal size, and the corresponding least-
squares structural payload estimators [5] are generally (although not uniformly)
more accurate than those based on Couples structure.

For an ML detector we again imagine that Em,n and Om,n derive binomially
from Dm,n. This time it is the eight trace subsets O2m−1,2n, O2m−1,2n+1, E2m,2n,
E2m,2n+1, O2m,2n−1, O2m,2n, E2m+1,2n−1, E2m+1,2n which are permuted by LSB
operations – see [5] for the transition probabilities – and the analogy to Tab. 1
is displayed in part in Tab. 4. All instances of the displayed transitions make up
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Table 4. Extract from table showing probabilities of transition from pre-cover trace
subsets to stego object trace subset, when the Triples structure is analyzed

D2m−1,
2n

D2m−1
2n+1

D2m
2n−1

D2m
2n

D2n
2n+1

D2m+1
2n−1

D2m+1
2n

O2m−1,2n π0 π1 π1 π1 + π2 π2 π2 π3

O2m−1,2n+1 π1 π0 π2 π1 + π2 π1 π3 π2

E2m,2n π1 π2 π2 π0 + π3 π1 π1 π2

E2m,2n+1 π2 π1 π3 π1 + π2 π0 π2 π1

O2m,2n−1 π1 π2 π0 π1 + π2 π3 π1 π2

O2m,2n π2 π1 π1 π0 + π3 π2 π2 π1

E2m+1,2n−1 π2 π3 π1 π1 + π2 π2 π0 π1

E2m+1,2n π3 π2 π2 π1 + π2 π1 π1 π0

the complete table and the abbreviation is πi = 1
2 (p

2 )i(1 − p
2 )3−i. Then a MAP

estimator can be derived in the same way as for Couples and 2Couples structure.
The optimization problem for this likelihood is much harder than those occur-

ring in Sects. 3 and 4, because the number of nuisance parameters (the sizes of
Dm,n in the pre-cover) is squared by the finer categorization of pixel differences.
We must radically reduce the number of subsets under consideration in order to
achieve a tractable optimization. For now we consider only |m| ≤ 3 and |n| ≤ 3,
but only 36.1% of sample triplets in our test covers are found in this range so
we are ignoring quite a large proportion of the evidence. Even so, this leads to
48 dimensional optimization problem, and each likelihood evaluation involves
a quadratic form of length 72, so this Triples/ML estimator is much slower to
evaluate than Couples/ML of Sect. 3 (over a minute per image).

Because of its complexity we have not yet conducted as full benchmarks as
for Couples/ML and 2Couples/ML. Some reduced experiments are reported in
Fig. 4. In order to make a fair comparison with least-squares Triples [5] (de-
noted Triples/LSM ) we weakened the standard estimator by similarly limiting
it to trace subsets with maximum absolute index of 3. The experimental results
indicate that the Triples/ML estimator is more accurate only for small payloads,
with the critical payload being somewhere between 25% and 50%. It is not clear
that the performance gain is worth the hugely inflated computational costs.

6 Conclusions and Directions for Further Research

Bringing together the statistical foundations of the maximum likelihood method
with the sensitivity of structural steganalysis has been fruitful in terms of new
and more accurate payload estimators for bit replacement steganography. At
the moment there is a large computational cost associated with maximizing the
likelihood function, but it is likely to be significantly reduced when the function
is differentiated. There is no fundamental bar to this: the problem is only one
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Detector p = 0 p = 0.1 p = 0.25 p = 0.5

Bias
Triples/LSM− −0.128 −0.478 −0.857 −0.326
Triples/ML 0.785 −0.695 −0.828 −1.031

IQR
Triples/LSM− 3.127 3.262 3.495 1.914
Triples/ML 0.957 1.998 2.537 2.631

MAE
Triples/LSM− 2.362 2.584 2.899 1.522
Triples/ML 0.785 1.750 1.990 2.027

MSE
Triples/LSM− 0.153 0.182 0.237 0.076
Triples/ML 0.042 0.074 0.099 0.095

Fig. 4. Comparison of estimator accuracy for weakened Triples/LSM (denoted
Triples/LSM−) and Triples/ML methods, with four payload sizes

of algebraic complexity. Another possibility for reducing the complexity is to
formulate a parametric model for the pixel difference parameters d. However,
no such model will be perfect and inaccuracies modelling d could damage the
accuracy of the ML estimator.

Regardless of computational cost, there is a certain elegance to the combined
method, particularly in that it avoids the potentially extremely complex question
of which equalities between trace subsets should be included in the cover model.
We believe that the ML foundation provides the “ultimate” structural stegana-
lyzers and that, once the efficiency is improved and one hole in the cover model
patched, these detectors will be the last and best bit replacement detectors.

The next application of a likelihood calculation might be the development of
a likelihood ratio test for the presence of hidden data (it may also be possible
to develop tests for which type of bit replacement – LSB, 2LSB, etc – have been
used). In some preliminary experiments we did implement such a detector but
its performance was disappointing – as a classifier for the presence or absence of
hidden data it was better to use simply the payload estimate. Very likely this is
because of the necessity of imposing a prior distribution, to avoid overfitting, so
that the usual generalized likelihood ratio statistic is not available.

We should note, though, that there is no guarantee of complete optimality
with maximum likelihood estimators, let alone the MAP estimator we have to
use in practice: their unbiased and minimum variance properties only apply
asymptotically. Indeed for a single image we have only one observation of the
trace subset sizes which make up the multinomial likelihood, although it can be
seen as many observations: the type of each sample pair or triplet. Finally, the
trace subsets used here have been demonstrated highly sensitive but this does
not completely preclude the possibility that better feature sets exist.

Even so, the experimental results included in this paper demonstrate that the
fusion of ML methods with structural analysis has practical value as well as a
well-principled derivation.
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Abstract. A continuously-observable steganographic file system allows
to remotely store user files on a raw storage device; the security goal is to
offer plausible deniability even when the raw storage device is continu-
ously monitored by an attacker. Zhou, Pang and Tan have proposed such
a system in [7] with a claim of provable security against traffic analysis. In
this paper, we disprove their claims by presenting traffic analysis attacks
on the file update algorithm of Zhou et al. Our attacks are highly effective
in detecting file updates and revealing the existence and location of files.
For multi-block files, we show that two updates are sufficient to discover
the file. One-block files accessed a sufficient number of times can also be
revealed. Our results suggest that simple randomization techniques are
not sufficient to protect steganographic file systems from traffic analysis
attacks.

1 Introduction

The goal of a steganographic file system is to protect the user from compulsion
attacks, where the user is forced to hand over file decryption keys under the
threat of legal sanctions or physical intimidation. In order to achieve this goal,
the steganographic file system must conceal the files it stores, so that the user
can plausibly deny their very existence.

Several proposals in the literature provide plausible deniability to the user
against attackers that take one or more snapshots of the raw storage. To the
best of our knowledge, the proposal by Zhou et al. [7] is the only one that claims
to resist attackers who can continuously monitor accesses to the storage. It relies
on dummy updates and relocations of data that are supposed to conceal accesses
to the hidden files.

Zhou et al. [7] present two separate mechanisms for reading and updating
files; we present traffic analysis attacks which are effective against the file update
mechanism. Our attacks succeed in revealing the existence and location of hidden
files, depriving the user of plausible deniability. We describe the theory behind
the attacks, and the impact of the system’s parameters on their effectiveness.
We have also simulated the attacks, and obtained empirical results that confirm
our theoretical analysis.

T. Furon et al. (Eds.): IH 2007, LNCS 4567, pp. 220–236, 2007.
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The rest of this paper is organized as follows: in Sect. 2, we summarize previous
work on steganographic file systems. Section 3 describes the update algorithm
of [7]. Section 4 explains theoretically how to attack the system. The empirical
results of our implementation are presented in Sect. 5. We present our conclusions
in Sect. 6, where we also suggest lines for future research. Finally, Appendix A
shows the attack algorithms that have been used in our implementation.

2 Related Work

The concept of a steganographic file system was first proposed by Anderson,
Needham and Shamir in [1] together with two implementations. The first ap-
proach consists of hiding the information in cover files such that it can be re-
trieved by XOR-ing a subset of them. In the second approach, the file system is
filled with random data and the real files are hidden by writing the encrypted
blocks in pseudo-random locations derived from the name of the file and a pass-
word.

Kuhn and McDonald proposed StegFS in [5]. They use a block allocation table
(BAT) to have control over the file system contents. In this table, each entry is
encrypted with the same key as the block it corresponds to. The file system is
organized in levels in such a way that opening a level (decrypting all the entries
in the BAT) opens also all the lower levels.

There is another proposal called StegFS by Zhou, Pang and Tan in [6]. This
scheme tracks for each block of the file system whether it is free or it has been
allocated. Each hidden file has a header placed in a pseudo-random free location
derived from its name and a secret key. This header suffices to locate all the
blocks of the file, as it contains links to their locations.

All of the previous systems are intended to run on a single machine on top
of a standard file system. There are, in addition, two approaches for distributed
steganographic file systems, Mnemosyne and Mojitos. The former has been pro-
posed by Hand and Roscoe in [4]. In order to hide a file, they write it to a
location chosen pseudo-randomly by hashing the file name, the block number
and a secret key. The latter was proposed by Giefer and Letchner in [2], and it
combines ideas from Mnemosyne and StegFS (by Kuhn and McDonald [5]).

3 Hiding Data Accesses in StegFS

The steganographic file systems presented in the previous section are secure to-
wards an attacker who is able to get snapshots of the state of the file system
(sufficiently spaced in time so it cannot be considered to be continuous surveil-
lance). They are vulnerable, however, towards attackers who can continuously
monitor the system.

Continuous attackers are able to continuously scan the contents of the file
system and detect block updates. They can also observe the I/O operations
on the storage, and perform traffic analysis on the accessed (read and written)
block locations. Zhou, Pang and Tan proposed in [7] mechanisms to hide the
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data accesses in their StegFS [6] against this attack model. In the system model
(Fig. 1) of [7], users send the file requests to a trusted agent over a secure
channel. The agent translates these requests into I/O operations on the storage,
and returns the results to the user. Whenever there is no user activity, the agent
performs dummy I/O operations. The terminology used to distinguish the block
types and update operations (also called “accesses”) is:

– Data blocks are all the storage blocks that contain the user’s data. We refer
as file blocks to the data blocks of a particular file that is being updated
by the user.

– Dummy blocks are empty (free) blocks that contain random data.
– When the user requests a file update, this triggers data updates on all

the blocks that belong to the file.
– The system performs dummy updates (i.e., change the appearance of the

block without changing its actual content) on both dummy and data blocks,
in order to hide the data updates.

Fig. 1. System model in [7]

The authors of [7] give the following definition of security for hiding data
accesses in a steganographic file system:

“Let X denote the sequence of accesses the agent performs on the raw
storage. Its probability distribution is PX . Y denotes the set of access
requests users submit to the agent, and when there is no request, Y = ∅.
PX|Y is the conditional probability distribution of X given a particular
Y . (Thus, PX|∅ is the probability distribution of dummy accesses.) A
system is secure if and only if, whatever Y is, PX|Y and PX|∅ are so
similar that it is computationally infeasible for an attacker to distin-
guish between them from a sufficiently large set of samples. A system is
perfectly secure if and only if PX|Y and PX|∅ are exactly the same.”

The mechanism proposed in [7] to hide data updates works as follows. When-
ever there is no user activity, the user agent issues dummy updates on blocks
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selected uniformly at random in the storage volume. For a dummy update, the
agent reads the selected block, decrypts it, changes the initialization vector (IV)
which serves as initial value for the CBC mode, encrypts the block and writes it
back in the same location of the file system.

When the user agent receives a request to update a file, it updates all its
blocks. The update algorithm relocates file blocks each time they are updated,
so that subsequent operations on the file do not result in accesses to the same
storage locations. In order to update file block B1, the agent first chooses a block
B2 uniformly at random from the storage space. If the selected block B2 is the
same as the requested one (B1), the data update is performed in the same way
as a dummy update. If B2 is a dummy block, the agent swaps it with the file
block B1 and updates their contents. Finally, if B2 is a data block, the agent
performs a dummy update on it and re-starts the selection process. Alg. 1 shows
the update algorithm provided in [7].

Algorithm 1. Update algorithm of [7]
1: if there is a request to update block B1 then
2: Re: randomly pick a block B2 from the storage space
3: if B2=B1 then
4: read in B1, decrypt it
5: update B1 IV’s and data field
6: encrypt B1, write it back
7: else if B2 is a dummy block then
8: read in B1,
9: substitute B2 for B1

10: update B2 IV’s and data field
11: encrypt B2, write it back
12: else
13: read in B2,
14: decrypt it, update B2’s IV
15: encrypt B2, write it back
16: go to Re:
17: else {dummy update}
18: randomly pick up a block B3 from the storage space;
19: read in B3,
20: decrypt it, update B3’s IV,
21: encrypt B3, write it back;

The authors of [7] claim that the update algorithm is perfectly secure on the
basis of the following proof:

“For a data update, each block in the storage space has the same prob-
ability of being selected to hold the new data. Hence the data updates
produce random block I/Os, and follow exactly the same pattern as the
dummy updates. Therefore, whether there is any data update or not, the
updates on the raw storage follow the same probability distribution as
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that of dummy updates. According to the previous definition of security,
the scheme is perfectly secure. Without knowing the agent’s encryption
key, attackers can get no information on the hidden data no matter how
long they monitor the raw storage.”

In this paper we show that, although all blocks have the same probability of
being selected to hold the updated data, I/Os produced by file updates follow
different patterns than dummy updates. Thus, the probability distributions of
updates in the raw storage are different depending on whether there is user
activity or not. Consequently, file updates can be distinguished by an adversary
performing traffic analysis on the system.

For a data update, we note that there are two possible interpretations of the
algorithm:

1. If we only look at the pseudo-code, when B2 is a dummy block, the updated
content of B1 is stored in B2, but the original block location, B1, keeps its
old value.

2. If we take in account the text of the paper, when B2 is a dummy block, B1
and B2 are swapped ; i.e., the agent reads B1 and overwrites it with random
data. Then, it reads B2 and overwrites it with the updated content of B1.

Implementing the update algorithm as in the first interpretation implies that
the updated content of the file block B1 is transferred to B2, while B1 remains
intact. This approach has an obvious problem: the information contained in B1
remains there until it is overwritten (when the block is chosen as B2 in a future
data update), meaning that deleted file contents and old versions could still be
recovered from the storage.

Moreover, from a traffic analysis perspective, dummy and data updates pro-
duce easily distinguishable access patterns: in dummy updates, the same block
location is read and written; while in data updates, the read and written block
locations are different. We present an example in Fig. 2, where a file located in
blocks 1, 2 and 3 is updated and transferred to positions 34, 345 and 127. We
can easily see where the file blocks were and where they have been transferred,
eliminating the user’s plausible deniability on the existence and location of the
“hidden” file. Note that a series of data updates made very close to each other
indicate that, with very high probability those blocks are part of the same file.
Therefore, the dummy updates performed in between file block updates (blocks
479, 290 and 47 in the example) must have been on data blocks. This reveals
the existence and location of additional data blocks, besides the ones that have
been updated by the user.

In the next section, we show that the security proof given by Zhou, Pang and
Tan is wrong even for what seems to be a more clever implementation. Assuming
that users do not update their files simultaneously, a continuous attacker can
distinguish between data and dummy updates and learn, as a result, the existence
and location of hidden files.
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Fig. 2. Update of a three-block file (locations 1,2,3) according to the first interpretation
of the update algorithm of [7]

4 Traffic Analysis Attacks on StegFS

We recall the notation presented in the pseudo-code of Algorithm 3 of Sect. 3:

– B1 is the file block to be updated.
– B2 is the candidate block (selected uniformly at random) to hold the updated

information of B1. B2 may be a data block or a dummy block. If B2 is a
data block, a dummy update is performed on it, and a new B2 is selected.
This process is repeated until B2 is a dummy block. Then, B1 is overwritten
with random data and the updated content of B1 is stored in B2.

– B3 is the block selected uniformly at random for a dummy update while
there are no user requests.

We have developed two attack strategies. The first one applies to multi-block
files, and is based on exploiting file block correlations, as explained in Sect. 4.1.
The second strategy, explained in Sect. 4.2, applies to one-block files, and is
based on the assumption that a file block is updated with higher frequency than
a dummy block.

4.1 Attack on Multi-block Files

Identifying file update patterns. Each of the data updates follows a pattern
with: first, as many dummy updates on data blocks as data data blocks B2 are
chosen in the updating algorithm; second, an update on the file block (B1); and
finally, an update on the dummy block B2 to which the data is transferred.
In Fig. 3 we can see the same example as in the previous section, where a file
located in blocks 1, 2 and 3 is updated and moved to blocks 34, 345 and 127.

The updates on blocks belonging to the same file are separated by a number
of dummy updates on data blocks B2. As there are more empty blocks in the
storage, it is easier to randomly pick a free block, and therefore file blocks B1
are accessed closer in time to each other (together with their updated locations
B2).
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Fig. 3. Update of a three-block file (locations 1,2,3) according to the second interpre-
tation of the update algorithm of [7]

Let R be the occupation rate of the file system. The maximum number of
block updates (including data and dummy updates) a file update is expected to
need is given by a negative binomial distribution, where the size b of the file is the
number of successes and 1 − R the success probability. With probability greater
than 1 − ε, a file of b blocks will be updated in at most A = b + k blocks, where
k can be derived from the probability mass function of the negative binomial:(
k+b−1

k

)
· Rk · (1 − R)r < ε. For example, for an occupation rate R = 0.5, a

complete update on a file of b = 4 blocks will be contained in a maximum of
A = 29 updates with probability greater than 1 − ε = 1 − 10−5.

As shown in Fig. 4, we can find similar patterns each time the file is updated
(i.e., a set of locations updated closely together at two different points in time).
By identifying these patterns, we can tell when a file has been updated and
where exactly the file blocks are in the storage space. Once we find the most
recent pattern, we know that the file will be in the location updated just after
the repeated locations that have created the pattern. In the example shown in
Fig. 4, the file will be in the positions 12, 60 and 125 of the storage space.

Probability of false positives. We must not forget that these patterns could
have been produced by dummy updates (the attacker would think he has found
a file update, but actually the access pattern has been randomly generated). We
call the probability of this event as probability of false positive, and denote it
Pf+. We now explain how Pf+ can be computed.

Lemma 1. Let B be the number of blocks in the storage, let b be the file size
and A the expected length of the windows we analyze (i.e., we expect a file of b
blocks to be updated in A updates). Let PA be the probability that in A random
accesses all the b blocks of the file are accessed. Then

PA ≤
[

e
B
A

]B−A
A · bA

B

≈
(

eA

B

)b

.
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Fig. 4. Three updates on a three-block file according to the second interpretation of
the algorithm of [7]

Proof. Let Ii (i = 1, . . . , b) be an indicator variable whether block i of the file
has been accessed. It is easy to see that Pr[Ii] = 1 − (1 − 1

B )A ≤ A
B . We note

that the set of events {Ii} is not independent, but as these events are negatively
correlated and as we are interested in an upper bound, by assuming that they
are independent we obtain a bound which is not tight.

Denote X =
∑b

i=1 Ii, then there all the blocks of the file are accessed if X = b.
If we treat the events as independent, we can apply the Chernoff inequality
which states that Pr[X > (δ + 1)μ] ≤ ( e

δ+1 )δμ, where μ = E[X ]. As E[X ] =
∑b

i=1 E[Ii] =
∑b

i=1 Pr[Ii] ≤ bA
B , we obtain that

PA = Pr[X = b] = Pr[X > (δ + 1)
bA

B︸ ︷︷ ︸
b

] ≤
[

e
B
A

]B−A
A · bA

B

≈
(

eA

B

)b

.

Lemma 2. Let T be the number of dummy accesses, and let C = T/A be the
number of subsets of A consecutive accesses each. Under the assumption that
these subsets are independent of each other.1 The probability Pf+ of having a
false positive in at least one of the C subsets is: Pf+ ≤ 1 − (1 − PA)C .

Proof. The probability that a false positive happens for one of the subsets is
PA. Thus, the probability that a false positive have not occurred for a given
A accesses is 1 − PA. All C subsets do not produce any false positive with
probability (1 − PA)C , and the result follows from that immediately.

The probability Pf+ of having a false positive decreases both with the size b
of the file and the number B of blocks in the storage. Pf+ increases with the
number T of dummy updates taken into account, and the occupation rate R.
1 This is an approximation supported by our experimental results. The adaptive algo-

rithm used in our implementation (see Appendix A) deals with accesses straddling
two subsets of length A.
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We denote Pf+(i) as the probability of false positive, given i + 1. Figure 5(a)
shows the probability, Pf+(1), of false positive (logarithmic scale) for two file
updates. We can see that, as the file size increases (from five blocks on), the
probability of false positive becomes negligible even when there are only two
updates on the file. Pf+(i) also decreases with i (see Fig. 5(b)), as it becomes
less likely that more repetitions of patterns happen just by coincidence. Note
that we have considered in the figures up to two million accesses, meaning that
on average each block in the storage is read 200 times. We can see that even
with these large numbers of accesses, real operations are detected with low false
positive rate. This is because our detection algorithm takes into account the
correlations between accessed locations, and not the amount of times they have
been selected.

(a) Probability of false positive with two
updates per file (logarithmic scale)

(b) Probability of false positive with more
than two updates per file (logarithmic
scale)

Fig. 5. Probability of false positive for multi-block files (B = 10000; R = 0.5; ε =
5 · 10−4)

4.2 Attack on One-Block Files

Now, we assume that the user updates one-block files with a higher frequency
than dummy updates occur on random blocks. Instead of searching for a file
update pattern, we analyze the distance between two accesses to the same block
(note that each time the file is updated it is transferred to a different location).
In the example of Fig. 6 we show three updates on file F1. The distance between
the first and second updates (file in block 479) is three, and the distance between
the second and third updates (file in block 231) is seven.

Let B be the total number of blocks in the file system. When there are only
dummy updates, the probability PD(i) of having a distance i in between two
updates of the same block, follows a geometric distribution:

PD(i) =
(

1 − 1
B

)i−1

·
(

1
B

)
. (1)
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Fig. 6. Example of 3 updates on a one-block file

This equation provides a lower bound on the distance between dummy updates
on the same block. The distance between random block updates increases as the
user requests data updates more frequently, because the user requests particular
data blocks, therefore reducing the frequency with which random blocks are
selected.

Let f (0 < f < 1) be the access frequency to a one-block file. The probability
PF (i) of having a distance i between two updates of the file is given by:

PF (i) = (1 − f)i−1 · f . (2)

As long as the file update frequency f is significantly higher than 1/B, distance
analysis can be used to distinguish user updates on one-block files from dummy
updates on random blocks.

Although the distance between accesses is, on average, much smaller for the
file blocks than for the dummy blocks, it is also possible that two dummy updates
on a block happen to be close to each other. If we look just for two accesses (as
we do in the multi-block case), we have a high probability of false positive.
Therefore, we need to find more than one near access in order to statistically
prove that a block really contains a file. Near means that two data updates could
be separated this distance with non-negligible probability.

Let DC , such that PF (DC) < εC (see (2)), denote the maximum distance we
consider near. The probability of false positive (i.e., consider random updates as
produced by user requests) for one near access is given by Pf+(1) =

∑DC

i=0 PD(i)
(see (1)). As the number h of hops (consecutive near accesses) increases, the
probability of a false positive decreases: Pf+(h) = Pf+(1)h. On the other hand,
the probability of a false negative (i.e., considering that a file update has been
a dummy update) in one near access happens when a file update occurs further
than expected: Pf−(1) =

∑∞
i=DC

PF (i). If we consider h near accesses as bound
to consider a chain caused by user actions, we will miss a file if any of the h
hops happens further than expected: Pf−(h) =

∑h
i=1

(
h
i

)
Pf−(1). We show in
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Fig. 7(a) the probability of having a false positive with respect to the number
of hops, for different access frequencies and values of εC .

In Fig. 7(b), we show the number of hops needed to ensure that a series of
near updates belongs to a file, as a function of the access frequency. We note that
a small number of hops is sufficient, even for relatively low access frequencies (in
the figure we show a maximum frequency of 10−3).

(a) Probability of false positives vs num-
ber of hops

(b) Required number of hops depending
on access frequency

Fig. 7. Analysis of the number of hops (B = 100 000)

5 Results

In order to test the effectiveness of the attacks, we have implemented a simu-
lation of the update algorithms and the attacks in Python.2 In this section, we
summarize the empirical results.

5.1 Implementation of the Attack on Multi-block Files

We have tested the attack using favorable parameters for the user, with few files,
a very low update frequency and only two updates per file. The parameters of
the simulation can be seen in Table 1. As the attack becomes more efficient for
larger files, we present results for two sets of files. The first set of files have sizes
between 2 and 3 blocks, and the second considers files of sizes between 4 and 10.

Even though we are in a bad case as attackers, the attack has a high success
probability. We summarize the results in Table 2. In both tests we found more
than 99% of the files hidden in the system, although the guessed file size differs
from the real one in some cases (2% for files of 2-3 blocks, and 1% for files of 4
blocks or bigger). Found files may appear slightly larger than they are because
sometimes we assign “extra blocks” to the file (when there is a dummy update
that fits the pattern next to the end or the beginning of the real file blocks). With

2 The code is available upon request to the authors.
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Table 1. Parameters of attack on multi-block files

Size of files Number of files File update Size of
(blocks) per size frequency storage space

2-3 10 3% 10000

4-10 10 3% 10000

probability ε, the separation between file block updates is larger than expected.
This results in either some block of the file being lost (when the block with extra
separation is the one accessed at the beginning or the end of the file update);
or in a file being found split and considered as two smaller files (when the extra
separation happens in the middle of a file). While searching for 2 and 3 block
files, we find some false positives, as this occurs with non-negligible probability
for very small file sizes (see Fig. 5(a)).

Table 2. Results of the attack on multi-block files

Size of files Files found Wrong size False positives

2-3 > 99% < 2% < 2%

4-10 > 99% < 1% 0%

5.2 Implementation of the Attack on One-Block Files

We have considered a file system with B = 100 000 blocks, where 10 one-block
files are accessed 12 times each. We have tested the efficiency of the attack for
several access frequencies. In the implementation of the attack, we consider we
have found a file when we find a chain of 10 or more near accesses. We have set
the probability of false negatives by fixing εC = 10−12.

Fig. 8. False positives vs. 1/f (B = 100 000; εC = 10−12)
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As expected, the performance of the attack heavily depends on the access
frequency f to one-block files. We show this dependence in Fig. 8, where we
represent the number of false positives as a function of the access frequency. For
frequencies greater than 4 · 10−4 (in Fig. 8 this corresponds to 1/f = 2500), we
can find all one-block files without obtaining any false positives. As the access
frequency decreases, the performance of the attack degrades, and more false
positives appear. We note that the number of false positives depends on the
access frequency, but not on the number of files in the system.

6 Conclusions and Future Work

In this paper we have analyzed the update algorithm proposed by Zhou, Pang
and Tan in [7], and found that it is vulnerable to traffic analysis attacks. We
have described the theory behind the attacks, explained how the system’s pa-
rameters influence their performance, and presented empirical results on their
effectiveness.

Our results show that the security claims in [7] are unsubstantiated. Their
algorithms do not produce the same patterns for file and dummy updates, there-
fore, the probability distribution of updated locations in the storage is different
whether there is user activity in the system or not. Our attacks exploit these
changes and successfully distinguish file and dummy updates, finding the loca-
tions of hidden files. Multi-block files are very easy to find (two updates are suffi-
cient to reveal their existence and location), while several file updates are needed
in order to find one-block files. Our (non-optimized) implementation successfully
finds most of the files hidden in the storage, and more efficient implementations
could further increase the accuracy of the attacks.

The two key weaknesses in the update algorithm proposed in [7] are:

– Blocks are rarely relocated, and when they are, their new location appears
next to the old one in the history of accessed locations. This greatly reduces
the uncertainty on the possible locations to which block contents may have
been moved.

– While the “dummy updates” select block locations uniformly at random,
multi-block file updates generate correlations between accessed locations that
could not have been plausibly generated at random.

The traffic analysis strategies presented in this paper show that introducing
“a bit of randomness” is not sufficient to effectively conceal user accesses to files
in a steganographic file system. More sophisticated mechanisms are required in
order to design a traffic analysis resistant steganographic file system; developing
such mechanisms is left as an open problem.

The authors of [7] also propose a method to conceal read accesses to files,
based on a multi-level oblivious RAM [3]. A line of future research could analyze
whether or not this mechanism resists traffic analysis attacks.
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A Algorithms for Detecting Patterns

We show first the algorithm used to uncover multi-block files, and afterwards the
one to reveal one-block files. We note that these algorithms are not optimized.
An attacker could run them several times, and use the information gained in the
first runs to refine the results in later ones.

A.1 Multi-block Files

Worst Case Scenario. We checked the effectiveness of the algorithm in a worst
case scenario. We made two simulations with a file system of B = 10000 blocks,
with files with sizes of 2 − 3 blocks and 4 − 10 blocks, respectively, and only 10
files of each size. The file access frequency has been set to 3%, so that accesses
to files are on average far away from each other. Finally, we considered only 2
updates per file.
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The algorithm (Alg. 2). The algorithm used to find multi-block files works
as follows. For b-block files we first calculate the expected number A of blocks
its update is expected to occupy. Denote by GF (A) the most recent chunk of
A consecutive accesses. We compare GF (A) (as shown in Fig. 9(a)) with the
previous chunk of A accesses GM (A). If there is more than one element in the
intersection (i.e., locations that have been accessed in both chunks), we increase
the size of the chunks and compare them again, in order to detect file updates
that do not fit exactly inside the chunks. Finally, if the intersection contains b (or
more) elements, we conclude these are due to a file update. If not, we take a new
GM (A) and compare it again with the GF (A). Once GF (A) has been compared
with all prior GM (A)’s, we choose a new GF (A) and restart the process.

Fig 9(a) shows an example of this algorithm, where a 3-block file (1, 2 and
3) is detected in positions 34, 345 and 127. In Step 1, we define a first chunk
GF (A), and a first chunk GM (A), we can easily see that the intersection of the
fixed chunk with the rest of the accesses is void. Then, in Step 2, new GF (A)
and GM (A) are chosen. We can see that, after a couple of comparisons (Step
3), GF (A)

⋂
GM (A) > 1. Then, in Step 4, we increase their sizes to check if the

intersection grows. From this result we can derive that a 3-block file is located
in positions 34, 345 and 127.

A.2 One-Block Files

Worst case scenario. For one-block files, the simulation was made with a file
system of B = 100000 blocks, only 10 one-block files accessed 12 times each, and
frequencies higher than 10−4. We consider we have found a file when at least
h = 10 near accesses are chained.

The algorithm (Alg. 4). In order to find one-block files, we start with the
most recent access and search near repetitions of it, if there are not, we move to
the next position and so on. Once we find a first near access, we build a tree of
near accesses (given that there can be more than one near access to a position)
and, if one of its branches has more than h elements, we conclude that we have
found a one-block file.

We illustrate in Fig 9(b) how a one-block file is found. Assuming that 123 has
been the latest access to the storage and that we are looking for chains of h = 5
hops, the first candidate we find is 479, which has two possible newCandidates,
231 and 431. Following the algorithm, we arrive at the tree showed in the figure,
and can conclude that there is a file in location 1, that comes from position 222
after having passed by locations 278, 347, 231 and 479.
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Algorithm 2. Algorithm to search multi-block files patterns
1: FixPointer = last access to the system
2: while there are accesses to make a new fixed chunk do
3: we choose GF (A), a chunk of A accesses from FixPointer to FixPointer − A
4: MovPointer = FixPointer − A + 1
5: while there are accesses to compare with GF (A) do
6: we choose GM (A), a chunk of A accesses from MovPointer to MovPointer−A

7: MovPointer = MovPointer − A − 1
8: if Int = GF (A)

�
GM (A) > 1 then

9: repeat
10: IntOld = Int
11: we increase the size of the chunk in x blocks A = A + x
12: Int = GF (A)

�
GM (A)

13: until size(IntOld) = size(Int)
14: if size(Int) >= b then
15: there is a file in the locations belonging to the intersection
16: else
17: false alarm, continue searching
18: MovPointer+ = A
19: FixPointer+ = A

Algorithm 3. searchCandidates(Location, Tree) (near accesses to a given lo-
cation)
1: candidates = list of “near” repeated accesses to Location
2: if size(candidates) >= 1 then
3: for candidate in candidates do
4: newCandidate = location accessed immediately before candidate
5: append newCandidate to Tree
6: Tree = searchCandidates(newCandidate,T ree)

RETURN: Tree

Algorithm 4. Search one-block pattern Algorithm
1: Location = last access to the system
2: tree = NULL
3: while there are accesses in the list do
4: treeCandidates = searchCandidates(Location, tree)
5: if there is a branch with more than h elements then
6: the block right before the root of the tree has a file
7: else
8: tree = NULL
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(a) Finding a multi-block file pattern (b) Finding a one-block
file pattern

Fig. 9. Algorithms used to detect patterns in the accessed locations
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Abstract. Hard decisions constitute the major problem in digital wa-
termarking applications, especially when content adaptive embedding
methods are used. Soft-decision decoding, on the other hand, has proved
to be performance gaining, often realized during forward error correc-
tion. But despite this insight, no adaptive watermarking approach in-
tegrates the adaptation process into soft decoding, up to now. Further,
insertion/deletion errors can occur in a content dependent watermark-
ing system due to hard decisions if data is embedded only in some
selected regions of the host signal. This kind of error usually desynchro-
nizes the decoder and disables the correct watermark extraction. In this
paper, we work out three fundamental properties of content dependent
quantization-based watermarking. We show how the coupling between
these properties and common soft-decision forward error correction de-
coding can be used to build up an overall soft processing watermarking.
No pre-distortion has to be used, and hence, the image quality is not
degraded. Even adaptation techniques can be used where it is compu-
tational infeasible to project a pre-distortion back onto the host image.
Afterwards, we describe how to modify a common Viterbi decoder to
enable the correction of insertion/deletion errors combined with our new
soft decoding approach and hence improve the overall performance.

Keywords: Digital watermarking, image segmentation, adaptive decod-
ing, soft-decision forward error correction, re-synchronization.

1 Introduction

After several years of watermarking research, more and more sophisticated meth-
ods have been developed to embed additional data into multimedia content. All
these methods have in common that they strive after a good compromise between
invisibility and robustness of the embedding. In image watermarking, invisibil-
ity means that degradations of the perceptual quality of the host image must be
avoided. Hence, newer content adaptive watermarking methods take advantage
of the property that the HVS (human visual system) is less sensitive to changes
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in textured regions than in smooth regions of an image [1]. Data can be em-
bedded with higher robustness against watermark attacks in stronger textured
regions without being visible, commonly known as perceptual shaping [2].

Basically, there are two kinds of adaptive watermarking outlined in literature.
The first embeds data into all regions. Less as well as more perceptually signif-
icant areas are used, whereas the embedding strength is adapted to the image
content, as in [1], [2]. The second approach is based on the idea only embedding
in regions where the perceivable distortion is low and leaving perceptually sensi-
tive areas undisturbed [3], [4], [6]. In both cases, the image has to be separated
into regions with different HVS properties, and during the extraction process,
the same separation has to be determined from the host signal. Discrepancies
yield errors, even if no attack has been applied [5]. While the former approach
has to deal with common substitution errors (binary: 0→1 or 1→0), the later
would result in catastrophic de-synchronization. That means a deletion error oc-
curs when an embedded symbol is not detected by the receiver and an insertion
error occurs when the receiver detects a symbol that was not transmitted.

The most often applied technique to circumvent discrepancies between both
separation feature maps is to form a gap around the separation threshold. In
other words, the used feature is pre-distorted to leave a margin. As a conse-
quence the image quality is degraded. Furthermore, there are separation ap-
proaches where it is computational infeasible or even impossible to project the
pre-distortion back onto the host image. For example, the separation feature
could have been calculated using higher order statistics from extensive data.
In this case, errors are ignored or tried to be corrected by FEC (forward er-
ror correction), usually with moderate success, because common forward error
correction schemes are designed to correct substitutions. They cannot detect or
correct insertions/deletions. In such systems, synchronization loss will result in
a sequence or burst of errors until synchronization is re-established.

In this paper, we propose to integrate commonly used hard region separation
into an overall soft processing framework, as in Fig. 1 c). Three interesting key
properties deviated from content dependent quantization-based watermarking

Region 
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FEC- 
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FEC-
Decoding 

Bit 
Decision 

s
a) 

b)

Soft Region Separation, 
FEC-Decoding & Bit Decision 

c) 

m

mRegion 
Separation F

s

F

s
m

Fig. 1. Overall hard processing a), hard region separation with soft bit decoding b),
overall soft processing c). F = separation feature, s = host signal, m = watermark.
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are presented in section 2. These properties can be used to combine HVS-based
region separation and watermark decoding with impressive improvements in er-
ror correction capability. Afterwards in section 3, we give an overview of recent
insertion/deletion/substitution error correction approaches and present a new
solution to the problem of bit re-synchronization in adaptive watermarking. Ex-
perimental results for the combination of both new techniques are shown in
section 4 and conclusions will be given in section 5.

2 Soft-Decoded Adaptive Watermarking

As mentioned earlier, if there are discrepancies of the region separation during
adaptively embedding and extracting the watermark m, as in Fig. 2 b) and c),
then wrong parameters are used and errors can occur. If both less as well as
more perceptually significant areas are used, for example, with different em-
bedding strengths, “only” single bit errors occur. In the case of bit sensitive,
signature-based applications such as image authentication [1] these bit errors
are problematic but can be corrected using common forward error correction.
But if data are only embedded in regions where the perceivable distortion is
low, long bursts of errors occur until re-synchronization. For example, the nine
mask differences in Fig. 2 c) would result in three insertions and six deletions
anywhere in the extracted watermark stream if the decoder assumes that data
is only embedded in the white blocks.

b)a) c)

Fig. 2. Original image a). Hard embedding mask b), hard extraction mask after JPEG
compression with quality factor QF = 50 c) using the DWT-based segmentation (τ=2).

Thus, the first goal must be to find a segmentation scheme that yields less deci-
sion errors. Furthermore, we require the segmentation feature map F to consist
of real values, F∈ R. These soft values, the soft mask, will be used during our
new soft-decision decoding for weighting the input signal s. In section 2.1 and
2.2, we propose two separation approaches that fulfill these requirements. After-
wards in 2.3, three interesting properties of content adaptive quantization-based
watermarking are presented. We show how these properties can be combined
and integrated into a soft-decision decoding in section 2.4.
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2.1 DWT-Based Soft Mask Generation

In [1], we applied texture segmentation in the DWT (discrete wavelet transform)
domain for an image authentication scheme. Large DWT-coefficients indicate
image positions with strong texture, whereas small ones stand for homogenous
regions. As in Fig. 3 except for the LL4-subband, all coefficients of the fourth
decomposition level are compared to a threshold. Afterwards, the known mor-
phologic operations closing and erosion are used to eliminate small gaps and to
refine the separation. The binary masks are combined logically and used during
embedding as well as extraction to select between two different watermarking
strengths Δ1 and Δ2.
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Fig. 3. Hard mask generation for adaptive embedding as described in [1]

But the described DWT segmentation approach was originally designed for a
hard region separation and hard FEC-decoding. Now, in this paper we modify
it to a soft version, whereas the texture threshold τ is subtracted rather than
being used for binarization. As shown in Fig. 4, the resulting three matrices are
summed and multiplied element-wise by the signed hard mask values FH , which
are calculated as described above. Compared to the original image the homoge-
nous sky yields negative values, whereas for stronger textured regions the feature
FS is positive.

0

Soft Mask 
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LH4
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2
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2·FH - 1

*

Element-wise 
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Fig. 4. Soft mask generation based on DWT coefficient amplitude
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2.2 Gradient-Based Soft Mask Generation

For the proposed DWT segmentation approach it would be easy to pre-distort
the feature to leave a margin to lower the number of segmentation errors at the
decoder. But for another approach that turns out to be even more robust to sig-
nal processing a feature pre-distortion is computational more complex. In this
second, gradient-based segmentation we propose to detect horizontal, vertical
and diagonal edges using the Sobel operator. That means the image is filtered
using the Sobel filter matrices from Fig. 5 at first. Afterwards, a Gaussian low
pass filtering is applied and the four feature maps are compared to a threshold
and summed as in the DWT-based approach. Again, morphologic operations are
used for the binary hard mask to refine the segmentation, whereupon the filtered
edge masks are multiplied element-wise by the hard mask similar to Fig. 4.

1 2 3 2 1
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0 0 0 0 0
0 0 0 0 0
-1 -2 -3 -2 -1 

1 0 0 0 -1
2 0 0 0 -2
3 0 0 0 -3
2 0 0 0 -2
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3 2 1 0 0
2 0 0 0 0
1 0 0 0  -1
0 0 0 0  -2
0 0  -1 -2 -3

0 0 1 2 3
0 0 0 0 2
-1  0 0 0 1
-2  0 0 0 0
-3 -2 -1 0 0

b)a) c) d)

Fig. 5. Sobel filter matrices for horizontal a), vertical b), diagonal c-d) edge detection

The following figure indicates the robustness of both described segmentation
methods determined from several tests on natural images. By the term robust-
ness here the probability of occurrence of a feature threshold transition is meant,
which would yield additional errors to be corrected by the FEC-decoder.
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Fig. 6. Probability of occurrence of a feature threshold transition during region seg-
mentation at the receiver site due to non-malicious signal processing

2.3 Three Key Properties Towards Soft Decoding

For watermark embedding we use QIM (quantization index modulation) in the
DWT domain as it is described in [1]. But for the extraction site, we found
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three new interesting properties to be used for soft-decoding during nearest-
neighbor quantization. Thereby, Λ1 and Λ2 denote the two quantization lattices
that each consist of sub-lattices marked with × and ◦ accordingly. Although
here we describe the embedding for the DWT domain, other domains, e.g., DCT
(discrete cosine transform) or pixel domain could be used as well.

Firstly, we assume that data is embedded in both less as well as more textured
regions. Later on, in section 3, we consider the case that data is embedded only
in strong textured regions but not in homogenous parts of the image. We show
that this so-called selective watermarking is a special case of adaptive water-
marking where the embedding strength Δ1 is zero at the encoder.

Property I - Lattice Point Coverage. In Fig. 7, the “natural” covers of
Λ1 and Λ2 are shown for the case of lattice crossings due to false feature sep-
aration. The shaded areas indicate “natural positive crossings”. For example,
suppose Λ1 has been used during watermark embedding and the host signal was
quantized to the highlighted point ◦. If afterwards the mask changes slightly as
in Fig. 2 c), then Λ2 would be used during extraction. In this case the nearest-
neighbor quantization would yield the correct bit decision as long as the sample
keeps inside the shaded area, even if the separation feature has passed over the
decision threshold. But if the point × right beside it has been used, it would be
falsely decided to a point ◦ in lattice Λ2. In this case, a bit substitution error
would occur.

1

2 = 3 1

correct 
wrong 

1

2

Fig. 7. Covers of two different QIM lattices (Δ2 = 3 · Δ1)

However, the possibility is highest that no error occurs during a transition
Λ1 ↔ Λ2 in the case of an exactly three times larger quantization interval Δ2.
Thereby, in at least 50 percent of all cases there is no problem if a transition
occurs if the distortion to the quantized signal is less than Δ1/2.

Property II - Distortion Probability Function. In [11], Vila-Forcén et al.
studied additive attacks against quantization-based watermarking. For attacks
such as lossy compression, noise adding or filtering the distortion to the quan-
tized signal can be expected to be Gaussian distributed. Since the variance of
this distribution is the same for both lattices Λ1 and Λ2, following distortion
probability density functions pdf (si) can be expected (see Fig. 8). Due to the
nearest-neighbor quantization si = {−1 ≤ si ≤ +1 : si ∈ R}, ∀i∈ {1, 2} for one
periodical quantization bin, if we consider s1 = s/Δ1 and s2 = s/Δ2.



Soft Feature-Based Watermark Decoding with Insertion/Deletion Correction 243

2( )pdf s

1( )pdf s

2/2 = 3 1/2

1/2 s

s

2

1

Fig. 8. Probability density functions of the disturbed signal (Δ2/Δ1 = 3)

Both probability density functions are drawn one upon the other in Fig. 8 to
visualize that there are spaces at the second lattice where it is unlikely that a
signal sample is located. In other words, if the feature is close to the decision
threshold and the signal sample is somewhere in the space where pdf (s2) is small,
it is more likely that the sample was originally embedded using lattice Λ1.

Property III - Certainty of Decision. We define C as certainty of how
close the input feature F is to the selected feature threshold τ . That means if
the feature is close to the decision threshold, it is uncertain which QIM lattice
has to be used. In this case the certainty is zero. If the feature is far from the
threshold and it is oblivious which lattice was chosen during embedding, the
certainty is high. Using this certainty we propose two weighting functions, f1
and f2, for the input signals in Λ1 and Λ2.

C = F − τ (1)

f1(C) =
1
2

− arctan(C)
π

(2)

f2(C, s2, O) = 1 − f1(C · (|s2| + O)) (3)

Cx 1f C 2 2, ,f C s O
0 0,5 0,5 

1 0 
0 1 

The weighting function f2 for lattice Λ2 depends on the absolute value of in-
put signal s2 to implement Property II. The value O should be set to the ratio
Δ1/Δ2, e.g., O = 1/3. For one periodical quantization bin the weighting func-
tions are visualized in Fig. 9. Considering the input signal both functions are
drawn opposed to each other.
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1( )f C

1

0.5 

1

4

1

4
C

1s

0 2

4
2

4

2 2( , , )f C s O

2s

C

1

0.5 

0

Fig. 9. Soft feature input signal weighting functions

Since data embedded using the weaker embedding strength Δ1 is less robust to
attacks or common signal processing than data embedded using Δ2 afterwards
we stretch the signal sw by the factor Δ2/Δ1 at all mask positions where the
separation feature is larger than the threshold τ .

sw =
s1 · f1(C) + s2 · f2(C, s2, O)

2
(4)

s∗w =
{

sw C < 0
Δ2/Δ1 · sw C ≥ 0 (5)

2.4 Soft-Decision Decoding of the Weighted Signal

After the weighing process, the FEC-decoder receives a stream containing infor-
mation about the reliability of each received symbol. For example, the common
Viterbi decoder with soft-decision input used to decode convolutional codes can
be employed to determine the embedded message m. By observing a sequence
of symbols this decoder determines multiple paths of message states in a kind of
state machine. Each of these states is valuated by a path metric, representing the
reliability of each bit-decision. Afterwards, in a trace back process the maximum
likelihood path survives. The weighting approach directly influences this metric.

The improvement of the described input signal weighting approach concerning
substitution error correction performance will be presented in section 4. Prior
to this in the following section, we discuss the case that data is embedded ex-
clusively in stronger textured regions, whereas perceptually sensitive areas are
left undisturbed. This embedding can yield insertions as well as deletions at
unpredictable locations within the watermarking sequence at the decoder.

3 Insertion/Deletion Error Correction

The term watermark de-synchronization is used twice in literature. The term
sometimes often refers to the whole embedded message in consequence of geo-
metric attacks such as shifting, rotation, or scaling. But it may also refer to a non-
linear drift within the message sequence. This second kind of de-synchronization
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caused by bit insertions and deletions is the major problem in content adaptive
watermarking. Known approaches such as ESD (exhaustive search detection)
or TMD (template matching detection), recently analyzed by Barni [7], usually
applied to re-synchronize the whole message are computational infeasible in the
case of IDS (insertions/deletions/substitutions).

Most error correction schemes are designed to correct substitution errors. It is
assumed that the decoder knows the block boundaries in the case of block codes
or the message length in the case of convolutional codes. They can neither detect
nor correct insertions/deletions. In such systems, synchronization loss will result
in a sequence or burst of errors until synchronization is re-established.

Basically, there are two categories of re-establishing synchronization. While
the first detects synchronization loss and discards incorrect code words to regain
synchronization, the second is able to correct insertions/deletions and hence to
recover the transmitted data. In [5] and [10], the authors give an overview of re-
cent approaches to channel re-synchronization. One technique is, for example, to
use an inner code to infer the positions of insertion/deletion errors and an outer
code to correct errors in a concatenated coding scheme, as in [4], [5]. Thereby, car-
rier signals (marker) are provided for the outer burst-error-correcting decoder.
If these markers are not in their expected positions, the outer decoder can infer
the insertion/deletion positions. In this case, exhaustive search detection can be
used for the inner code partition with reduced computational effort. Another
technique, published by Solanki et al., treats the host signal locations where no
data is embedded as erasures [6]. Similar to the idea of punctured channel cod-
ing, the encoder simply drops the code symbols at these locations. Afterwards,
the decoder inserts don’t-care states for the assumed locations knowing only the
selection criterion but not the explicit locations. Insertions now become errors,
and deletions become additional don’t-care states that can be corrected by the
decoder. Both these solutions require extra coding effort at the sender. In con-
trast, a third technique that works only at the receiver is the use of extended
dynamic programming during FEC-decoding. Here, existing codes and standard
encoding methods are used. Only the decoder is slightly modified, as in [8] - [10].

3.1 Interconnected Viterbi Decoders

The first extended dynamic programming approach for the purpose of IDS-error
correction in a watermarking system with selective embedding was proposed by
Mansour and Tewfik [8]. Their technique recovers the correct message if extra
bits (false alarms) are added to the body of the message at random locations.
They modify the Viterbi algorithm used to decode the embedded watermark
that was previously encoded with convolutional codes. The decoder is designed
to handle substitution as well as insertion errors, but no deletions. To get only
substitutions and insertions the threshold τ for selecting embedding positions
at the decoder is chosen to be less than the threshold at the embedding site.
The new threshold is τ − T . Hence, the probability of occurrence of deletion er-
rors is lower than for insertion errors (see Fig. 10). But in this case all embedding
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positions with a feature value in the distance d ≤ T to the threshold unavoidably
turn out to be insertions. As a consequence the FEC-decoder has to deal with
an extra error rate that degrades the overall correction capability.

Fig. 10. Probability density functions of the occurrence of threshold transitions (zero-
crossings) and hence insertion/deletion errors at the decoder (left). If the threshold at
the decoder is chosen to be less than the threshold at the embedding, most deletions
turn out to be insertions (right).

Recently, another approach was described by Swart et al. [10]. Multiple par-
allel Viterbi decoders are used to correct IDS-errors. Each decoder receives a
stream containing information about the reliability of each received symbol. By
observing a sequence of symbols the common decoder determines several paths
of message states in a kind of state machine. Each of these states is valuated by
a metric, representing the reliability of each bit-decision. Afterwards, in a trace
back process the maximum likelihood path survives. Synchronization errors re-
sult in all metrics to have high rate of change for the decoders that are out of
sync. Since each of the parallel-interconnected Viterbi decoders is one bit out
of sync with the others (see Fig. 11), by monitoring the rate of change for the
accumulated error metrics, one is able to ascertain which of the Viterbi decoders
is in synchronization. Based on the idea in [9], where several standalone decoders
were used, Swart et al. integrated the framework into one larger Viterbi decoder
and called it super trellis decoder.

wk -1 wk wk+1 wk+2-1:

0:

+1:

wk wk+1 wk+2 wk+3

wk+1 wk+2 wk+3 wk+4

Fig. 11. Representation of the super trellis [10] (left). Another illustration of the super
trellis to better visualize the indices of the input samples, for an 1/2-rate code (right).
The sub decoder lagging by one bit is denoted by -1, the sub decoder leading by one
bit is denoted by +1.
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We implemented the proposed algorithm and made some modifications on the
super trellis decoder. These modifications allow us to directly input the previ-
ously described soft-weighted samples sw to the decoder stage.

A further input to the decoder must be the feature decision certainty C to
infer the subset of sw that is assumed to be the embedded watermark wk at the
host signal positions pk prior re-synchronization. That means if N is the number
of all possible candidates of embedding locations and K is the number of, e.g.,
coefficients for data embedding selected using the local perceptual criterion C,
wk := sw(pk), whereas pk = {pk ∈ N : 0 ≤ C(pk), 1 ≤ k ≤ K}.

Modifications:

1. Deletions can only have been occured at those positions where pk < pk+1−1.
This reduces the computational effort as well as the number of false positives.

2. Swarts decoder simply repeats the previous sample, e.g., wk+1 in Fig. 11,
if a deletion is assumed for a symbol in the range pk...pk+1. But since the
decoder has knowledge about all samples, we propose to integrate the sample
delivered by the watermark extractor that is assumed to be deleted. In the
example in Fig. 12, such a deleted sample is labeled D. If pk < pk+1 − n,
where 2 ≤ n, or in other words if there are more than one deletion candidate,
we suggest from all n samples D(pk + 1)...D(pk + n) to chose the one with
the lowest absolute value |C|.

3. Considering Fig. 11, the old super trellis decoder is not able to deduce the
actual insertion/deletion position within a pair of symbols, e.g., the tupel
[wk, wk+1] in the case of a 1/2-rate code. As can be seen in Fig. 12, our trellis
extension checks for all possible combinations of insertion/deletion positions
and hence, finds as well as corrects the actual error location.

4. Additionally, we apply a weighting to the first pair of samples within the
window for the decoders out of sync using the certainty of the sample posi-
tions assumed to be inserted or deleted, respectively.

wk+7 wk+8

wk+8 wk+9

wk+9 wk+10

wk+9 wk+10

wk+7 wk+8

wk+5 wk+6

wk+6 wk+7

wk+7 wk+8

wk+7 wk+8

wk+5 wk+6

wk+3 wk+4

wk+4 wk+5

wk+5 wk+6

wk+5 wk+6

wk+3 wk+4

D wk wk+1 wk+2

wk wk+1 wk+2 wk+3

wk wk+2 wk+3 wk+4

wk+1 wk+2 wk+3 wk+4

wk D wk+1 wk+2

-1:

0:

+1:

-1:

+1:

Fig. 12. Modified super trellis for a 1/2-rate code, where 2 input samples form a pair
of symbols. Here, the decoder considers the input within a window of length 5.
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4 Experimental Results

The probability of mask transitions using the described soft region segmenta-
tion is very low, as shown in Fig. 6. Thus, we had to perform a huge number of
simulations to assess the improvement in bit error correction during watermark
retrieval. To get an impression of how the image from Fig. 2 a) is changed due
to the embedding process, in Fig. 13 and Fig. 14 the watermarked image is dis-
played. In the first image, less as well as more perceptually significant regions
are used for data embedding. Here, only bit substitution errors have to be ex-
pected if the segmentation mask changes during watermark extraction. On the
other hand, in Fig. 14, the host image is only watermarked in regions where the
separation feature is larger than the threshold. That means for this approach
also insertion/deletion errors have to be expected. As already mentioned, we call
the second approach selective embedding and claim that selective embedding is
a special form of adaptive embedding, where Δ1 is zero.

b)a)

Fig. 13. Adaptively watermarked image a). 1024 bits are embedded in less as well as
more perceptually significant regions, Δ2 = 3 · Δ1, where Δ1 = 2, PSNR = 45.91 dB.
Difference to original b).

b)a)

Fig. 14. Selectively watermarked image a). 541 bits are only embedded (Δ2 = 6) in
regions where the separation feature is larger than the threshold, PSNR = 46.32 dB.
Difference to original b).
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All results shown in this paper have been calculated for the same parameters for
a set of 32 natural photos. We show the results of our new solution for JPEG
compression. Other watermark attacks such as filtering or noise-adding have sim-
ilar effect on the probability of mask transitions and hence, functionality of our
approach. In this paper, malicious attacks such as cropping or geometric attacks
are not considered since the original intention was to propose an extension for
the image authentication watermarking system in [1].

4.1 Adaptive Watermarking

Fig. 15 shows that our soft-mask/soft-FEC solution outperforms common adap-
tive watermarking using hard region separation combined with either soft or
hard forward error correction. The soft-masking approach helps to lower the bit
error rate approximately by a factor 5 for commonly used JPEG compression
(QF ≥ 10) without any extra coding effort or quality degradations during wa-
termark embedding.

0 10 20 30 40 50 60 70 80 90 100
10-5

10-4

10-3

10-2

10-1

100

Quality Factor QF 

B
ER

 (b
it 

er
ro

r r
at

e)
 

hard mask / hard FEC
hard mask / soft FEC 
soft mask / soft FEC 

Fig. 15. Empirical bit error rate for lossy JPEG compression for different values of
quality factor after forward error correction for the adaptive watermarking approach

4.2 Selective Watermarking

If in Equ. 3 (section 2.3) the step size Δ1 is zero and no data is embedded in the
perceptually sensitive regions, it follows that O, and s1 are zero too. Although
this special form, the weighting function f2(C, s2) and hence the segmentation
feature have still influence. That means if the feature is far from the threshold,
the probability of occurrence of an insertion/deletion error is low. On the other
hand, if the feature is close to the threshold the new super trellis decoder can
benefit from this knowledge since the weighting process raises the error metric
for all interconnected decoders that are out of sync.
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Fig. 16. Empirical mask error rate against the bit error rate after forward error cor-
rection with and without re-synchronization for the selective watermarking approach

In Fig. 16, the propability of occurence of mask transitions, which we denote
as mask error rate, is shown against the bit error rate (BER). The bit error
rate also includes burst errors that result from de-synchronization due to inser-
tions/deletions.

5 Conclusions

In this paper, an integration of perceptual watermarking adaptation into the
soft-decision decoding of common forward error correction was proposed. In prior
watermarking approaches this adaptation process was always excluded from soft-
decoding. We proved that a soft-integration yields impressive improvements in
bit error correction during watermark retrieval. No pre-distortion has to be used
to avoid adaptation errors during watermark extraction. Hence, the host image
quality is not degraded. Furthermore, even adaptation techniques can be used
where it is computational infeasible to project a pre-distortion back onto the
host image. We showed that the performance can be further gained by combining
our soft-decoding approach with a recently proposed channel coding technique
capable of correcting insertion/deletion errors at the decoder site. We introduced
some modifications for this insertion/deletion correction algorithm to improve
the overall performance. Our proposed technique can be integrated very easily
into numerous watermarking applications without loss of security, performance
or functionality.



Soft Feature-Based Watermark Decoding with Insertion/Deletion Correction 251

References
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8. Mansour, M.F., Tewfik, A.H.: Efficient Decoding of Watermarking Schemes in the
Presence of False Alarms. In Proc. of IEEE Workshop on Multimedia and Signal
Processing, Cannes, France, pp. 523–528 (2001)

9. Dos Santos, M.P.F., Clarke, W.A., Ferreira, H.C., Swart, T.G.: Correction of In-
sertions/Deletions using Standard Convolutional Codes and the Viterbi Decoding
Algorithm. In: Proc. of IEEE Information Theory Workshop, Paris, France, pp.
187–190 (2003)

10. Swart, T.G., Ferreira, H.C., dos Santos, M.P.F.: Using Parallel-Interconnected
Viterbi Decoders to Correct Insertion/Deletion Errors. In: Proc. of IEEE AFRICON
Conference in Africa, Gaborone, Botswana, pp. 341–344 (2004)

11. Vila-Forcén, J.E., Voloshynovskiy, S., Koval, O., Pun, T., Pérez-González, F.:
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Abstract. Analogue amplitude modulation radios are used for air/
ground voice communication between aircraft pilots and controllers. The
identification of the aircraft, so far always transmitted verbally, could
be embedded as a watermark in the speech signal and thereby prevent
safety-critical misunderstandings. The first part of this paper presents
an overview on this watermarking application. The second part proposes
a speech watermarking algorithm that embeds data in the linear predic-
tion residual of unvoiced narrowband speech at a rate of up to 2 kbit/s.
A bit synchroniser is developed which enables the transmission over ana-
logue channels and which reaches the optimal limit within one to two
percentage points in terms of raw bit error rate. Simulations show the
robustness of the method for the AWGN channel.

1 Introduction

Tactical air traffic control (ATC) guidance over continental areas currently re-
lies on voice communication between pilots and controllers. Analogue amplitude
modulation (AM) radios are and have been used worldwide for this purpose for
more than fifty years, and the standards have not been modified in any signifi-
cant way since. The aeronautical transceivers operate in the very high frequency
(VHF) band (118-137 MHz) with double-sideband amplitude modulation (DSB-
AM). They are known for their poor signal quality and sensitivity to disturbances
along the propagation path such as noise, fading and Doppler effect. This tech-
nology is expected to remain in use for the provision of air traffic management
(ATM) for many years to come, even if the use of data communications will
progressively increase in the medium and long terms [1].

To reduce the complexity of air traffic to a level that can be handled by air
traffic controllers, the traffic is organised in volumes of airspace, called sectors. In
a particular ATC sector, all pilots and the controller use a single radio channel,
which is called the party line. In order for the controller to have a clear picture
of the traffic and to be able to give appropriate instructions, the controller must
know exactly which pilot he is in contact with at a given point in time. Pilots
therefore give their call sign at the start of every voice message.

T. Furon et al. (Eds.): IH 2007, LNCS 4567, pp. 252–266, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



Noise Robust Speech Watermarking with Bit Synchronisation 253

The identification step is inherently threatened by, among others, poor quality
of the audio signal and human error (where the call sign is misunderstood or
the wrong call sign is given by accident). The dangers of failed or mistaken
identification are obvious: incidents caused by instructions being given to the
wrong aircraft. The risk of miscommunication rises where aircraft with similar
call signs are present within the same ATC sector. Reducing the risk and thereby
increasing the level of safety in ATC had motivated research in this area.

The Aircraft Identification Tag (AIT) concept has been developed in order
to reduce call sign ambiguity, to secure identification and to thereby enhance
general safety and security in commercial aviation [2]. AIT relies on digital speech
watermarking technology to embed identifiers, such as the call sign, into the
voice signal before the signal is transmitted to the ground. The embedded tag
is a sort-of digital signature of the aircraft. The tag is hidden in the air-ground
voice message as watermark. It is meant to be extracted on the ground and for
example transformed into a visual signal on the radar screen (Fig. 1). The goal
of AIT is to visually animate the aircraft the pilot is communicating with at the
time, and in so doing, increase the chances of successful identification.

The following section describes hypothetical operational concepts of AIT. Sec-
tion 3 proposes a novel speech watermarking method with a special focus on
synchronisation. Simulation results which demonstrate the synchronisation per-
formance and the noise robustness of the method are shown in Section 4.

Fig. 1. Identification of transmitting aircraft through embedded watermark

2 Operational Concepts

The operational requirements within the AIT concept specify the necessary per-
formance figures of the watermarking system. Real-time availability of the iden-
tification in less than one second implies a certain data rate for the digital
transmission. A robust transmission of the message and a verification of the va-
lidity of the received data is indispensable. From the user’s point of view, the
system should not degrade the perceptual quality of the voice transmission. Ad-
ditionally, it should be autonomous and transparent to the user and not require
changes to the well-established procedures in air traffic control and on-board the
aircraft.
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2.1 AIT Applications

In view of a possible transfer to the industry and a wide-scale implementation,
an "AIT Initial Feasibility Study" was performed to provide directions for a full
feasibility analysis [3]. This study named three candidate AIT applications.

Identification of Transmitting Aircraft. Highlighting the transmitting air-
craft on the controllers’ human machine interface is the basic-most scenario. For
this AIT application the aircraft has to embed its digital signature as a water-
mark in every transmitted voice message, with the signature being transmitted
in less than one second. The embedded data consists of an up to 36 bit long
flight or aircraft identifier, such as flight number, aircraft registration number,
etc., and does not change within a flight.

In order to be useful for the controller, the embedded tag must be available
on the ground within about one second after the start of a voice message. After
correlating the AIT signature with available flight plan and radar data, the
representing aircraft symbol on the radar screen can be transformed into a visual
stimulus until the end of the aircraft voice message. The visual stimulus such as
the flashing of the symbol or the animation of the corresponding speed vector as
a sinusoid focuses the controller’s attention on the speaking aircraft track and
thereby supports the understanding of the message.

Uplink of ATC Identification. This AIT application consists of the transmis-
sion of a non-encrypted ATC domain identifier such as the ATC centre ID, over
the voice communications channels from the ground ATC systems to the air-
craft. The purpose of this application is to provide a basic authentication of the
transmitting ATC station. This allows the pilots to verify that they communi-
cate with the designated sector and have not mistakenly selected a wrong sector
frequency. This application is simple and is relatively easy to implement. It is
a first step towards more secure voice communication as it identifies ‘phantom’
controllers who use simple equipment.

Secure Authentication. The third AIT application provides pilots and con-
trollers with a real-time confirmation that the received voice message is indeed
transmitted by a trusted source. In order to allow proper authentication of
the transmitting station or aircraft, the system transmits secured digital sig-
natures in both air-ground and ground-air directions. The digital signatures are
exchanged via AIT. The use of secured digital signatures relies on cryptography
and therefore on the deployment of cryptographic keys. Key infrastructure and
key management for a worldwide aeronautical system is outside the scope of this
paper and AIT.

Also within the European Commission FP6 project SAFEE (Security of Air-
craft in the Future European Environment [4]) it is aimed to embed a secured
authentication in the voice communication using a watermark with an estimated
required payload data size of 100 to 150 bits.
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2.2 Operational Use and Deployment

The AIT equipment reports the voice message as having positive authentication,
negative authentication, or missing authentication.

Positive authentication means that secured digital signatures are embedded
in the voice message, that they are correct, and there is no threat. A negative
authentication means that secured digital signatures are embedded but that they
are incorrect, and that there is a recognised potential threat. This threat could
for example result from an attacker playing a recorded voice message including
AIT data that does not fit cryptographic keys and time stamps actually in use.
A missing authentication may mean that the voice message was too short (less
than one second), that the AIT data contains errors that could not be corrected
(e.g. due to very poor radio quality), or that there was no AIT data embedded
in the voice message (due to equipment failure or lack of equipment).

The system could be put in place gradually over time with subject to dead-
lines or by select sectors of airspace (ex. the airspace covered by the European
Civil Aviation Conference). The different AIT applications could form separate
packages and be implemented one after the other. Notably, only a complete
and mandatory employment of AIT would deliver the full safety and security
benefits.

3 Watermarking Speech

A watermarking algorithm for this particular AIT application faces quite differ-
ent challenges compared to many other watermarking domains.

The first obvious difference is the host signal domain. A comparably small
fraction of watermarking research focuses in particular on speech and its prop-
erties. A few QIM-based speech watermarking algorithms have been proposed,
which quantise or modulate the line spectrum pair parameters [5], the linear
prediction residual [6] or the frequency of partials of a sinusoidal speech repre-
sentation [7].

The second big difference compared to the classical copyright protection ap-
plication is that due to the real-time broadcast environment only an ephemeral
protection for the moment of the transmission is required, and that an attacker
should be unable to produce fake authenticated speech.

Third, again due to the real-time broadcast environment, those types of at-
tacks that would maliciously try to render the watermark unreadable do not
apply. Besides attacks such as transformations and collisions, especially the fact
that no speech coding is involved removes a big constraint. Embedding can occur
in perceptually irrelevant speech parameters, which would normally be likely to
be removed by a speech coder.

However, the watermark has to be robust against transmission over a radio
channel which is time-varying, analogue, narrow-band and noisy. Further on the
duration of the watermark must be rather short, as a quick availability of the
data is required.
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An early AIT prototype which was based on spread-spectrum watermark tech-
niques demonstrated the feasibility of the AIT concept [2]. It does not quite fulfil
the operational requirements though, which is the motivation for the develop-
ment of a better performing speech watermarking algorithm, especially when
considering the large payload data size that secured authentication requires.

We previously presented a speech watermarking algorithm which exploits the
aforementioned differences [8]. However, the system was not tested against the no-
isy analogue transmission channel. First, perfect synchronisation between the
transmitter and receiverwas assumed. But, as the watermarking channel is an ana-
logue channel, the digital watermark embedder and decoder are in generalnot syn-
chronised and a synchronisation error is always present. Second, a noise-less trans-
mission channel was assumed. This also does not hold for the desired application
since the aeronautical voice radio is in general a noisy transmission channel. The
algorithm proposed in this paper is an extension on this work and presents a sys-
tem which is capable of symbol synchronisation and watermark detection in the
presence of channel noise.

3.1 Speech Signal Properties

In general, for a modern watermarking system it is crucial to consider the way the
host signal is perceived [9]. Perceptual models are used for this very purpose. It is
likewise important to consider the way the host signal is produced, which can pro-
vide significant insight into its properties. The following paragraphs outline some
speech signal parameters which the proposed watermarking system is based on.

Speech Production and Linear Prediction. Linear prediction coding is
a powerful and widely used technique for speech processing and coding [10].
Linear prediction (LP) models predict future values of a signal s(n) from a
linear combination of the past P signal values s(n − k),

ŝ(n) =
P∑

k=1

aks(n − k) .

The prediction coefficients ak are chosen so that the prediction error (prediction
residual)

e(n) = s(n) − ŝ(n) (1)

is minimum in a mean squared error sense. The P -dimensional vector a of pre-
dictor coefficients ak is given by

a = R−1
ss rss (2)

where Rss is the autocorrelation matrix and rss is the autocorrelation vector
of the past P input samples. Given the excitation signal e(n) and the predictor
coefficients a as input, the LP synthesis model output is

s(n) = e(n) +
P∑

k=1

aks(n − k) . (3)
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Inversely, given a recorded signal s(n), the LP analysis model computes the
residual e(n) using (2) and (1).

The LP model is an all-pole filter model and particularly well suited for speech
signals as the poles can model the resonances of the vocal tract. This is applied in
the so-called source-filter model of speech production depicted in Fig. 2. In speech
signals mostly two types of excitation signals e can be found. In so-called voiced
speech sounds, such as the vowels, the vocal chords open and close periodically
with a certain pitch and the excitation signal resembles to a pulse train with a
time variant gain g. In unvoiced speech sounds, such as the fricatives, the vocal
chords are permanently open and create turbulences in the air flow and therefore
a white-noise-like excitation signal e, again with a time-variant gain. Speech in
regular English language consists of approximately two thirds of voiced and one
third of unvoiced segments [11].

Impulse Train
LP Synthesis

s
S

White Noise

g

e

a

Fig. 2. Source filter model of speech production

Unvoiced Speech Perception and Noise Excitation In unvoiced speech it
is possible to replace the excitation signal e by a white noise signal of equal power.
Previous studies showed that this does not introduce perceptual distortion as
long as the time-variant gain g is maintained [11]. This effect is made use of in
low-rate speech coding algorithms: In unvoiced segments it is sufficient to code
and transmit the LP synthesis model parameters and the running gain—the
residual e is substituted on the decoder side by using white noise. This property
can also be exploited for embedding a watermark [8]. Our algorithm is also based
on this very same principle.

3.2 Watermarking in Unvoiced Speech

Watermark Embedding. A block diagram of the watermarking scheme is
shown in Fig. 3. The digital discrete-time speech signal with a sampling frequency
fs = 8 kHz is split up into voiced and unvoiced segments based on whether a
pitch can be found in the signal or not. We use the PRAAT implementation of
an autocorrelation-based pitch tracking algorithm [12]. Based on a local cross-
correlation value maximisation the individual pitch cycles and the glottal closure
instants (the physical counterpart to the aforementioned pulse train) are identi-
fied. All regions with pitch marks are considered as voiced regions, whereas all
other regions, including pauses, are considered as unvoiced.

In parallel, the linear prediction residual e of the speech signal s is computed.
An LP analysis of the order P = 10 is performed every 30 samples using (1)
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Fig. 3. Watermark embedding in unvoiced segments of speech

and a signal block (window length) of 160 samples. The predictor coefficients a
are interpolated using their line spectral frequency (LSF) representation so that
finally an updated set of coefficients is used every L = 15 samples. A running
gain g is extracted from the residual e by computing the root mean square value
within a time window of length L around each sample using a moving average
filter on the squared residual e(n)2.

In the unvoiced segments the residual itself is discarded and only its gain gu

is used further on. An entirely new residual is created for the unvoiced segments,
which consists of a data signal that carries the watermark information m. The
watermark encoding block shown in Fig. 3 outputs a binary-valued signal di ∈
{−1, 1}: In unvoiced speech segments, d is a sequence of packets of small parts
of the watermark message m, in binary encoding. Each packet is prepended
by a defined identification sequence which marks the beginning of a packet. In
voiced speech segments, d is a uniformly distributed random binary signal. As an
optional step in order to increase robustness, the original rate of d of 2000 bit/s
is reduced by a factor of seven and each block of seven then identical samples is
multiplied with a maximum length sequence (MLS) of equal length. Thus each
sample (and bit) of d is spread in time. In both cases, the binary signal d is
multiplied by the running gain g in order to form the new residual êu = gd
for the unvoiced segments. The unmodified voiced residual ev and the artificial
watermark residual êu are re-joined into a continuous watermarked residual ê by
switching among the two according to the same voiced-unvoiced decision. The
speech is resynthesised by LP synthesis according to (3) using the watermarked
residual ê and the predictor coefficients a that were obtained in the LP analysis.

Two optional measures that impair perceptual quality but, as we will show in
Section 4, greatly enhance noise robustness are possible: One is the emphasis of
the noise-like and high-frequency components of the signal by adding the residual
ê itself to the synthesised speech ŝ with a constant gain ge.1 This could under
some circumstances even increase the speech intelligibility. The second option is
to create a watermark floor by adding the data signal d with a constant gain
gd to the synthesised speech signal, which is perceived as background noise.2

1 In the simulations the residual is usually not added at all, but if stated so at a level
of -20 dB relative to ŝ.

2 The watermark floor is applied only where explicitly stated, at a level of -20 dB.
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The transmitted watermarked speech signal ŝt can therefore be expressed by
ŝt = ŝ + geê + gdd with ge and gd being zero by default.

WatermarkDetection. We first assume a digital channel with everything being
perfectly synchronised.3 The basic detection scheme is outlined in Fig. 4. From
the received watermark speech signal s′ the LP residual e′ is computed using LP
analysis with the same parameters as in Section 3.2. The estimate d′ of the original
data signal is given by the sign of the residual, so d′ = sgn(e′) . If data spreading was
used in the embedding, the residual e′ is first cross-correlated with the previously
applied spreading sequence and then the sign of the correlator output is used as
an estimate d′. Using the predefined identification sequence, the embedded data
packets, which only occur in unvoiced segments, are located. The data is extracted
from these packets, decoded, and results in the message estimate m′.

LP 
Analysis

Crosscorr.
w. MLS (opt.) sign Data Packet 

Detection
Message 
Decoding

s' e' d' m'

Fig. 4. Watermark detection in the residual domain

3.3 Synchronisation

Synchronisation between the watermark embedder and the watermark detector is
a multi-layeredproblem, certainly so for an analogue radio channel.We address the
different aspects of sychronisation from the longest to the shortest time interval.

Synchronisation of the Voiced-Unvoiced Segmentation. The previously
proposed method contained a voiced-unvoiced detection in the embedder as well
as in the detector and requires that the segmentations run perfectly in sync [8].
This is difficult to achieve in practise, as there is a mismatch even with a clean
channel due to artifacts introduced by the watermark embedding. One possibility
to overcome this issue could be to use an error coding scheme that is capable of
handling not only substitution but also insertion and deletion errors [13].

However, with the packet-based method proposed in Section 3.2 the voiced-
unvoiced segmentation in the detector can be completely omitted, since the
algorithm simply finds no valid data packets in the voiced regions. The details
concerning the packet-based coding of the data as well as its pitfalls and im-
provements such as packet detection, packet loss recovery, etc. are outside the
scope of this paper. Likewise Section 4 focuses on the raw bit error rate (BER)
within the unvoiced segments.

Synchronisation of the LP Analysis Frames. One might intuitively assume
that the block boundaries for the linear prediction analysis in the embedder and
detector have to be identical. However, using LP parameters as given above and
3 We will deal with synchronisation extensively in Section 3.3.
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real speech signals, the predictor coefficients do not change rapidly in between
the relatively short update intervals. As a consequence, a synchronisation offset
in LP block boundaries is not an issue. Figure 5(a) shows the bit error rate of
the proposed watermarking system using a noiseless discrete-time channel. The
LP block boundaries in the detector are offset by an integer number of samples
compared to the embedder. It can be observed that the bit error rate is not
affected.

(a) LP Frame Synchronisation
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Fig. 5. Robustness of baseline system with respect to synchronisation errors

Data Frame Synchronisation. Frame synchronisation is achieved by the pe-
riodical embedding of a synchronisation sequence in the digital data stream.
The sequence can be detected using, among others, the simple correlation rule,
maximum-likelihood estimation or soft-decoding supported methods [14]. This is
a well-explored topic in the context of digital communications and is not further
treated herein.

Bit Synchronisation and Timing Recovery. If the watermarked signal is
transmitted over a discrete-time channel, then with the above three measures
synchronisation is established. If the channel is however an analogue channel as
in the application described in Section 2, the issue of bit or symbol synchro-
nisation arises. The digital clocks in the embedder and detector are in general
time-variant, have a slightly different frequency, and have a different timing
phase (which is the choice of sampling instant within the symbol interval). It is
therefore necessary that the detector clock synchronises itself to the incoming
data sequence. Figure 5(b) shows the resulting bit error rate when there is phase
shift of a fractional sample in the sampling instants of the watermark embedder
and detector. We measure this timing phase error in ’unit intervals’ (UI), which
is the fraction of a sampling interval T = 1

fs
.

Although bit synchronisation is a well explored topic, it is still a major chal-
lenge in every modern digital communication system due to the strong im-
pact on the detection performance. Prominent methods for non-data aided bit
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synchronisation are among others the transmission of a clock signal, early-late
gate synchronisers, minimum mean-square-error methods, maximum likelihood
methods and spectral line methods [15,16].

Spectral Line Bit Synchronisation We present in the following a watermark syn-
chronisation scheme based on the classical spectral line method, due to its simple
structure and low complexity.4 Figure 6 shows the block diagram of the proposed
synchroniser. The mathematical derivation of the general spectral line method
is given in literature [16] and not repeated herein.

Over-
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Fig. 6. Synchronisation system based on spectral line method

The received watermarked analogue signal s∗ is oversampled by a factor k
compared to the original sampling rate fs.

5 The linear prediction residual e∗ of
the oversampled speech signal s∗ is again computed using LP analysis of the
same order P = 10 as in the embedder and with intervals of equal length in
time. This results in a window length of k ∗ 160 samples and an update interval
of k ∗ 15 samples after interpolation.

We exploit the fact that the (oversampled) residual shows some periodicity
with the embedding period T = 1

fs
due to the data embedding at these instances.

We extract the periodic component r at fs from the squared residual (e∗)2 with
an FIR bandpass filter with a bandwidth of b=480 Hz centred at fs. The output r
of the bandpass filter is a sinusoid with period T , and is phase-shifted by π

2 with
an FIR Hilbert filter resulting in the signal rH . The Hilbert filter can be designed
with a large transition region given that r is a bandpass signal.

The zero-crossings of rH are determined using linear interpolation between the
sample values adjacent to the zero-crossings. The positions of the zero-crossings
in the positive direction are a first estimate of the positions of the ideal sampling
points of the analogue signal s∗. It was found that the LP framework used in the
simulations introduces a small but systematic fractional delay which depends
on the oversampling factor k and results in a timing offset. We found that this
timing offset can be corrected using a third order polynomial t� = a0 + a1k

−1 +
a2k

−2 + a3k
−3. The coefficients ai have been experimentally determined to be

a0 = 0, a1 = 1.5, a2 = −7 and a3 = 16 .
Since the estimated sampling points contain gaps and spurious points, all

points whose distance to a neighbour is smaller than 0.75 UI (unit interval) are
removed in a first filtering step. In a second step all gaps larger than 1.5 UI are
4 Whether the proposed structure could be implemented even in analogue circuitry

could be subject of further study.
5 In the later simulations a factor k = 32 is used. Values down to k = 8 are possible

at the cost of accuracy.
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filled with new estimation points which are based on the position of previous
points and the observed mean distance between two points. The analogue signal
is now re-sampled at these estimated positions. The output is a discrete-time
signal with rate fs, which is synchronised to the watermark embedder and which
serves as input to the watermark detector.

Digital Phase-Locked Loop. The bit synchronisation can be further improved by
the use of a digital phase-locked loop (DPLL), as indicated in Fig. 6. The DPLL
still provides a stable output in the case of the synchronisation signal rH being
temporarily corrupt or unavailable. In addition, the use of a DPLL renders the
previous point filtering and gap filling steps obsolete.

There is a vast literature on the design and performance of both analogue and
digital phase-locked loops [17]. Our loop is based on a regular second order all
digital phase-locked loop [18]. Inspired by dual-loop gear-shifting DPLLs [19] we
use a dual-loop structure to achieve fast locking of the loop. We also dynamically
adapt the bandwidth of the second loop in order to increase its robustness against
spurious input signals. The exact structure and operation of the implemented
loop is presented in an addendum note [20].

4 Simulation Results

The results of simulations of the proposed speech watermarking system using
a short sequence of noisy air traffic control radio speech with a sampling rate
of fs = 8 kHz are presented hereafter. Out of 45800 samples of the speech sig-
nal 12527 samples have been marked unvoiced by the algorithm and used for
data embedding, resulting in a raw data rate of 2188 bit/s without spreading or
312 bit/s with spreading. It is important to note that this rate is a variable rate
which is dependent on the speech signal. In TIMIT, which is a large English
language speech corpus, 36% of the speech is labelled as unvoiced [11].

4.1 Noise Robustness

We first show the robustness of the watermarking system with respect to additive
white Gaussian noise (AWGN) on the radio channel assuming perfect synchro-
nisation. Figure 7 shows the raw bit error rate for various signal-to-noise ratios
(SNR) of the channel. One bit is embedded per unvoiced sample and the results
are given for the cases with and without a watermark floor of gd = −20 dB and
for the cases with and without a residual emphasis of ge = −20 dB. Both water-
mark floor and residual emphasis increase the watermark energy in the signal at
the expense of perceptual quality.

4.2 Synchronisation Performance

We already showed in Fig. 5 the adverse effect of a timing phase error on the
bit error rate. This timing phase error results from the unsynchronised resam-
pling of the signal. We use a piecewise cubic Hermite interpolating polynomial
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(a) Full Rate System (˜2000bit/s)
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Fig. 7. Raw bit error rate at different AWGN channel SNR with perfect synchroni-
sation

(PCHIP) to simulate the reconstruction of the continous-time signal and resam-
ple the resulting piecewise polynomial structure at equidistant sampling points
at intervals of 1

fs
or 1

kfs
respectively.

In the reconstruction each sample of the embedder output ŝt serves as a data
point in the interpolation. The nodes of these data points would ideally reside on
an evenly spaced grid with intervals of 1

fs
. In order to simulate an unsynchronised

system we move these nodes of the data points to different positions according
to three parameters:

Timing phase offset: All nodes are shifted by a fraction of the regular grid
interval 1

fs
(unit interval, UI).

Sampling frequency offset: The distance between all nodes is changed from
one unit interval to a slightly different value.

Jitter: The position of each single node is shifted randomly following a Gaussian
distribution with variance σ2

J .

The proposed synchronisation system is capable of estimating the original posi-
tion of the nodes, which is where the continous-time signal has to be re-sampled
for optimal performance. The phase estimation error is the distance between the
original and the estimated node position in unit intervals. Its root-mean-square
value across the entire signal is shown in Fig. 8 for the above three types of
synchronisation errors. The figure also shows the bit error rate for different sam-
pling frequency offsets. The bit error rate as a function of the uncorrected timing
phase offset was already shown in Fig. 5(b).

4.3 Overall Performance

Figure 9 shows the raw bit error rate of the overall system including watermark
floor, residual emphasis and synchroniser at different channel SNR. Compared
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Fig. 8. Synchronisation system performance: Phase estimation error and bit error rate
for various types of node offsets
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Fig. 9. Overall system performance with watermark floor and residual emphasis, with
ideal (assumed) synchronisation and with the proposed synchroniser

to the case where ideal synchronisation is assumed, the raw BER increases by
less than two percentage points accross all SNR.

The perceptual quality of the watermarked speech has not yet been formally
evaluated. The short sample used in the simulations is available online for demon-
stration [21]. The difference between the original signal and both the baseline
system and the system with the residual emphasis is audible but does not seem
disturbing, especially for noisy signals. The watermark floor is clearly audible
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and its level would in practise be adjusted to the expected channel noise level.
The watermark floor is then at least partially masked by the channel noise.

5 Conclusion

We presented a speech watermarking algorithm that makes use of the specific
properties of speech signals and also exploits perceptual properties of the hu-
man auditory system. We showed the robustness of the system against AWGN
attacks and also presented a synchronisation scheme for the analogue channel
that performs within a range of one to two percentage points of raw bit error
rate compared to the theoretical optimum at simulated ideal synchronisation. By
limiting ourselves to a certain type of application we are able to allow complete
non-robustness to certain types of attacks but can therefore achieve exceptionally
high bit rates in comparison to the available channel bandwidth. Further refine-
ment and testing is required to make the method robust against radio channel
influences that are beyond AWGN and desynchronisation.

Our method is motivated by, but not limited to the described ATC appli-
cation. It might also become useful for other legacy system enhancements that
require backward-compatibility such as bandwidth extension for wire-line tele-
phone systems, or for broadcast monitoring, archiving, or copyright monitoring
for commercial text-to-speech systems. We also hope that the presentation of
the potential aeronautical application will inspire further researchers to come up
with even better methods for watermarking radio speech.
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Abstract. This paper proposes a data hiding scheme composed of a
synchronization technique by using content of the image and a DCT
payload embedding method. The position of the center of gravity of
each Delaunay triangle is embedded inside the red channel of the corre-
sponding triangle. This information called synchronization information
is afterward decoded robustly by fast correlation attacks used commonly
in cryptanalysis. The synchronization information is used to recover the
affine transform that has been done on the image. The best merit of cor-
relation attack is its powerful error-correcting ability which can be used
not only to get rid of false position information caused by a few missed or
imagined features, but also to obtain enough error-free synchronization
information in spite of the feature points undergoing geometry transfor-
mations. A DCT-based algorithm is used to embed secret messages in
the blue channel of the image. The paper also explicitly analyses the
channel noise model so as to provide a basis on which some important
parameters used in fast correlation attacks are designed. Simulation re-
sults show that our data-hiding scheme is highly robust to geometrical
distortions including RST and most of affine transformations, and com-
mon signal processing such as JPEG compression.

Keywords: data hiding, geometrical attacks, fast correlation attacks,
affine transformations.

1 Introduction

Geometrical attack is considered as a destructive processing to most of image data
hiding systems. A minor geometrical distortion often causes the hidden data un-
detectable due to the loss of insertion position in the attacked images. Usually,
data hiding scheme for steganography requires larger embedding payload than
watermark, which makes the problem more intractable. So far there exist some
geometrical invariant watermark schemes [1,2,3,4,10,11,12]. But it is still an open
problem to find a data hiding method with high robustness to geometrical attacks.

Watermarking algorithms combating geometrical attacks can be roughly clas-
sified into four categories based on the original image [12], invariant transform ,
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templates insertion [11], and the image-self content [1,2]. Among all these algo-
rithms, the method based on the image-self content has received much more atten-
tion than others because the content of the image has permanent features remained
in the attacked image. P. Bas et al. [1] utilize such features to propose a successful
content-based watermarking scheme. But it is a one-bit watermark scheme, which
is obviously not suitable for a data-hiding scheme for communications.

Inspired by Bas’s scheme [1], a data-hiding scheme with high-embedded capac-
ity is presented in the paper [2]. It can resist some geometrical distortions. How-
ever it has its shortcoming since the robustness to the common signal processing
such as JPEG compression is very weak.

In this paper, we propose a data hiding scheme that uses content of the image
to achieve synchronization and a DCT embedding scheme to embed the pay-
load. In the scheme, we first use a new detector based on the scale-space theory
to obtain feature points with inherent geometrical robustness. Then we utilize
Delaunay tessellation (DT) to partition the image into different triangles. The
center coordinate vector of each Delaunay triangle, considered as synchronization
information (SI), is extended to a linear recurring sequence by a linear feedback
shift register (LFSR). The sequence is embedded inside the red channel of the
corresponding triangle. A DCT-based algorithm is used to embed communication
messages in the blue channel of the image. During the extraction procedure, the
synchronization information is firstly extracted according to the fast correlation
attack (FCA) technique. This synchronization information is used subsequently
to reconstruct the disturbed image. After this step, the data embedded in the
blue channel of the image can be extracted from the resynchronized image. The
general diagram of our scheme is shown in the Fig. 1, in which (a) is the insertion
procedure and (b) is the extraction procedure.

Fig. 1. The general diagram of the coding and decoding scheme

Simulation results show that the powerful error-correcting ability of the fast
correlation attack brings a remarkable geometrical robustness to our scheme.

The rest of this paper is organized as follows. In section 2, the extraction of
feature points based on the scale-space theory is described briefly. In Section 3,
the fast correlation attack technique is introduced in detail. In Sections 4 the
details of our scheme that includes insertion and extraction are proposed. In
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Sections 5 experimental results are presented. Finally we conclude this paper in
Section 6.

2 Feature Point Extraction Based on Scale-Space Theory

The feature point extraction has been one of the most important issues in pattern
recognition and computer visualization. Among various feature point detectors,
the Harris detector [5] shows the best performance in terms of restoration. The
Harris points are geometrically stable under various image processing attacks in-
cluding rotation, noise addition and illumination change. However, it is unstable
under scaling with a large ratio since the size of the window used in extracting
Harris points is fixed. So, in this paper, we improve the Harris corner detector
based on scale space theory [6] to find the feature points with more robustness
against scaling and other attacks.

The scale-space representation that is a set of images at different levels of
resolutions can be described as follows.

I (x, y, σ) = G (x, y, σ) ∗ I (x, y)

where G (x, y, σ) is the Gaussian kernel with standard deviation σ and mean
zero, and ∗ represents the linear convolution operator.

The function in scale-space Harris corner detector in scale σ at point (x, y) is
given as follows:

C(x, y, σ) = σ2G(x, y, σ) ∗
(

I2
x(x, y, t) IxIy(x, y, t)

IxIy(x, y, t) I2
y (x, y, t)

)

where Ix = ∂/∂xI (x, y, σ), and t is a multiple of σ/2.
Then the scale-space Harris points measure R(x, y) is given in terms of

C(x, y, σ) as follows:

R(x, y) = det (C(x, y, σ)) − 0.04 (trace (C(x, y, σ)))2 . (1)

Harris points are extracted as the local maxima at each level of the scale space
as follows:

S = {(x, y) |R(x, y) > η, ∀(u, v) ∈ Vx,y, R(x, y) ≥ R(u, v)} ,

where η is a threshold, and Vx,y is a small neighbor at (x, y).
Moreover, the scale-space Harris corner detector is improved by this paper in

the following aspects:
a) In order to upgrade the robustness of the detector, we do twice feature point

extractions. Firstly, the scale-space Harris corner detector is performed on the
image to deduce a set of feature points. Secondly, the scale-space Harris corner
detector is performed on the scaled and rotated image to deduce another set
of feature points. Then we choose the feature points with inherent geometrical
robustness in both sets for our next triangulation.
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b) In our experiments, we use a mask [−2, −1, 0, 1, 2] to do convolution prod-
uct to get gradient magnitude, which has more accuracy than the mask used by
P. Bas in [1].

c) We exploit a blur operation before detection to increase the robustness of
the detector.

3 FCA-Based Coding

Fast correlation attack (FCA) is one of the most important methods in crypt-
analysis, which is suitable to attack a large class of keystream generators based
on linear feedback shift register (LFSR) [7][8].

Let u = (u1, u2, ..., uN ) be an unknown keystream sequence of an LFSR with a
known generator polynomial g(x), z = (z1, z2, ..., zN ) be the corresponding noisy
sequence received from a binary symmetric channel (BSC) with error transition
probability p, such that the two sequences have a correlation of Pr {zi = ui} =
1 − p, where N is the length of the output sequence of the LFSR and p ≤ 0.5.
The so-called FCA technique is usually used to solve the following problem: for
a given noisy output sequence z, how to recover the initial state (u1, u2, . . . , uL)
of the LFSR, where L is the degree of the polynomial g(x).

In our scheme, each SI, the position of the center of gravity of each Delaunay
triangle, is considered as the initial state of LFSR. The further generated sequence
u of the LFSR is embedded inside the Delaunay triangle.During the extraction, the
corresponding noisy sequence z will be extracted firstly from the distorted image.
Thus the sequences of u and z have a correlation of Pr {zi = ui} = 1 − p, where
p should be estimated. Then, FCA is used to recover the initial state of u, namely
the desired SI, from z accurately. The resynchronization can be established after
we obtain enough correct SIs. The procedure of the decoding based on FCA in our
scheme is introduced in detail as follows.

3.1 Parameter Design for FCA

According to Shannon’s theory, a necessary condition to realize unique decoding
is that the length N must be no less than N0 = L/C (p), where p is the transition
probability and C(p) is the channel capacity of the BSC, namely

C(p) = 1 + p log2 p + (1 − p) log2(1 − p). (2)

According to the simulation results in [7], if the length N of the sequence z is
not less than N0, the correctly probability for reconstructing the initial state of
u from z is larger than 0.5. If N ≥ 2N0, the probability of the correct decoding
approximates to 1.

To determine the suitable length N , we firstly evaluate the error transition
probability p of the channel used to embed synchronization information in the
image. So we do statistical experiments on the channel’s bit error rate (BER)
for images Lena, Peppers, and Fruits. A sequence S with M = 1024 bits is
embedded in the synchronization channel of the original images. Then another
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sequence S′ is extracted in the geometrical distorted images. After comparing
the sequences S and S′, we obtain the BER of the channel in Table 1. From
the results in Table 1, we claim that the average BER of the synchronization
channel, namely the transition probability p, is less than 0.33.

Table 1. The BER of the synchronization channel (M: mean, V: variation)

Rotation Scale Shearing Affine

Lena
M 0.312 0.302 0.296 0.304
V 0.044 0.037 0.040 0.030

Peppers
M 0.294 0.280 0.325 0.328
V 0.029 0.035 0.037 0.040

Fruits
M 0.304 0.327 0.282 0.280
V 0.049 0.042 0.039 0.038

In our scheme, we set L = 15, N = 482. Since transition probability of the syn-
chronization channel satisfies p ≤ 0.33, the Shannon bound is N0 = 15/C(p) ≤
176.31. Thus N ≥ 2.73N0 which is large enough to guarantee that the SI can be
estimated successfully by FCA with the correctly decoding probability approxi-
mating to 1.

3.2 Pre-computing

Let G be a N × 15 matrix such that each LFSR sequence u generated by g (x)
satisfies that

G · (u1, u2, ..., u15)
t = (u1, u2, ..., uN)t, (3)

where t denotes the transpose of matrix.
For a given received sequence z, the problem of FCA is to find the best initial

vector (x1, x2, ..., x15) such that the number of the correct equations in

G · (x1, x2, ..., x15)
t = (z1, z2, ..., zN)t (4)

is maximum.
We compute the sums of every two rows of the above equations to find all the

equations such that the unknown variables x9, x10, ..., x15 are eliminated. The
number of such equations is approximately (482 × 481)/(2 × 28) ≈ 453.

We consider the left coefficients of these equations as the binary representation
of the integer, and rearrange equations into the following equations:

i · (x1, x2, ..., x8)
t = zij,1 ⊕ zij,2 , i = 0, 1, ..., 255, j = 0, ..., ti, (5)

where i is considered as an 8-dimensional binary vector, and ti is the number of
equations with the left side i · (x1, x2, ..., x8)

t. Hence t0 + t1 + · · · + t255 ≈ 453,
0 ≤ ij,1 < ij,2 ≤ 482.
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3.3 Fast Walsh Transformation

How to efficiently find the best initial vector such that the number of the correct
equations in (5) reaches maximum is a key step in FCA. We accomplish it by
Walsh transformation.

Let us define fd as a function from F 15
2 to the real number field R such that

if ti > 0, then
fd (i) =

∑
1≤j≤ti

(−1)zij,1+d⊕zij,2+d ,

else fd (i) = 0, where d=0 or 7. The Walsh transformation Fd of fd is defined by

Fd (x) =
∑

i∈F 15
2

fd (i) (−1)i·xt

, x ∈ F 15
2 .

By searching maximums of

F0 (u′) = max
{
F0 (x) |x ∈ F 15

2
}

and
F0 (u′′) = max

{
F0 (x) |x ∈ F 15

2 , x 	= u′},

we can determine whether F0 (u′) − F0 (u′′) < T ,and T is the threshold. If so,
we throw away the initial state as SI since there are too many errors occur
at the embedded sequence. If not, we can obtain the first 8 bits initial vector
(u1, u2, ..., u8). The remaining 8 bits of (u8, u9, ..., u15) can be obtained by calcu-
lating F7 (x). If the overlapped bit u8 is the same, the preceding 15 bits of u are
obtained, namely, the initial state of LFSR is obtained. In this case, we obtain
the synchronization information.

4 The Proposed Data Hiding Scheme

Geometrical distortions in image, such as RST, can be modeled by a 6-parameters
affine transformation A:

A (x0, y0) =
(

xt

yt

)
=

(
a b
c d

) (
x0
y0

)
+

(
e
f

)

where (x0, y0) and (xt, yt) denote the coordinates of the original point and the
transformed point respectively. The main aim of our scheme is to obtain the
affine transformation A from the attacked image accurately so that the resyn-
chronization can be realized by performing the inverted transformation A−1 to
the distorted image.

We embed synchronization information for resynchronization and secret mes-
sage for communications in the original image. The procedure of the overall
insertion is depicted in Fig. 2. Since the human visual system (HVS) is insensi-
tive to the change of the blue color in a color image, we choose the blue channel
of the image as the covert communication channel for a large amount of secret
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message and another color channel as the synchronization channel. In our paper,
the red channel is used to insert SI.

The data hiding method [13] based on DCT and convolutional codes (CC) is
utilized here to accomplish the secret message insertion. In order to improve the
security of the scheme, we use interleaving and spread spectrum technique (SS)
to provide a random distribution of data bits. There is a HVS analyzer which
calculates the just noticeable distortion (JND) mask of each color channel. The
JNDs are used to control the watermark strength in different color channels
respectively.

Fig. 2. Data Insertion Process

The SI insertion is described in following steps.
Step A. Feature points extraction and Delaunay tessellation
The SI is inserted into the red channel of the original image. So, the first step

is to extract the feature points by the scale-space Harris detector from the red
channel of the original image. Then we utilize Delaunay tessellation [9] according
to the feature point set to partition the image into different triangles. Thus we
obtain the Delaunay triangle set TI = {TIi|i = 1, 2, . . . , NT }, where NT is the
number of Delaunay triangles.

Step B. Generation of the Synchronization Information
If v1, v2, v3 are three vertices of a Delaunay triangle TIi, and v = v1+v2+v3

3
is the center of gravity of the triangle. It can be represented by a binary bit
sequence with length 20, supposing that the maximum dimension of the image
is 1024 × 1024. For example, if the center coordinates pair (X, Y ) of a triangle
is (92,107), the binary bit sequence is (0001011100, 0001101011).

The fixed flag bits (11000) are added to the head of the binary bit sequence
of coordinates X and Y respectively in order to increase the exactness of ex-
traction. Then two 15-bits sequences are respectively extended into the linear
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recurring sequences (a1, a2, · · · , aN ) and (b1, b2, · · · , bN) through the LFSR. The
joint sequence (u1, u2, ..., u2N)= (a1, a2, ..., aN , b1, b2, ..., bN ) will be embedded
into the triangle TIi in the next step.

Step C. Triangle normalization and SI embedding
The triangle-normalized procedure [2] will transform each Delaunay triangle

into a standard triangle which is a 96 × 96 isosceles right triangle with almost
96 × 97/2 pixels. Every bit of sequence u is expanded into a 2×2 block. All
the blocks are then arranged in the shape of a standard triangle Tw by the
scanning from center to edge. The standard triangle Tw is transformed into the
Delaunay triangle TWIi via the invert triangle normalization. In order to avoid
the overlapping in the edge of the triangle, we choose 4656 − 800 = 3856 bits
from center to edge to embed synchronization information. Therefore the length
of the embedding sequence u is 2N , where N = (3856/4) /2 = 482. Multiplied
by the JNDs, all the SIs obtained from Delauany triangles are embedded into
the image I ′ in which the secret message has been embedded. Thus the final
marked image I ′′ such that I ′′ = I ′ + J · TIW is obtained, where J is the JND.

5 Data Extraction

The data extraction is a blind process that does not need original image. Data
extraction has two steps including the SI extraction and the message extraction.
The diagram of the extraction procedure is depicted in Fig.3.

Fig. 3. Resynchronization and Decoding Process

The SI extraction is described in the following steps.
Step A. Feature points extraction and Delaunay tessellation
In the first step, the feature points and Delaunay tessellation are performed

on the stego image. Let Tm = {Tmi|0 ≤ i < NT } be the triangle set, where NT

is the number of Delaunay triangles.
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Step B. Triangle normalization and contaminated sequence
extraction

The Delaunay triangle Tmi is mapped into a 96 × 96 standard triangle Tsi by
triangle normalization. The normalized triangle Tsi is filtered using the 3 × 3
Laplacian filter that removes main energy of the original image. The filtered
triangle T ′

si is scanned from center to edge by the unit of 2 × 2 block, and the
average value of every 2 × 2 block forms the sequence {di}. We use the hard
decision to get the final output sequence z: zi = (1 + sign (di)) /2, 1 ≤ i ≤ 2N .

Step C. FCA-based decoding and the synchronization information
extraction

Let z(X) = (z1, z2, ..., zN ) , z(Y ) = (zN+1, zN+2, ..., z2N). After using the FCA
on z(X) and z(Y ) according to the algorithm in Section 3, we obtain the initial
state of the LFSR x = (x14, x13, ..., x0) and y = (y14, y13, ..., y0). If the flags at
the head of x and y is checked right, we obtain a SI which is the center (Xe, Y e)
= (x9, x8, · · · , x0, y9, y8, · · · , y0) of the corresponding triangle.

Step D. Affine transformation estimated by least square method
Now we obtain the set φ consisting of all the extracted centers (Xe

k, Y e
k ) and

all the centers of the current Delaunay triangles (Xc
k, Y c

k ), namely

φ = {((Xe
k, Y e

k ) , (Xc
k, Y c

k )) |0 ≤ k < Ne},

where Ne denotes the number of extracted synchronization information (NESI).
We can estimate the desired affine transformation A by means of the least square
method (LSM) according to the set φ.

Step E. Geometrical revision and decoding for the hidden message
At last the attacked image can be calibrated by the inverted affine transfor-

mation A−1. The hidden secret message can be extracted from the revised image
by using the de-interleaving and Viterbi soft decoding algorithm [13].

6 Experimental Results

In order to demonstrate the effectiveness of the proposed approach, we do ex-
periments on many images. Especially, we give the results on the popular color
images including Lena, Peppers, Girls, Milkdrop, and Fruit. The size of all im-
ages is 512×512. In our scheme, let g (x) = x15 + x14 + x11 + x + 1 be the gen-
erator polynomial of the LFSR. The peak signal to noise ratio (PSNR) between
the original image and the final stego image are 46.68dB, 43.72dB, 39.78dB,
43.12dB, 42.31dB respectively. Our proposed method satisfies the requirement
of invisibility.

6.1 Capacity Analysis

There is no interference between the insertion of SI and the secret message
because they are embedded in the different color channels. The FCA guarantees
the extraction of SI exactly, which results in increasing of the embedding capacity
considerably. Table 2 shows the embedded capacity of the secret message in Lena
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under the condition that BER of the received secret message is less than 0.069
for the different schemes. We can conclude that our method is a high-capacity
data-hiding scheme.

Table 2. The embedded capacity of different schemes (bits)

Bas’s[1] Pereira’s[11] Kang’s[4] Ours

Capacity 1 72 264 5120

6.2 NESI Analysis

We compare the number of extracted synchronization information (NESI) be-
tween Bas scheme [1] and our scheme in Table 3. The results show that our
scheme can extract enough synchronization information from the distorted
images.

Table 3. NESI

Rotation 0.5 Scale 1.5
Bas’s Our Bas’s Our

Lena 31 47 26 26

Peppers 26 44 40 46

Girls 57 54 48 48

Milk 30 43 28 39

Fruit 45 47 25 49

6.3 Robustness

We use StirMark 4.0[10] to do geometrical attacks that include: (1) scaling,
(2) aspect ratio change, (3) rotation, (4) shearing, (5) general geometric affine
transformation, (6) JPEG, (7) cropping, where parameters of attacks except
cropping are all same as Dong’s method [3], and the cropping proportion are
0.05,0.15,0.25 respectively; Table 4 shows average BER of the extracted secret
message from five marked images after different attacks.

Moreover, we do mixed attacks that include geometrical attacks and common
signal processing as follows: JPEG compression with quality factor 85 to the
stego image after cropping and rotation. The cropping proportion is 0.05. The

Table 4. Robustness results (the data is BER)

(1) (2) (3) (4) (5) (6) (7)

Dong[3] 0.002 0.001 0 0 0.001 0 0.516

Ours 0 0 0 0 0.002 0.012 0.001
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Table 5. The robustness to mixed attacks(the data is BER)

(1) (2) (3) (4) (5)

Mixed 1 0 0 0 0.068 0.048

Mixed 2 0 0 0.001 0.066 0.015

scaling proportion is 1.1, and the rotation angles are:(1) 0.25; (2) 0.5;(3) 0.75;(4)
1;(5) 2. Table 5 shows the average BER value of the extracted message from five
marked images by the mixed attacks.

From above experimental results, we can conclude that our scheme is highly
robust to both geometrical attacks and common signal processing. The perfor-
mances of our scheme obviously exceeds to that of Dong’s method [3] in almost all
aspects except in the case of lower JPEG’s quality factor. However, our scheme
is immune to the cropping, but Dong’s method does not have this ability because
it badly depends on the whole image when they calculate the moment of image.

7 Conclusions

In this paper, we propose a new data-hiding scheme with high capacity and
strong robustness for color image. Our scheme has three advantages to combat
geometrical attacks. Firstly, since we exploit the improved Harris detecting ap-
proach based on scale-space theory, most of Harris feature points extracted by
our method are inherent immune to geometrical attacks, which enhances the
robustness to geometrical transformations, especially to scaling. Secondly, al-
though some feature points may be missed or changed after geometrical attacks,
the resynchronization can also be established if only 3 center coordinates of De-
launay triangle are evaluated accurately. Finally and the most importantly, the
FCA technique guarantees to extract enough SI efficiently and exactly even the
BER of the channel is very large. We do not design our own FCA in this paper.
We only choose the particular FCA proposed by Chose [8]. Recently, there are
a plentiful researches on FCA in cryptography which made the solutions more
and more efficient. All the new advanced FCAs with the state of the art will be
more suitable for our information hiding scheme.
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Abstract. It is known that Tardos’s collusion-secure probabilistic fin-
gerprinting code (Tardos code) has length of theoretically minimal order.
However, Tardos code uses certain continuous probability distribution,
which causes that huge amount of extra memory is required in a prac-
tical use. An essential solution is to replace the continuous distributions
with finite discrete ones, preserving the security. In this paper, we deter-
mine the optimal finite distribution for the purpose of reducing memory
amount; the required extra memory is reduced to less than 1/32 of the
original in some practical setting. Moreover, the code length is also re-
duced (to, asymptotically, about 20.6% of Tardos code), and some further
practical problems such as approximation errors are also considered.

Keywords: fingerprinting code, Tardos code, optimization, watermark-
ing, digital rights management.

1 Introduction

As the amount of secret or commercial digital objects (e.g. movies, musics, cus-
tomers’ data) grows rapidly, nowadays several serious information leakage and
spreads of illegal copies have been reported as well. Many of them were in fact
caused by users who obtained the object in a right manner. Such illegal copying
itself is very hard to be prevented; an alternative and more realistic solution is
to embed secret identification information of each user into the digital object
by watermarking technique, making the guilty users (“pirates”) traceable from
the copied object. For this purpose, the embedded information should be secure
against “collusion-attacks”, that is detection or modification by a group of pi-
rates. A c-secure fingerprinting code is such identification information which is
designed as being secure against up to c pirates.
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It is known that Tardos’s c-secure probabilistic fingerprinting code [8] has
length of theoretically minimal order with respect to c. However, in Tardos
code, biases of bit values of codewords for each position are decided by outputs
of certain continuous probability distribution, which we call a bias distribution
in this paper, and those outputs will be reused for pirates tracing. This means
that some approximation of bias distributions is necessary in implementation of
Tardos codes; however, effects of such approximation on the security performance
has not been clarified so far. Moreover, since (even approximated) values of
such continuous distributions have high accuracy, the contents server must store
distinct output values for every position as well as the codebook itself, therefore
huge amount of extra memory is required in a practical use of this code.

A simple but essential solution for these problems is to replace the bias dis-
tributions with finite discrete ones. For example, if a bias distribution has 4
possibilities of outputs, then only 2 bits of memory (expressing “which of the
4 values”) are required to record one output. This solution was first explored
by Hagiwara, Hanaoka and Imai in [3] (HHI scheme); they established a for-
mula of sufficient code length achieving desired security performance, in terms
of data for given (finite) bias distribution. They also proposed a condition “c-
indistinguishability” for suitable bias distribution, and gave three examples of
such distributions which reduced the code lengths to about 60% of Tardos codes.

However, for the purpose of reducing memory amount, it has not been dis-
cussed whether their choice of bias distribution is optimal or not. Moreover,
although their code requires us to compute some “score” of each user for tracing
the pirates, and the scores cannot be explicitly representable on computers in
general, effects of approximation of scores have not been considered. The central
aim of this paper is to solve these problems.

This paper is organized as follows. After some preliminary (Sect. 2) on the
model of fingerprinting codes and some preceding works, first we show (Sect. 3)
a strong evidence that the c-indistinguishability property of bias distributions
contributes essentially to reduce the resulting code lengths. Thus we restrict our
attention to bias distributions with this property. Then we determine both the
c-indistinguishable (c-ind, in short) bias distributions (Sect. 4) and the opti-
mal distributions among them (Sect. 5). We refer to the optimal distributions
as Gauss-Legendre (GL) distributions, since these are closely related to Gauss-
Legendre quadrature (a classical approximation method for integral). The c-ind
GL distribution has only �c/2� possibilities of outputs, where �x� denotes as
usual the smallest integer n with x ≤ n, so only �log2�c/2�� bits of memory are
required to store one output. Table 1 gives a comparison of required memory
amount to store outputs of bias distributions (for Tardos codes, the outputs
are approximated by single-precision binary floating-point numbers); this shows
that our proposal can reduce the memory amount dramatically.

Secondly, we improve the formula of code lengths given in [3] in order to reduce
code lengths further and to consider effects of approximation in computation of
users’ scores (Sect. 6). The combination of our new formula and GL distributions
provides much shorter code lengths than Tardos codes. Figure 1 shows the ratio
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Table 1. Comparison of required extra memory amount

In case 1, No. of pirates = 2, No. of users = 200, error probability = 10−11.
In case 2, No. of pirates = 4, No. of users = 400, error probability = 10−11.

bits / position code length total bits

Tardos [8] 32 12, 400 396, 800
Case 1 Ours 0 6, 278 0

% 0 50.6 0
Tardos [8] 32 51, 200 1, 638, 400

Case 2 Ours 1 19, 750 19, 750
% 3.1 38.6 1.2

of lengths given by our formula and the original one [3] applied to the same
GL distributions, relative to Tardos codes. In particular, although details are
omitted here due to limited pages, we are indeed able to prove that the ratio of
our length converges to about 20.6% as c → ∞. Some more numerical examples
are given in Sect. 6.1.

20%
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80%

50 100 150 200
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n
g
th

c
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Ours

Fig. 1. Ratio of code lengths relative to Tardos codes

At the end of this paper, we give remarks on some recent works on Tardos
codes (Sect. 7), and collect the proofs of our theorems as an appendix.

2 Preliminary

2.1 Our Model for Fingerprinting Codes

In our model, a contents server embeds a codeword ci = (ci,1, ci,2, . . . , ci,n), where
n is the code length and ci,j ∈ {0, 1}, into a digital object distributed to i-th
user ui by certain watermarking technique. When an illegal copy of the object is
found, which contains a codeword y = (y1, . . . , yn) (called forged codeword), the
contents server perform some tracing algorithm with y and all the cis as input
for detecting the pirates (users who created the illegal copy). Note that some
bits in y are possible to be undecodable, which are denoted by a symbol ‘?’.

If there are � pirates, they try to detect the fingerprint from differences of the
contents they have, and to modify the detected parts of fingerprint in their illegal
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copy by some strategy. As well as most of the preceding works on fingerprinting
codes (e.g. [1,3,8]), here we assume the followings about the pirates’ strategy:

Marking Assumption: If all the bits ci1,j , ci2,j, . . . in codewords of the
pirates ui1 , ui2 , . . . at the same position j coincide, then yj = ci1,j .

Pirates’ Knowledge: Pirates have no knowledge about innocent (non-
pirate) users’ codewords, so y is independent of those codewords.

To discuss on the error probability of tracing algorithms, here we clarify the
meaning of the following terms:

false-negative: the tracing algorithm outputs no pirates;
false-positive: the tracing algorithm outputs at least one innocent user;
tracing error: false-negative or false-positive (or possibly both) occurs.

A fingerprinting code (equipped with a tracing algorithm) is called c-secure (with
ε-error) if the probability of tracing error is bounded above by a negligibly small
value ε whenever the number of pirates does not exceed c (i.e. � ≤ c).

2.2 Tardos Code and Its Generalization

The construction and tracing algorithms of c-secure Tardos codes [8] and its
generalization given in [3] are summarized as follows. First, the contents server
chooses the random values p(j), 0 < p(j) < 1, independently for every 1 ≤ j ≤ n
according to a given probability distribution P (which we refer to as the bias
distribution). Note that we only consider the bias distributions symmetric with
respect to 1/2; i.e. outputting p and 1−p with the same probability. The obtained
sequence P = (p(1), p(2), . . . , p(n)) should be stored and be kept secret (pirates are
allowed to guess the values p(j) from the distribution P and their codewords, but
not to know about the actual choices of p(j)). Then, secondly, the server decides
each codeword ci in the following probabilistic manner: Prob(ci,j = 1) = p(j)

and Prob(ci,j = 0) = 1− p(j) for j-th position. All the bits ci,j should be chosen
independently.

In the tracing algorithm, the server computes a score Si of each user ui by
Si =

∑n
j=1 S

(j)
i , where S

(j)
i =

√
(1 − p(j))/p(j) if (yj , ci,j) = (1, 1), S

(j)
i =

−
√

p(j)/(1 − p(j)) if (yj , ci,j) = (1, 0), and S
(j)
i = 0 if yj ∈ {0, ?}. The output of

the algorithm is the (possibly empty) set of all users ui with Si ≥ Z, where Z is
a suitably chosen threshold parameter.

2.3 Problems

As mentioned in Introduction, Tardos code uses continuous bias distribution P ,
which causes that explicit implementation on computers seems to be impossible.
Moreover, when we would like to approximate P by e.g. floating-point numbers,
we face following two problems; the original security proof does not consider
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effects of such approximation; and huge amount of extra memory is required to
store the approximated values of P .

To solve these problems, HHI scheme in [3] used finite bias distributions, and
gave a formula of corresponding code length and threshold parameter making
the code c-secure. They also proposed a condition “c-indistinguishability” for
bias distributions so that the resulting code length will be shorter.

However, it has been open whether their choice of bias distributions is optimal
or not for the purpose of reducing extra memory amount. Moreover, although
the users’ scores become irrational numbers in many practical cases and so ap-
proximation is necessary, effects of such approximation on the error probability
has not been discussed. We solve these problems in the following sections.

3 A Characterization of c-Indistinguishability

Before solving these problems, first we study the c-indistinguishability property
(or c-ind in short) for bias distributions proposed in [3]. (See the Appendix for
definition, since it requires some more notations.) This condition was first intro-
duced for reducing code lengths determined by the formula in [3]. In contrast,
here we give a strong evidence that this condition essentially contributes to de-
crease error probability of the resulting code, thus for reducing code lengths.

We start with an arbitrary finite bias distribution P . Let u1, u2, . . . , u� (� ≤ c)
be the pirates and c1, c2, . . . , c� their codewords. Their aim is that none of them
will be outputted by the tracing algorithm, therefore they try to create the forged
codeword y by a strategy so that all of their scores will be as small as possible.
Thus they would hope that at least the sum S of their scores will be small.
Now by Marking Assumption (see Sect. 2.1) and the definition of the tracing
algorithm (see Sect. 2.2), we have S = S′ + S′′, where S′ denotes the sum of
scores corresponding to positions j in which either all bits c1,j , . . . , c�,j are equal
or pirates choose yj ∈ {0, ?}, which is independent of the pirates’ strategy, and
S′′ denotes the sum of scores corresponding to the remaining positions.

Now for each position j of the latter type, we denote (for I ⊂ {1, 2, . . . , �})
the event that ci,j = 1 if i ∈ I and ci,j = 0 if i 
∈ I by BI , and the event that BI

occurs and yj = 1 by B′
I . Then the contribution of j-th position for S′′ under

the event B′
I is x

√
(1 − p(j))/p(j) − (� −x)

√
p(j)/(1 − p(j)), where x = |I|. Thus

its expected value over the choices of p(j) conditioned on B′
I is

∑

p

Prob(p(j) = p | B′
I)

(
x

√
1 − p

p
− (� − x)

√
p

1 − p

)
(1)

where the sum is taken over all possible outputs of the bias distribution P .
Regarding this value, we will prove the following result in Appendix.
Proposition 1. The expected value Eq.(1) is always 0 if and only if P is c-
indistinguishable.
Hence no strategy better for pirates than the others in average exists if P is c-ind;
this fact is an essential importance of c-indistinguishability. By this observation,
we may restrict our attention to c-ind distributions.
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4 Determining c-Indistinguishable Distributions

In this section, we determine all the c-ind bias distributions P for an arbitrary
c. More explicitly, we prove that the c-ind bias distributions are in one-to-one
correspondence with the following mathematical objects:

Definition 1. A pair Q = (X, w) of a finite subset X of the interval (−1, 1) and
a positive function w > 0 on X is called a quadrature system (QS in short) of
degree d if

∫ 1
−1 F (t)dt =

∑
ξ∈X w(ξ)F (ξ) for any real polynomial F (t) of degree

up to d. We refer to the size |X | of X as order of Q, and we say that Q is
symmetric if −X = {−ξ | ξ ∈ X} = X and w(−ξ) = w(ξ) for all ξ ∈ X.

Example 1. Let X = {0, ±
√

15/5}, w(0) = 8/9 and w(±
√

15/5) = 5/9. Then it
can be verified that

∫ 1
−1 F (t)dt = (5/9)F (−

√
15/5)+(8/9)F (0)+(5/9)F (

√
15/5)

for any polynomial F (t) of degree at most 5. Thus (X, w) is a (symmetric) QS
of order 3 and degree 5. �

Our aforementioned result (proved in Appendix) is expressed as follows.

Theorem 1. The c-ind bias distributions are in one-to-one correspondence with
the symmetric QS of degree c − 1. Namely, for a symmetric QS Q = (X, w) of
degree c − 1, define a probability distribution P(Q) by

P(Q) =

{(
1 + ξ

2
,

w(ξ)

C
√

1 − ξ2

)
| ξ ∈ X

}
where C =

∑

ξ∈X

w(ξ)√
1 − ξ2

(2)

(the above expression means that P(Q) outputs the value (1+ξ)/2 with probability
w(ξ)/(C

√
1 − ξ2)). On the other hand, for a c-ind distribution P = {(pi, qi) |

1 ≤ i ≤ m}, define Q(P) = ({ξ1, . . . , ξm}, w) by ξi = 2pi − 1 and

w(ξi) =

√
pi(1 − pi)qi

C′ for 1 ≤ i ≤ m where C′ =
1
2

m∑

i=1

√
pi(1 − pi)qi . (3)

Then P(Q) is c-ind, Q(P) is a symmetric QS of degree c − 1, and we have
Q(P(Q)) = Q and P(Q(P)) = P.

Thus the c-ind distributions are determined in terms of symmetric QS. Note that
any symmetric QS of even degree 2d is also a QS of degree 2d + 1 by definition,
so this theorem infers that c-ind distributions are also (c + 1)-ind if c is odd.
Thus we may concentrate our attention on the case that c is even.

5 The Optimal Bias Distribution

Among the c-ind bias distributions, in this section we determine the optimal
distributions for the purpose of reducing extra memory. As mentioned in In-
troduction, the optimal c-ind distributions are exactly the ones with minimal
number of possible outputs. By Theorem 1, such distributions correspond to
the symmetric QSs of degree c − 1 with minimal order. Moreover, the following
classical result tells us the complete characterization of such QSs.
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Theorem 2 (See [2,7] etc.). For m ≥ 1, let Lm(t) = ( d
dt)

m(t2 −1)m/(2m ·m!)
be the m-th Legendre polynomial. Let X be the set of zeroes of Lm(t) (i.e. the
values ξ with Lm(ξ) = 0), and for ξ ∈ X, put w(ξ) = 2/

(
(1 − ξ2)L′

m(ξ)2
)
. Then

Qm = (X, w) is a symmetric QS of order m and degree 2m − 1.
Moreover, no QS of degree 2m−1 other than the above QS has order less than

or equal to m. Hence the above QS is the unique QS of minimal order.

(For example, the QS in Example 1 is Q3.) We refer to the QS Qm given in this
theorem as Gauss-Legendre QS, since this is deeply related to Gauss-Legendre
quadrature formula, a classical approximation method of integral (see e.g. [7]).
Thus the optimal distributions (GL distributions) are completely determined by
Theorems 1 and 2.

Owing to these results, we can also describe the GL distributions explicitly
as follows (its proof will be given in Appendix). See Table 2 for examples.

Theorem 3. Let L̃m(t) = ( d
du )m(u2 − 1)m |u=2t−1, a polynomial in t of degree

m. Then the unique optimal (2m)-ind distribution is equal to

P = P2m =

{(
p,

C

(p(1 − p))3/2L̃′
m(p)2

) ∣∣∣∣∣ L̃m(p) = 0

}
, (4)

where C is the normalized constant (this expression means that P outputs each
value p such that L̃m(p) = 0, with probability C/

(
(p(1 − p))3/2L̃′

m(p)2
)
). This

distribution has m possible outputs.

Table 2. The optimal c-ind distributions Pc

Here we omit the output values less than 1/2 by symmetry.

c �L(t) value probability

2 2(2t − 1) 1/2 1

4 8(6t2 − 6t + 1) 1/2 +
√

3/6 1/2

6 48(2t − 1) 1/2 (20
√

10 − 32)/93

·(10t2 − 10t + 1) 1/2 +
√

15/10 (125 − 20
√

10)/186

8 384(70t4 − 140t3 1/2 +
�

525 − 70
√

30/70 1/4 + (41
√

30 − 49
√

21)/12

+ 90t2 − 20t + 1) 1/2 +
�

525 + 70
√

30/70 1/4 − (41
√

30 − 49
√

21)/12

6 Formula of Code Lengths

We have determined the optimal c-ind bias distributions above. In this section,
we improve the formula of code lengths and thresholds in [3] to reduces code
lengths further and to consider effects of approximation of scores. Since (as sug-
gested by Table 2) we would be required to approximate the optimal distributions
in a practical case, we start with an arbitrary finite bias distribution P .
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We prepare several notations. Let p0, p1, . . . , pk (with p0 < p1 < · · · <
pk) be the possible outputs of P and qi = Prob(P outputs pi), so pk−i =
1 − pi and qk−i = qi by our assumption on P (see Sect. 2.2). Let δ ≥ 0
be a bound of approximation error of users’ scores, and Ui a value such that
|Ui −

√
(1 − pi)/pi| ≤ δ, for 0 ≤ i ≤ k. Put r(t) = (et − 1 − t)/t2 for t > 0,

f�,x(p) = px(1−p)�−x
(
x
√

(1 − p)/p − (� − x)
√

p/(1 − p)
)
. Moreover, let R�,x =

max{0, Ep [f�,x(p)]} for 0 ≤ x ≤ �, where Ep denotes the expected value over
outputs p of P , and R�,P = Ep [−f�,0(p)] −

∑�−1
x=1

(
�
x

)
R�,x for 1 ≤ � ≤ c. (Some

numerical example will be given later.)
Based on these values, choose a positive value R such that R ≤ R�,P for

all 1 ≤ � ≤ c, two approximated values ψ1 and ψ2 of
√

(1 − p0)/p0 such that
0 < ψ1 ≤

√
(1 − p0)/p0 ≤ ψ2, and two positive values x′

i (i = 1, 2) so that
0 < x′

ir(x
′
i) ≤ ηiRψi/c; where η1 = 1/2 and η2 =

√
c/2. (The resulting code

length will be reduced as R increases, approximated values ψ1 and ψ2 become
sharper, and x′

1 and x′
2 increase.) Moreover, take Ai (i = 1, 2) such that

Ai ≥ c

(1 − η1 − η2/c)R − 2δc
· ψ2

x′
i

log
1
εi

, (5)

where ε1 and ε2 are security parameters and the base of log is e. (The code
length will be shorter as A1 and A2 become smaller.)

Now we determine the code length n and threshold Z for our code by

n = A1 + A2 and Z =
((

1 − η2

c

) R
c

− δ

)
A1 +

(
η1R

c
+ δ

)
A2 . (6)

Note that, even if the value R�,x or R�,P (determined by P) is not explicitly
representable on computers, all values R, ψi and x′

i can be chosen as explicitly
representable, and Ai (therefore the code length) can be chosen as integers.

Moreover, in the tracing algorithm, the server computes the “approximated
score” Ŝi of i-th user by Ŝi =

∑n
j=1 Ŝ

(j)
i , where

Ŝ
(j)
i =

⎧
⎪⎨

⎪⎩

Um if yj = 1, ci,j = 1 and p(j) = pm ,

−Uk−m if yj = 1, ci,j = 0 and p(j) = pm ,

0 if yj ∈ {0, ?} .

(7)

(Note that this Ŝi is an approximated value of the true score Si with approxima-
tion error |Ŝi −Si| ≤ nδ.) Then this algorithm is slightly modified as outputting
the i-th user as a candidate of pirates if and only if Ŝi ≥ Z.

Theorem 4. In the above setting, the probability of false-positive is less than
1− (1−ε1)N−1 ≤ (N −1)ε1 if there are N users in total. On the other hand, the
probability of false-negative is less than ε2. Hence the tracing error probability is
bounded by ε if we put ε1 = ε2 = ε/N .

The proof of this theorem will be given in Appendix. Note that the original
formula in [3] can be recovered by putting δ = 0, η1 = 1/4 and η2 = c/2. Figure
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1 above shows the ratio of code lengths given by our formula Eq.(6) and the
original formula, both applied to the same GL distributions, relative to lengths
of Tardos codes. In fact, we can prove that the ratio of our length converges to
about 20.6% as c → ∞ (detail is omitted here due to limited pages and will
appear in the full version of this paper).

6.1 Numerical Example

We use the bias distributions given in the left-hand side of Table 3, with c ∈
{2, 4, 6, 8}. We choose approximated bitwise scores Ui as in the right-hand side
of Table 3, with δ = 0 if c = 2 and δ = 10−5 if c ∈ {4, 6, 8}. Then we can
compute the auxiliary values R, ψ1, ψ2, x′

1, x′
2, A1 and A2 as in Table 4, where

ε1 = ε2 = ε/N , N = 100c and ε = 10−11 (recall that η1 = 1/2 and η2 =
√

c/2).
Now if c = 2, then the code length n and threshold Z are given by

n = A1 + A2 and Z =
(

1
4

− 1
8
√

2

)
A1 +

1
8

A2 . (8)

On the other hand, if c ∈ {4, 6, 8}, then we have

n = A1 + A2 and Z =
((

1 − 1
2
√

c

)
R
c

− 10−5
)

A1 +
(

R
2c

+ 10−5
)

A2 . (9)

The resulting values of n and Z are shown in Table 4, where the row ‘%’ gives
the percentage of our code length relative to Tardos code. This shows that our
contribution indeed reduces the code lengths.

Table 3. Bias distributions P and approximated scores in the example

c p q c p q

2 0.50000 1.00000 8 0.06943 0.24833
4 0.21132 0.50000 0.33001 0.25167

0.78868 0.50000 0.66999 0.25167
6 0.11270 0.33201 0.93057 0.24833

0.50000 0.33598
0.88730 0.33201

c U0 U1 U2 U3

2 1
4 1.93187 0.51763
6 2.80590 1 0.35639
8 3.66101 1.42485 0.70182 0.27314

7 Remarks on Relations with Recent Works

In [6], S̆korić et al. investigated code lengths of c-secure probabilistic fingerprint-
ing codes in certain wide class, including Tardos codes. They concluded that the
lengths of c-secure codes in their scope cannot be shorter than 4π2c2�log(N/ε)�.
Moreover, by using Gaussian approximation for distributions of users’ scores,
they suggested a possibility of the lengths to attain smaller values 2π2c2 log(N/ε)
(about 2π2% ≈ 19.7% of Tardos codes) asymptotically due to the sharpest esti-
mate of error probability. Since our code lengths are asymptotically about 20.6%
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Table 4. Auxiliary values, lengths and thresholds for the example

c 2 4 6 8
N 200 400 600 800

Tardos n 12400 51200 115200 211200

R 0.5 0.408 0.377 0.362
ψ1 1 1.931 2.805 3.661
ψ2 1 1.932 2.806 3.662
x′

1 0.231 0.184 0.166 0.155
x′

2 0.315 0.347 0.377 0.406
A1 3622 12907 28878 51783
A2 2656 6843 12716 19769

Ours n 6278 19750 41594 71552
% 50.6 38.6 36.1 33.9
Z 917.3 · · · 1336.31786 1843.45024 · · · 2375.91448 · · ·

of Tardos codes (as mentioned in Sect. 6), our codes are breaking the former limit
and almost realizing the latter one.

On the other hand, Isogai et al. [4,5] reduced code lengths of Tardos codes
by improving the estimate of the error probability. Table 5 shows comparison
of code lengths and of asymptotic lengths when c → ∞ in some case. Although
their code lengths are shorter than ours, their codes use continuous bias distribu-
tions and so several problems discussed in this paper, e.g. huge memory amount
and implementation of bias distributions, have been left unsolved. Their result
suggests that there remains a room of our code lengths to be reduced further.

Table 5. Comparison of code lengths for N = 109 and ε = 10−6

c 4 8 16 32 64 → ∞
Tardos [8] 5.60 × 104 2.24 × 105 8.96 × 105 3.58 × 106 1.43 × 107 100%

IM06 [4] 1.40 × 104 5.98 × 104 2.33 × 105 8.93 × 105 3.40 × 106 22.0%

IM07 [5] — — — — — 19.7%

Ours 2.18 × 104 7.72 × 104 2.78 × 105 1.01 × 106 3.75 × 106 20.6%

8 Conclusion

We discussed on problems of Tardos’s fingerprinting codes [8], such as huge
required memory amount in a practical use. We investigated the probability
distributions used in construction of a generalization [3] of Tardos codes, and
determined the distributions optimal for the purpose of reducing required mem-
ory amount. Our contribution indeed reduces the memory amount dramatically.
We also reduced the code lengths significantly by improving the formula of code
lengths given in [3], and considered the effects of certain approximation, needed
in a practical use, on security performance of our codes.
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Appendix: Proofs of Theorems

c-Indistinguishable Distributions

Definition 2 ([3, Sect. 5]). We call a (finite, symmetric) probability distrib-
ution P c-indistinguishable if

∑�−1
x=1

(
�
x

)
R�,x = 0 for any 2 ≤ � ≤ c (see Sect. 6

for notations).

First we prepare some auxiliary results. The following lemma can be immediately
verified, since each value R�,x is non-negative by definition.

Lemma 1. A bias distribution P is c-ind if and only if R�,x = 0 for any 2 ≤
� ≤ c and 1 ≤ x ≤ � − 1; or equivalently, if and only if Ep [f�,x(p)] ≤ 0 for any
2 ≤ � ≤ c and 1 ≤ x ≤ � − 1.

In the following argument, we put for simplicity

g�,x(p) = f�,x(p)/
√

p(1 − p) = xpx−1(1 − p)�−x − (� − x)px(1 − p)�−x−1 . (10)

Now observe that g�,�−x(p) = −g�,x(1 − p) and so f�,�−x(p) = −f�,x(1 − p),
therefore (since we assumed that any bias distribution P is symmetric with
respect to 1/2) we have

Ep [f�,�−x(p)] = −Ep [f�,x(1 − p)] = −Ep [f�,x(p)] . (11)

This infers the following properties of c-ind distributions.
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Proposition 2. Let 2 ≤ � ≤ c.

1. A bias distribution P is c-ind if and only if, for any 1 ≤ x ≤ � − 1

Ep [f�,x(p)] = 0 . (12)

2. If � is even, then Eq.(12) always holds for x = �/2. Thus any bias distribution
P is 2-ind (cf. [3, Proposition 1]).

3. Eq.(12) holds for x = x0 if and only if Eq.(12) holds for x = � − x0.

Proof. For the first claim, by Eq.(11), Ep [f�,�−x(p)] ≥ 0 for all 1 ≤ x ≤ � − 1
whenever Ep [f�,x(p)] ≤ 0 for all 1 ≤ x ≤ � − 1. Thus the claim follows from
Lemma 1. The other claims are also straightforward by Eq.(11). �

Proof of Proposition 1. Since the value p(j) is secret for the pirates, the
conditional probability Prob(yj = 1 | BI ∧ (p(j) = p)) that yj = 1 under the
events BI and p(j) = p is constant on p(j), denoted by Prob(yj = 1 | BI). On the
other hand, we have Prob(BI | p(j) = p) = px(1 − p)�−x by code construction.
Thus, by putting C = Prob(yj = 1 | BI)/Prob(B′

I), we have

Prob(p(j) = p | B′
I) = C ·Prob((p(j) = p)∧BI) = C ·Prob(p(j) = p)px(1−p)�−x ,

(13)
so Eq.(1) is equal to

C
∑

p

Prob(p(j) = p)px(1 − p)�−x

(
x

√
1 − p

p
− (� − x)

√
p

1 − p

)

= C · Ep [f�,x(p)] .

(14)

Thus by Proposition 2, this value is always 0 if and only if P is c-ind. �

Proof of Theorem 1. First, we show that P = P(Q) is a c-ind distribution for
any symmetric QS Q of degree c−1. By definition, P is indeed a finite probability
distribution; i.e. the probabilities are all positive and their sum is 1. The outputs
of P are in the interval (0, 1) since X is a subset of the interval (−1, 1), while P
is symmetric with respect to 1/2 since Q is symmetric. So the remaining task is
(by Proposition 2) to show that Ep [f�,x(p)] = Ep

[√
p(1 − p)g�,x(p)

]
= 0 for all

2 ≤ � ≤ c and 1 ≤ x ≤ � − 1. Since g�,x is a polynomial of degree � − x ≤ c − 1,
we have

Ep

[√
p(1 − p)g�,x(p)

]
=

1
2C

∑

ξ∈X

w(ξ)g�,x

(
1 + ξ

2

)

=
1

2C

∫ 1

−1
g�,x

(
1 + t

2

)
dt =

1
C

∫ 1

0
g�,x(z) dz = 0

(15)

(note that g�,x(z) = d
dz (zx(1 − z)�−x)). Thus the first claim is verified.
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Secondly, we show that Q = Q(P) is a symmetric QS of degree c − 1 for
any c-ind distribution P . The set X is included in (−1, 1) since 0 < pi < 1 for
all i, while Q is symmetric since P is symmetric. So the remaining task is to
show that

∫ 1
−1 F (t)dt =

∑
ξ∈X w(ξ)F (ξ) for any polynomial F (t) of degree up

to c − 1. Now note that any such F (t) can be expressed as a linear combination
of the polynomials g�,1(1+t

2 ) (with 2 ≤ � ≤ c) and constant polynomial 1, while
∑

i w(ξi) = 2 =
∫ 1
−1 1 dt by definition. Thus it suffices to show the above claim

only for F (t) = g�,1(1+t
2 ). Now we have

C′
∫ 1

−1
g�,1

(
1 + t

2

)
dt = 2C′

∫ 1

0
g�,1(z)dz = 0

= Ep

[√
p(1 − p)g�,1(p)

]
= C′

m∑

i=1

w(ξi)g�,1

(
1 + ξi

2

) (16)

since P is c-ind (see Proposition 2), so our claim follows. Thus the second claim
is also proved.

Finally, since
∑

ξ∈X w(ξ) = 2 and
∑

i qi = 1, a straightforward computation
can verify that Q(P(Q)) = Q and P(Q(P)) = P . Hence the proof is concluded.

�

Proof of Theorem 3. Put L̂m(t) = Lm(2t − 1), so L̂m is proportional to L̃m.
First, note that L̂m(1+ξ

2 ) = 0 if and only if Lm(ξ) = 0, so the set of outputs of
Pc = P(Qm) is (by definition) the set of zeroes of L̂m, which is also the set of
zeroes of L̃m.

Secondly, note that 1 − ξ2 = 4p(1 − p) if p = (1 + ξ)/2, and

d

dt
Lm(t)|t=2p−1 =

d

dt
L̂m

(
1 + t

2

)∣∣∣
t=2p−1

=
1
2

(
d

du
L̂m(u)

∣∣
u=(1+t)/2

)∣∣∣
t=2p−1

=
1
2

d

du
L̂m(u)

∣∣
u=p

= C′′L̃′
m(p) (17)

where C′′ is some constant. Then the probability that Pc takes the value p =
(1 + ξ)/2 with ξ ∈ X is

w(ξ)
C

√
1 − ξ2

=
2

C(1 − ξ2)3/2L′
m(ξ)2

=
1

4CC′′2(p(1 − p)
)3/2

L̃′
m(p)2

. (18)

Thus the claim follows, since the factor 1/(4CC′′2) is common for all p. �

Proof of Theorem 4

First, we recall the results in [3] on false-positive and false-negative error proba-
bilities. Since our code is basically the same as theirs (with length and threshold
modified), these results can be used for estimating behavior of users’ scores. In
the following, let x1, x2 > 0, α =

√
p0/(1 − p0)x1 and β =

√
p0/(1 − p0)x2/c.
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Lemma 2 (Markov’s Inequality). Let Y be a finite positive random variable
and t > 0. Then Prob(Y > t) < E [Y ] /t and Prob(Y ≥ t) ≤ E [Y ] /t where
E [Y ] denotes the expected value of Y .

Theorem 5 ([3, Lemma 1]). Let ui be an innocent user. For any fixed P =
(p(1), . . . , p(n)) and any fixed y = (y1, . . . , yn), we have

Probci(Si ≥ Z) < er(x1)α2n−αZ , (19)

where the probability is taken over all codewords ci chosen according to P .

Remark 1. 1. The proof of [3, Lemma 1] is still valid even if y is an arbitrary
codeword with yj ∈ {0, 1, ?}, which need not satisfy the Marking Assumption;
only the required property is that y is independent of the codeword of ui.

2. Although [3, Lemma 1] bounds the probability Prob(Si > Z) only, the same
proof infers the above stronger bound (since the inequality 1 + r1α

2 ≤ er1α2

with α > 0 and r1 > 0 used in the proof actually holds strictly). Moreover,
the bound also holds even if Z is not the threshold but an arbitrary positive
parameter, and the assumption α

√
(1 − p)/p < x1 in [3, Lemma 1] can be

replaced by a weaker one α
√

(1 − p)/p ≤ x1.

Theorem 6 ([3, Lemma 2]). Let u1, . . . , u� be the pirates with � ≤ c. For any
fixed pirates’ strategy, we have

E(P,c1,...,c�,y)

[
e−β

�
i Si

]
≤ eβ(cβr(x2)−R�,P)n , (20)

so by Lemma 2, we have

Prob(P,c1,...,c�,y)(Si < Z for all i) ≤ Prob(P,c1,...,c�,y)

(
�∑

i=1

Si < �Z

)

≤ Prob(P,c1,...,c�,y)

(
e−β

�
i Si > e−β�Z

)

< E(P,c1,...,c�,y)

[
e−β

�
i Si

]
/e−β�Z

≤ eβ(cβr(x2)−R�,P)n+β�Z ,

(21)

where the probabilities and expected values are taken over all P , all c1, . . . , c�

and all y chosen according to P, P and the pirates’ strategy, respectively.

Remark 2. The proof of [3, Lemma 2] indeed allows pirates’ strategies to be
probabilistic though it was not clear (cf. Remark 1 in [8, Sect. 1.2]). Moreover,
although [3] only considers the restricted case that y containing no ‘?’, the ar-
gument in [8, Lemma 5.3] can generalize the proof to our general situation.

Now we start to derive our formula Eq.(6) by using the above properties. First,
recall that in our tracing algorithm considering approximation errors (given in
Sect. 6), a user is outputted if and only if Ŝ ≥ Z where Ŝ is the approximated
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score; while Ŝ ≥ Z yields S ≥ Z − nδ and Ŝ < Z yields S < Z + nδ. Thus
to achieve Prob(ui0 is outputted) < ε1, where ui0 is an arbitrary innocent user,
and Prob(no pirate is outputted) < ε2, it suffices to satisfy that

Prob(S ≥ Z − nδ) < ε1 and Prob(Si < Z + nδ for all i) < ε2 , (22)

where S is an innocent user’s true score and S1, . . . , S� are � pirates’ true scores
with � ≤ c. By the same arguments as Theorems 5 and 6 (see also Remark 1),
the following conditions yield Eq.(22):

r(x1)α2n − α(Z − nδ) ≤ log ε1 ,

β(cβr(x2) − R�,P)n + β�(Z + nδ) ≤ log ε2 for � ≤ c .
(23)

Moreover, since n, Z and β are all positive, the following conditions

r(x1)α2n−α(Z −nδ) = log ε1 and β(cβr(x2)−R)n+βc(Z +nδ) = log ε2 (24)

also yield Eq.(22). Now we determine x1 and x2 by xir(xi) =√
(1 − p0)/p0 ηiR/c for i = 1, 2. These xi are uniquely determined since tr(t)

for t > 0 is a strictly increasing continuous function with image (0, ∞). Solving
Eq.(24) with our choices α =

√
p0/(1 − p0)x1 and β =

√
p0/(1 − p0)x2/c of

parameters, we have

n =
c
√

(1 − p0)/p0

(1 − η1 − η2/c)R − 2δc

(
1
x1

log
1
ε1

+
1
x2

log
1
ε2

)
,

Z =

√
(1 − p0)/p0

(1 − η1 − η2/c)R − 2δc

(
(1 − η2/c)R − δc

x1
log

1
ε1

+
η1R + δc

x2
log

1
ε2

)

(25)

which is a generalization of the formula in [3] (the original is recovered by putting
η1 = 1/4, η2 = c/2 and δ = 0).

Now if we take the values ψi, x′
i and Ai (i = 1, 2) as in Sect. 6, and modify

code length n̂ and threshold Ẑ as

n̂ = A1 + A2 and Ẑ =
((

1 − η2

c

) R
c

− δ

)
A1 +

(
η1R

c
+ δ

)
A2 , (26)

then by comparing Eq.(25) and Eq.(26), we can observe that Eq.(22) holds with
εi replaced by e−ki where

ki =
(1 − η1 − η2/c)R − 2δc

c

√
p0

1 − p0
xiAi for i = 1, 2 . (27)

Moreover, since ψ2 ≥
√

(1 − p0)/p0 and x′
i ≤ xi (i = 1, 2) by definition, we have

e−ki ≤ εi by the choice of Ai. This means that the code length n̂ and threshold
Ẑ, which are precisely those used in Theorem 4 (see Eq.(6)), provide the desired
security performance. Hence Theorem 4 is proved. �
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Abstract. Forensic tracking faces new challenges when employed in
mass-scale electronic content distribution. In order to avoid a high load
at the server, the watermark embedding process should be shifted from
the secure server to the client side, where (1) the security of the wa-
termark secrets must be ensured, and (2) collusion-resistance against
a reasonably sized coalition of malicious users needs to be guaranteed.
The combination of secure content broadcasting, secure embedding and
collusion tolerance aspects has been recently addressed and termed as
Fingercasting. However, the proposed solution does not apply a special
collusion-resistant code, but derives a limited resistance against collu-
sion attacks from the underlying spread spectrum watermark. In this
paper, we make the first step towards tackling this problem: we propose
a construction that provides collusion-resistance against a large coalition
in a secure watermark embedding setting. In particular, we propose to
incorporate a variant of the collusion resistant random code of Tardos,
currently the code with best asymptotic behavior, into a Fingercasting
framework. Through statistical analysis we show that the combination is
feasible for a small subset of possible Fingercasting system parameters.

1 Introduction

In the past few years we have experienced a shift from classic content distrib-
ution channels, such as CDs or DVDs, towards electronic content distribution
(ECD). Although these new distribution models offer new possibilities for con-
tent providers, the risk of unauthorized mass re-distribution complicates the
introduction of large-scale ECD systems. Forensic watermarking can be used
besides (or instead of) encryption in a classic Digital Rights Management archi-
tecture as a deterrence against unauthorized distribution. In a forensic tracking
system, each authorized copy of the distributed content is watermarked with a
unique transaction mark, linking that copy either to a particular user or to a
specific device. When an unauthorized copy is found, the embedded watermark
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(carrying the transaction mark) uniquely identifies the source of the copy, and
allows the distributor to trace the user who has re-distributed the content.

Traditionally, forensic watermarks are directly embedded into the content by
a trusted distribution server before content is delivered to a customer. How-
ever, this approach has two obvious drawbacks. First, the distribution mecha-
nism does not scale well. As individualized content has to be delivered to each
customer, forensic watermarking puts a high computational load on the distri-
bution server and prevents the use of network caching that would reduce the
transmission overhead. Second, server-based embedding scenarios are unsuitable
for de-centralized distribution networks (such as peer-to-peer systems) or ar-
chitectures that allow super-distribution of content. In mass-scale distribution
systems, these drawbacks become major issues that limit deployment of forensic
tracking watermarks.

Client-side embedding, where the watermark embedding process is shifted
from the distribution server to the clients, solves the scalability issue. However,
as the client device resides in a potentially hostile environment, the major ob-
stacle for client-side embedding is the security risk. The watermark embedder
needs the watermarking secrets (keys), which when exposed allow the attack-
ers to effectively remove watermarks. Thus, watermark embedding at the client
must be done in a way which does not compromise the security of the keys; in
addition, neither the watermark nor the unmarked original content should be
available to the client. Security of the client-side embedding can be provided by
secure watermark embedding schemes [8,9,2,1,4]. (See Section 2 for an overview
of methods proposed in the literature.)

Another area of concern in forensic tracking is the “collusion attack”. In a
collusion attack, a coalition of authorized users (colluders), who posses person-
alized copies of the same content, pool their copies together and examine the
differences. Using the difference information, they try to create a content copy
that is not traceable to any member of the coalition. If the coalition is sufficiently
large, they evade detection with very high probability.

In server-based forensic tracking architectures the problem is usually solved
by the use of collusion-resistant codes as an additional layer on top of the water-
marking scheme [3,13]: the watermarks given to individual users are encoded in
such a way that, assuming an upper bound on the number of colluders, enough
tracing information is present in the attacked copy to accuse at least one member
of the coalition.

Although several different approaches have been proposed for secure embed-
ding, their collusion resistance has received little attention so far. Restrictions
imposed on the watermark construction by the secure embedding mechanism
have prevented the application of collusion-secure codes in a straightforward
manner.

In this paper, we propose the first construction that combines a lookup-table
based secure embedding mechanism with a collusion-secure code. In particular,
we choose Fingercasting [1] as a secure embedding method due to its low com-
plexity and low transmission overhead. Fingercasting employs a lookup-table
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based encryption approach, where each content symbol is encrypted by pseudo-
randomly adding S entries of a random encryption table; S is a system parameter
that can be used to find a trade-off between the security of the encryption al-
gorithm and the transparency of the embedded watermark. For the security of
the encryption, larger values of S (such as S ≥ 2) are desirable, whereas for
the watermark transparency low values of S (such as S ≤ 5) are preferable. As
the collusion-secure code, we use a ‘symmetric’ variant of Tardos’ randomized
fingerprinting code [13], recently proposed by some of the authors in [14], which
achieves the optimal asymptotic code length, while supporting large coalition
sizes and low false accusation and false rejection probabilities.

In our approach, we embed a fingerprint in the lookup tables used by Finger-
casting, which translates into a fingerprint embedded in the decrypted content.
(Due to the random encryption and watermark embedding method of Finger-
casting, fingerprinting codes cannot be applied directly to the content.) Through
tedious statistical analysis, we show that the proposed construction yields a prac-
tical collusion-resistant secure embedding scheme only for the specific parameter
choices of S = 1 or S = 2 in the Fingercasting scheme.

The rest of the paper is organized as follows. Section 2 surveys related work,
and Section 3 gives a brief overview of both Fingercasting and Tardos codes.
Our construction is outlined in Section 4; furthermore, we perform a statistical
analysis of the scheme in Section 5 which shows that it indeed provides a collusion
resistant secure embedding scheme for S = 1 and S = 2, but fails for larger S.
Finally, in Section 6 we discuss future research challenges.

2 Related Work

Several approaches for secure watermark embedding have been proposed in the
literature. In broadcast environments, Crowcroft et al. [5] and Parviainen et
al. [10] proposed a client-side watermark insertion technique based on stream
switching. In their method, they divide the content stream into small chunks and
broadcast two versions of the stream, watermarked with different watermarks.
Each chunk is encrypted by a different key. Clients are given a personalized set
of decryption keys that allows them to selectively decrypt chunks of the two
broadcast streams such that each client obtains the full stream. The way the
full decrypted stream is composed out of the two broadcast versions encodes the
watermark. However, this scheme has a limited collusion resistance. Emmanuel
et al. [6] proposed a client-side embedding method in which a pseudo-random
mask is blended over each video frame; each client is given a different mask,
which, when subtracted from the masked broadcast video, leaves an additive
watermark in the content. The scheme has security problems, as a constant mask
is used for all frames of a video, which can be estimated by averaging attacks.
Kundur and Karthik [8] were the first to use techniques from partial encryption in
order to fingerprint digital images. Their method is based on encrypting the signs
of DCT coefficients in an image; during decryption some signs are left unchanged,
which leaves a detectable fingerprint in the image. As the sign bits of DCT
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coefficients are perceptually significant, the partially encrypted version of the
content is heavily distorted. However, as some DCT coefficients are left scrambled
during decryption, the watermark can be visible; visibility of the watermark
must be traded for optimal detection. Lemma et al. [9] overcome these problems
and propose a practical partial encryption-based secure embedding solution for
audio-visual content. However, both schemes still have limited robustness against
collusion attacks.

Anderson et al. [2] designed a special stream cipher, called Chameleon, which
allows one, by appropriate design of keys, to decrypt Chameleon-encrypted con-
tent in slightly different ways and thus leave a key-dependent trace in the de-
crypted data stream. Recently Adelsbach et al. [1] showed how to generalize the
Chameleon cipher in order to be able to embed spread spectrum watermarks in
audio-visual content. Their construction, called Fingercasting, does not apply a
special collusion-resistant code, but draws a limited resistance against collusion
attacks from the underlying spread spectrum watermark. As Fingercasting forms
the basis of the method proposed in this paper, we review it in detail in the next
section.

The construction of collusion-resistant codes has been an active research topic
since the late 1990s, see e.g. [7,3,11,13]. The constructions depend strongly on
assumptions that restrict the type of manipulations an attacker is allowed to
perform; often, one assumes the marking assumption, stating that the colluders
can only change those parts of the content where they have obtained different
versions. In this paper, we make use of the fingerprinting code by Tardos [13],
which is a fully randomized binary code and exhibits the currently best known
asymptotic behavior (see Section 3.2 for a brief overview).

3 Preliminaries

3.1 Fingercasting

Fingercasting, as described in [1], combines broadcast encryption, a lookup-
table based encryption scheme and a watermark embedder in order to distribute
uniquely marked copies of a content to multiple users. In the following, we discuss
the joint encryption/embedding operations performed by Fingercasting; for a
complete overview of the scheme we refer to [1].

Fingercasting employs a secret master lookup table (encryption key) E of
length L and a set of client lookup tables D1, . . . ,Dn. Client k gets a unique
table Dk, which forms a long-term decryption key, and is a “distorted version”
of the master lookup table: each table Dk is constructed as Dk = E − Wk,
where Wk will be referred to as watermark table. Before distribution, content is
encrypted using the master lookup table E; a client uses his personalized lookup
table Dk to decrypt. Decrypting a piece of content with Dk rather than with E
leaves a detectable spread-spectrum watermark in the decrypted content.

Fingercasting can be parameterized by a constant S, which represents the
number of entries from the encryption lookup-table E added to each content
element during encryption. The choice of S strikes a balance between the security
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of the encryption process (for which S should be large enough, e.g., S ≥ 2) and
the transparency of the watermark (for which S should be chosen small, e.g.,
S ≤ 5).

A piece of content will be denoted as a vector c = (c1, . . . , cM ) of length M ;
depending on the watermark embedding domain, the values ci may e.g. represent
baseband samples or DCT coefficients. To encrypt a piece of plaintext content
c, the distributor uses a pseudorandom generator to derive S · M indices tiα
pointing to entries in the lookup table, where 1 ≤ i ≤ M , 1 ≤ α ≤ S and
1 ≤ tiα ≤ L, and encrypts c according to

zi = ci +
S∑

α=1

E[tiα] mod p, (1)

where p is a sufficiently large prime, and E[x] denotes the content of the lookup
table E at index x. All ciphertexts zi are collected to form the encrypted content
z = (z1, . . . , zM ). A client can decrypt z by reversing the encryption operation
with his own lookup table Dk to obtain the watermarked content yk,

y
(k)
i = zi −

S∑

α=1

Dk[tiα] mod p = ci +
S∑

α=1

Wk[tiα]. (2)

Here, we assume that the prime p is selected in such a way that no overflow
occurs when the watermark is added.

In the following we will denote the watermark embedded in the content in
the above manner by wk = (w(k)

1 , . . . , w
(k)
M ). Note that each w

(k)
i is formed by

summing S entries of the watermark table Wk of user k:

w
(k)
i =

S∑

α=1

Wk[tiα]. (3)

Thus, even if the entries in Wk are binary, the embedded watermark will in
general be non-binary.

3.2 The Tardos Fingerprinting Code

In the Tardos fingerprinting method, each user receives a unique fingerprint,
which is represented as a binary codeword of length M . The code length M
determines the collusion resistance, expressed as the maximum coalition size c
the system can resist, for given false positive and false negative probabilities of
the code. We refer to [13,12] for details and estimates of M . Let N be the total
number of users to be accommodated in the distribution system. All codewords
can be arranged as a N × M matrix X, where the k-th row corresponds to the
fingerprint given to the k-th user.

The distributor stochastically generates the matrix X in the following way.
In a first step, he chooses M independent and identically distributed random
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variables {p
(i)
1 }M

i=1 from the real interval p
(i)
1 ∈ [t, 1 − t], where t is a small

parameter satisfying ct � 1. In this paper we set t = 0, see [14] for a justification.
We define p

(i)
0 = 1 − p

(i)
1 . Each p

(i)
1 is sampled according to a density function f ,

which is symmetric around p
(i)
1 = 1/2 and heavily biased towards values of p

(i)
1

close to t and 1 − t:

f(p) =
1

2 arcsin(1 − 2t)
1√

p(1 − p)
. (4)

In a second step, the distributor fills the columns of the matrix X by indepen-
dently drawing random bits Xki ∈ {0, 1} with P[Xki = 1] = p

(i)
1 . Consequently,

we have P[Xki = 0] = p
(i)
0 . When content is released to customer k, it is water-

marked with the k-th row of X.
The colluders, pooling together their personalized content copies, use a (pos-

sibly randomized) strategy to obtain an attacked content copy y, which they
make publicly available. Having spotted a copy with embedded mark w, the dis-
tributor wants to determine at least one person from the coalition who created
the copy. To achieve this, he computes for each user 1 ≤ k ≤ N an accusation
sum Sk as

Sk =
M∑

i=1

wi U(Xki, p
(i)
1 ), with U(Xki, p

(i)
1 ) =

{
g1(p

(i)
1 ) if Xki = 1

g0(p
(i)
1 ) if Xki = 0,

(5)

where g1 and g0 are the ‘accusation weight functions’

g1(p) =
√

1 − p

p
and g0(p) = −

√
p

1 − p
. (6)

The accusation sum Sk is computed by summing over all symbols of w. All ‘0’
symbols are ignored. For each ‘1’ symbol, the accusation sum Sk is either in-
creased or decreased, depending on how much suspicion arises from that symbol:
if user k has a one in the same position, then the suspicion is increased by a
positive amount g1(p

(i)
1 ), where the suspicion decreases with higher probability

p
(i)
1 . If user k has a zero in the position, the overall suspicion is corrected by the

negative amount g0(p
(i)
1 ), which gets more pronounced for large values of p

(i)
1 .

Finally, the distributor decides a user k to be guilty (i.e., part of the coalition
that produced the attacked copy in question), if Sk is greater than a certain
threshold. The exact value of the threshold depends on the desired false positive
and false negative probabilities.

In this work, we use a ‘symmetric’ version of Tardos’ code, as proposed in
[14], which achieves a shorter code length by judging the guilt of users according
to a modified accusation sum

S′
k =

M∑

i=1

δ(wi,Xki)g1(p(i)
wi

) + [1 − δ(wi,Xki)]g0(p(i)
wi

),
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where δ(·, ·) denotes the Kronecker delta. Thus, to judge the guilt of user k, the
accusation algorithm compares the elements of the extracted fingerprint with the
elements of the fingerprint given to user k. If the symbols agree, the accusation
is increased, otherwise decreased. For a thorough analysis we refer to [14].

4 Collusion-Resistant Fingercasting

In this section, we propose a construction that combines a Tardos fingerprinting
code with Fingercasting in order to yield a collusion-resistant secure embedding
scheme. In particular, we show in Section 5 that the construction works for the
choice of Fingercasting parameters S = 1 and S = 2.

4.1 Attack Model and Marking Assumption

In order to derive results regarding the collusion security, we follow the widely
adopted approach of introducing a marking assumption, which is suitable for
the Fingercasting scheme. The fingerprinting code assigns each user a codeword,
which is embedded into the distributed content by the use of a watermarking
algorithm; we assume that each symbol of the fingerprint gets embedded in a
dedicated part of the content. Due to the personalized nature of the fingerprint,
some parts (‘positions’) of the content are different in the copies the colluders
pool together, while others are identical. The latter positions are called unde-
tectable. Traditionally, the marking assumption is stated as follows: a group of
colluders is unable to change the fingerprint symbols embedded in undetectable
positions.

In the context of secure lookup-table based embedding, this traditional mark-
ing assumption is not sufficient. During the decryption process, the attackers
have not only access to c copies of the content, but also to a set of c decryp-
tion tables D1, . . . ,Dc, which they can compare to notice differences between
the watermark table W1, . . . ,Wc internally used by the distributor. (For sim-
plicity of notation and without loss of generality, we enumerate the colluders
by k = 1, . . . , c). Thus, we distinguish between detectable table and detectable
content positions. We call an index 1 ≤ l ≤ L a detectable table position, if
there exist two tables Wk and Wk′ with 1 ≤ k, k′ ≤ c and Wk[l] �= Wk′ [l].
Conversely, a position 1 ≤ i ≤ M in the content is called a detectable content
position, if a detectable index was used to encrypt that position, i.e., there exists
an index l ∈ {ti,1, . . . , ti,S} which is a detectable table position. Otherwise, a
content portion is called undetectable.

In the rest of the paper, we assume a modified version of the marking assump-
tion, more suitable for Fingercasting: The colluders cannot change a fingerprint
symbol embedded in an undetectable content position. Note that this assumption
is weaker than the traditional marking assumption: even a content position that
is identical in all the personalized copies of the attackers may be detectable, in
case detectable table positions were used in the watermark embedding process
and the individualized watermark symbols cancel due to the summation of S
lookup-table entries.
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Besides this weaker marking assumption, we work with an attack model known
as restricted digit model. In this model, it is assumed that the colluders only ‘mix-
and-match’ detectable entries in their decryption lookup-tables, i.e., decrypt the
content using a lookup-table that is a combination of entries of the attacker’s
tables. Note that we allow the attackers to independently perform this mixing
operation every time they access one entry from a decryption table.

4.2 Construction

In the following, we construct a Fingercasting scheme that incorporates a Tar-
dos code. Intuitively, we use a Tardos codeword to construct the individualized
watermark table Wk of length L; as mentioned in Section 3.1, this causes a
non-binary watermark wk (of length M ≥ L) to be embedded into the content,
where each element of wk is a sum of S terms from Wk. For tracing purposes,
we ‘condense’ the watermark wk back into a table Z of length L, which serves
as an estimate of the table Wk from which w was created. Finally, we judge the
guilt of a user k by the similarity between Z and Wk.

Fingerprint creation. The distributor constructs a Tardos matrix X of dimen-
sions N×L, as described in Section 3.2. The length L of the codewords is a system
parameter that will be determined later (L is also the length of the encryption
and decryption lookup-tables). Finally, the distributor sets up a Fingercasting
scheme by picking a sufficiently large prime p and a master encryption table E
of length L where for all 1 ≤ l ≤ L, E[l] ←R Zp.

Client key generation. For client k, the distributor selects the k-th row of the
matrix X and derives a watermark table Wk from it; more precisely, he sets

Wk[l] =
{

−1 if Xk,l = 0
1 if Xk,l = 1

and computes the k-th client decryption key as Dk = E − Wk.

Content encryption and decryption. As in Fingercasting, the distributor encrypts
the content c using the master table E and sends it to the client, who uses his
own table Dk to decrypt according to Equation (2). Note that this decryption
process essentially embeds a non-binary watermark wk into the content, as each
value of the embedded watermark is a sum of S binary values from the watermark
table Wk, see Equation (3).

Tracing. The distributor finds an unauthorized content copy. He first performs
watermark extraction on each content segment in order to recover an estimate of
the (non-binary) embedded watermark w. Note that, in case no collusion attacks
have been performed, each element of w is a sum of S different entries of one
single watermark table Wk.

From w he computes a lookup table Z of length L in the following manner.
Initially, he sets Z[l] = 0 for all 1 ≤ l ≤ L. He then iterates over all content
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Z

W

w

Fig. 1. Construction of the table Z (illustrated for S = 2 and one table entry). Note
that there are Tl contributions of W[l] to Z[l] and that there are also other entries
from W that contribute to Z[l].

positions 1 ≤ i ≤ M , reconstructs the indices {ti,1, . . . , ti,S} and increases each
value Z[tiα], for all 1 ≤ α ≤ S, by wi. Thus, he obtains a table Z as

Z[l] =
M∑

i=1

wi

S∑

α=1

δ(l, tiα).

This process is depicted in Figure 1. Finally, he computes for each user k an
accusation sum

Ak =
L∑

l=1

[1 − δ(Z[l], 0)]
[
δ(sgnZ[l],Wk[l]) g1(p

(l)
sgnZ[l])+

(1 − δ(sgnZ[l],Wk[l])) g0(p
(l)
sgnZ[l])

]
, (7)

where sgnx denotes the sign of x. Here, in abuse of notation, we identify p
(l)
−1

with the probability p
(l)
0 as defined in Section 3.2.

A user k gets accused if Ak > Z, for some threshold Z, which will be deter-
mined later; see Equation 9.

4.3 Motivation of the Accusation Sum

The choice of the accusation sum Ak is motivated by the following two
arguments.

1. Given the embedded fingerprint sequence w, we attempt to recover an es-
timate of the watermarking table that was used to create it. Let us first
assume that no attack occurred, i.e., each entry of w is the sum of S entries
of a table Wk. We obtain such an estimate by constructing a table Z and
using the signs of the entries in Z. Each individual entry of Z[l] accumulates
all values in w that were computed as a sum involving Wk[l] as summand.
The purpose of this step is essentially to reduce the non-binary embedded
watermark w to the binary lookup-table from which it was created.
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Note that the length of Z is smaller than the content (L < M); thus, some
entry Wk[l] will be used multiple times in decrypting the content. We de-
note with Tl a random variable that counts the number of times one such
entry Wk[l] is used during decryption. Note that each Tl follows a Binomial
distribution,

P[Wk[l] is used Tl times] =
(

M

Tl

)
(S/L)Tl(1 − S/L)M−Tl .

Each value Z[l] is then a sum of Tl entries Wk[l] and (S − 1)Tl other entries
of Wk, which are uniformly randomly chosen (according to the index gener-
ation function in Fingercasting). Due to the random choice of indices and the
randomized construction of Wk, the contribution of these other terms will
average out. Consequently, the sign of Z[l] is dominated by the Tl summands
Wk[l]. Thus, the sign of Z[l] should give a good estimate of the value Wk[l].
Note that S has a strong influence on the values in Z: whereas for each Z[l]
the contribution of the ‘good’ terms Wk[l] increases linearly with S, the
number of the other random summands (that may potentially influence the
signs of Z) increases quadratically in S. This can be seen by noting that Tl

is on average of the order SM/L.
2. The reconstructed estimate Z is compared with the watermark table Wk of

a user k to judge his ‘guilt’. All zero entries in the table Z are ignored, which
is enforced by the factor [1 − δ(Z[l], 0)] in Equation (7). While the basic
Fingercasting scheme [1,4] uses correlation for the comparison of Wk and
w, we use a variant of Tardos’ accusation sum: If the symbol Wk[l] agrees
with the sign of Z[l], then user k is accused by a positive amount g1(p

(l)
sgnZ[l]).

If the symbols differ, then he is accused by a negative amount g0(p
(l)
sgnZ[l]).

Note, however, that this informal reasoning assumes that no collusion attack oc-
curs, i.e., the attackers do not deliberately influence the sign of the reconstructed
table Z. In the following section we show that the proposed construction still
allows tractability in the restricted digit model if the Fingercasting parameter S
is set to 1 or 2. It turns out that in this case, the attackers have no statistically
significant influence on the signs of the values in Z.

5 Analysis of the Construction

In this section we show that the construction works for S = 1 and S = 2. The
intuitive reason for this lies in the construction of the table Z: as noted in Section
4.3, each entry Z[l] accumulates a sum of Tl terms W[l]; if W[l] is an undetectable
table position, the colluders—according to the marking assumption—cannot in-
fluence these terms. However, they can try to adjust the remaining (S − 1)Tl

terms (in case they belong to detectable table positions) contributing to Z[l] in
order to flip its sign.

For the case of S = 1 there are no such terms, thus the colluders have no
influence on the value Z[l] at undetectable table positions. In the case of S = 2,
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the number of table positions under control and outside control of the colluders
is almost equal (as for S = 2 we have Tl = (S − 1)Tl), which implies that they
only have a small chance of influencing the signs in Z. Note that typically not
all of the other (S −1)Tl terms can be changed by the colluders, as some of them
may still come from undetectable table positions.

However, for S ≥ 3 the construction fails, as the number of terms potentially
under control of the colluders, (S − 1)Tl, exceeds the number of ‘good’ terms Tl.

5.1 Bound on the Lookup-Table Length L

We analyze the construction of Section 4.2 in a similar way as the Tardos scheme
was analyzed in [12], using a statistical approach. In particular, we will make
use of a result from [12], showing that the required code length in a Tardos-
like scheme mainly depends on the statistical properties of a quantity called
‘collective accusation sum’.

The collective accusation sum of a coalition C of c users is defined as the sum
of the individual accusations of each user in C:

AC =
∑

k∈C

Ak. (8)

The statistics of AC and the accusation sums Ak for innocent users k deter-
mine to a great extent the performance of the fingerprinting code. We denote
by μ̃j and σ̃j the mean and variance of the accusation sum Aj of an innocent
user j �∈ C, scaled by L, whereas μ̃ and σ̃ denote the mean and variance of the
collective accusation sum, again scaled by L:

μ̃j = E[Aj ]/L σ̃2
j = (E[A2

j ] − E
2[Aj ])/L

μ̃ = E[AC ]/L σ̃2 = (E[A2
C ] − E

2[Aj ])/L.

Here, the expectation value is taken over all stochastic degrees of freedom in
the system (both at the side of the distributor and the colluders); E is formally
defined in Section 5.2. By construction (in particular the specific choice of g0 and
g1, the idempotency of Kronecker deltas and the relation E[δ(sgnZ[l],Wk[l])] =
p
(l)
sgnZ[l]) we immediately obtain μ̃j = 0 and σ̃j = 1, whereas the computation of

μ̃ turns out to be less straightforward (see Section 5.2).
A similar reasoning as the one applied in [12] for the original Tardos scheme

shows that, under the assumption that both Aj and AC follow a Gaussian distri-
bution (which is justified due to the Central Limit Theorem), a threshold Z of

Z ≥
√

2Lσ̃jErfcinv(2ε1) (9)

and a code length of

L ≥ 2c2
(

σ̃j

μ̃
Erfcinv(2ε1)

)2
(

1 +
σ̃

cσ̃j

Erfcinv(2ε2)
Erfcinv(2ε1)

)2

(10)
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suffices to achieve a collusion resistance against any coalition of at most c col-
luders, while having a false positive (accusation) probability of ε1 and a false
negative probability of ε2. In the regime ε1 � ε2, which is relevant for practical
content distribution systems, ε2 has only a small influence on the code length,
as Erfcinv(2ε2) < Erfcinv(2ε1). Ignoring the ε2-term in (10), using σ̃j = 1 and
the Taylor expansion of the error function leads to the following estimate of the
required code length

L ≈ 2
μ̃2 c2 ln(

1
ε1

). (11)

Thus, the parameter μ̃ determines the length of the Fingercasting lookup table L
required to resist a coalition of c users in our construction. A scheme with good
traceability will have a short value L (and thus a moderately large value of μ̃),
whereas a scheme that offers only moderate or bad traceability will have a μ̃ close
to zero, thus requiring a huge code length, which is infeasible in practice. The
rest of this section is devoted to obtaining an estimate of μ̃ in our construction.

5.2 Computing μ̃

Recall that μ̃ was defined as the scaled average of the collective accusation sum
AC of a coalition of c users, i.e., μ̃ = E[AC ]/L, where the average is computed
over all stochastic processes in the construction. A careful examination of the
construction shows that there are four different stochastic processes involved:

– The distributor generating the numbers p
(1)
1 , . . . , p

(L)
1 . Computing the ex-

pected value with respect to the distribution of p
(l)
1 , whose density is given

in (4), will be denoted by Ep. (Note that Ep corresponds to an L-dimensional
integral).

– The distributor filling the Tardos matrix X according to the probabilities
p
(l)
1 . Without loss of generality, we assume that the coalition’s attack strategy

for the l-th position in Z only depends on the number of symbols {+1, −1}
that are present in the colluder’s watermark tables W1, . . . ,Wc at the po-
sition l. We denote with bl the number of +1 symbols seen by the coalition
at position l. Note that bl ∈ {0, . . . , c}. We write b = (b1, . . . , bL). Aver-
aging over the Tardos matrix X thus reduces to averaging over all integers
(b1, . . . , bL). As noted in [13], these symbol counters follow a multinomial
distribution. The average with respect to b will be denoted by Eb.

– The distributor generating indices tiα according to the Fingercasting index
generator. We assume the index generator to be a random oracle, thus all
indices are chosen independently and uniformly. Averaging with respect to
this distribution will be denoted by Et.

– The colluders’ stochastic attack strategy (influencing the sign of Z[l]), given
the vector b. We define P

(l)
b (α) := P[sgnZ[l] = α |b]. Averaging over this

distribution will be denoted by Ew. Furthermore, we define P
(l)
b,bl=x(α) =

P[sgnZ[l] = α |b with bl = x].
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Applying the above averages, we obtain μ̃ as μ̃ = Ep[Et[Eb[Ew[AC ]]]]. After
straightforward but tedious manipulations (see Appendix), we get

μ̃ =
2
π

Ep\p(l)

[
Et[Eb\bl

[ P (l)
b,bl=c(+1) − P

(l)
b,bl=c(−1) ]]

]
, (12)

where l denotes any undetectable table position with bl = c. Here, Ep\p(l) and
Eb\bl

denote averaging over all probabilities and b values, except those at the
l-th position. Note that the above expression depends only on undetectable table
positions; the two probabilities P

(l)
b,bl=c(−1) and P

(l)
b,bl=c(+1) intuitively capture

the ability of the colluders to alter the sign in the reconstructed table Z[l] for
an undetectable table position l by using all the other detectable positions in
W1, . . . ,Wc that they have at their disposal.

Thus, for determining the value of μ̃ it suffices to consider the special case
of an undetectable table position l with W[l] = +1, and to determine the
probability that the colluders can force the sign of Z[l] to be positive or nega-
tive. The fact that the average is taken over all remaining degrees of freedom
(Ep\p(l) , Et, Eb\b(l)) allows us to reduce the analysis to a ‘typical set’ argument.

5.3 The Case S = 1

For the special case S = 1 it is easy to compute μ̃ from Equation (12). Recall
from Section 4.3 that for S = 1, in an undetectable table position l, Z[l] only
depends on the value of W[l], which is not controllable by the colluders due to
our table-level marking assumption.

Since the table position l in question is undetectable and the l-th entries in
the colluders’ watermark tables W1, . . . ,Wc are all filled with +1 (recall that
bl = c), the colluders can only produce a positive value Z[l]. Consequently, we
have P

(l)
b,bl=c(+1) = 1 and P

(l)
b,bl=c(−1) = 0. Thus, μ̃ = 2/π. Plugging this value

into Equation (11) yields a code size of L ≈ π2

2 c2 ln(1/ε1). This shows that the
construction of Section 4.2 allows a good traceability of colluders; the scheme
has the same performance as Tardos’ fingerprinting code of length L.

The drawback of choosing S = 1 lies in the limited security of the encryp-
tion step in Equation (1): The distribution of the blinding factors added for
encryption (sum of S entries of the encryption lookup table E) does not have
a sufficiently small statistical distance to a uniform distribution. This problem
can be avoided by choosing a longer lookup table than necessary for tracing.
However, this comes at the expense of reduced overall efficiency.

5.4 The Cases S = 2 and S ≥ 3

An exact analysis of the cases S ≥ 2 is nontrivial due to the averages in Equation
(12). We therefore proceed by giving estimates for the probabilities P

(l)
b,bl=c(+1)

and P
(l)
b,bl=c(−1) and subsequently of μ̃. As an exact computation of Equation

(12) seems intractable, we use a ‘typical set’ argument; we replace the three
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averaging steps by evaluating the probabilities P
(l)
b,bl=c(+1) and P

(l)
b,bl=c(−1) for

a ‘typical’ configuration of parameters.
In order to enforce a bad traceability, the colluders’ goal is to make μ̃ as small

as possible. This can be achieved by a strategy that results in P
(l)
b,bl=c(+1) ≈

P
(l)
b,bl=c(−1). Recall from the discussion at the beginning of Section 5 that the

entry Z[l0] consists of Tl0 copies of W[l0] and (S − 1)Tl0 other summands W[l]
for various l �= l0. When l0 is an undetectable +1 position, the attackers cannot
change W[l0] = +1. The contribution of these positions to Z[l0] will be +Tl0 . Of
the remaining (S − 1)Tl0 summands, the majority will, for large coalition sizes,
come from detectable positions. Whenever a detectable table position is used
in the decryption, due to the restricted digit model, the colluders can make a
decision on the sign of the watermark symbol to use. We denote the number of
such decisions by θ. The colluders must use these decisions to overcome the +Tl0

‘bias’. They will succeed with probability

P
(l)
b,bl=c(−1) =

1
2

P[θ > Tl0 ].

The factor 1/2 originates from the fact that the colluders only see an unde-
tectable position l0, but do not know the sign of the watermark symbol used.
Thus, they can only guess whether they have a positive or negative bias to
overcome. The probability P[θ > Tl0 ] can be expressed as

P[θ > Tl0 ] =
(S−1)Tl0∑

θ=Tl0+1

(
(S − 1)Tl0

θ

)
(1 − δ)θδ(S−1)Tl0−θ, (13)

where δ denotes the probability that a certain table entry W[l] is undetectable.
Note that δ = 2

∫
f(p)pc dp ∝ 1/

√
c; we will assume that the coalition is so

large that δ < 0.5.
For S = 2 we have P[θ > Tl0 ] = 0, since the summation interval is nonexistent.

Next, we estimate the probability P
(l)
b,bl=c(+1), which we can express as

P
(l)
b,bl=c(+1) = 1 − P

(l)
b,bl=c(−1) − P

(l)
b,bl=c(0).

Note that P
(l)
b,bl=c(0) = 1/2P[θ = Tl0 ]. From the binomial form (13) we get

P[θ = Tl0 ] = (1 − δ)Tl0 . Thus, in contrast to the S = 1 case, the expectation
term in Equation (12) for μ̃ is not exactly equal to 1, but slightly smaller,

μ̃ ≈ 2
π

[1 − 1
2 (1 − δ)Tl ],

which forces the distributor to use a slightly larger code length. Tl is on average
equal to SM/L. Hence, S = 2 provides a good tradeoff between the security of
the encryption and the traceability of colluders.

For S = 3, however, the sum in (13) is close to unity. This is seen as follows.
The peak of the binomial distribution lies at θ = 2(1 − δ)Tl0 > Tl0 , while
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the summation interval starts at θ = Tl0 . Thus, the summation covers most of
the probability mass of the distribution, especially if δ � 0.5 and if the ratio
M/L is large. For higher values of S, the summation (13) covers even more
of the probability mass. Hence, for S ≥ 3 the attackers can choose a strategy
that makes P

(l)
b,bl=c(+1) ≈ P

(l)
b,bl=c(−1) and the attack succeeds with very high

probability. The reason for the failure for higher S values lies in the degrees of
freedom the attackers have to influence the signs of the entries in Z. Thus, for
S ≥ 3 the accusation method needs to be changed; the most promising solution
is to accuse based on w instead of Z. We leave this for future research.

6 Conclusions and Future Work

In this paper, we presented the first secure watermark embedding scheme that
combines a lookup-table based stream cipher with an efficient fingerprinting
code, recently proposed by Tardos. This enables efficient fingerprinting of dis-
tributed content, as the joint decryption and fingerprinting step is performed
securely at the client side. We determined the required tracing algorithms and
discussed the main design parameters and their trade-off. Our analysis shows
that the construction works for the choice of parameters S = 1 or S = 2 in Fin-
gercasting. Whereas S = 1 is unfavorable in terms of security, the choice S = 2
yields a practical solution. Future work includes improvement of the tracing algo-
rithm in order to handle the case S ≥ 3 and designing Chameleon-based stream
ciphers that allow for a better trade-off between security of the encryption and
the length of the fingerprint code.

Acknowledgements. The work described in this paper has been supported
by the European Commission through the IST Programme under contract IST-
2006-034238 SPEED. The information in this document reflects only the author’s
views, is provided as is and no guarantee or warranty is given that the informa-
tion is fit for any particular purpose. The user thereof uses the information at
its sole risk and liability.
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A Appendix: Derivation of Equation (12)

Recall that μ̃ = Ep[Et[Eb[Ew[AC ]]]], where AC denotes the collective accusation
sum of a coalition C of c users as defined in Equation (8). We denote with b

(l)
α the

number of α symbols in the l-th entry of the tables W1, . . . ,Wc of the colluders.
AC can be written as

AC =
L∑

l=1

[1 − δ(Z[l], 0)]
∑

k∈C

[
δ(sgnZ[l],Wk[l]) g1(p

(l)
sgn Z[l])+

(1 − δ(sgnZ[l],Wk[l])) g0(p
(l)
sgnZ[l])

]

=
L∑

l=1

[1 − δ(Z[l], 0)] [b(l)
sgnZ[l]g1(p

(l)
sgnZ[l]) + (c − b

(l)
sgnZ[l])g0(p

(l)
sgnZ[l])].

Taking the expectation Ew of AC yields, using the definition of P
(l)
b (α),

Ew[AC ] =
∑

α∈{1,−1}

L∑

l=1

P
(l)
b (α) [b(l)

α g1(p(l)
α ) + (c − b(l)

α )g0(p(l)
α )].

http://www.arxiv.org/abs/cs.CR/0607131
http://eprint.iacr.org/2007/041
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Taking the expected value Et, writing the two terms of the sum over α explicitly
and noting that b

(l)
−1 = c − b

(l)
1 yields:

Et[Ew[AC ]] =
L∑

l=1

Et[P
(l)
b (1)] [b(l)

1 g1(p
(l)
1 ) + [c − b

(l)
1 ]g0(p

(l)
1 )] +

Et[P
(l)
b (−1)] [b(l)

−1g1(p
(l)
−1) + [c − b

(l)
−1]g0(p

(l)
−1)]

=
L∑

l=1

Et[P
(l)
b (1) − P

(l)
b (−1)]

b
(l)
1 − cp

(l)
1√

p
(l)
1 (1 − p

(l)
1 )

.

To simplify the notation, we write bl as abbreviation for b
(l)
1 ; similarly, we write pl

for p
(l)
1 . Next, we jointly take the averages Eb and Ep. We do this by first taking

the average Eb\bl
over all values b, except the l-th position, then over bl (which

follows a Binomial distribution) and finally over the probabilities p1, . . . , pL cho-
sen during fingerprint creation. Applying these three averages we obtain

μ̃ =
1
L

Ep

[
L∑

l=1

c∑

bl=1

(
c

bl

)
Et[Eb\bl

[P (l)
b (1) − P

(l)
b (−1)]]

bl − cpl√
pl(1 − pl)

pbl

l (1 − pl)c−bl

]
.

By the independence of columns, we can first take the average over pl and sub-
sequently over all other values, yielding

μ̃ =
1
L

Ep\p(l)

[
L∑

l=1

c∑

bl=1

(
c

bl

)
Et[Eb\bl

[P (l)
b (1) − P

(l)
b (−1)]]

Epl

[
bl − cpl√
pl(1 − pl)

pbl

l (1 − pl)c−bl

]]
. (14)

The innermost expectation value can, using the density function f defined in
Equation (4), be computed explicitly, as

Epl

[
bl − cpl√
pl(1 − pl)

pbl

l (1 − pl)c−bl

]
=

1
π

pbl

l (1 − pl)c−bl

∣∣∣∣
1

0
= − 1

π
δ(bl, 0) +

1
π

δ(bl, c).

Thus, in the sum over bl in Equation (14), all summands except bl = 0 and bl = c
vanish and μ̃ can be written as

μ̃ =
1
π

Ep\p(l)

[
−Et[Eb\bl

[P (l)
b,bl=0(1) − P

(l)
b,bl=0(−1)]]+

Et[Eb\bl
[P (l)

b,bl=c(1) − P
(l)
b,bl=c(−1)]]

]
,

where l denotes any index of an undetectable table position. By symmetry, Equa-
tion (12) follows.
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Abstract. When creating a digital composite of two people, it is difficult
to exactly match the lighting conditions under which each individual was
originally photographed. In many situations, the light source in a scene
gives rise to a specular highlight on the eyes. We show how the direction
to a light source can be estimated from this highlight. Inconsistencies in
lighting across an image are then used to reveal traces of digital tampering.

Keywords: Digital Tampering, Digital Forensics.

1 Introduction

The photograph in Fig. 1 of the host and judges for the popular television
show American Idol was scheduled for publication when it caught the attention
of a photo-editor. Coming on the heels of several scandals that rocked major
news organizations, the photo-editor was concerned that the image had been
doctored. There was good reason to worry – the image was a composite of several
photographs. Shown in Fig. 1 are magnifications of the host’s and judge’s eyes.
The inconsistencies in the shape and position of the specular highlight on the
eyes suggest that the people were originally photographed under different lighting
conditions. In this work, we show how the location of a specular highlight can
be used to determine the direction to the light source. Inconsistencies in the
estimates from different eyes, as well as differences in the shape and color of the
highlights, can be used to reveal traces of digital tampering.

In related work, the authors of [5] showed how to estimate the light source
direction in 2-D. While this approach has the benefit of being applicable to
arbitrary objects, it has the drawback that it can only determine the direction to
the light source within one degree of ambiguity. In contrast, we estimate the full
3-D light source direction by leveraging a 3-D model of the human eye. Although
not specifically developed for a forensic setting, the authors of [7] described
a technique for computing an environment map from eyes that embodies the
illumination in the scene. While the environment map provides a rich source
of information about the lighting, it has the drawback of requiring a relatively
high-resolution image of the eye.
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Fig. 1. This photograph of the American Idol host and judges is a digital composite
of multiple photographs. The inconsistencies in the shape and position of the specular
highlight on the eyes suggest that these people were originally photographed under
different lighting conditions. Photo courtesy of Fox News and the Associated Press.

We describe how to estimate the 3-D direction to a light source from specular
highlights on the eyes. We show the efficacy of this approach on synthetic and
real images and visually plausible forgeries.

2 Methods

The position of a specular highlight is determined by the relative positions of
the light source, the reflective surface and the viewer (or camera). In Fig. 2,
for example, is a diagram showing the creation of a specular highlight on an
eye. In this diagram, the three vectors L, N and R correspond to the direction
to the light, the surface normal at the point at which the highlight is formed,
and the direction in which the highlight will be seen. For a perfect reflector,
the highlight is seen only when the view direction V = R. For an imperfect
reflector, a specular highlight can be seen for viewing directions V near R, with
the strongest highlight seen when V = R.

We will first derive an algebraic relationship between the vectors L, N , and V .
We then show how the 3-D vectors N and V can be estimated from a single
image, from which the direction to the light source L is determined.

The law of reflection states that a light ray reflects off of a surface at an
angle of reflection θr equal to the angle of incidence θi, where these angles are
measured with respect to the surface normal N , Fig. 2. Assuming unit-length
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V = R

θr

θi

Light

Camera
Eye

N

L

Fig. 2. The formation of a specular highlight on an eye (small white dot on the iris).
The position of the highlight is determined by the surface normal N and the relative
directions to the light source L and viewer V .

vectors, the direction of the reflected ray R can be described in terms of the
light direction L and the surface normal N :

R = L + 2(cos(θi)N − L)
= 2 cos(θi)N − L. (1)

By assuming a perfect reflector (V = R), the above constraint yields:

L = 2 cos(θi)N − V

= 2
(
V T N

)
N − V . (2)

The light direction L can therefore be estimated from the surface normal N and
view direction V at a specular highlight. In the following sections, we describe
how to estimate these two 3-D vectors from a single image.

Note that the light direction is specified with respect to the eye, and not the
camera. In practice, all of these vectors will be placed in a common coordinate
system, allowing us to compare light directions across the image.

2.1 Camera Calibration

In order to estimate the surface normal N and view direction V in a common
coordinate system, we first need to estimate the projective transform that de-
scribes the transformation from world to image coordinates. With only a single
image, this calibration is generally an under-constrained problem. In our case,
however, the known geometry of the eye can be exploited to estimate this re-
quired transform. Throughout, upper-case symbols will denote world coordinates
and lower-case will denote camera/image coordinates.

The limbus, the boundary between the sclera (white part of the eye) and the
iris (colored part of the eye), can be well modeled as a circle [7]. The image of
the limbus, however, will be an ellipse except when the eye is directly facing the
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camera. Intuitively, the distortion of the ellipse away from a circle will be related
to the pose and position of the eye relative to the camera. We therefore seek the
transform that aligns the image of the limbus to a circle.

In general, a projective transform that maps 3-D world coordinates to 2-D
image coordinates can be represented, in homogeneous coordinates, as a 3 × 4
matrix. We assume that points on a limbus are coplanar, and define the world
coordinate system such that the limbus lies in the Z = 0 plane. With this
assumption, the projective transformation reduces to a 3 × 3 planar projective
transform [2], where the world points X and image points x are represented by
2-D homogeneous vectors.

Points on the limbus in our world coordinate system satisfy the following
implicit equation of a circle:

f(X; α) = (X1 − C1)2 + (X2 − C2)2 − r2 = 0, (3)

where α = (C1 C2 r )T denotes the circle center and radius.
Consider a collection of points, Xi, i = 1, . . . , m, each of which satisfy Equa-

tion (3). Under an ideal pinhole camera model, the world point Xi maps to the
image point xi as follows:

xi = HXi, (4)

where H is a 3 × 3 projective transform matrix.
The estimation of H can be formulated in an orthogonal distance fitting frame-

work. Let E(·) be an error function on the parameter vector α and the unknown
projective transform H :

E(α, H) =
m∑

i=1

min
X̂

∥∥∥xi − HX̂
∥∥∥

2
, (5)

where X̂ is on the circle parametrized by α. The error embodies the sum of
the squared errors between the data, xi, and the closest point on the model, X̂.
This error function is minimized using non-linear least squares via the Levenberg-
Marquardt iteration [9] (see Appendix A for details).

Once estimated, the projective transform H can be decomposed in terms of
intrinsic and extrinsic camera parameters [2]. The intrinsic parameters consist of
the camera focal length, camera center, skew and aspect ratio. For simplicity, we
will assume that the camera center is the image center, that the skew is 0 and the
aspect ratio is 1, leaving only the focal length f . The extrinsic parameters consist
of a rotation matrix R and translation vector t that define the transformation
between the world and camera coordinate systems. Since the world points lie
on a single plane, the projective transform can be decomposed in terms of the
intrinsic and extrinsic parameters as:

H = λK ( r1 r2 t ) , (6)
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where the 3 × 3 intrinsic matrix K is:

K =

⎛

⎝
f 0 0
0 f 0
0 0 1

⎞

⎠ , (7)

λ is a scale factor, the column vectors r1 and r2 are the first two columns of the
rotation matrix R, and t is the translation vector.

With a known focal length f , and hence a known matrix K, the world to
camera coordinate transform Ĥ can be estimated directly:

1
λ

K−1H = ( r1 r2 t )

Ĥ = ( r1 r2 t ) , (8)

where the scale factor λ is chosen so that r1 and r2 are unit vectors. The complete
rotation matrix is given by:

R = ( r1 r2 r1 × r2 ) , (9)

where × denotes cross product.
If the focal length is unknown, it can be directly estimated as described in

Appendix B.

2.2 View Direction

Recall that the minimization of Equation (5) yields both the transform H and
the circle parameters α for the limbus. The unit vector from the center of the
limbus to the origin of the camera coordinate system is the view direction, v. Let
Xc = (C1 C2 1 ) denote the estimated center of a limbus in world coordi-
nates. In the camera coordinate system, this point is given by:

xc = ĤXc. (10)

The view direction, as a unit vector, in the camera coordinate system is then
given by:

v = − xc

‖xc‖
, (11)

where the negative sign reverses the vector so that it points from the eye to the
camera.

2.3 Surface Normal

The 3-D surface normal N at a specular highlight is estimated from a 3-D model
of the human eye [6]. The model consists of a pair of spheres as illustrated in
Fig. 3(a). The larger sphere, with radius r1 = 11.5 mm, represents the sclera
and the smaller sphere, with radius r2 = 7.8 mm, represents the cornea. The
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r1
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Sclera

Cornea

Limbus

V

N

N

V

S

(a) (b)

Fig. 3. (a) A side view of a 3-D model of the human eye. The larger sphere represents
the sclera and the smaller sphere represents the cornea. The limbus is defined by the
intersection of the two spheres. (b) The surface normal at a point S in the plane of the
limbus depends on the view direction V .

centers of the spheres are displaced by a distance d = 4.7 mm. The limbus, a
circle with radius p = 5.8 mm, is defined by the intersection of the two spheres.
The distance between the center of the smaller sphere and the plane containing
the limbus is q = 5.25 mm. These measurements vary slightly among adults, and
the radii of the spheres are approximately 0.1 mm smaller for female eyes [3,6].

Consider a specular highlight in world coordinates at location S = (Sx Sy ),
measured with respect to the center of the limbus. The surface normal at S
depends on the view direction V . In Fig. 3(b) is a schematic showing this re-
lationship for two different positions of the camera. The surface normal N is
determined by intersecting the ray leaving S, along the direction V , with the
edge of the sphere. This intersection can be computed by solving a quadratic
system for k, the distance between S and the edge of the sphere,

(Sx + kVx)2 + (Sy + kVy)2 + (q + kVz)2 = r2
2

k2 + 2(SxVx + SyVy + qVz)k + (S2
x + S2

y + q2 − r2
2) = 0, (12)

where q and r2 are specified by the 3-D model of the eye. The view direction
V = (Vx Vy Vz ) in the world coordinate system is given by:

V = R−1v, (13)

where v is the view direction in camera coordinates, Section 2.2, and R is the es-
timated rotation between the world and camera coordinate systems, Section 2.1.
The surface normal N in the world coordinate system is then given by:

N =

⎛

⎝
Sx + kVx

Sy + kVy

q + kVz

⎞

⎠ , (14)

and in camera coordinates: n = RN .
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2.4 Light Direction

Consider a specular highlight xs specified in image coordinates and the estimated
projective transform H from world to image coordinates. The inverse transform
H−1 maps the coordinates of the specular highlight into world coordinates:

Xs = H−1xs (15)

The center C and radius r of the limbus in the world coordinate system deter-
mine the coordinates of the specular highlight, S, with respect to the model:

S =
p

r
(Xs − C) , (16)

where p is specified by the 3-D model of the eye. The position of the specular
highlight S is then used to determine the surface normal N , as described in
the previous section. Combined with the estimate of the view direction V , Sec-
tion 2.2, the light source direction L can be estimated from Equation (2). In
order to compare light source estimates in the image, the light source estimate
is converted to camera coordinates: l = RL

3 Results

We tested our technique for estimating the 3-D light source direction on both
synthetically generated and real images. In all of these results the direction to the
light source was estimated from specular highlights in both eyes. This required
a slight modification to the minimization in Equation (5) which is described in
Appendix A. The view direction, surface normal and light direction were then
estimated separately for each eye.

3.1 Synthetic Images

Synthetic images of eyes were rendered using the pbrt environment [8]. The
shape of the eyes conformed to the 3-D model described in Section 2.3 and the
eyes were placed in one of 12 different locations. For each location, the eyes were
rotated by a unique amount relative to the camera. The eyes were illuminated
with two light sources: a fixed light directly in line with the camera, and a second
light placed in one of four different positions. The twelve locations and four light
directions gave rise to 48 images, Fig. 4. Each image was rendered at a resolution
of 1200 × 1600 pixels, with the cornea occupying less than 0.1% of the entire
image. Shown in Fig. 4 are several examples of the rendered eyes, along with a
schematic of the imaging geometry.

The limbus and position of the specular highlight(s) were automatically ex-
tracted from the rendered image. For each highlight, the projective transform
H , the view direction v and surface normal n were estimated, from which the
direction to the light source l was determined. The angular error between the
estimated l and actual l0 light directions is computed as:



318 M.K. Johnson and H. Farid

Fig. 4. Synthetically generated eyes. Each of the upper panels corresponds to different
positions and orientations of the eyes and locations of the light sources. The ellipse fit
to each limbus is shown in dashed green, and the red dots denote the positions of the
specular highlights. Shown below is a schematic of the imaging geometry: the position
of the lights, camera and a subset of the eye positions.

φ = cos−1 (
lT l0

)
. (17)

where the vectors are normalized to be unit length.
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Fig. 5. A subject at different locations and orientations relative to the camera and two
light sources. Shown to the right are magnified views of the eyes. The ellipse fit to each
limbus is shown in dashed green and the red dots denote the positions of the specular
highlights. See also Table 1.

With a known focal length, the average angular error in estimating the light
source direction was 2.8◦ with a standard deviation of 1.3◦ and a maximum
error of 6.8◦. With an unknown focal length, the average error was 2.8◦ with a
standard deviation of 1.3◦ and a maximum error of 6.3◦.

3.2 Real Images

To further test the efficacy of our technique, we photographed a subject under
controlled lighting. A camera and two lights were arranged along a wall, and the
subject was positioned 250 cm in front of the camera and at the same elevation.
The first light L1 was positioned 130 cm to the left of and 60 cm above the
camera. The second light L2 was positioned 260 cm to the right and 80 cm above
the camera. The subject was placed in five different locations and orientations
relative to the camera and lights, Fig. 5. A six mega-pixel Nikon D100 camera
with a 35 mm lens was set to capture in the highest quality JPEG format.

For each image, an ellipse was manually fit to the limbus of each eye. In these
images, the limbus did not form a sharp boundary – the boundary spanned
roughly 3 pixels. As such, we fit the ellipses to the better defined inner outline [4],
Fig. 5. The radius of each limbus was approximately 9 pixels, and the cornea
occupied 0.004% of the entire image.

Each specular highlight was localized by specifying a bounding rectangular
area around each highlight and computing the centroid of the selection. The
weighting function for the centroid computation was chosen to be the squared
(normalized) pixel intensity.
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Table 1. Angular errors (degrees) in estimating the light direction for the images
shown in Fig. 5. On the left are the errors for a known focal length, and on the right
are the errors for an unknown focal length. A ’–’ indicates that the specular highlight
for that light was not visible on the cornea.

left eye right eye left eye right eye
image L1 L2 L1 L2 L1 L2 L1 L2

1 5.8 7.6 3.8 1.6 5.8 7.7 3.9 1.7
2 – 8.7 – 0.8 – 10.4 – 18.1
3 9.3 – 11.0 – 17.6 – 10.1 –
4 12.5 16.4 7.5 7.3 10.4 13.6 7.4 5.6
5 14.0 – 13.8 – 17.4 – 16.5 –

Fig. 6. The estimated light source direction for each person in Fig. 1 is depicted as
Gaussian blobs on a hemisphere, each centered about the estimated 3-D direction. Su-
perimposed on each hemisphere is an image of one of the eyes from which the estimates
were made. Note that the inconsistencies in the light source direction suggest that the
photograph is a composite of at least three photographs.

The location to the light source(s) was estimated for each pair of eyes assuming
a known and unknown focal length. The angular errors, Equation (17), for each
image are given in Table 1. Note that in some cases an estimate for one of the
light sources was not possible when the highlight was not visible on the cornea.
With a known focal length, the average angular error was 8.6◦, and with an
unknown focal length, the average angular error was 10.5◦.

There are several reasons for the increase in error over the synthetic images.
First, the average size of the cornea in our real images is much smaller than the
size of the cornea in the synthetic images, 256 pixels2 versus over 1000 pixels2.
Second, the limbus in an adult human eye is slightly elliptical, being 1 mm wider
than it is tall [3], while our model assumes a circular limbus.

Shown in Fig. 1 is a photograph of the host and judges of the television show
American Idol, and shown in Fig. 6 are the results of estimating the direction
to the light source for each person. These estimates are rendered as Gaussian
blobs (σ = 15◦) on a hemisphere. The final estimate is depicted as a sum of
Gaussians, one for each specular highlight. Note that the estimates in the two
right-most plots are visually consistent with one another, but are significantly
different from the two left-most estimates.
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Fig. 7. A composite where rock star Gene Simmons’ face has been inserted into a
family portrait

Shown in Fig. 7 is a composite where the father’s face has been replaced with
a different face. Two specular highlights are visible on each of the children’s
eyes. The light direction was estimated from each specularity and for each eye.
Across the children’s eyes, the average pair-wise difference in orientation for
the first specularity was 8.5◦ with a maximum difference of 11.6◦. The average
difference for the second specularity was 9.4◦ with a maximum difference of
13.9◦. By comparison, the average difference in orientation between the father’s
specularities to those of the children was 40.3◦. We did not estimate the light
direction for the woman because we have found that glasses distort the shape
and location of the specularity on the eye.

4 Discussion

When creating a composite of two or more people it is often difficult to match
the lighting conditions under which each person was originally photographed.
Specular highlights that appear on the eye are a powerful cue as to the shape,
color and location of the light source(s). Inconsistencies in these properties of the
light can be used as evidence of tampering. We have described how to measure
the 3-D direction to a light source from the position of the highlight on the eye.
While we have not specifically focused on it, the shape and color of a highlight
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are relatively easy to quantify and measure and should also prove helpful in
exposing digital forgeries.

Since specular highlights tend to be relatively small on the eye, it is possi-
ble to manipulate them to conceal traces of tampering. To do so, the shape,
color and location of the highlight would have to be constructed so as to be
globally consistent with the lighting in other parts of the image. Inconsisten-
cies in this lighting may be detectable using the technique described in [5]. Also
working in our favor is that even small artifacts on the eyes are visually salient.
Nevertheless, as with all forensic tools, it is still possible to circumvent this
technique.

We expect this technique, in conjunction with a growing body of forensic
tools, to be effective in exposing digital forgeries.
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Appendix A

In this appendix we describe the minimization of the error function:

E(α, H) =
m∑

i=1

min
X̂

∥∥∥xi − HX̂
∥∥∥

2
, (18)

which yields the perspective transform H and circle parameters α. For notational
convenience, we express this error function as E(u) where u = (α h ), and
where the vector h contains the nine elements of the 3 × 3 matrix H .

This error function is minimized in nested iterations as described in [1]. The
inner iteration computes the closest point X̂ on the model for each image point
xi, where the model is specified by the current state of u. The outer iteration
then updates the parameter vector u according to the results of the inner model
fitting. This process is repeated and terminates when the norm of the update to
u is below a specified threshold.

Closest point: For a given point xi in image coordinates, we seek the closest
point X̂ on the model. The point X̂ that satisfies this condition must, of course,
be on the model, f(X̂; α) = 0. Recall that f(·) is the equation of a circle, Equa-
tion (3). In order to contend with the scale ambiguity inherent to homogeneous
coordinates, this model takes on a slightly different form:

f(X; α) = (X1/X3 − C1)2 + (X2/X3 − C2)2 − r2 (19)

For X̂ to be the closest point, it must satisfy two additional criteria. First, the
vector between the image point xi and the model point HX̂ (expressed in image
coordinates) must be parallel to the gradient of the model in image coordinates,
H−T ∇f , yielding the following constraint:

zT ((xi − HX̂) × H−T ∇f) = 0, (20)

where zT = ( 0 0 1 ) restricts this constraint to the image plane. Second, the
model point HX̂ must lie in the image plane (recall that the homogeneous points
xi lie in the plane z = 1):

zT (xi − HX̂) = 0. (21)

These three constraints form a system of non-linear equations that can be solved
using the Gauss-Newton method, where the vector-valued function to be mini-
mized is:

g(u, xi, X) =

⎛

⎝
f(X, α)

zT ((xi − HX) × H−T ∇f)
zT (xi − HX)

⎞

⎠ . (22)

In practice, the image point xi is expressed in terms of world coordinates
xi = HXi. This error function is given by:

g(u, Xi, X) =

⎛

⎝
f(X, α)

zT (H(Xi − X) × H−T ∇f)
zT H(Xi − X)

⎞

⎠ . (23)
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This inner iteration is initialized with H equal to the identity matrix, and α,
the circle parameters, equal to a bounding circle fit to the image data.

Parameter update: Once the inner iteration completes and the closest points
X̂ have been computed for each image point xi, the parameter vector u can be
updated. The outer iteration uses a Levenberg-Marquardt minimization, which
requires the derivative of xi − HX with respect to u, evaluated at the closest
point X̂:

∂

∂u
(xi − HX)

∣∣∣∣
X=X̂

= −
(

∂H

∂u

)
[X]

∣∣∣∣
X=X̂

− H
∂X

∂u

∣∣∣∣
X=X̂

, (24)

where [X] is a block-diagonal matrix with X on the diagonal. The derivative
∂H/∂u is computed by simply differentiating the matrix H with respect to
each of its components hi. The derivative ∂X/∂u is computed by implicitly
differentiating g(·) with respect to u:

∂g

∂u
+

∂g

∂X

∂X

∂u
+

∂g

∂Xi

∂Xi

∂u
= 0, (25)

and solving for ∂X/∂u:

∂X

∂u
= −

(
∂g

∂X

)−1 (
∂g

∂u
+

∂g

∂Xi

∂Xi

∂u

)
. (26)

The individual derivatives in this expression are determined by straight-forward
differentiation of each function with respect to its unknowns. The derivatives for
all m image points, x1 to xm, are then stacked into a 3m× 12 Jacobian matrix,
where 12 corresponds to the total number of unknowns (9 elements of H and 3
circle parameters α). This Jacobian matrix is used by the Levenberg-Marquardt
minimization to compute the update to the parameter vector u.

Constraints: The minimization described above can be extended to handle two
circles by creating a block-diagonal Jacobian matrix from the Jacobian matrices
of the individual eyes. In addition, constraint equations can be added to the
error function E(u), Equation (18), to ensure that the transform H for both
eyes is the same and that the radii of the circles are equal to 5.8 mm. The error
function for both eyes with constraints is then given by:

Ê(u1, u2) = E(u1) + E(u2)
+ w

(
‖h1 − h2‖2 + (det(H1) − 1)2 + (det(H2) − 1)2

+ (r1 − 5.8)2 + (r2 − 5.8)2
)
, (27)

where w is a scalar weighting factor. The Jacobian of this system is:

J(u1, u2) =

⎛

⎝
J1(u1)

J2(u2)
Ĵ1(u1) Ĵ2(u2)

⎞

⎠ , (28)
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where J1 and J2 are the Jacobian matrices from the individual eyes, and Ĵ1
and Ĵ2 are the Jacobians of the constraint equations with respect to u1 and u2.
The transforms H1 and H2 are initially set to the identity matrix, and the circle
parameters were chosen to enclose the limbus of each eye.

Appendix B

In this appendix we describe how to decompose the projective transform H in
Equation (6) in the case when the focal length f is unknown.

The transform H has eight unknowns: the focal length f , the scale factor λ,
the three rotation angles θx, θy and θz for the rotation matrix R, and the three
coordinates of the translation vector t. By multiplying the matrices on the right-
hand side of Equation (6), H can be expressed in terms of these unknowns:

H = λ

⎛

⎝
fcycz fcysz ftx

f(sxsycz − cxsz) f(sxsysz + cxcz) fty
cxsycz + sxsz cxsysz − sxcz tz

⎞

⎠ , (29)

where cx = cos(θx), sx = sin(θx), etc, and where the rotation matrix follows the
“x-y-z” convention.

Consider the upper-left 2 × 2 sub-matrix of H rewritten in terms of the four
unknowns θx, θy, θz , and f̂ = λf . These unknowns are estimated by minimizing
the following error function using non-linear least-squares:

E(θx, θy, θz, f̂) = (f̂ cycz − h1)2 + (f̂ cysz − h2)2 + (f̂(sxsycz − cxsz) − h4)2

+ (f̂(sxsysz + cxcz) − h5)2, (30)

where hi corresponds to the ith entry of H . A Gauss-Newton iterative approach is
employed to minimize E(·). In practice, we have found that θz = tan−1(h2/h1),
f = 1 and random values for θx and θy provide good starting conditions for this
minimization. These estimated parameters then yield two possible estimates of
the focal length:

f1 =
f̂(cxsycz + sxsz)

h7
and f2 =

f̂(cxsysz − sxcz)
h8

. (31)

These two estimates are combined using the following weighted average:

f =
h2

7f1 + h2
8f2

h2
7 + h2

8
. (32)

Note that the focal length f is undefined for h7 = h8 = 0. In addition, this
estimation is vulnerable to numeric instabilities for values of h7 and h8 near
zero. As such, the weighting was chosen to favor larger values of h7 and h8.
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Abstract. This paper introduces novel hiding techniques to counter the
detection of image manipulations through forensic analyses. The pre-
sented techniques allow to resize and rotate (parts of) bitmap images
without leaving a periodic pattern in the local linear predictor coeffi-
cients, which has been exploited by prior art to detect traces of manip-
ulation. A quantitative evaluation on a batch of test images proves the
proposed method’s efficacy, while controlling for key parameters and for
the retained image quality compared to conventional linear interpolation.

1 Introduction

Within just one decade, digital signal processing has become the dominant tech-
nology for creating, processing and storing the world’s pictorial memory. While
this new technology clearly has many advantages, critics have expressed concern
that it has never been so easy to manipulate images, often in such a perfection
that the forgery is visually indistinguishable from authentic photographs. Hence,
digitalisation reduces the trustworthiness of pictures in particularly those situ-
ations where society is used to base important decisions on them: in the court-
room (photographs as pieces of evidence), in science (published photographs as
empirical proofs), and at the ballot box (press photographs).

As a result, research on digital image forensics and tamper detection has
gained ground. These techniques can be broadly divided into two branches. One
direction tracks particularities of the image acquisition process and reports con-
spicuous deviations as indications for possible manipulation. Typical represen-
tatives of this category include [1,2,3,4,5]. The other approach tries to identify
traces from specific image processing functions [6,7,8,9]. Although forensic tool-
boxes are already quite good at unveiling naive manipulations, they still solve
the problem only at its surface. The key question remains open: How reliable
are these forensic techniques against a farsighted counterfeiter who is aware of
their existence?

To the best of our knowledge, this paper is the first to focus on hiding tech-
niques that help the counterfeiter to defeat forensic tools. We believe that re-
search on “attacks” against forensic techniques is important to evaluate and
ultimately improve detectors, as is steganography for steganalysis and vice versa.

Continuing the analogy with steganalysis, one can distinguish targeted and
universal attacks. A targeted attack is a method that avoids traces detectable
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with one particular forensic technique, which the developer of the attack usu-
ally knows. Conversely, universal attacks try to maintain or correct (i.e. make
plausible) as many statistical properties of the image to conceal manipulations
even when presented to unknown forensic tools. In this sense, a low quality
JPEG compression of doctored images can be interpreted as universal attack.
While compression often is both plausible and effective—the dominant artefacts
from quantisation in the frequency domain are likely to override subtle statis-
tical traces of manipulation—it goes along with a loss in image quality. This
highlights the fact that the design space for some attacks against forensic tech-
niques is subject to a trade-off between security (i.e. undetectability) and quality
(transparency). This is another parallel to steganography and watermarking.

Tamper hiding techniques can also be classified by their position in the process
chain. We call a method integrated if it replaces or interacts with the im-
age manipulation operation (e.g. an undetectable copy-move tool as plug-in to
image processing software) as opposed to post-processing, which refers to al-
gorithms that try to cover all traces after a manipulation with conventional
methods.

In this paper we present targeted attacks against a specific technique to de-
tect traces of resampling in uncompressed images proposed by Popescu and
Farid [7]. Section 2 recalls the details of this detection method before our coun-
termeasures are discussed in Section 3, together with experimental results. To
generalise from single examples and provide a more valid assessment of the pro-
posed methods’ performance, a quantitative evaluation on a larger set of test
images has been conducted. Its setup and results are given in Section 4. Fi-
nally, Section 5 addresses implications for future research on both forensics and
counter-forensics.

2 Detecting Traces of Resampling

Most attempts of image forgery rely on scaling and rotation operations, which
involve a resampling process. As a result, scholars in image forensics have de-
veloped methods to detect traces of resampling in bitmap images. This section
reviews the state-of-the-art method proposed by Popescu and Farid [7].

Interpolation algorithms are key to smooth and visually appealing image
transformation, however a virtually unavoidable side effect of interpolation is
that it introduces linear dependencies between groups of adjacent pixels [10].
The idea of Popescu and Farid’s detection method is in identifying these arte-
facts. They presume that the intensity of each pixel yi,j can be approximated as
the weighted sum of pixels in its close neighbourhood (window of size N × N ,
with N = 2K + 1 and K integer) and an independent residual ε.

yi,j = f(α, y) + εi,j =
∑

(k,l)∈{−K,...,K}2

αk,l · yi+k,j+l + εi,j (1)
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They further demonstrate that after interpolation, the degree of dependence
from its neighbours differs between pixels. These differences turn out to appear
systematically and in a periodic pattern.

The pattern is referred to as p-map and can be obtained from a given image
as follows: Using a simplified model, pixels y, yi,j ∈ [0, 255], are assigned to
one of two classes M1 and M2. Set M1 contains those pixels with high linear
dependence whereas set M2 comprises all pixels without it. The expectation
maximisation (EM) algorithm [11], an iterative two-stage procedure, allows to
estimate simultaneously both, the set a specific pixel most likely belongs to, and
the unknown weights α. First, the E-step uses the Bayes theorem to calculate
the probability for each pixel belonging to set M1.

pi,j = Prob(yi,j ∈ M1|yi,j) =
Prob(yi,j |yi,j ∈ M1) · Prob(yi,j ∈ M1)∑2

k=1 Prob(yi,j |yi,j ∈ Mk) · Prob(yi,j ∈ Mk)
(2)

Evaluating this expression requires

1. a conditional distribution assumption for y: y ∼ N (f(α, y), σM1) for yi,j ∈
M1 and y ∼ U(0, 255) for yi,j ∈ M2,

2. knowledge of weights α (initialised with 1/(N2 − 1) in the first round),
3. knowledge of σM1 (initialised with the signal’s empirical standard deviation),
4. another assumption saying Prob(yi,j ∈ M1) = Prob(yi,j ∈ M2).

In the M-step, vector α is updated using a weighted least squares estimator:

α = (Y ′WY )−1Y ′W · y (3)

Matrix Y has dimension |y|×(N2−1) and contains the non-center elements of all
windows as stacked row vectors. Matrix W holds the corresponding conditional
probabilities pi,j of (2) as weights on its diagonal, hence p = diag(W ). Given
new estimates for p and α, σM1 can be computed as weighted standard deviation
from the residuals ε. E-step and M-step are iterated until convergence.

Previous resampling operations leave periodical pattern in the so-obtained
p-maps. This pattern becomes most evident after a transformation into the fre-
quency domain, using a Discrete Fourier Transformation (DFT), where it causes
distinct peaks that are typical for the specific resampling parameters. To en-
hance the visibility of the characteristic peaks, Popescu and Farid propose to
apply a contrast function C [7]. The contrast function is composed of a radial
weighting window, which attenuates very low frequencies, and a gamma correc-
tion step. The absolute values of the resulting complex plane can be visualised
and presented to a human forensic investigator.

Figure 1 illustrates the detection process by comparing an original greyscale
image to a processed version that has been scaled up1 with linear interpolation
to 105% of the original (left column). The resulting p-maps are displayed in the
centre. As expected, the rather chaotic p-map of the original image shows a very
1 We show upscaling because it is particularly likely to leave detectable traces in the

redundancy of newly inserted pixels. So it forms a critical test for our methods.
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Fig. 1. Results of resampling detection for original image (top row) and 5% upsampling
(bottom row). Complete p-maps are displayed in the centre column; frames mark the
parts depicted on the left. Periodic resampling artefacts lead to characteristic peaks in
the corresponding spectrum (rightmost pictures).

clear periodic structure after transformation, which also explains the different
appearance of the spectrum (right column). To enhance the quality in print,
each spectrum graph in this paper is normalized to span the full intensity range.
We further apply a maximum filter to improve the visibility of the peaks.

In general, this detection method is known as an effective and powerful tool.
Robustness against several image manipulation operations (except lossy com-
pression) has already been proven in the original publication and could be con-
firmed by us, also with respect to non-linear interpolation methods, such as
B-splines.

3 Countermeasures Against Resampling Detection

In the hand of forensic investigators, this powerful detection method might raise
the temptation to use its results as proof of evidence in legal, social and sci-
entific contexts. However, one must bear in mind that forensic methods merely
provide indications and are by orders of magnitude less dependable than other
techniques, such as decent cryptographic authentication schemes. In contrast to
cryptography, multimedia forensics remains an inexact science without rigourous
security proofs. To draw attention to this problem, we will present three meth-
ods to perform image transformations that are almost undetectable by the above
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described method. In this sense, these techniques can be considered as attacks
against the detection algorithm.

3.1 Attacks Based on Non-linear Filters

The detection method is based on the assumption of systematic linear depen-
dencies between pixels in close neighbourhood (see Eq. (1)). Hence, all kinds
of non-linear filters, applied as post-processing step, are candidates for possible
attacks. The median filter, a frequently used primitive in image processing [12],
replaces each pixel with the median of all pixels in a surrounding window of de-
fined shape and size. This acts as a low-pass filter, however with floating cutoff
frequency.

Fig. 2. Results after upsampling by 5% and post-processing with a 5×5 median filter:
characteristic peaks in the spectrum vanish, however the image appears excessively
blurred

Figure 2 shows the results of the detection algorithm applied on a transformed
image that has been post-processed with a 5×5 square median filter. This attack
is successful as the characteristic peaks in the spectrum have disappeared. Note
that the amplitudes corresponding to the brightest spots in the rightmost graph
are by magnitudes smaller than the peaks in Fig. 1. However, a simple median
filter negatively affects the quality of the post-processed image, which is reflected
in noticeable blurring. Therefore, despite effective, naive non-linear filters are
suboptimal for mounting relevant attacks in practice.

3.2 Attacks Based on Geometric Distortion

Inspired by the effectiveness of geometric attacks against watermarking schemes
[13], we have explored geometric distortion as building blocks for attacks against
tamper detection. We expect it to be effective in our application as well because
the detection method exploits the periodic structure in mapping discrete lat-
tice position from source to destination image, where the relative position of
source and target pixels is repeated over the entire plane. This systematic sim-
ilarity allows to separate it statistically from residual image content. To break
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Fig. 3. Block diagram of geometric distortion with edge modulation

the similarity, each individual pixel’s target position is computed from the trans-
formation relation with a random disturbance vector e superimposed.

[
i
j

]
= A ·

[
ix
jx

]
+

[
e1,i,j

e2,i,j

]
where e ∼ N (0, σ) i. i. d. (4)

A is the transformation matrix and indices ix, jx refer to source positions as op-
posed to i, j which index the resampled image. Parameter σ controls the degree
of distortion. However, naive geometric distortion may cause visible artefacts,
such as jitter, which is perceived most visually disturbing at straight lines and
edges. To evade such quality loss, we modulate the strength of distortion adap-
tively from the local image content. The modulation is controlled by two edge
detectors, one for horizontal and one for vertical disturbance, as follows:

[
i
j

]
= A ·

[
ix
jx

]
+

[
e1,i,j · (1 − 1/255 · sobelH(y, iy, jy))
e2,i,j · (1 − 1/255 · sobelV(y, iy, jy))

]
. (5)

Functions sobelH and sobelV return the value of a linear Sobel filter for hori-
zontal and vertical edge detection, respectively [12]. This construction applies
fewer distortion to areas with sharp edges, where the visible impact would be
most harmful otherwise. The Sobel filter coefficients are defined as

H =

⎡

⎣
1 2 1
0 0 0

−1 −2 −1

⎤

⎦ and V =

⎡

⎣
−1 0 1
−2 0 2
−1 0 1

⎤

⎦ .

Our implementation ensures that the range is truncated to the interval [0, 255].
Note that the filter is applied to a transformed image without any distortion
y. As a consequence, this attack requires the image to be transformed twice, as
depicted in the block diagram of Fig. 3.

The results demonstrate that geometric distortion is capable to eliminate the
characteristic traces from the p-map spectrum (Fig. 4). In line with our expec-
tations, the edge modulation mitigates the loss in image quality considerably.

3.3 A Dual Path Approach to Undetectable Resampling

While geometric distortion with edge modulation generates already good results,
we found from a comprehensive evaluation of many different transformation pa-
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Fig. 4. Results after upsampling by 5 % with geometric distortion of strength σ = 0.4.
Comparison between naive distortion (top) and edge modulation using horizontal and
vertical Sobel filters (bottom).

median
filter

+

resampling
median
filter

Sobel edge
detector

resampling with
geometric distortion

+

x

−

y

vertical
control

horizontal
control

ỹ

Fig. 5. Block diagram of dual path approach: combination of median filter for low
frequency image component and geometric distortion with edge modulation for the
high frequency component

rameters that the undetectability can be improved further by applying different
operations to the high and low frequency components of the image signal. Such
approaches have already been applied successfully in noise reduction [14] and
watermarking attacks [15]. Figure 5 illustrates the proposed process. The two
frequency components are separated with a median filter. First, the low fre-
quency component of the output image is obtained by applying a median filter
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Fig. 6. Dual path method: 5% upsampling, 7 × 7 median filter for low frequency
component combined with geometric distortion (σ = 0.3) and edge modulation

directly to the resampled source image (see Sect. 3.1). Second, a high frequency
component is extracted from the source image x by subtracting the result of a
median filter (other low-pass filters are conceivable as well). This component is
resampled with geometric distortion and edge modulation (see Sect. 3.2), where
the edge information is obtained from the resampled image y prior to the me-
dian filter. The final image ỹ is computed by summing up both components.
This attack has two parameters, the size of the median filter and the standard
deviation of the geometric distortion σ.

Figure 6 finally reports the results of the dual path approach. It becomes
evident that the obtained p-map is most similar to the p-map of the original (see
Fig. 1 above). Further, no suspicious peaks appear in its spectrum. The image
quality is preserved and shows no visible artefacts.

4 Quantitative Evaluation

For a quantitative evaluation of our attacks against resampling detection, we
built a database of 168 never-compressed 8 bit greyscale images, each of dimen-
sion 426×426 pixels. All images were derived from a smaller set of 14 photographs
taken with a Nikon Coolpix 4300 digital camera at full resolution (2272× 1704).
Therefore we first cut every photograph into twelve 852 × 852 parts with max-
imum 50% overlap. Then each part was downsampled by factor two to avoid
possible interference from periodic patterns that might stem from a colour filter
array (CFA) interpolation inside the camera [2].

As described in Sect. 2, the resampling detector relies on finding periodic
dependencies between pixels in a close neighbourhood. To identify forgeries au-
tomatically, Popescu and Farid propose to measure the similarity between the
p-map of a given image and a set of synthetically generated periodic patterns
[7]. The synthetic map s(A) for transformation A is generated by computing the
distance between each point in the resampled lattice and the closest point in the
original lattice,
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Fig. 7. Results of resampling detection after upsampling (left) and downsampling
(right) by varying amounts. Each data point corresponds to the resampling of 40 im-
ages.

s
(A)
i,j =

∥∥∥∥A ·
[
i
j

]
−

⌊
A ·

[
i
j

]
+

[
1/2
1/2

]⌋∥∥∥∥ . (6)

In the absence of prior information about the actual transformations parameters
A, an automatic detector conducts an exhaustive search in a set A of candidate
transformation matrices Aq. In all our experiments, A contains 256 synthetic
maps for upsampling in the range of 1 % to 100% as well as 128 synthetic
maps for downsampling in the range of 1 % to 50% using equidistant steps of
0.4 percentage points. The maximum pairwise similarity between an empirical
p-map and all elements of A is taken as a decision criterion d.

d = max
A∈A

∑

i,j

∣∣∣C(DFT(p))
∣∣∣ ·

∣∣∣DFT
(
s(A)

)∣∣∣ (7)

Function C is the contrast function (see above) and DFT applies a 2D discrete
Fourier transformation. If d exceeds a specific threshold dT then the corresponding
image is flagged as resampled. We have determined dT empirically for a defined
false acceptance rate (FAR) by applying the detector to all 168 original images in
the database. Our performance measures are detection rates, i.e. the fraction of
correctly detected manipulations, for FAR < 1% and FAR < 50%, respectively.

Figure 7 reports the baseline detection results for upsampling and down-
sampling using plain linear interpolation. Each data point is computed as average
from 40 resampled images.2 We find perfect detection for upsampling and very
high detection accuracy for downsampling. This confirms the general effective-
ness of the detection method in the range of tested transformation parameters.
Thus, Figure 7 may serve as reference for the evaluation of our attacks with
respect to their capability to hide such image transformations.

2 The detector parameters were set to N = 2 and ‖αn−αn−1‖ < 0.001 as convergence
criterion for the EM algorithm. The modest amount of images is due to the com-
putational complexity of about 50 seconds computation time for one single p-map
using a C implementation on a 1.5 Ghz G4 processor.
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Fig. 8. Evaluation of median filter at different window sizes. Detection rates (left)
and average image quality (right). Larger window sizes reduce both detection rates
and image quality.
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Fig. 9. Evaluation of geometric distortion (σ = 0.4) with and without edge modula-
tion. Detection rates (left) and image quality (right). Edge modulation yields substan-
tially better quality and slightly superior detection results.

Any attempt to conceal resampling operations should not only be judged by
the achieved level of undetectability but also by the amount of image degrada-
tion. For our quantitative evaluation we resort to common image quality metrics
Q to assess the visual impact of our proposed attacks.

Q = 20 log
255

‖(y − ỹ) · v‖ (8)

We report the metrics PSNR, where v = 1, as well as a variant adjusted for
human visual perception wPSNR (‘w’ for weighted). It has been argued that
the latter metric is a more valid indicator for the evaluation of watermarking
attacks [16]. Weights v are computed from a noise visibility function (NVF),
which emphasises image regions with high local variance and attenuates flat
regions and soft gradients. Among the two NVFs proposed in [17] we have chosen
the one based on a stationary Generalised Gaussian image model. Both metrics
are measured in dB. Higher values indicate superior image quality.
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Fig. 10. Evaluation of dual path approach for upsampling (left column) and downsam-
pling (right column). Detection rates for σ = 0.3 (top row) and σ = 0.4 (centre row);
average image quality for σ = 0.4 (bottom row). Breakdown by window size of the
median filter (5 × 5 vs 7 × 7) and false acceptance rates (FAR: 1% vs 50 %). Stronger
distortion in the high frequency component decreases detectability. Smaller windows
sizes in the low frequency component retain better image quality.

Figure 8 reports detection rates (left) and average image quality (right) for
upsampled images, post-processed with median filters of sizes 3 × 3 and 5× 5,
respectively. As larger window sizes introduce a higher degree of non-linearity,
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the 5 × 5 median filter yields noticeable less detectable results than the smaller
3 × 3 filter. However, this comes at a cost of substantial losses in visual image
quality, which can be expressed both in terms of PSNR and wPSNR.

Note that the success of this attack depends on the upsampling ratio in a non-
linear manner. The results for downsampling are omitted for the sake of brevity.

Since, at practical window sizes, median-filtered images suffer from extensive
blurring, we have further investigated the effect of geometric distortion in
the resampling process. Figure 9 shows the results for upsampling by varying
amounts with distortion of strength σ = 0.4. As can be seen from the graphs,
using edge modulation is a reasonable extension to the general approach. While
detection rates remain stable on a relatively low level for all tested transfor-
mation parameters both with and without edge modulation, the latter yields a
considerable improvement in image quality between 2–6 dB on average.

Finally, Figure 10 presents the results for the dual path approach. Since
we consider this method as benchmark for future research, graphs for both up-
sampling (left column) and downsampling (right column) are displayed. The top
four charts show detection rates for distortion strengths σ = 0.3 and σ = 0.4,
respectively. Average image quality for σ = 0.4 is reported in the bottom row.
The frequency components have been separated with 5 × 5 and 7 × 7 median
filters. While a higher degree of geometric distortion generally reduces detection
rates, we found that the choice of σ is more important for upsampling than for
downsampling. Note that both 5×5 and 7×7 median filter lead to similar detec-
tion rates, however the former might be preferred with regard to image quality
metrics. A direct comparison of the dual path approach with geometric distor-
tion as described in Sect. 3.2 (Fig. 9) reveals a clear advantage of the dual path
approach. For σ = 0.4, the latter achieves considerably better undetectability
whereas image quality metrics indicate only marginal losses.

The very low detection rates of the dual path approach for σ = 0.4 demon-
strate how successfully resampling operations can be concealed with the pro-
posed method. At a practically relevant false acceptance rate < 1 %, only about
10% of all image transformations were correctly identified as resampled (5 × 5
median filter, σ = 0.4). To allow for a better comparability with future research,
detailed numeric results including summary statistics for the decision criterion
d are given in Table 2 in the appendix. We further found that the few success-
ful detections were concentrated within just a couple of original images, which
suggests that image-specific factors may determine the efficacy of our attack.

Note that we have also tested the robustness of our results for detectors with
smaller (N = 1) and larger (N = 3) neighbourhoods. As the corresponding dual
path detection rates do not differ substantially from the reported figures, we con-
clude that our results are fairly robust and refrain from reporting them separately.

5 Concluding Remarks

This paper has taken a critical view on the reliability of forensic techniques as
tools to generate evidence of authenticity for digital images. In particular, we
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have presented and evaluated three approaches to defeat a specific method of
resampling detection, which has been developed to unveil scaling and rotation
operations of digital images or parts thereof. These attacks have turned out to be
the most effective ones in a broader research effort, which also led to a number
of dead ends. Table 1 in the appendix briefly documents our less successful
attempts as guidelines for future research in the area. Among the successful
methods, the dual path approach, which applies geometric distortion with edge
modulation to the high frequency component of an image signal and a median
filter to the (low frequency) residual, achieved the best performance and should
be regarded as benchmark for other specific tamper hiding techniques. At the
same time, we would like to point out that the resampling detector of Popescu
and Farid [7], against which our work in this paper is targeted, is certainly not a
weak or unreliable tool when applied to plain interpolation. On the contrary, we
have selected this particular detector with the aim to build an example attack
against a powerful and challenging method. And we believe that many other
published techniques would be vulnerable to targeted attacks of comparable
sophistication.

Apart from the detailed results presented in the previous section, there are at
least two more general conclusions worth mentioning. First, attacks which are
integrated in the manipulation operation appear to be more effective than others
that work at a post-processing step. This is plausible, since information about
the concrete transformation parameters is not available at the post-processing
stage and therefore much stronger interference with the image structure is nec-
essary to cover up statistical artefacts of all possible transformations in general.
Second, a closer look at all quantitative results suggests that it is easier to con-
ceal downscaling than upscaling. This is plausible as well, since downscaling
causes information loss, whereas it is more difficult to impute new pixels with
idiosyncratic information. This implies that larger window sizes (for the median
filter approach) and stronger geometric distortion are necessary for upscaling to
achieve similar levels of (un)detectability as for downscaling.

As to the limitations, we consider this work as a first and modest attempt in
an interesting sub-field. It is obvious that our results hold only for the specific
detection method and we cannot rule out that image manipulations conducted
with our proposed methods are detectable with a) other existing forensic tech-
niques or b) new targeted detection methods that are build with the intention
to discover our attacks. While this might trigger an new cat-and-mouse race
between forensic and counter-forensic techniques, we believe that such creative
competition is fruitful and contributes to a more holistic picture on the possi-
bilities and limitations of image forensics, an area where much prior research
has been done against the backdrop of a fairly naive ‘adversary model’—a term
borrowed from cryptography, where dealing with strong adversaries has a longer
tradition [18]. On a more abstract level, one may ask the question whether it
is possible at all to construct provable secure techniques under gentle assump-
tions. We conjecture that an ultimate response is far distant and it is probably
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linked to related questions, such as the search for provable secure high capacity
steganography (with realistic cover assumptions), and to the development of bet-
ter stochastic image models. In the meantime, more specific research questions
are abundant.
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Appendix

Table 1. Summary of alternative attack methods investigated in the literature and in
the course of this research

Method Typea) Successb) Image qualityc)

Existing literature [7]
Additive noise P − −
Gamma correction P − −
JPEG compression P + +
JPEG2000 compression P ◦ +

Our research
Mean filter P − −
Binomial filter P − −
Multistage median filter P − ◦
Incremental resampling 1 P − −
Incremental resampling 2 I + −
Locally correlated geometric distortion I − +
Dual path with extremum filter (HF) P − ◦

a)I integrated, P post-processing
b)+ manipulation undetectable, − manipulation detectable, ◦ parameter dependent
c)+ good quality (only plausible artefacts), − visible distortion, ◦ parameter dependent
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Table 2. Detailed results for dual path approach (σ = 0.4, window size 5 × 5)

d detection rate [%] average image quality a)

median IQR b) FAR FAR wPSNR PSNR
< 1 % < 50 % [dB] [dB]

Originals (168 images)

20.32 37.20 – – – –

Upsampling (40 images each)

5 % 29.74 91.97 10.0 60.0 51.89 (1.65) 43.03 (4.71)
10 % 32.60 101.54 10.0 57.5 51.51 (1.76) 42.86 (4.77)
20 % 39.88 82.96 10.0 72.5 50.60 (1.93) 42.24 (4.94)
30 % 32.04 58.53 12.5 67.5 49.61 (2.10) 41.68 (5.03)
40 % 32.80 40.14 12.5 72.5 48.73 (2.23) 41.07 (5.14)
50 % 29.35 84.09 10.0 67.5 47.82 (2.39) 40.60 (5.26)
60 % 28.26 65.28 7.5 60.0 47.00 (2.65) 40.22 (5.50)
70 % 27.20 62.12 5.0 55.0 46.21 (2.82) 39.88 (5.51)
80 % 27.10 56.06 7.5 57.5 45.50 (3.00) 39.80 (5.51)
90 % 29.06 46.01 7.5 60.0 44.88 (3.40) 39.79 (5.77)

average detection rate a) 9.3 (2.4) 63.0 (6.4)

Downsampling (40 images each)

5 % 23.80 106.98 10.0 57.5 52.54 (1.62) 42.72 (4.69)
10 % 23.89 100.14 12.5 52.5 52.72 (1.66) 42.13 (4.79)
15 % 24.44 84.18 12.5 55.0 52.78 (1.63) 41.29 (4.85)
20 % 25.57 78.95 10.0 52.5 52.67 (1.74) 40.19 (4.94)
25 % 39.67 84.89 10.0 55.0 52.37 (1.87) 39.06 (4.98)
30 % 39.85 96.21 10.0 65.0 51.97 (2.06) 37.79 (5.04)
35 % 48.54 85.13 12.5 65.0 51.57 (2.07) 36.46 (5.03)

average detection rate a) 11.1 (1.3) 57.5 (5.4)
a)standard deviation in brackets b)inter-quartile range (measure of dispersion)
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Abstract. In this paper, we describe a new forensic tool for revealing digitally 
altered images by detecting the presence of photo-response non-uniformity 
noise (PRNU) in small regions. This method assumes that either the camera that 
took the image is available to the analyst or at least some other non-tampered 
images taken by the camera are available. Forgery detection using the PRNU 
involves two steps – estimation of the PRNU from non-tampered images and its 
detection in individual image regions. From a simplified model of the sensor 
output, we design optimal PRNU estimators and detectors. Binary hypothesis 
testing is used to determine which regions are forged. The method is tested on 
forged images coming from a variety of digital cameras and with different 
JPEG quality factors. The approximate probability of falsely identifying a 
forged region in a non-forged image is estimated by running the algorithm on a 
large number of non-forged images. 

1   Introduction 

The practice of forging photographs is probably as old as the art of photography itself. 
Digital photography and powerful image editing software make it very easy today to 
create believable forgeries of digital pictures even for a non-specialist. Verifying the 
content of digital images or identifying forged regions can be very crucial when digi-
tal pictures or video are presented as evidence in the court of law, for example, in 
child pornography and movie piracy cases (http://www.mpaa.org/piracy.asp) and even 
in cases involving scientific fraud [1,2]. 

Recently, several different methods for detecting digital forgeries were proposed 
[3–11]. For each of these methods, there are circumstances when they will fail to 
detect a forgery. For example, the copy-move detection method [9,10] is limited to 
one particular case of forgeries, when a certain part of the image was copied and 
pasted somewhere else in the same image (e.g., to cover an object). Methods based on 
detecting traces of resampling [6] or color filter array (CFA) interpolation artifacts [7] 
may produce less reliable results for processed images stored in the JPEG format. The 
method based on detection of inconsistencies in lighting [8] assumes nearly Lamber-
tian surfaces for both the forged and original areas and might not work accurately 
when the object does not have a compatible surface, when pictures of both the  
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original and forged objects were taken under approximately similar lighting condi-
tions, or during a cloudy day when no directional light source was present. 

Detection of digital forgeries is a complex problem with no universally applicable 
solution. What is needed is a set of different tools that can be all applied to the image 
at hand. The decision about the content authenticity is then reached by interpreting the 
results obtained from different approaches. This accumulative evidence may provide a 
convincing enough argument that each individual method cannot. 

In this paper, we describe another digital forensic tool by extending previous work 
on detection of forgeries [12] and employ the methodology recently proposed for 
camera identification [13]. The method localizes tampered image regions using the 
sensor pattern noise that each camera involuntarily inserts into each image as an au-
thentication watermark. This approach is applicable whenever we are in a situation 
when the forged image is claimed to have been taken by a camera that we have in 
possession or, at least, we have other non-forged images taken by the camera. Be-
cause the pattern noise appears to be a unique stochastic fingerprint of digital imaging 
sensors [13], forged regions could be identified by verifying the consistency of their 
noise residual with the corresponding part of the pattern noise. 

In the next section, we describe the sensor output model from which we derive in 
Section 3 and 4 an estimator and detector of the photo-response non-uniformity 
(PRNU). The pdf of the test statistics is obtained through a correlation predictor dis-
cussed in Section 5. The complete algorithm for forgery detection based on Neyman-
Pearson hypothesis testing is detailed in Section 6. Experimental results are included 
in Section 7, while the last section contains a summary and discussion of limitations. 

We use boldface font for vectors or matrices with X[i] denoting the i-th component 
of X.  Unless mentioned otherwise, all operations among vectors or matrices, such as 
product, ratio, or raising to a power, are element-wise. The norm of X is denoted as 

||X|| = X X with 
1

[ ] [ ]
n

i
i i

=
=∑X Y X Y  being the dot product of two vectors. 

Denoting the sample means with a bar, the normalized correlation is 
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2   Sensor Output Model 

Each digital camera contains a sensor that digitizes the image created by the optics by 
converting photons hitting each pixel to electrical signal. The signal then goes through 
a complex chain of processing that includes signal quantization, white balance, demo-
saicking, if the sensor is equipped with a CFA, color correction, gamma correction, 
filtering, and, optionally, JPEG compression. The processing details may vary greatly 
between cameras and are not always easily available. 

In this section, we present a simplified model of in-camera processing [14] that in-
cludes the steps that are most relevant to our approach to forgery detection. We de-
note by I[i] the signal in one color channel at pixel i, i = 1, …, n, generated by the 
sensor before demosaicking is applied and by Y[i] the incident light intensity at pixel 
 



344 M. Chen et al. 

i. Here, we assume that the pixels are indexed, for example, in a row-wise manner and 
n = n1n2, where n1×n2 are image dimensions. Dropping the pixel indices for better 
readability, we use the following model of the sensor output 

[ ]( ) n qg
γγ= ⋅ + + +I 1 K Y Θ Θ ,                                          (1) 

where g is the color channel gain, γ is the gamma correction factor (typically, γ ≈ 
1/2.2), K is a zero-mean multiplicative factor responsible for PRNU (the sensor fin-
gerprint [13]), qΘ  is the quantization noise and nΘ  is a combination of various noise 

sources, such as dark current, shot noise, read-out noise, etc. [15,16]. The gain factor 
g adjusts the pixel intensity level according to the sensitivity of the pixel in the red, 
green, and blue spectral bands to obtain the correct white balance. We remind that all 
operations in (1) are element-wise. 

We linearize (1) by factoring out the dominant term Y and leaving the first two 
terms in the Taylor expansion of (1 + x)γ = 1 + γ x + O(x2) 

                      (0) (0)γ= + +I I I K Θ ,          (2) 

where we denoted (0) (g γ=I Y)  the sensor output in the absence of noise; Θ  is a 

complex of independent random noise components. 

3   PRNU Estimation 

In this section, we describe the first step in our approach to forgery detection, which is 
the estimation of the PRNU K from a set of N images taken by the camera. 

We first perform host signal rejection to improve the SNR between the signal of in-
terest and observed data. The influence of the noiseless image I(0) is suppressed by 

subtracting from both sides of (2) an estimate (0)ˆ ( )F=I I  of (0)I  obtained using a 

denoising filter1 F 

 
(0) (0) (0) (0)ˆ ˆ ( )  .γ γ γ= − = + − − + = +W I I IK I I + I I K Θ IK Ξ    (3) 

The noise term Ξ  contains Θ  and additional distortion introduced by the denoising 
filter. 

Let I1, …, IN be N non-tampered images obtained by the camera. Assuming that the 
images are relatively smooth and non-saturated, the model (3) is approximately accu-
rate. From (3), we have for each k∈{1, …, N} 

(0) (0)ˆ ˆ,    ,  ( )k k
k k k k k

k k

F
γ γ

= + = − =W Ξ
K W I I I I

I I
.     (4) 

Under the assumption that for each pixel i the sequence 1[ ], , [ ]Ni iΞ Ξ…  is WGN 

(white Gaussian noise), the maximum likelihood estimate of K  is (for detailed deri-
vation and further discussion, see [13]) 

                                                           
1 We use a wavelet based denoising filter [17] that removes from images additive Gaussian 

noise with variance 2
Fσ  (e.g., 2

Fσ = 3 for images with 256 levels of gray). 
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∑

W I
K

I
,          (5)  

which we calculate up to the multiplicative constant γ. 

4   Detection of PRNU in Blocks 

Having estimated the PRNU K, we identify tampered regions in an image by detect-
ing the absence of PRNU in small blocks. Our basic assumption is that regions that 
have been tampered will not contain the PRNU from the camera. This is certainly true 
if the region has been copied from another image from a different camera. It is also 
true if the region is coming from an image obtained using the same camera as long as 
its spatial alignment in the image is different than in the forged image. We note that 
local “tampering” consisting of local image enhancement, such as contrast/brightness 
adjustment, sharpening, softening, or recoloring does not remove the PRNU and thus 
will not be detected by this forgery detection method. 

If the forged image was modified using some known geometrical transforma-
tion, such as resizing or cropping, the PRNU must be pre-processed in the same 
manner before applying our forgery detection algorithm. If the geometrical opera-
tion is not known, the forgery detection algorithm might still apply after the geo-
metrical transformation is identified. For this purpose, we might use the PRNU 
itself as a registration pattern or apply other forensic techniques, such as detection 
of resampling [6]. 

The forgery detection algorithm follows a similar structure as the method reported 
in [12]. In this paper, however, we use a more sophisticated algorithm that produces 
more reliable results. The presence of PRNU in block B is detected using binary hy-
pothesis testing 

 H0: [ ] [ ]i i=W Ξ            

  

H1: ˆ[ ] [ ] [ ] [ ],    i i i i iτ= + ∈W I K Ξ B       (6) 

where B is the index set characterizing the block. In (6), we assume that within the 
tested block Ξ  is WGN with unknown mean and variance and τ is an unknown at-
tenuation factor due to further processing that the image of interest might have been 
subjected to, such as kernel filtering, enhancement, or lossy compression. 

The optimal detector for (6) is the normalized correlation (see, for example, [18]).  

( )ˆ ,corrρ = IK W .         (7) 

where all signals in (7) are constrained to the block B. 
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We can easily obtain the distribution of the test statistics ρ under hypothesis H0 

simply by correlating the known signal ˆ[ ] [ ]i iI K , i∈B, with noise residuals from other 

cameras. The distribution of ρ under H1 is much harder to obtain. In spatially uniform 
and relatively smooth blocks, the statistical model in (6) is relatively accurate. How-
ever, in highly textured blocks, Ξ  is not stationary or independent and the attenuation 
factor is not constant either because in such blocks the denoising filter is less success-
ful in separating the image content and the noise (see (3)). To estimate the distribution 
of ρ under H1 for a specific block, we construct a predictor of the test statistics as a 
function of selected factors that have a major influence on it. This predictor is ob-
tained from blocks coming from a few non-tampered images from the same camera. 
In essence, the predictor tells us what the value of ρ and its distribution should be if 
the block was not tampered. We describe the predictor in the next section. 

5   Correlation Predictor 

In this section, we construct a predictor of the correlation ρ under H1 on small blocks. 
From experiments, we determined that the most influential factors are image intensity, 
texture, and signal flattening. 

The predictor is a mapping from some feature vector to a real number in the inter-
val [0,1]⎯the predicted value of ρ. In order for the algorithm to have good localiza-
tion properties, the block size should not be too large. However, it can not be too 
small either otherwise the correlation would have large variance. As a compromise, 
for typical sizes of digital camera images with 1 million pixels or more, square blocks 
with b×b pixels, b = 128, gave us quite good performance. 

The correlation is higher in areas of high intensity because the PRNU signal ˆIK  is 
multiplicative. However, due to the finite dynamic range, it is not present in saturated 
regions (I[i] = 255 for 8-bit per channel images) and is attenuated for Icrit ≤ I[i] ≤ 255, 
where the critical value of intensity Icrit is typically in the range 240–250. Thus, we 
define the intensity feature fI as the average attenuated image intensity 

 
1

( [ ])
| |

i

f att i
∈

= ∑I I
B

B
,         (8) 

where att(x) is the attenuation function 

                
2( [ ] ) / ,         [ ] ,( [ ])

[ ]/ , [ ] ,

criti I
crit

crit crit

e i I
att i

i I i I

β− −⎧⎪ >= ⎨
≤⎪⎩

I II
I I

         (9) 

and β is a constant. For example, for our tested Canon G2 camera, we experimentally 
determined Icrit = 250, β = 6. 

We calculate the texture feature fT from the high-frequency component of the im-
age. Since the denoising filter performs wavelet transform, we conveniently use this 
intermediate data and generate a high-pass filtered image F as the inverse wavelet 
transform of the two outmost high-frequency wavelet subbands. The texture feature is 
then computed as 
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,                              (10) 

where var5(F[i]) is the variance of F in the 5×5 neighborhood of the ith pixel. The 
reciprocal normalizes fT to the interval [0, 1]. 

Image processing that is of low-pass filtering nature, such as JPEG compression, 
further attenuates the PRNU and thus decreases the correlation. In a relatively flat and 
high intensity unsaturated region, the predictor would thus incorrectly predict a high 
correlation. These “flattened” areas will typically have a low value of the local vari-
ance. Thus, we added the flattening feature fS defined as the ratio of pixels in the 
block with average local variance above a certain threshold  

                          5
1

{ | var ( [ ]) [ ] }f i i c i d= ∈ > +S I IB
B

,                 (11) 

where c and d are appropriately chosen constants that depend on the sample variance 

of K̂  (e.g., c = 0.03, and d = 0.1 for Canon G2). 
The correlation also strongly depends on the collective influence of texture and in-

tensity. Sometimes, highly textured regions are also high-intensity regions. Thus, we 
included the following texture-intensity feature 

       
5

1 ( [ ])

| | 1 var ( [ ])
i

att i
f

i∈

=
+∑TI

I
F

B
B

.                   (12) 

To capture the relationship between the features and the correlation, we chose a 
simple polynomial multivariate least square fitting because it is fast and gave us re-
sults comparable to more sophisticated tools, such as neural networks. We denote by 
ρ the column vector of K normalized correlations (7) calculated for K image blocks 
and fI, fT, fS, and fTI the corresponding K-dimensional feature vectors. We model ρ as 
a linear combination of the 4 features and their 10 second-order terms 

0 1 2 3 4 4 5[ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] ...k k k k k k k k kθ θ θ θ θ θ θ= + + + + + + +I T S TI I I I Tρ f f f f f f f f ,   (13) 

where θ = (θ0, θ1,…, θ14) is the vector of 15 coefficients determined using the least 

square estimator ( ) 1T T−
=θ H H H ρ  and H is a K×15 matrix of features with a vector 

of ones in its first column. The estimated correlation is 

[ ]ˆ 1, , , , , , ,...f f f f f f f fρ = I T S TI I I I T θ .                        (14) 

In order to train the predictor, it is not necessary to use many images because one 
can extract a large number of overlapping blocks from a single image. In practice, 
good predictors can be obtained from as few as 8 images with diverse content. If the 
image under investigation is a JPEG image, it pays off to train the predictor on 
JPEG images of approximately the same quality factor as it leads to more accurate 
forgery detection. 
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Fig. 1. Scatter plot ρ  vs. ρ̂  for K=30,000 128×128 blocks from 20 images from Canon G2 

6   Forgery Detection Algorithm 

The algorithm starts by sliding a 128×128 block across the image and calculating the 
value of the test statistics ρB for each block B. The pdf p(x|H0) of ρB under H0 is esti-
mated by correlating the PRNU with noise residuals from other cameras and is mod-
eled as generalized Gaussian (GG). For each block, the pdf p(x|H1) is obtained from 
the predictor and is modeled again as GG. We basically fit the GG model with pdf 

( )| |/( / 2 (1/ )) xe
αμ σα σ α − −Γ through the data displayed in Fig. 1 with ρ̂ ∈ (ρB – ε, ρB + ε) 

for some small ε > 0. 
For each block B, we first perform the Neyman-Pearson (NP) hypothesis testing 

by fixing the false alarm rate α. We decide that B has been tampered if ρB < Th and 
attribute this decision to the central pixel i of B. The threshold Th is determined from 

the condition α = 0( | H ) .
Th

p x dx∫  As a result, we obtain a (n1–127)×(n2–127) binary 

array T[i] = ρB [i] < Th indicating the tampered pixels i with T[i] = 1. 
While calculating T, we evaluate the p-values for each block (its central pixel i) 

1[ ] ( | H )
Th

p i p x dx
−∞

= ∫                            (15) 

which tell us how much we should trust our decision. We next remove from T tam-
pered pixels i for which p[i] > β and only label as tampered those pixels for which the 
p-value is smaller than β. The purpose of this step is to control falsely identified pix-
els as tampered. The resulting binary map identifying forged regions is what we call 
Digital X-ray. The forged objects show up as regions lacking the PRNU in the same 
manner as bones show up in X-rays as they shield the radiation. The PRNU serves the 
same role as the X-rays. 
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The block dimensions impose a lower bound on the size of tampered regions that 
our algorithm can identify. Thus, we remove all simply connected regions from T that 
contain fewer than b/2×b/2 (64×64) pixels. Finally, we dilate the resulting binary map 
T with a square 20×20 kernel. The purpose of this final step is to compensate for the 
fact that we attribute the decision about the whole block only to its central pixel and 
thus potentially miss portions of the tampered boundary region. 

7    Results 

In this section, we subject our forgery detection algorithm to practical tests on forged 
images from 3 cameras: Canon G2 with a 4.1 megapixel (MP) CCD, Olympus C765 
with a 4.1 MP CCD, and Olympus C3030 with a 3.3 MP CCD. We manipulated two 
images from each camera and stored them as TIFF and JPEG with quality factors 90 
and 75. The forgeries varied from a simple copy-move within one image to object 
adding or removing. The PRNU was calculated from 30 blue sky images or uniformly 
lit test images obtained using a light box. If regular images were used, about 50 im-
ages would be required to have the PRNU of the same quality. The predictors were 
trained on more than 30,000 blocks from 20 regular images. 

First, we calculated the test statistics for the unmatched cases by correlating 15,000 
128×128 blocks from the PRNU with blocks from 100 images obtained using other 
cameras. A GG model was then fit through the data. The threshold Th was set to 
twice the standard deviation of the observed data. Since the GG fit was close to Gaus-
sian for all tested cameras, this choice of threshold is equivalent to setting the false 
alarm rate α  to approximately 3%. The threshold β for p[i] was set to β = 0.01. 

The performance of the proposed forgery detection technique is shown in Figs.  
2–7, each of which includes the original image, the forged image, the NP decision 
result, and the forgery detection result (the X-ray) with tampered regions highlighted 
in the forged image. 

As an implementation detail, we note that the sliding-window calculation of image 
features for the predictors can be computed efficiently using convolution imple-
mented using FFT. For example, a full forgery X-ray of a 4 MP image takes between 
4–5 minutes on a Pentium 3.4 GHz computer using Matlab. 

To estimate the probability of false alarms for our method (detecting a tampered 
region in a non-forged image), we applied our algorithm to more than 400 non-forged 
images from the same three cameras in the JPEG format with quality 90. All false 
alarms have occurred in regions containing saturated background with dark regions, 
often combined with a complex texture, such as saturated sky shining through a mesh 
of black tree branches (two examples are shown in Fig. 8). Such regions naturally 
lack the PRNU and thus cannot be authenticated using our algorithm. Although not 
incorporated in this paper, these singularities could be removed by post-processing or 
expanding the predictor by adding a suitable feature. 

We next subjected the forgery detection algorithm to a large scale test in order to 
better evaluate its real performance. We prepared 345 forged images, all from Canon 
G2, into which we pasted rectangular regions from images taken using other cameras. 
The shape and the linear size of the pasted regions was selected randomly and no 
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(a) Forgery 

 

(b) Original 

(c) TIFF (d) TIFF 

(e) JPEG 90 

 

(f) JPEG 90 

*(g) JPEG 75 (h) JPEG 75 

Fig. 2. Forgery detection performance for a forged image from Canon G2 with α = 0.023 and 
β = 0.01: (a) forged image; (b) original image; (c), (e), (g) is the NP decision for TIFF, JPEG 
90, and JPEG 75, while (d), (f), (h) display the final forgery detection result 
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(a) Forgery 

 

(b) Original 

(c) TIFF 

 

(d) TIFF 

(e) JPEG 90 

 

(f) JPEG 90 

(g) JPEG 75 

 

(h) JPEG 75 

Fig. 3. Forgery detection performance for a forged image from Canon G2 with α = 0.023 and 
β = 0.01. (a) forged image; (b) original image; (c), (e), (g) is the NP decision for TIFF, JPEG 
90, and JPEG 75, while (d), (f), (h) display the final forgery detection result. 
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(a) Forgery 

 

(b) Original 

 

(c) TIFF 

 

(d) TIFF 

 

(e) JPEG 90 

 

(f) JPEG 90 

 

(g) JPEG 75 

 

(h) JPEG 75 

Fig. 4. Forgery detection performance for a forged image from Olympus C765 with α = 0.023 
and β = 0.01. (a) forged image; (b) original image; (c), (e), (g) is the NP decision for TIFF, 
JPEG 90, and JPEG 75, while (d), (f), (h) display the final forgery detection result. 
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(a) Forgery 

 

(b) Original 

(c) TIFF 

 

(d) TIFF 

(e) JPEG 90 

 

(f) JPEG 90 

(g) JPEG 75 

 

(h) JPEG 75 

Fig. 5. Forgery detection performance for a forged image from Olympus C765 with α = 0.023 
and β = 0.01. (a) forged image; (b) original image; (c), (e), (g) is the NP decision for TIFF, 
JPEG 90, and JPEG 75, while (d), (f), (h) display the final forgery detection result. 
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(a) (b) 

(c) 

 

(d) 

(e) 

 

(f) 

(g) 

 

(h) 

Fig. 6. Forgery detection performance for a forged image from Olympus C3030 with α = 0.023 
and β = 0.01. (a) forged image; (b) original image; (c), (e), (g) is the NP decision for TIFF, 
JPEG 90, and JPEG 75, while (d), (f), (h) display the final forgery detection result. 
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(a) Forgery 

 

(b) Original 

 

(c) TIFF 

 

(d) TIFF 

 

(e) JPEG 90 

 

(f) JPEG 90 

 

(g) JPEG 75 

 

(h) JPEG 75 

Fig. 7. Forgery detection performance for a forged image from Olympus C3030 with α = 0.023 
and β = 0.01. (a) forged image; (b) original image; (c), (e), (g) is the NP decision for TIFF, 
JPEG 90, and JPEG 75, while (d), (f), (h) display the final forgery detection result. 
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(a) 

 
(b) 

Fig. 8. Representative examples of image patterns giving rise to false alarms. (a) and (b) are 
two non-forged images from Canon G2. The highlighted regions were falsely identified as 
tampered. 

effort was made to make the forged regions look “naturally.” The smallest and the 
largest sides of the rectangles were 228 and 512 pixels, respectively. All forgeries 
were saved with two JPEG quality factors – 90 and 75 and then inspected using the 
Digital X-ray algorithm while registering the ratio of correctly detected forged pixels 
and the ratio of falsely identified pixels (non-tampered pixels marked as tampered). 
Both ratios were calculated with respect to the size of the forged area. 

Figure 9 shows the histograms of these two ratios expressed as percentage for all 
345 tested images. For the JPEG quality factor 90, at least 2/3 of the forged region 
was correctly identified in 85% of forgeries. On the other hand, only 23% of forgeries 
contained more than 20% of falsely identified pixels (again with respect to the size of 
the forged region). For the JPEG quality factor 75, in 73% cases the X-ray correctly 
detected at least 2/3 of the forged area, while 21% of forgeries contained more than 
20% of falsely identified pixels. The falsely identified areas were generally located 
around the boundary of the real forged area due to the 128×128 block size of the slid-
ing window and the dilation post processing. We inspected all outliers and concluded 
that the few cases when a large portion of the tampered region was missed occurred 
when the pasted region contained a large dark region. The conservative values of 
thresholds in our algorithm are the reason why the region was not labeled as tampered 
because in such regions the PRNU is naturally suppressed. The few large false posi-
tives were all of the type already mentioned above and shown in Fig. 8. 

8   Summary 

In this paper, we described a new method for revealing digitally manipulated images. 
Assuming we have either the camera that took the image or some other non-tampered 
images from the camera, we first estimate the photo-response non-uniformity, which 
serves as an authentication watermark. By detecting it in individual image blocks, one 
can localize the tampered region in the image. We use Neyman-Pearson hypothesis 
testing to identify the forged areas. The pdf of the test statistics is obtained from tests 
on images from other cameras (non-matched case) and using a correlation predictor 
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(for the matched case). The proposed method can reliably identify forged areas larger 
than 64×64 pixels in JPEG images (tested with quality factor 75) while providing no 
falsely identified regions if regions that naturally lack the PRNU are excluded. 

Among the potential future directions, we mention the possibility to construct a 
single predictor of the test statistics that would work for all cameras and calibrate it on 
a single non-forged image for a specific camera. This would further decrease the need 
for non-forged images taken with the same camera. 
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Fig. 9. Percentage of correctly identified tampered pixels (left) and falsely identified pixels 
(right) for 345 forged images from Canon G2 compressed using the JPEG with quality factor 
90 (top) and 75 (bottom) 
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Abstract. While image steganalysis has become a well researched do-
main in the last years, audio steganalysis still lacks a large scale atten-
tiveness. This is astonishing since digital audio signals are, due to their
stream-like composition and the high data rate, appropriate covers for
steganographic methods.

In this work one of the first case studies in audio steganalysis with
a large number of information hiding algorithms is conducted. The ap-
plied trained detector approach, using a SVM (support vector machine)
based classification on feature sets generated by fusion of time domain
and Mel-cepstral domain features, is evaluated for its quality as a univer-
sal steganalysis tool as well as a application specific steganalysis tool for
VoIP steganography (considering selected signal modifications with and
without steganographic processing of audio data). The results from these
evaluations are used to derive important directions for further research
for universal and application specific audio steganalysis.

1 Introduction and State of the Art

When comparing steganalytical techniques a well used classification is to group
them into specific and universal steganalysis techniques [1]. In the image domain
a large number of examples for both classes can be found as well as research build-
ing “composite” steganalysis techniques by fusing existing techniques as described
by Kharrazi et. al in [1]. In the research presented in [1] a fusion of steganalytical
approaches on different levels (pre-classification and post-classification (in mea-
surement or abstract level)) in image steganalysis is considered.This has been done
by addressing the question “How to combine different (special and universal) ste-
ganalysers to gain an improved classification reliability?”.

While such mature research exists in the domain of image steganalysis, the
domain of audio steganalysis is much less considered in literature. This fact is
quite remarkable for two reasons. The first one is the existence of advanced audio
steganography schemes. The second one is the very nature of audio material as
a high capacity data stream which allows for scientifically challenging statisti-
cal analysis. Especially inter-window analysis (considering the evolvement of the
signal over time), which is only possible on this continuous media, distinguish
audio signals from the image domain.

T. Furon et al. (Eds.): IH 2007, LNCS 4567, pp. 359–377, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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The research presented in this work is based on the audio steganography
approach introduced in [2]. The audio steganalysis tool (AAST; AMSL Audio
Steganalysis Toolset) introduced there in the context of VoIP steganography
and steganalysis is enhanced and used here to perform a set of tests to further
evaluate its performance in intra-window based universal audio steganalysis.

The current version of the AAST uses a SVM classification on pre-trained
models for classifying audio signals into un-marked signals and signals marked
by known information hiding algorithms in its intra-window analysis. The latter
approach is used here and was enhanced to allow for measurements regarding
the quality of a model in terms of detection rate, errors of Type I and II and
discriminatory power. In these evaluations the performance of the AAST as uni-
versal steganalysis tool as well as its specific performance on selected algorithms
and the application scenario of VoIP steganography is rated.

As its scientific contribution to the research field of steganalysis, in this work
first the usefulness of the presented approach in universal steganalysis is evalu-
ated. Second, important knowledge is gained and presented in the field of VoIP
specific steganalysis, which shows for the first time the importance of such profile
or application scenario based evaluations, by directly comparing them to results
gained under the assumption of universal analysis.

The chosen application scenario of VoIP steganography and steganalysis al-
lows for very restrictive assumptions about the type and quality of considered
audio material. To name a few of these assumptions we consider the behav-
iour of the source (unchanging recording conditions in an end-to-end speech
communication with one human speaker on each channel) or the quality of the
transmission (a streaming protocol with static data rates and QoS enhancing
mechanisms). To model the two approaches considered (universal steganalysis
and VoIP steganalysis) two different test sets are specified and used in the evalu-
ations. It is shown in this work that evaluations which adapt to this assumptions
(and thereby our VoIP scenario) will lead to far higher detection rates in the in-
formed classificator approach used. The chosen application scenario also implies
the existence of non-steganographic signal modifications like signal amplifica-
tions, resampling or packet drops. These possible influences to the VoIP signal
and their impact to the classification accuracy will also be considered within this
work.

From the evaluations performed a new set of questions for further work is
derived. These questions regard the following aspects: the scalability of the used
trained classification approach, the distribution of the classification errors and
the impact of this knowledge on the applicability and improvement of the models
for classification, the inter operability of the computed models, the possibility of
grouping models for the identification of the embedding domain as well as the
construction of a meta-classifier on the decision level of the introduced classifi-
cation approach.

This work has the following structure: In section 2 the AAST (AMSL Au-
dio Steganalysis Toolset) is described briefly, paying special attention to the
model generation and classification phases of its intra-window analysis. Section 3
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describes the test set-up, test procedure and the test objectives. This is followed
by section 4, the presentation of the test results for the evaluations as an uni-
versal steganalysis approach (with an additional focus on the classification on
unmarked material and the resulting false negative errors) as well as for the ap-
plicability as a specific VoIP steganalysis tool (in the latter case also the impact
of non-steganographic signal modifications is evaluated). Section 5 ends the work
by drawing conclusions from the tests and deriving ideas for further research in
this field.

2 The AAST (AMSL Audio Steganalysis Toolset)

In [2] the basic composition of the AAST (AMSL Audio Steganalysis Toolset) is
described in detail. This toolset, which is in development since 2005 and provides
different steganalytical analysis methods, consists of four modules:
1. pre-processing of the audio/speech data
2. feature extraction from the signal
3. post-processing of the resulting feature vectors (for intra- or inter-window

analysis)
4. analysis (classification for steganalysis)

The toolset was modified in this work for evaluation by methods for comput-
ing the Type I and II errors in the intra-window SVM (support vector machine)
based classification. This was necessary because the addressed scenario of a uni-
versal audio steganalysis tool requires an evaluation of the error behaviour for
the models tested. A Type I error (also known false positive) is the error of re-
jecting a null hypothesis (in our case the assumption that a vector is computed
from a marked signal) when it is actually true. In other words, this is the error
of classifying a vector as belonging to an unmarked file when it belongs to a
marked signal. A Type II error (also known as a false negative) is the error of
not rejecting a null hypothesis when the alternative hypothesis is the true state
of nature. In our case this is the equivalent of classifying a vector as belonging
to a marked file when it actually belongs to a unmarked signal.

The general principles of an AAST based steganalysis are discussed in detail
in [2], here special attention shall be paid to the model generation and the model
quality evaluation. A model MAi from the set of models M used in the analysis
step of AAST is considered to be a function of the:
– pre-processing steps on the audio/speech data, influencing the parameters:

The information hiding algorithm (Ai ∈ A) to be applied, the set of audio
signals used for evaluation (TestF iles), the number of windows (numwin)
computed per file and other parameters pa for AAST (like window size and
offset for the windows of the intra-window statistical analysis (winsize and
offset), silence detection, etc.)

– feature extraction from the signal; parameters: The feature sets (FS ⊆ FS)
composed from the fs (fs ∈ FS) for evaluation with their fusionfunction
(here an unweighted fusion is used)



362 C. Kraetzer and J. Dittmann

– post-processing of the resulting feature vector sets vs for intra-window analy-
sis; parameters: The post-processing functions (ppf) applied to the vector
sets (e.g. normalisation) and the SVM used for training (and consecutive
classification) with its parameters (svmpara)

In the following sections the model generation the classification procedure is
described in detail.

2.1 Training Phase (Model Generation)

The formalised model generation process is constructed as follows:

TestF ilesM = embeddingAi
(TestF iles, parameters of Ai, message) (1)

vs = feature computation(TestF iles, FS,numwin, winsize, pa) (2)

vsM = feature computation(TestF ilesM , FS, numwinM , winsize, pa) (3)

vsP = ppf(vs, classification = cover, nf) (4)

vsM
P = ppf(vsM , classification = stego, nf) (5)

vst = join(vsP , vsM
P ) (6)

MAi = svm train(vst, svmpara) (7)

As a first step in the model generation the marked version (TestF ilesM)
of the set of (if necessary pre-processed) test signals TestF iles is generated
for the Ai ∈ A by using the embedding function embeddingAi of Ai. Equation
( 1) indicates the dependency on the algorithm parameters (including the key
used for embedding and user definable parameters (e.g. embedding strength))
of this step as well as the message chosen. In a second step a vector set vs of
numwin (number of windows) vectors is computed for TestF iles (one vector
for each window in this intra-window based analysis). Equation ( 2) describes
this process. The output vs is a function of the test signals (TestF iles), the
feature set FS chosen for evaluation from the feature space FS, the number of
windows computed with their size and a set of application specific parameters
like offset, overlap of the windows, etc. The same computation of a vector set
vsM is TestF ilesM (see equation ( 3)). For the evaluations with AAST the sizes
(in number of vectors computed per file) of vs and vsM were chosen so far to
be equal (numwin = numwinM ). For the generation of a valid model all other
parameters (FS, winsize, pa) have to be the same in the computations of vs and
vsM .

After vs and vsM are generated they are identified by the post-processing
function ppf with the appropriate classification (classification = cover in the
case of vs and classification = stego in the case of vsM ) and normalised with
a common normalisation factor nf . In AAST the normalisation is done by us-
ing the corresponding function of the libsvm SVM package. The results of this
process are vsP and vsM

P (see equations ( 4) and ( 5)). As a last step prior to
the training phase the vector sets vsP and vsM

P are joined by concatenation to
compose the training set vst (equation ( 6)).
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The training is done by using the training function of the libsvm SVM package
with the parameter set svmpara on vst (equation ( 7)).

2.2 Classification Phase

By using a model M ∈ M generated by a training phase as described above
in the analysis phase of AAST on an vector set vsc (with characteristics of
vsc = characteristics of vst, i.e. the same values for winsize, pa, FS, svmpara

and the same post-processing function ppf applied), a classification accuracy pD

is computed as described in equation ( 8).

pD = svm classify(MAi , vsc) (8)

3 Test Scenario

Two test goals are to be defined for this work: The first goal is to evaluate the
performance of the AAST as a universal steganalysis tool. The second goal is to
further evaluate the quality of AAST when being used as a specific steganalyser.
For both test goals the performance (in terms of classification accuracy) of FM-
FCC (filtered Mel-frequency cepstral coefficients, see [2]) based models is com-
pared to the performance of strictly time domain based models. In the following
the defined sets, set-ups, procedures and objectives for the tests necessary for
the evaluation of these goals are described.

3.1 Test Sets and Test Set-Up

Test files used: Based on the intended application scenario the same set of 389
audio files (classified by context into 4 classes with 25 subclasses like female and
male speech, jazz, blues, etc.; characteristics: average duration 28.55 seconds,
sampling rate 44.1 kHz, stereo, 16 bit quantisation in uncompressed PCM coded
WAV-files) is used here as described in [3] and [2] in order to provide compara-
bility of the results with regard to the detection performance. This set of test
signals is denoted in the following with TestF iles = 389files.

One additional test on the impact of the size of M on the classification accu-
racy was made using the same long audio file as in [2]. The characteristics of this
file, which was used in [2] to simulate a VoIP communication channel, are: dura-
tion 27 min 24 sec, sampling rate 44.1 kHz, stereo, 16 bit quantisation in an un-
compressed PCM coded WAV-file. It contains only speech signals of one speaker.
This set of test files is denoted in the following with TestF iles = longfile.
Algorithms, fused feature sets and parameter sets used: The parameters
required for the training phase (as it is described in section 2.1) of the tests in
this work are derived and enhanced from the settings in [2]. For all tests, except
the ones based on the longfile test set1, the following sets of parameters are
applied:
1 Here the parameter setting from [2] is used.
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– Ai, parameters of Ai, message: For this work Ai, Ai ∈ A denotes a specific
information hiding algorithm with a fixed parameter set. The same algorithm
with a different parameter set (e.g. lower embedding strength) would be
identified as Aj with j �= i. The set of A is considered in this work to
consist of the subsets AS (audio steganography algorithms) and AW (audio
watermarking algorithms) with A = AS ∪ AW .

The following A (with their corresponding parameters of Ai) are used
for testing:

Table 1. Algorithms Ai used in the evaluation

Name Description Parameters
AS1 LSB (version Heutling051208) see [8] and [3] see [2]
AS2 Publimark (version 0.1.2) see the Publimark web site [5] and [7] none (default)
AS3 WaSpStego see [2] see [2]
AS4 Steghide (version 0.4.3) see the Steghide web site [4] and [6] default
AS5 Steghide (version 0.5.1) see AS4 above default

AW1 Spread Spectrum2 see [6] see [2]
AW2 2A2W (AMSL Audio Water Wavelet) see [6] see [2]
AW3 Least Significant Bit see [6] ECC = on
AW4 VAWW (Viper Audio Water Wavelet) see [6] see [2]

The message chosen is an ASCII coded version of Goethe’s “Faust” taken
from [9]. The embedding is done for every file in TestF iles in a way that
the complete file is marked in the generation of TestF ilesM described in
equation ( 1). For each Ai the maximum embedding strength is set, which
assumably will lead to the strongest impact on the statistical transparency
achievable with the evaluated Ai. The result of using the maximum embed-
ding strength for each Ai are different payloads (e.g. one Bit per sample
(44100 Bits per second) for AS1 or 172 Bits per second for AS3).

– FS: from the feature fusion sets FS ⊆ FS defined in [2] the two sets showing
the highest performance (in terms of classification accuracy) were chosen for
the tests. These FS (SFstd and SFstd∪FMFCC) are composed as follows:
SFstd = {sfev, sfcv, sfentropy, sfLSBrat , sfLSBflip

, sfmean, sfmedian} and
SFstd∪FMFCC = SFstd ∪ {sfmelf1 , ..., sfmelfC }. The seven single features
used in the composition of SFstd are: sfev empirical variance, sfcv covariance,
sfentropy entropy, sfLSBrat LSB ratio, sfLSBflip

LSB flipping rate, sfmean

mean of samples in time domain, sfmedian median of samples in time domain.
Additionally to these seven single features in SFstd∪FMFCC the 29 filtered
Mel-cepstral coefficients (FMFCCs) sfmelf1 , ..., sfmelfC (C = 29 for CD
quality audio material) introduced in [2] are used.

– winsize, numwin, numwinM , pa: The following parameters were chosen for
all tests performed on the set of TestF iles = 389files, winsize=1024,
numwin = numwinM=256 and pa={offset=0, overlap of the windows=0,
silence detection = off}. For the tests on the set of TestF iles = longfile the
two sets of parameters for numwin and numwinM chosen are equal to the ones
used in [2] (numwin = numwinM=400 and numwin = numwinM=2200).
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The parameters winsize and pa in the case of TestF iles = longfiles were the
same as in the case of TestF iles = 389files.

– svmpara: For the classification in the intra-window evaluations the libsvm
SVM (support vector machine) package by Chih-Chung Chang and Chih-
Jen Lin [10] was used. Due to reasons of computational complexity it was
decided not to change the SVM parameters (the default settings are: the
SVM type is a C-SVC, the kernel chosen is RBF (radial basis function) with
the parameters γ (default: γ = 1/k where k is the number of attributes in the
input data) and the cost parameter C (per default set to 1)) for the duration
of the tests. This set of SVM parameters as well as the SVM chosen (libsvm)
is denoted in the following by svmpara = default.

Generation of the training and testing sets used:
For the evaluations done for this work vst and vsc are generated from the same
sets of audio files TestF iles and TestF ilesM by splitting for each file the set of
str + ste computed feature vectors vsP (each vector representing the character-
istics of one window of the file) into the two disjoint subsets vst and vsc. This
split is done by using the user defined ratio of str:ste to assign str vectors to the
training set and ste vectors to testing. More specifically the first str feature vec-
tors vsP1 ...vsPstr

of vsP are assigned to vsPtrain and the last ste feature vectors
of vsP vsPstr+1 ...vsPstr+ste

to vsPtest. This procedure is shown in figure 1 for the
example of str:ste =256:64.

The same splitting is done with the feature vectors contained in vsM
P . With

this we get vsM
Ptrain and vsM

Ptest in the same ratio str:ste. Then vsPtrain and
vsM

Ptrain are joined to form the training set vst and vsPtest and vsM
Ptest are

joined to constitute the test set vsc. This procedure is shown in figure 2.

Fig. 1. Generation of vsPtrain and vsPtest for one exemplary audio file
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Figure 2 shows the complete process of training and testing set generation
from a given audio test set Testfiles.

Fig. 2. Generation of the two vector sets for training (vst) and classification/testing
(vsc)

Consecutively the vst computed for each Ai on the test set 389files is used to
train a model MAi as described in equation ( 7). The MAi derived in this work
by SVM training are generally four times larger than the largest MAi computed
on TestF iles = 389files in [2] (where the str:ste ratios of 16:4 and 64:16 were
considered on this set of TestF iles). The results computed for the corresponding
models derived in the tests performed are compared with the results for the ratios
16:4 and 64:16 as being given in [2]. By this comparison additional knowledge
on the impact of the model size (in terms of vectors computed for each file in
TestF iles) is derived and presented in section 4.

In addition to cross evaluation tests and the tests already described in [2] a new
series of tests is performed in this work by computing the classification accuracy
pDAi

of each of the generated MAi on completely unmarked material. Therefore
an additional vector set vsc labelled unmarked is generated by independently
computing vsP from 389files with the same characteristics (parameters used)
as in the computations described above. This vsP is consecutively not split, since
no model training is intended on this vector set. Instead, it is completely used
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in the vsc unmarked. This set is then employed in the tests to evaluate the
occurrence of Type I errors for a classification using all MAi ∈ M.

3.2 Test Procedure

In this work the test procedure described in [2] for the intra-window analysis
using AAST is followed closely to guarantee comparability of the results. Addi-
tionally in the classification module of the AAST the error occurrence of Type
I and II errors is computed for selected tests as described in section 2. The
complete list of parameter sets for the tests is given is section 3.1, where special
attention was paid to the exact description of the generation of training and test-
ing vector sets. The classification module of AAST is used on different models
and testing vector sets as it is necessary to address the test objectives identified
below.

3.3 Test Objectives

From the two major test goals of this work (evaluation of the performance of the
AAST as universal and special steganalysis tool) the following test objectives
are derived:
– Algorithm cross-evaluation tests: when the AAST is used as a universal

steganalysis tool, contrary to being a specific one, the performance would
largely depend on finding classifiers which show good results for a large
number of algorithms. With the introduced SVM classification approach
this is synonymous with finding models M in the model space M which have
a high classification accuracy on sets of audio material (partially) marked
by different information hiding algorithms. To evaluate this test objective a
cross evaluation of MAi generated for all algorithms Ai against vector sets
vsc each (partially) marked by Ai are performed, measuring the classification
accuracy in each case. The str for the tests performed for this objective is
set to str = 256, ste = 64.

– Tests on the unmarked vector set: The occurrence of false positives in
the classification of completely unmarked material in the context of this work
is considered an important indicator for a possible practical application of
the AAST as a specific steganalysis tool. The occurrence (in percent) of
such Type II errors is measured in the classifications of all MAi against vsc

(partially) marked by the corresponding Ai. The size of the vsc for these
tests is set to str = 256, ste = 64.

– Scaling of the classification accuracy with an increased model size:
For this test objective MAi with different model sizes are generated for each
Ai. The impact of the model size on the classification accuracy in this specific
steganalysis scenario is measured (without considering the unmarked test
set).

– Expansion of the longfile tests from [2]: In [2] this second set of test
signals was used to simulate the application scenario of VoIP steganography.
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The results from [2] for the only algorithm evaluated there for the applica-
tion scenario of VoIP steganography indicated a possible detection accuracy
of 100% under very specific conditions. In this work those tests will be ex-
tended to all Ai ∈ A in order to confirm or dispute the findings from [2].
Additionally a test on the performance of the applied classification under sig-
nal modifications common to VoIP communications is performed and com-
pared to an unmarked case. As examples for such common modifications the
signal amplification (global amplification, normalisation or amplification of
the signal in a limited frequency band), the resampling of the audio signal
and the removal of frames (equivalent to the dropping of VoIP-frames) are
considered.

4 Test Results

In this section the results for all tests performed are shown (following the order
of the test objectives as it is given above).

4.1 Algorithm Cross-Evaluation Tests

In the tests performed for the evaluation of this test objective the MAi generated
(with str=256 and FS = {SFstd, SFstd∪FMFCC}) for all Ai are used to classify
vector sets vsc generated for all Ai as described in section 3.1. The vsc for these
tests is set to ste = 64.

The basic assumption for these tests is that the highest classification accuracy
for all MAi would be found in the case when the vector set generated by using Ai

is classified by the model for the same algorithm (e.g. vsc from AS1 classified by
MS1 ; those cases are printed in tables 2 and 3 in bold face). When a model for an
algorithm, being different from the one used to generate the actual vsc, is used in
the classification, the classification accuracy (in percent) should be significantly
lower (if the models for both algorithms considered have completely disjunctive
sets of discriminating features, the value for the classification accuracy would be
50% ± ε with ε=2%, see [2]).

Table 2. Results (classification accuracy in percent) for the cross-algorithm evaluation
using the feature set SFstd (str:ste = 256:64)

MS1 MS2 MS3 MS4 MS5 MW1 MW2 MW3 MW4
vsc from AS1 61.83 56.66 51.90 50.49 50.82 49.96 52.03 59.50 53.01
vsc from AS2 54.51 58.07 47.56 47.34 47.34 50.19 47.25 49.93 52.70
vsc from AS3 57.14 46.08 62.15 60.71 61.31 50.62 61.27 59.36 56.88
vsc from AS4 55.68 45.01 59.38 60.00 59.48 49.95 59.20 58.16 53.53
vsc from AS5 55.68 44.67 60.10 59.07 60.37 51.11 60.11 57.60 54.16
vsc from AW1 49.09 56.33 82.30 46.32 47.32 90.17 65.38 60.33 74.72
vsc from AW2 58.84 45.25 61.31 60.52 62.16 50.38 61.58 60.00 56.56
vsc from AW3 56.77 54.33 53.94 55.94 52.44 50.59 56.31 59.54 52.78
vsc from AW4 50.53 52.50 51.18 50.55 50.55 50.87 51.11 50.97 55.71



Pros and Cons of Mel-cepstrum Based Audio Steganalysis 369

In the results for the feature set SFstd (table 2) in the columns for MS3 , MS4 ,
MS5 , MA2 , MA3 and MA4 the classification accuracy of the model on at least one
vector set marked by a different algorithm was higher than on the one marked
by the actual watermarking algorithm (i.e. a higher value in the same column
than the one on the principal diagonal line). As an example MS1 is considered
significant (classification accuracy ≥ 52%) for all AS as well as AW2 and AW3

(results in the range [54.51%... 61.87%]). In general every model except MW1

shows significant results on more than one result.
Nevertheless, if the results are reviewed from the perspective of the vsc, only

one case is identified where a model origination from a different algorithm than
the one used in the generation of the vsc can be found (in the row for AW2 one
higher accuracy (in percent) is achieved by an algorithm being different to the
one used in the set generation). Therefore the basic assumption stated above is
true in nearly all cases evaluated.

To summarise the two findings from this test it can be stated that, while
more than one of the generated MAi might be used to classify a given (partially)
marked vector set with a accuracy higher than 52%, the best results for all
but one of the 81 tests presented in table 2 have been achieved by using the
appropriate model MAi for Ai.

Table 3. Results (classification accuracy in percent) for the cross-algorithm evaluation
using the feature set SFstd∪F MF CC (str:ste = 256:64)

MS1 MS2 MS3 MS4 MS5 MW1 MW2 MW3 MW4
vsc from AS1 62.19 51.89 60.95 56.87 57.46 52.81 61.74 56.08 52.98
vsc from AS2 52.61 62.21 61.99 59.45 57.50 66.73 57.73 60.39 51.66
vsc from AS3 54.01 55.85 72.94 58.93 59.11 44.67 64.67 58.41 57.08
vsc from AS4 54.21 56.52 63.13 62.19 61.27 49.22 61.44 61.11 50.78
vsc from AS5 53.60 53.23 62.61 60.55 62.05 50.91 63.27 59.99 51.45
vsc from AW1 50.14 50.14 50.20 50.02 51.26 99.10 50.25 49.99 50.33
vsc from AW2 53.49 53.16 65.53 57.63 58.38 42.88 74.86 56.49 54.86
vsc from AW3 55.48 59.23 63.08 60.82 60.61 50.63 60.99 62.62 51.39
vsc from AW4 52.91 53.02 65.74 53.90 54.61 43.70 62.57 53.89 63.92

The results for the feature set SFstd∪FMFCC (table 3) show a slightly differ-
ent behaviour compared to their counterparts in table 2. Here in every column
the value on the principal axis is the highest value (i.e. the model shows the
best results for the test set (partially) marked by the same algorithm). In these
tests five vector sets could be identified where the best classification accuracy
was achieved by a different algorithm than the one used in the generation of the
vsc. As an example the best classification accuracy with 66.73% on vsc from AS2

was returned by MW1 .
When comparing the results for both fused feature sets considered here the

results show generally two things: first, a very low discrimination power on most
vsc has to be observed. The case closest to ideal is seen for SFstd∪FMFCC in
the case of the classifications on vsc from AW1 . Here the accuracy for the corre-
sponding model is above 99% and the results for every other algorithm are below
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52%. The second noticeable result is that seven models (one based on SFstd and
six based on SFstd∪FMFCC) return significant (≥ 52%) classification results for
the vsc generated from eight (or in one case even all nine) of the nine Ai in
the evaluation. In [2] the relevance tests for all single features sf in the feature
space SF did show that several features are relevant for more than one (or even
for all) Ai. Some of these features are incorporated in the models SFstd∪FMFCC

and SFstd used here and might be the reason for the low discriminatory power
observed. If comparing the performance of the SFstd and SFstd∪FMFCC based
features the latter show in general a better performance (in terms of classification
accuracy).

4.2 Tests on the unmarked Vector Set

An evaluation of the quality of a model has to take into account the performance
in the case of classifying (completely) unmarked material. Table 4 shows the
classification accuracy (in percent) of all models on the vector set unmarked.
These tests are considered extreme tests in the context of this work since they
are using a test set which violates the null hypothesis for the tests performed
(i.e. the set is completely unmarked and not partially marked as in the other
tests).

Table 4. Results for pAi (classification accuracy in percent) for the selected FS and
all MAi on vsc = unmarked ((str:ste = 256:64)

MS1 MS2 MS3 MS4 MS5 MW1 MW2 MW3 MW4
SFstd 55.03 64.60 81.56 89.57 89.57 81.80 90.10 63.14 66.00
SFstd∪F MF CC 54.23 63.61 75.29 79.38 89.41 98.96 77.54 66.77 61.56

From the classification accuracy (the number of vectors correctly classified as
unmarked) given in table 4 the Type II (false negatives) errors for the classifi-
cation using the MAi are computed as 100% − pAi of the results presented in
table 4. The results for these errors are shown in table 5.

Table 5. Results for the Type II errors (false negatives; 100% − pAi) in percent for
the selected FS and all MAi on vsc = unmarked

MS1 MS2 MS3 MS4 MS5 MW1 MW2 MW3 MW4
SFstd 44.97 35.40 18.44 10.43 10.43 18.20 9.90 36.86 34.00
SFstd∪F MF CC 45.77 36.39 24.71 20.62 10.60 1.04 22.46 33.24 38.44

The results in table 5 show a very inhomogeneous behaviour of the different
models. While in the case of MS1 the results are only slightly below 50% (which
would be similar to guessing the result) the best result with an occurrence of false
negatives of only 1.04% (in the case of MW1 and SFstd∪FMFCC , the combination
which also shows the best results in section 4.1) is considered nearly perfect.
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These 1.04% false negatives are equal to 389 ∗ 64 ∗ 1.043/100 = 260 falsely
as “marked” classified vectors. In seven of the nine cases it is noticed that the
results for SF = SFstd are better than the results for SFstd∪FMFCC . From the
high rate of Type II errors in the tests on this unmarked vector set, a lower
number of Type I errors on partially or completely marked test sets can be
assumed. Results for partially marked vector sets are given in section 4.3. To
perform the computation of Type I errors on completely marked sets will be a
task for further research.

4.3 Scaling of the Classification Accuracy by Increasing the Model
Size Tests

In [2] the changes in the classification accuracy of a model was tested on 389files
for two scaling steps (str=16 and str=64 windows per file). Here the results for
a further scaling step (str=256) are computed to reliably identify the correlation
between model size and classification accuracy. Tables 6 and 7 summarise the
results from [2] and compare them with the corresponding results from the new
computations. In each column of tables 6 and 7 the highest classification accuracy
(in percent) is marked in bold face for better readability.

Table 6. Classification accuracy (in percent) for different model sizes and the feature
set SFstd for all Ai considered for the classification against the appropriate MAi

MS1 MS2 MS3 MS4 MS5 MW1 MW2 MW3 MW4
str :ste=16:4 55.30 57.14 59.61 60.93 59.09 85.89 62.32 59.09 52.02
str :ste=64:16 57.10 54.55 61.01 60.42 61.20 88.85 61.85 59.31 54.90
str :ste=256:64 61.84 58.07 62.15 60.00 60.37 90.17 61.58 59.54 55.71

Table 7. Classification accuracy (in percent) for different model sizes and the feature
set SFstd∪F MF CC for all Ai for the classification against the appropriate MAi

MS1 MS2 MS3 MS4 MS5 MW1 MW2 MW3 MW4
str :ste=16:4 51.58 60.46 63.63 59.74 59.82 93.45 70.39 59.16 55.75
str :ste=64:16 56.45 59.97 67.22 60.65 60.87 97.52 71.63 60.56 59.50
str :ste=256:64 62.19 62.21 72.94 62.19 62.05 99.10 74.86 60.99 63.92

When comparing both tables 6 and 7 it is obvious that the results for the
SFstd∪FMFCC are not only showing a more homogeneous behaviour (for increas-
ing model sizes a general increase of the classification accuracy is noticeable as
well), also the general performance (in terms of the maximum classification ac-
curacy reached) is higher for all algorithms compared to SFstd.

The error distribution, split into Type I and II errors, for the test of classifying
each Ai with its corresponding model and str:ste=256:64 (last rows in tables 6
and 7) is given in tables 8 and 9. A Type I error (false positive) in our case is
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the error of classifying a vector as belonging to an unmarked file when in reality
it belongs to a marked signal. A Type II error (false negative) in our case this is
the equivalent of classifying a vector as belonging to a marked file when in fact
it belongs to a unmarked signal.

Table 8. Type I and II errors (in percent of all vector classifications) at str:ste =256:64
and feature set SFstd for all A considered

AS1 AS2 AS3 AS4 AS5 AW1 AW2 AW3 AW4
Type I error (false positive) 15.68 19.59 28.63 34.78 37.94 0.73 33.58 22.03 27.29
Type II error (false negative) 22.49 18.20 9.22 5.22 2.60 9.10 4.90 18.43 17.00

Table 9. Type I and II errors (in percent of all vector classifications) at str:ste =256:64
and feature set SFstd∪F MF CC for all A considered

AS1 AS2 AS3 AS4 AS5 AW1 AW2 AW3 AW4
Type I error (false positive) 14.93 18.21 14.70 27.50 33.64 0.38 14.04 20.77 16.86
Type II error (false negative) 22.89 16.89 12.36 10.31 5.35 0.52 11.25 16.62 19.22

The different classes of results can be seen in tables 8 and 9: first, the case
where both errors are not dependent on the choice of the fused feature set (see
algorithms AS1 , AS2 and AW3), second, the case where choosing SFstd∪FMFCC

in stead of SFstd decreased the Type I errors by a large amount, but at the same
time increased the Type II errors slightly (see algorithms AS3 , AS4 , AS5 , AW2

and AW4), and third, the case where the number of Type II errors was nearly
eliminated by choosing SFstd∪FMFCC (AW1).

4.4 Results for TestF iles = longfile

In [2] this test set was used to simulate the application scenario of VoIP steganog-
raphy under the basic assumption that a VoIP communication can be generally
modelled as a two channel speech communication with one invariant speaker per
channel. One of these channels was simulated by using longfile. The tests in [2]
used only AS1 which is the steganography algorithm used in the VoIP steganog-
raphy prototype described in [8] and [3]. Since the results of those tests (which
computed models of a larger size than possible with 389files) did show very
interesting results for the classification accuracy achieved, they are expanded
in this work to the complete set of algorithms A. All parameters are chosen as
in [2] to guarantee a comparability of results. Unfortunately the algorithms AS4 ,
AS5 , AW1 and AW3 were not capable of marking the long file composing the test
set longfile. In the case of AW1 the embedding process was terminated with a
“segmentation fault”, in the case of AW3 and AS5 the embedding function ter-
minated with the message “aborted” without generating the marked output file.
For AS4 the embedding process was aborted manually after running 40 hours
without termination or showing any form of progress. The behaviour of those
four algorithms (which is considered to be a result of the large file size) is marked
in tables 10 and 11 with “n.a.” (result not available).
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Table 10. pDAi
for SFstd and SFstd∪F MF CC for all Ai and TestF iles = longfile

(str:ste = 400:2200)

MS1 MS2 MS3 MS4 MS5 MW1 MW2 MW3 MW4
SFstd 72.89 61.98 55.45 n.a. n.a. 100 n.a. n.a. 59.75
SFstd∪F MF CC 96.93 96.11 95.73 n.a. n.a. 100 n.a. n.a. 97.21

Table 11. pDAi
for SFstd and SFstd∪F MF CC for all Ai and TestF iles = longfile

(str:ste = 2200:400)

MS1 MS2 MS3 MS4 MS5 MW1 MW2 MW3 MW4
SFstd 77.88 72.25 68.50 n.a. n.a. 100 n.a. n.a. 64.75
SFstd∪F MF CC 100 100 100 n.a. n.a. 100 n.a. n.a. 100

Both tables show very good or even perfect results for the large models used
here for classification. A classification accuracy of pDS1

= 100% indicates that,
by applying the corresponding model to a intra-window based classification of
a vector field generated by AAST using the feature set SFstd∪FMFCC on audio
material of the same type as longfile or longfileM (i.e. (partially marked)
speech) and with the same parameterisations as described, the result would
be a perfect classification into marked and un-marked material. Additionally it
means that the Type I and II errors for these tests are at 0%. Like in most of
the preceding tests the results for SFstd∪FMFCC again outperform the results
obtained by a classification using SFstd.

In table 12 the results from a small scale cross-algorithm evaluation on AS1

and AS2 using the feature sets SFstd∪FMFCC and SFstd and a str:ste ratio of
2200:400 are shown. These results confirm the problems with the discrimina-
tory power already noticed in the cross-algorithm evaluation results shown in
tables 2 and 3. The results for the cross-classification of vsc from AS1 with MS2

and vsc from AS2 with MS1 are far above 95% in the case of SFstd∪FMFCC

and above 60% for SFstd. To summarise the findings from tables 2, 3 and 12
it has to be stated that models for one algorithm sometimes return significant
(≥ 52%) classification results for the vsc generated from other algorithms. In
the case of the results for SFstd∪FMFCC in table 12 the classification results in
cross-classification even reach values larger than 99%. Further research should
be invested into this result in order to determine how a AAST based univer-
sal steganalysis approach will benefit from selected models which show a good
performance on several algorithms.

Table 12. Classification accuracy (in percent) for the cross-algorithm evaluation on
AS1 and AS2 using the feature sets SFstd∪F MF CC and SFstd (str:ste = 2200:400)

MS1 , SFstd∪F MF CC MS2 , SFstd∪F MF CC MS1 , SFstd MS2 , SFstd

vsc from AS1 100 97.38 77.88 79.13
vsc from AS2 99.75 100 62 72.25
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Another test performed under the basic assumption of evaluating a VoIP com-
munication focuses on the non-steganographic processing of data. This test is
similar to the tests performed in section 4.2 but here the quality of the classifier
used is evaluated using five audio modifications common to VoIP communica-
tions. Test material is generated from TestF iles = longfile by using five attacks
from the SMBA audio watermark benchmarking suite [11]. The attacks chosen
(Amplify, BassBoost, CutSamples, Normalizer1 and Resample) present pos-
sible signal modifications which can occur in a VoIP application. All five attacks
are used with their default parameters (for a detailed description of the attacks,
their implementation and parameterisation see [11]).

Table 13 summarises the results of a classification of TestF iles =
attacks(longfile) using the same MAi as in table 11 for all algorithms where
these models could be computed. The test hypothesis for the tests is that the
evaluated audio material is not marked by an algorithm taken from A (i.e. un-
marked material).

Table 13. pDAi
for SFstd∪F MF CC for all Ai and TestF iles = attacks(longfile) (str:ste

= 2200:400) and on unmarked longfiles; under the hypothesis TestF iles = cover

MS1 MS2 MS3 MS4 MS5 MW1 MW2 MW3 MW4
Amplify 99.5 98.25 100 n.a. n.a. 100 n.a. n.a. 98.25
BassBoost 97 99.25 100 n.a. n.a. 100 n.a. n.a. 96.25
CutSamples 82 0.25 83 n.a. n.a. 100 n.a. n.a. 0
Normalizer1 100 100 100 n.a. n.a. 98.75 n.a. n.a. 90.75
Resample 0 0 100 n.a. n.a. 88.75 n.a. n.a. 0
None 100 100 100 n.a. n.a. 100 n.a. n.a. 100

The results in table 13 imply that the classification applied is, in all tests per-
formed, very robust (correctly classified samples > 90%) against the Amplify,
BassBoost and Normalizer1 attacks. A strong inhomogeneity in the results can
be seen for the CutSamples and Resample attacks where the rate of correctly
classified samples is either very good (82 to 100%) or catastrophic (0 to 0.25%).
When looking at the algorithms it can be noted that the models generated for
AS3 and AW1 (MS3 and MW1) allow for a very accurate classification (correctly
classified samples > 83%) of the attacked material. The other three evaluated Ai

show worse results. On the unmarked longfiles table 13 (the row for the attack
None) shows for each of the five algorithms a 100% classification accuracy.

5 Conclusion and Summary

Regarding the first goal of evaluating the performance of the AAST as a uni-
versal steganalysis tool the results presented in section 4 show that the selected
classification approach of using SVM classification is not suitable if the applica-
tion scenario does not limit the selection of the information hiding algorithm to
be detected. Especially the results of the algorithm cross-evaluation in section 4.1
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show that the discriminatory power of most of the models used in the testing
was too low to accurately distinguish between the algorithms evaluated. On the
other hand the high classification accuracy of some of the models on more than
one algorithm might make these models a good wide range indicator for hidden
channels when applied to audio material. Nevertheless, the results prove that a
different classification (i.e. multi-class classifier based) approach has to be chosen
for AAST to be useful in scenarios where the number of possible steganographic
methods is not limited to one.

For the second test goal of this paper (the evaluation of the quality of AAST
when it is used as a specific steganalyser) section 4 shows generally very good
results for all algorithms considered for larger models (here generated by training
on 256 feature vectors per file in the set of audio signals). These results are
supported by the ones computed on the second set of test signals (longfile)
where the large models generated on this set allowed for 100% classification
accuracy on all five algorithms which were able to mark this test set.

When considering the sets of fused features used to generate the models M it
has to be stated that the models including FMFCCs outperform the strictly time
domain based models in every test except for the false positive alert generation
on “unmarked” vector sets.

For further research the computation of Type I errors on completely marked
sets (as it is done in section 4.2 for Type II errors on completely unmarked
material) might give another indicator for AAST current classification approach
in universal steganalysis. Furthermore the problems with the low discriminative
power shown in this work might be addressed by narrowing down the number
of features fused in the feature sets used for classification by removing non-
relevant features for each algorithm. Also choosing different parameters for the
SVM classification might improve the classification accuracy and enable the
construction of receiver operation curves (ROC) in the evaluations.

More tests under the assumption of the VoIP scenario (i.e. on speech material
similar to the longfile material) could give a indication on how to optimise (in
terms of minimising the number of features and feature vectors to be computed
for a reliable classification) the classification process in the consideration of the
VoIP scenario. The scalability of the used trained classification approach has to
be evaluated by adding new information hiding algorithms to the test set.

The impact of knowledge gained on the distribution of classification errors
of each model on the content and tests on the interoperability of the computed
models might lead to a reliable grouping of models for the identification of the
embedding domain, a step which would dramatically improve the performance of
the introduced approach with regards to universal steganalysis. Furthermore the
possibility of constructing a meta-classifier on the decision level of the introduced
classification approach and the impact to the classification accuracy should be
evaluated. For example if no a priory knowledge exists on the algorithm used
to mark a file then a classification against all Mi might be done as a naive
implementation of such a meta-classifier, using for example the tables 3 or 5
as lookup tables. A different approach could be to use the arithmetic mean of
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the model based classifications as a decision level fusion function. If a priori
knowledge on the quality of selected classifiers exists, then this knowledge could
also be incorporated into a decision level fusion, e.g. in form of a weighting
function.
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Abstract. We present a generalised and improved version of the cate-
gory attack on LSB steganography in JPEG images with straddled em-
bedding path. It detects more reliably low embedding rates and is also
less disturbed by double compressed images. The proposed methods are
evaluated on several thousand images. The results are compared to both
recent blind and specific attacks for JPEG embedding. The proposed at-
tack permits a more reliable detection, although it is based on first order
statistics only. Its simple structure makes it very fast.

1 Introduction

LSB embedding is probably the most widespread and most frequently analysed
steganographic method. It is instinctively considered weak. Hence many alterna-
tives have been proposed in the last years. The JPEG file format is popular for
digital photos not only in e-mail attachments. One of the first steganographic
methods for JPEG files is Jsteg [1], which overwrites the LSB of DCT coefficients.
The chi-square attack [2] demonstrated the weakness of Jsteg. Outguess [3] is an
alternative that preserves the first order statistics and thus prevents the chi-
square attack. It reserves a number of DCT coefficients to compensate for the
changes. After embedding, the exact histogram is recovered by additional spe-
cific changes. This renders the chi-square attack ineffective, since it considers the
histogram only. The chi-square attack is also prevented by F5 [4], which does not
flip LSBs at all, but decreases the absolute value of coefficients by one, if neces-
sary. F5 also increases the embedding efficiency, i. e., the message bits per change
ratio. Another interesting approach is model-based steganography [5]. It uses an
arithmetic decoder to adapt the stream of message bits to expected frequencies
derived, e. g., from a Cauchy model of DCT coefficients. All the successors of
Jsteg are immune against the chi-square attack. However, higher order statisti-
cal attacks, especially the complex blind attacks with a large feature space like
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the 324 Markov features by Shi et al. [6] and the 274 merged Markov and DCT
features by Pevný and Fridrich [7] can also detect the presence of embedded
messages for the advanced steganographic JPEG methods.

Our motivation to consider again LSB embedding is twofold: With very low
embedding rates and straddling the changes over the whole medium, LSB em-
bedding is still hard to detect. This is not surprising at all. There are elaborate
attacks for the spatial domain (Pairs analysis, RS, SPA [8,9,10]) and improved
versions (scanning pixels along a space filling curve [11], adaptive hypotheses
for natural images [12]). These are not easily applied to the DCT domain. It
is unsatisfactory that the aforementioned complex blind attacks perform better
than current specific attacks (Yu et al. [13], Zhang and Ping [14]). Recent mea-
surements have shown that our previous approach [15] is not significantly better
than the blind attack with 274 mixed features for images from one particular
source. Jsteg length information can also be used to increase the detection power
of targeted Jsteg attacks as shown by Westfeld [16], however, this improvement
can easily be prevented by encryption. In practice, the images come from many
different sources, are scaled and recompressed. This drops the performance of
the blind attacks considerably. For our experiments, we use 900 images from
CBIR [17], which is a very heterogeneous set of images and, since this set too
small to train a classifier with more than 100 features, another set with 3000
never compressed TIFF images from NRCS [18]. We try to construct a similarly
heterogeneous set from this second source, scale to different sizes and compress
with different qualities. The aforementioned specific attacks do without a long
training phase, without calibrated statistics, and without a large training set:
They quickly return their result when directly applied to the suspect JPEG
medium. In this paper we propose several improved versions of this attack, which
seem to be less sensitive to double compression.

The paper construction is as follows: In the next section, we describe basic no-
tations and definitions, and discuss AC JPEG distribution shapes. In Section 3,
we propose a general version of the category attack proposed by Lee et al. [15]. In
Section 4, the experimental results are presented for Jsteg and Jphide. Finally,
we conclude this paper.

2 Preliminaries

2.1 Notations and Definitions

Let h(x) denote the histogram of DCT coefficients in the cover image and let
N be the total number of DCT coefficients. For the ease of description, we will
use probabilistic terms. Let X be the random variable of DCT coefficients in a
cover image, and f(x) be the probability distribution of X , i. e., f(x) = PX(x).
The relation between the two distributions is

f(x) =
1
N

h(x) . (1)
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Let X ′ be the random variable of DCT coefficients in a stego image in which a
random message is embedded in the cover image with Jsteg. And let f ′(x) be
the probability distribution of X ′ i. e., f(x) = PX′(x).

Let U =
∑

x �=0 h(x) denote the number of nonzero DCT coefficients (all AC
and DC) and L the number of message bits to be embedded in the JPEG image.
We will measure the capacity on a common basis: bits per nonzero coefficients
or

bpc =
L

U
, (2)

with 0 ≤ bpc ≤ 1. The bpc is for all JPEG embedding algorithms the same while
their particular capacities differ. For example, Jsteg is an application of the LSB
embedding to JPEG format. It is identical with the LSB embedding except that
the coefficient values 0 and 1 are not used for embedding. Consequently, for
Jsteg, U1 =

∑
x �∈{0,1} h(x) and its relative capacity usage � = L

U1
.

We assume that the message bits are random. In other words, the message
bits are assumed to be independent of the cover image and are uniformly distrib-
uted. Because the embedding path is pseudorandomly chosen, the probability of
flipping the LSB of a coefficient x �∈ {0, 1} is �/2. Hence, one can establish a basic
relation between the cover and the stego distributions as follows: for x �= 0,

f ′(2x) = f(2x) − �

2
(f(2x) − f(2x + 1)) , (3)

f ′(2x + 1) = f(2x + 1) +
�

2
(f(2x) − f(2x + 1)) . (4)

2.2 Consideration of AC JPEG Coefficient Distribution

The distribution of AC coefficients in JPEG images is often regarded to follow
either the Laplacian distribution [19] or the generalised Cauchy distribution [5].
The Laplacian distribution

h(x) =
λ

2
e−λ|x| (5)

and the generalised Cauchy distribution

h(x) =
p − 1
2s

(∣∣∣
x

s

∣∣∣ + 1
)−p

. (6)

have common properties: the symmetry about 0 and the unimodality.
The distributions AC coefficients of DCT transformed blocks are generally

well approximated for images that are compressed for the first time. It is rea-
sonable to believe that the quantisation does not affect the symmetry, however,
we have found a considerable number of images with multimodal distribution,
probably due to the effect of double compression. For example, Fig. 1 displays
the quantisation table and the AC coefficient histogram of Y channel data of a
JPEG image obtained from CBIR [17]. Clearly, the distribution is not unimodal.
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Fig. 1. A JPEG image from CBIR [17] and its quantisation table for Y channel and
the histogram of AC coefficients showing the case of the multimodal; the frequency of
the value 0 was reduced for display

In CBIR, one can observe many JPEG images having multimodal “comb” dis-
tributions, which require special handling in steganalysis [20].

From this observation, the steganographic technique depends on the model
parameters regarding the above distributions [5]. For example, the steganalytic
technique by Yu et al. uses these model parameters [13]. One remedy for the
steganalyst is to filter out the images of the unexpected case in the test domain.
A more advanced one is to develop non-parametric solutions for the detection
like the method of Zhang and Ping (ZP) [14] and the category attack by Lee
et al. [15].

3 Generalised Category Attack

3.1 Histogram Modification for Detection

For the sake of simple description of the attack, we delete some bars in the
histogram. We need two separate histogram modifications, one for Jsteg and
another one for Jphide. After the modification, the histogram considers only
values that are usable for LSB embedding.
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Let f(x) denote the probability distribution of the samples in a digital image.
Then the relations of f(x) and f ′(x) described in the Sect. 2.1 is true for all
x ∈ Z.

We change the distribution in a way that keeps both, its smoothness as well
as the effect of LSB embedding. Jsteg does not use the values 0 and 1. For a
given histogram h(x), we put

f(x) =

{
h(x)/U1 , for x > 1 ,
h(x − 2)/U1 , for x ≤ 1 ,

(7)

where U1 is the number of usable coefficients, that is, U1 =
∑

x �∈{0,1} h(x). For
the Jphide attack, we put

f(x) =

{
h(x)/U2 , for x > 1 ,
h(x − 3)/U2 , for x ≤ 1 ,

(8)

where U2 =
∑

x �∈{−1,0,1} h(x) ignoring occasional changes and the negligible
cases of usable coefficients.

3.2 The Concept of the Category Attack

Consider two pairs of values: (2m, 2m+1) and (2m−1, 2m). The former is named
the induced category in a sense that LSB embedding induces the decrement of
the frequency difference,

|f ′(2m) − f ′(2m + 1)| = (1 − �)|f(2m) − f(2m + 1)| , (9)

which is derived from (3) and (4). This fact was earlier used in the chi-square
attack [2,21], a categorical data analysis for the detection of steganography.

The latter is named the shifted category in a sense that the values are shifted by
1. Induced and shifted categories have been termed direct and shifted pairs in the
literature before [8]. However, apart from the correspondence of these terms, the
category attack has little resemblance with the Pairs analysis that exploits higher
order statistics creating two binary vectors and evaluating their number homoge-
neous and inhomogeneous pairs. The main idea of the category attack is to use the
shifted category in which the frequency differences have a different pattern with
LSB embedding compared to that in the induced category: Because the values
can be changed within an induced category containing it, the effect of LSB em-
bedding on the frequency difference is covered by at least two induced categories,
(2m − 2, 2m − 1) and (2m, 2m + 1), which are overlapped by the shifted category
(2m − 1, 2m). In other words, the effect is dependent on the state of the distribu-
tion f(x) on the four consecutive sample values {2m − 2, 2m − 1, 2m, 2m + 1}.

The assumed sample distribution is varying, and thus, we expect that f(x)
is monotonically increasing or decreasing on many intervals with a significant
portion. For the JPEG domain, this is clear regardless of what the modality of
the distribution is. Consider a monotone decreasing interval. The equalisation
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of both frequencies in the induced category implies that f(2m − 1) will increase
and f(2m) will decrease after LSB embedding. This means that the frequency
difference in the shifted category (2m−1, 2m) grows when the embedded message
size is increasing. This is also true for the monotone increasing case. This makes
a difference to the pattern in the induced category.

In Fig. 2, the left side shows the difference between both changes of the fre-
quency difference in the induced and the shifted categories. The curves repre-
sent the monotone decreasing function f(x). Two adjacent circles with the same
colour represent the values in an induced category. For each circle, the arrow
indicates the changing pattern of the frequency of the sample value by LSB
embedding. The top-left and the bottom-left figure show both patterns in the
induced and the shifted categories respectively. The two arrows in one category
point in opposite directions. The category attack evaluates these differences in
a relative way using some measurements.
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Fig. 2. The concept of general categories

3.3 General Categories

In this section, we will generalise the concept of the category attack. A category
means a pair of values, say (a, b), such that a, b ∈ Z and a < b. It is more
convenient to represent the category by the small value a and the distance d =
b − a. Let Ωd be the collection of categories in which values differ by d, i. e.,
Ωd = {(a, a+d) : a ∈ Z}. For a distance d, the categories in Ωd can be classified
into LSB types of their small values. Let Ω0,d be the sub-collection of Ωd whose
members are of the form (2m, 2m + d), m ∈ Z, i. e., categories having even
values as their small values. Similarly, let Ω1,d be the sub-collection of Ωd whose
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members are of the form (2m + 1, 2m + d + 1), m ∈ Z, i. e., categories having
odd values as their small values. Then the collection Ωd is the disjoint union of
the sub-collections, Ω0,d and Ω1,d.

When the distance d is an odd value, Ω0,d and Ω1,d have some distinctive
characteristics under LSB embedding. In this case, say d = 2n−1 for some n ∈ N ,
the category collections can be rewritten as Ω0,2n−1 = {(2m, 2m+2n− 1) : m ∈
Z} and Ω1,2n−1 = {(2m + 1, 2m + 2n) : m ∈ Z}. We will refer to Ω0,2n−1 as the
collection of even categories with a distance 2n − 1 (briefly the even categories)
and to Ω1,2n−1 the collection of odd categories with a distance 2n−1 (briefly the
odd categories) respectively. The induced categories and the shifted categories
referred to in the previous section are the special case of the even and the odd
categories with the distance 1, respectively.

Let us look again at Fig. 2. The right side displays the different changing
patterns (arrows) of the frequency differences in the even and the odd categories
by LSB embedding. For the even category (2m, 2m + 2n − 1) with a distance
greater than 1, the two induced categories overlapped by the even category are
(2m, 2m+1) and (2m+2n−2, 2m+2n−1). Consider the monotone decreasing
interval with f(x) again. As shown in the top-right figure, the frequency f(2m)
will decrease and the frequency f(2m+2n−1) will increase after LSB embedding.
Their difference f(2m) − f(2m + 2n − 1) will decrease. On the other hand, for
the odd category (2m+1, 2m+2n) with a distance greater than 1, both induced
categories overlapped by the even category are (2m, 2m+1) and (2m+2n, 2m+
2n + 1). Considering a monotone decreasing interval of f(x) again (cf. bottom-
right in the figure), the frequency f(2m + 1) will increase and the frequency
f(2m+2n) will decrease after LSB embedding. Their frequency difference f(2m+
1) − f(2m + 2n) will increase. The frequency difference in the even and the odd
categories will grow with the LSB embedding rate. And this is also true for a
monotone increasing interval. Therefore, the even and the odd categories can be
viewed as the generalised concept of the induced and the shifted categories.

3.4 Measurements of the Frequency Differences in Categories

For each type of categories with a distance 2n − 1, an easy calculation of the
frequency difference as overall statistics is the sum of absolute values of the
frequency differences in the categories:

S1(0, n) =
∑

x∈Z

|f(2x) − f(2x + 2n − 1)| , (10)

S1(1, n) =
∑

x∈Z

|f(2x + 1) − f(2x + 2n)| . (11)

These have linear patterns of the embedding rate � in their change. Another
measure is of the form of the squared sum of frequency differences:

S2(0, n) =
∑

x∈Z

(f(2x) − f(2x + 2n − 1))2 , (12)
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S2(1, n) =
∑

x∈Z

(f(2x + 1) − f(2x + 2n))2 . (13)

In general, the p-th powered sum of the absolute values of the frequency dif-
ferences can be considered. However, our experiments have shown no improved
detection power compared with the above measures. The following χ2-like mea-
sure was used in the original version of the category attack:

χ2(0, n) =
∑

x∈Z

(f(2x) − f(2x + 2n − 1))2

f(2x) + f(2x + 2n − 1)
, (14)

χ2(1, n) =
∑

x∈Z

(f(2x + 1) − f(2x + 2n))2

f(2x + 1) + f(2x + 2n)
. (15)

After LSB embedding, we would expect that

S′
i(0, n) < Si(0, n) but S′

i(1, n) > Si(1, n), (16)

χ2′(0, n) < χ2(0, n) but χ2′(1, n) > χ2(1, n), (17)

where i ∈ {1, 2}. Furthermore, we expect each measurement to be more sensitive
to higher embedding rates �; for example, the change of S1(0, n) and S1(1, n)
is linearly decreased and increased on � respectively, if f(x) is increasing in all
intervals.

For a fixed distance 2n − 1, we compare both measurements in the even and
the odd categories in a relative way. Put

RSi(n) =
Si(1, n) − Si(0, n)
Si(1, n) + Si(0, n)

, (18)

Rχ2(n) =
χ2(1, n) − χ2(0, n)
χ2(1, n) + χ2(0, n)

, (19)

We assume that cover images have a stable pattern of the relativities, RSi(n)
and Rχ2(n). If the relativity is above a threshold, then we suppose a stego image.

Let us consider the distance 2n − 1. We have also evaluated the following
combined relativities:

CRSi(n) =
∑n

k=1 Si(1, k) −
∑n

k=1 Si(0, k)∑n
k=1 Si(1, k) +

∑n
k=1 Si(0, k)

, (20)

CRχ2(n) =
∑n

k=1 χ2(1, k) −
∑n

k=1 χ2(0, k)∑n
k=1 χ2(1, k) +

∑n
k=1 χ2(0, k)

. (21)

When n is growing, it is reasonable that the relativity becomes more stable for
cover images. However, at the same time the relativity becomes less sensitive
to LSB embedding as our experiments have shown. There seems to exist some
trade-off between the stability and the sensitivity.
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3.5 Discussion of the Applications to Jsteg and Jphide

Assume that JPEG images have the symmetry around 0. (7) yields

f(1 + x) = h(1 + x)/U1 = h(−1 − x)/U1 = f(1 − x) (22)

This means that the symmetry is also true for the modified distribution with
Jsteg but the center is changed to 1. Let y = 2 − 2x − 2n, then |f(2x) − f(2x +
2n − 1)| = |f(2y + 1) − f(2y + 2n)|, and thus,

Si(0, n) = Si(1, n) . (23)

Similarly, one can deduce

χ2(0, n) = χ2(1, n) . (24)

We have

RSi(n) = 0 and CRSi(n) = 0 . (25)
Rχ2(n) = 0 and CRχ2(n) = 0 (26)

As an improvement of the category attack for Jsteg, instead of h(−1), we
suggest to use h(1) for the calculation in the odd categories. So we introduce
a new histogram modification fICA(x) that is equivalent to those defined in
Eqns. (7) and (8) except for fICA(1) = h(1)/U1. Due to the symmetry h(x) =
h(−x) this will not change the cover statistics. However, because h(1) is not
changed while h(−1) decreases after embedding, the measurement of frequency
difference in the odd categories will be greater than its original version after LSB
embedding. This will boost the sensitivity to Jsteg. We will call this improved
category attack (ICA).

If the cover distribution has no symmetry around a sample value, the relativity
can be hardly predictable. The initial quantities of the relative differences will
fluctuate much more and consequently deviate from the mean. This is the reason
of why the category attack is worse for Jphide than Jsteg. Using the combined
version of the generalised category attack (GCA), this will be more improved.
However, there is no better way of guessing the parameter n than by experiments.

4 Experimental Results

The results are based on two image sources. About 900 JPEG images were down-
loaded from the CBIR [17]. These 900 images are from mixed sources, different
size, colour and greyscale, and possibly double compressed. These images were
classified by all versions of the specific attacks.

For the blind attacks we faced the same problem that an investigating officer
has if he only has a small set of images to test but no sufficiently large training set.
A set of 900 images is too small to be separated into subsets for training and test
with about 300 features. So another 3000 large colour TIFF images (2100×1500)
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Table 1. Selected reliabilities and false positive rates of the proposed GCA and ICA
methods in comparison to existing specific and blind attacks

bpc=0.01 bpc=0.02 bpc=0.04

Attack 2n − 1 ρ FPR0.5 ρ FPR0.5 ρ FPR0.5

Jsteg (900 CBIR images)

GCAAC CRχ2 1 0.334 0.239 0.599 0.094 0.877 0.012

GCAAC CRχ2 3 0.366 0.240 0.643 0.078 0.911 0.010

GCAAC CRχ2 5 0.341 0.237 0.612 0.098 0.897 0.020

GCAAC CRχ2 7 0.313 0.280 0.573 0.130 0.876 0.027

GCAAC CRχ2 9 0.288 0.305 0.535 0.152 0.846 0.033

ICAAC CRχ2 1 0.353 0.265 0.632 0.127 0.898 0.028

ICAAC CRχ2 3 0.277 0.319 0.513 0.191 0.805 0.067

ICAAC CRχ2 5 0.250 0.323 0.471 0.220 0.759 0.084

ICAAC CRχ2 7 0.239 0.331 0.452 0.228 0.738 0.099

ICAAC CRχ2 9 0.230 0.332 0.437 0.234 0.720 0.109

CA (GCADC CRχ2 1) 0.322 0.251 0.583 0.098 0.866 0.012

ZP β . . . . . . . . . . . . . . . . . . . . . 0.193 0.343 0.366 0.252 0.632 0.140

ZPAC β . . . . . . . . . . . . . . . . . . 0.198 0.349 0.376 0.249 0.645 0.138

Yu α . . . . . . . . . . . . . . . . . . . . . 0.056 0.487 0.110 0.477 0.209 0.441

Yu α w/o zero bin . . . . . . . 0.059 0.467 0.118 0.444 0.228 0.394

23 DCT (NRCS) . . . . . . . . . 0.062 0.455 0.129 0.411 0.247 0.301

324 Markov (NRCS) . . . . . 0.075 0.456 0.151 0.407 0.271 0.339

274 Merged (NRCS) . . . . . 0.234 0.315 0.432 0.165 0.687 0.016

Jphide (900 CBIR images)

GCAAC CRS2 1 0.154 0.361 0.296 0.250 0.526 0.119

GCAAC CRS2 3 0.163 0.404 0.313 0.286 0.564 0.112

GCAAC CRS2 5 0.178 0.388 0.344 0.272 0.623 0.095

GCAAC CRS2 7 0.166 0.408 0.318 0.301 0.577 0.108

GCAAC CRS2 9 0.163 0.406 0.313 0.330 0.570 0.118

ICAAC CRχ2 1 0.172 0.343 0.322 0.222 0.556 0.115

ICAAC CRχ2 3 0.176 0.430 0.327 0.325 0.571 0.128

ICAAC CRχ2 5 0.172 0.443 0.316 0.363 0.545 0.185

ICAAC CRχ2 7 0.163 0.448 0.303 0.378 0.525 0.201

ICAAC CRχ2 9 0.156 0.430 0.294 0.370 0.516 0.212

CA (GCADC CRχ2 1) 0.151 0.383 0.293 0.267 0.536 0.157

23 DCT (NRCS) . . . . . . . . . 0.005 0.493 0.015 0.488 0.034 0.478

324 Markov (NRCS) . . . . . 0.136 0.420 0.258 0.354 0.386 0.272

274 Merged (NRCS) . . . . . 0.159 0.378 0.305 0.283 0.524 0.182
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Fig. 3. ROC curves based on 900 CBIR images [17] for selected attacks to 0.04 bpc
Jsteg (left) and 0.04 bpc Jphide (right). The three blind classifiers have been trained
on a reasonable subset of 100,000 images derived from NRCS images [18].

were downloaded from the NRCS Photo Gallery [18], to construct a training set.
We downscaled the images using pnmscale (smaller side 600, 400, 200, 80, and
40 pixels), and converted to greyscale JPEG using pnmtojpeg (qualities 99, 95,
90, 80, 70, 60, 50). Sufficiently large subsets of these about 100,000 images1

were used to train the blind classifiers. We implemented the blind attacks by
Fridrich with 23 DCT features [22], by Shi et al. with 324 Markov features [6],
and by Pevný and Fridrich with 274 merged extended DCT and reduced Markov
features [7], the specific attacks on randomised Jsteg by Yu et al. (the model-
based approach) [13], the attack by Zhang and Ping [14], and by Lee et al. [15],
together with their attack on Jphide. We focussed on low embedding rates (0.01,
0.02, and 0.04 bits per nonzero coefficient [bpc]).

Table 1 shows selected results for the attacks on Jsteg and Jphide. Figure 3
presents the ROC curves for the proposed attacks (GCA and ICA) with their
best selection of n together with previous attacks. The ROC curve of some
attacks (e. g., the attack by Yu et al. based on their α value) is very sensitive to
the heterogeneous composition of the image set. These curves show cavities that
disappear if the same attack is applied to a homogeneous set with equally sized
images from one source. The detection power is evaluated using two measures:
one is the reliability ρ of the ROC curve, which is twice the area under the curve
minus one, and FPR0.5, the false positive rate (FPR) at true positive rate (TPR)
0.5. We applied the three blind attacks (23 DCT, 324 Markov, and 274 merged
features), the attack by Lee et al. (CA) and the two proposed attacks GCA and
ICA to both, Jsteg and Jphide. Our canonical name for the CA is GCADC CRχ2

with n = 1. There are some more specific attacks that can only detect Jsteg:
1 The size of the training set was chosen according to the number of features, not

smaller than 10 images per feature and class.



Generalised Category Attack 389

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

False positive rate

T
ru

e 
po

si
tiv

e 
ra

te

−0.010−0.0050.000
0.005

0.010

0.015

0.020

0.025

0.030

0.035
0.040

GCAAC CRχχ2, n == 2
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the attack by Zhang and Ping (ZP) and the attack by Yu et al. (Yu). We also
modified the latter two for a marginal improvement: In “ZPAC” we discarded
DC coefficients, since they have a different marginal distribution and “pollute”
the statistics. In “Yu w/o zero bin” we excluded the zero bin from the Cauchy
model approximation, since this bin shrinks when nonzero bins are growing. For
the GCA and ICA we present the cases for n = 1 . . . 5 for the best available
measures. In general the best measure was CRχ2 , except for the GCA when
applied to Jphide, where we used CRS2 . The overall best result was achieved
for Jsteg with the GCA (n = 2). Next in rank follow the ICA (n = 1), but not
significantly worse (p = 0.07 for bpc= 0.04), CA, and the 274 merged Markov
and DCT features. These four attacks fulfil Ker’s criterion (FPR0.5 ≤ 0.05) [23]
for an embedding rate of 0.04 bpc. In general, the results for Jphide detection
are worse for the same embedded message length. Compared to Jsteg, Jphide
seems to be the better choice for steganography.

Note that there is no particular threshold that belongs to the ROC curve. Every
point on the ROC curve has its own threshold that determines a false and true
positive rate. To construct a classifier, we can give such a rate, and determine the
threshold,which is compared to the detector output. Figure 4 shows theROCcurve
for the proposed attack with the highest reliability at 0.4 bpc.

5 Conclusion

In this paper, we improved the Category Attack (CA) by Lee et al. to LSB
steganography in JPEG images. By using the AC JPEG histogram, the attack
was shown to be improved. Also, using the general concept of categories (GCA)
and measure extensions (ICA), the attack performed with better detection reli-
ability. It is also based only on the first order statistics, but seems to be more
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robust against the effect of double compression. We will study this in more detail
in our ongoing work.
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