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Preface

As information technologies (IT) become specialized and fragmented, it is easy
to lose sight that many topics in IT have common threads and because of this,
advances in one sub-discipline may transmit to another. The presentation of
results between different sub-disciplines of IT encourages this interchange for
the advancement of I'T as a whole. Of particular interest is the hybrid approach
or combining ideas from one discipline with those of another to achieve a result
that is more significant than the sum of the individual parts. Through this
hybrid philosophy, a new or common principle can be discovered which has the
propensity to propagate throughout this multifaceted discipline.

This volume comprises the selection of extended versions of papers that were
presented in their shortened form at the 2006 International Conference on Hybrid
Information Technology (http://www.sersc.org/ICHIT2006/). Sixty-four papers
out of the 235 that were published in ICHIT 2006 electronic proceedings were
deemed suitable for inclusion in this volume, in a selection that was guided by
technical quality and relevance to the balance of topics in hybrid information
technology. The conference reflected a change in the thinking of scientists and
practitioners, who now tend to join their efforts within multidisciplinary projects.
As a consequence, the readers may observe that many papers might conceivably
be classified into more than one chapter, given their interdisciplinary scope. The
contributions in this monograph are clustered into six chapters: Data Analysis,
Modeling, and Learning (11 papers); Imaging, Speech, and Complex Data (11
papers); Applications of Artificial Intelligence (11 papers); Hybrid, Smart, and
Ubiquitous Systems (11 papers); Hardware and Software Engineering (9 papers);
as well as Networking and Telecommunications (11 papers).

We would like to acknowledge the great effort of all in the ICHIT 2006 Inter-
national Advisory Board and members of the International Program Committee
of ICHIT 2006, as well as all organizations and individuals who supported the
idea of publishing these advances in hybrid information technology, including
SERSC (http://www.sersc.org/) and Springer. We strongly believe in the need
for continuing this undertaking in the future, in the form of a conference, journal,
or book series. In this respect we welcome any feedback.

October 2007 Marcin Szczuka
Daniel Howard

Dominik Sl@zak

Haeng-kon Kim

Tai-hoon Kim

Il-seok Ko

Geuk Lee

Peter Sloot
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Taking Class Importance into Account

José-Luis Polo, Fernando Berzal, and Juan-Carlos Cubero

Department of Computer Science and Artificial Intelligence,
University of Granada, 18071 Granada, Spain
{jlpolo,fberzal, JC.Cubero}@decsai.ugr.es

Abstract. In many classification problems, some classes are more im-
portant than others from the users’ perspective. In this paper, we in-
troduce a novel approach, weighted classification, to address this issue
by modeling class importance through weights in the [0,1] interval. We
also propose novel metrics to evaluate the performance of classifiers in
a weighted classification context. In addition, we make some modifica-
tions to the ARTE classification model ﬂIﬂ in order to deal with weighted
classification.

1 Introduction

Classification is an extensively studied problem in Machine Learning research.
Despite this, many classification problems exhibit specific features that render
most classification models ineffective. Several models have been proposed to deal
with class attribute peculiarities:

— In imbalanced classification [7] [§] problems, some classes are supported by a
very low number of examples. Unfortunately, traditional classification models
tend to ignore such classes, no matter what their importance is.

— Cost-sensitive classification [4] [5] [6] models take into account misclassifica-
tion costs. These models are useful when the cost of a false positive is not
the same for every class.

— Subgroup discovery [9]: In this case, there is only a class that is important
for the expert. The aim of subgroup discovery is finding the most interesting
subgroups of examples according to statistical criteria.

In this paper, we focus on a class attribute feature that is ignored by tradi-
tional classification models: the relative importance of each class.

2 The Weighted Classification Problem

Each class in a classification problem may have a different degree of importance.
In some situations, the user might be interested in achieving the maximum possi-
ble accuracy for specific classes while keeping the classification model complexity

1 ART in this paper stands for Association Rule Tree, not to be confused with Adap-
tive Resonance Theory - a paradigm commonly associated with Artificial Neural
Networks.

M.S. Szczuka et al. (Eds.): ICHIT 2006, LNAI 4413, pp. 1 2007.
© Springer-Verlag Berlin Heidelberg 2007



2 J.-L. Polo, F. Berzal, and J.-C. Cubero

to a minimum, even at the cost of lower accuracy for less important classes. She
might also desire a minimum model complexity while preserving a reasonable
accuracy level, even for the most important classes. Moreover, different users
could attach different importance degrees to each class depending on their per-
sonal goals even for the same problem.

Therefore, we need classification inducers that take class importance into ac-
count when building classification models. In order to represent the relative
importance of each class, we can resort to relative weights w; for each class.
For the sake of simplicity, we will assume that the weights w; are floating-point
values between 0 and 1. These values can always be normalized.

In this work, we focus on getting classification models as simple as possible
for the important classes without penalizing classification accuracy. If we were
only interested in classification accuracy, existing models could have been used.
In particular, we could have used a cost-sensitive model [] by defining a cost
matrix, which would have reflected the relative importance of each class. How-
ever, classifier complexity is also a fundamental issue in supervised learning,
since complexity is closely related to interpretability. A classifier might be use-
less from a practical point of view if it reaches a good accuracy level but is too
complex to be understood by the decision makers who need a rationale behind
their decisions.

In particular, weighted classification models (that is, classification models built
by taking class weights into account) can be useful in situations such as the ones
described by the following examples from the UCI Machine Learning reposi-

tory [10]:

— Extreme classes problems: In some problems, experts could be specially
interested in properly classifying ‘extreme’ classes, i.e. classes whose im-
portance is paramount in the decision making process. For example, when
dealing with the CAR data set, we could be interested in getting clear rules
for good cars in order to recommend them (and for bad ones in order to
avoid them).

It should be noted that cost-sensitive classification could have also been
used in this problem, since the expert might be interested in not mistaking
a bad car for a good one, regardless of the required classifier complexity.

— Two-class problems: In binary classification problems, it is relatively com-
mon for the proper description of one class to be much more important than
the other’s for providing the rationale behind a given decision. For example,
in the ADULT data set, where the class attribute is personal income, with
values >50K and <=50K, a tax inspector might be more interested in people
who earn more money in order to perform a financial investigation.

— Classes and ontologies: When the classes in a classification problem can
be organized somehow, we can also resort to importance degrees in order
to focus on related classes that might be specially relevant for the user. For
example, a use hierarchy can be defined for the 6-class GLASS data set: three
kinds of glass are used to make windows (one for vehicle windows, two for
building windows), while the other three have other applications (containers,
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tableware, and headlamps). If we were interested in identifying glass from a
broken window, we could assign high importance degrees to all the kinds of
glass used to make windows.

After the definition of weighted classification and the study of potential appli-
cation areas, we face the problem of evaluating weighted classification models.
In this paper, we propose two metrics that take into account class importance.
They might be helpful when evaluating the accuracy and complexity of weighted
classifiers:

— Classifier accuracy is the main goal of any classification system. In weighted
classification problems, we recommend the use of the following weighted

accuracy measure:
#classes

wAce = Z wj - ace(l) (1)
i=1
where acc(i) is the average accuracy for the i-th class, w; is the weight for
the i-th class, and #classes is the number of classes.

— We also propose an analogous weighted complexity measure for evaluating
classifier complexity, which is closely related to its understandability and
interpretability:

#classes
wOpacity = Z w; - opacity(i) (2)
i=1
where opacity(i) is the value of the complexity measure for the i-th class. For
instance, opacity(i) might represent the average depth for nodes belonging
to the i-th class in a decision tree. In this case, the complexity measure for
i-th class can be defined as follows:

Zméclass(i) level(m)
freq(i)
where level(x) is the depth of the leave corresponding to the example x,

freq(i) is the number of examples belonging to i-th class, and class(i) is the
set of examples belonging to the i-th class.

opacity(i) = depth(i) =

3)

A weighted classifier should be evaluated according to these measures. An
optimal classifier would optimize all of them at the same time, although this
multi-objective optimization is not always possible, so we will usually have to
achieve a trade-off between accuracy and complexity.

3 Adapting ART for Weighted Classification

In this paper, we show how standard classification models can be adapted for
dealing with class weights. In particular, we focus on the ART classification
model [I]. ART, which stands for Association Rule Tree, is a Separate and Con-
quer algorithm that is suitable for Data Mining applications because it makes
use of efficient association rule mining techniques.
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The special kind of decision list ART obtains can be considered as a degener-
ate, polythetic decision tree. The ART algorithm outline is shown in Figure
Unlike traditional TDIDT algorithms, ART branches the decision tree by simul-
taneously using several attributes.

Internally, ART makes use of association rules in order to find good descrip-
tions of class values. When evaluating candidate rules, the classical confidence
measure used in association rule mining is employed to rank the discovered rules,
even though alternative criteria might be used [2].

Once ART discovers potentially useful classification rules, they are grouped
according to the attributes in their antecedents, as shown in Figure[ll A rule se-
lection mechanism is also necessary for choosing one of the resulting rule groups.
The chosen group is used to branch the decision tree and the whole process is
repeated for the remaining examples.

{A3&By — C1, Ba&Cy — Ca, As&By — Ca, Bo&Ci — C1, A2&Cs — C1}

I
{A3&32 — 01, A4&Bl — CQ}
{34&02 — Cz, Bo&cl - Cl}
{A2&Cy — C1}

Fig. 1. Grouping rules with compatible antecedents

In the following sections, we propose some modifications to the rule evaluation
and rule selection criteria used by the ART algorithm in order to deal with
weighted classification problems.

3.1 Weighted Selection Criterion

As we have mentioned before, a selection criterion is needed when alternative sets
of rules are considered good enough to branch the tree. In ART, the criterion
is based on the support of the rules belonging to the group. The best set of
rules is the set that covers the maximum number of examples. However, this
approach does not take the weights of the rules into account. We propose a
modified criterion, which we call weighted coverage:

weightedCoverage(RuleSet) = Z support(r) - w(r)
r€RuleSet

where w(r) is the weight of the class in the consequent of the rule r and
support(r) is the number of examples supporting the rule r. In some sense,
this is similar to the idea used in boosting algorithms such as AdaBoost [3].

By using weighted coverage, the set of rules that cover a larger number of more
important classes is preferred over other sets. Since such a set will be selected
as soon as possible, its level in the tree will tend to be lower and, therefore, the
classifier opacity is expected to be reduced.
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function ART (data, MaxSize, MinSupp, MinEval): classifier;

// data: Training dataset

// MaxSize:  Mazimum LHS itemset size

// (default value = 3)

// MinSupp:  Minimum support threshold

// (default value = 0.05 = 5% )

// MinEval: Minimum desirable rule evaluation value
// (1.0 confidence threshold by default)
k=1; // LHS itemset size

list = null; // Resulting decision list (degenerate tree)

while ( (list is null) and (k < MaxSize) )

// Rule mining
Find all the confident rules from input data with
k items in the LHS and the class attribute in the RHS
taking the rule evaluation tolerance into account
e.g. {A1.a1 .. Akak} = {C.Cj}

if there are candidate rules to grow the list

// Rule selection
Select the best set of rules with the same set of attributes
{A;..A;} in the LHS according to the selection criterion.

// Tree branching

list = List resulting from the selected rules
{Ai1.a1 .. Ag.ar} = {C.c;}, where
all training examples not covered by the selected
association rules are grouped into an ‘else’ branch
which is built calling the algorithm recursively:
data = uncovered data // Transaction trimming
MinEval = maz,eciist evaluate(r)
list.else = ART (data, MaxSize, MinSupp, MinEval);

else
k=k+1;

if list is null // no decision list has been built
list = default rule labelled with the most frequent class;

return list;

Fig. 2. ART Algorithm Outline

3.2 Weighted Rule Evaluation Criterion

ART uses confidence as rule evaluation criterion by default. A rule is a good or
valid rule when its confidence value is above a threshold that is determined by
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the minimum desirable confidence value and a tolerance margin. To be precise,
a rule r is valid when:

evaluate(r) > MinEval — Tolerance

where evaluate(r) represents the rule quality according to the chosen evaluation
criterion.

The key idea behind the adaptation of ART rule evaluation criterion to
weighted classification is adjusting the tolerance margin according to the class
of the rule we evaluate. Here we discuss three heuristics we have devised while
trying to solve this problem. The experimental results we have obtained with
them can be found in Section

Tolerance Reduction (TR). If we only accept rules for the less important classes
when their accuracy is very high, rules for the important classes will be more
likely to be selected. This idea is expressed in the next formula:

_ MazWeight — w>

tolrr =tol - | 1
oirR = o ( MaxW eight

where W is the weight for the class of the rule being evaluated and MaxWeight
is the maximum weight of the classes in the classification problem at hand. In
the expression above, tol represents the original value for the tolerance in ART
(0.1 by default) and tolrg is the adjusted tolerance.

Using this heuristic criterion, when w equals the maximum weight, tolpr =
tol. That is, the original tolerance margin is preserved for the most important
class. However, the tolerance margin will be reduced for any w < MaxzW eight.

Relative Weight Premium (RWP). In this case, the tolerance margin will be
increased according to the importance of the class. If the class is not impor-
tant, the tolerance margin will be similar to the one used in ART. When the
class is important, the tolerance margin will be higher, thus ensuring that more
rules corresponding to important classes will be considered during the classifier
construction.

w — MinW eight )

tol =tol (1
otRw P © ( * MaxzWeight — MinWeight

When w equals to the minimum weight, tolgw p = tol. If w corresponds to
the maximum weight, the fraction becomes 1 and tolgwp = 2 - tol. For any
value between MinWeight and MaxWeight, the tolerance will be proportionally
increased.

Weight Premium (WP). RWP increases the tolerance margin for important
classes. However, it drives tolerance to the same values [tol, 2 - tol] regardless of
the particular weights chosen by the user.

For instance, if there is a 2-class problem, the tolerance margin becomes 2 - tol
for the most important class and tol for the less important class using RWP. These
margins will be the same no matter if our weights are (0.9, 0.1) or (0.6, 0.4).
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We can easily modify the RWP criterion if we normalize with respect to the
maximum weight in absolute terms:

— MinWeight
tOlWP:tOl' <1+w m 629 )

MaxW eight

Using this heuristics, the tolerance margin in the (0.9, 0.1) case becomes
(1.88 - tol, tol) whereas in the (0.6, 0.4) case it becomes (1.33 - tol, tol).

4 Experimental Results

In this section, we evaluate the performance of our modified ART algorithm by
performing standard ten-fold cross-validation experiments on several data sets
available from the UCI Machine Learning repository [10]. The data sets we have
used in our experimentation are summarized in Table [II

Table 1. Data sets used to evaluate ART in weighted classification

Dataset Size Attributes Classes

ADULT 48842 15 2
AUSTRALIAN 690 15 2
BREAST 699 9 2
CAR 1728 7 4
CHESS 3196 36 2
GLASS 214 9 6
HAYESROTH 160 5 3
HEART 270 14 2
IRIS 150 5 3
MUSHROOM 8124 23 2
NURSERY 12960 9 5
PIMA 768 9 2
SPLICE 3175 61 3
TICTACTOE 958 10 2
TITANIC 2201 4 2
VOTES 435 17 2
WAVEFORM 5000 22 3
WINE 178 14 3

We have used two kinds of weight distributions to determine the effect of a
particular set of weights on classifier accuracy and complexity:

— First, we have performed experiments using extreme values for the class
weights. We have selected a single class as the truly important class and
we have made the others unimportant. We have assigned a 0.1 weight for
all the unimportant classes and we have set the weight of the important
class so that the sum of the weights equals 1. For instance, we have tested a
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weight distribution of (0.9, 0.1) for 2-class problems, (0.8, 0.1, 0.1) for 3-class
problems, and so on.

— We have also tested a different kind of class weight distribution. Again, we
have considered one class to be more important than the others but, in this
case, the difference between the weight of the important class and the weight
of the unimportant classes is not so extreme. Table [2] shows the particular
weight distributions we have used.

For each data set in Table [Il, we have performed 2 - ngs experiments, where
ngs is the number of classes in the data set. In each pair of experiments, we have
selected a particular class as the important class and we have performed two
cross-validation experiments, using extreme and non-extreme class weights.

Table [3] shows the experimental results we have obtained using the extreme
weight distributions.

Each row in the table summarized the results obtained from a particular
combination of heuristics. Each column in the table shows the overall average
of each one of the measures we have used to evaluate the classifiers, as well as
the number of times a particular heuristic combination matches or improves the
standard ART algorithm (out of the 50 individual experiments performed for
each heuristic combination).

The wAcc and wOpac measures correspond to the weighted accuracy and
complexity metrics introduced in equations[Iland[2l The Acc mic measure stands
for the classifier accuracy with respect to the most important class, something
that could be specially relevant to check the bias weights introduce in the learning
algorithm. In a similar way, Opac mic represents the average classifier opacity
for the most important class (i.e. the average depth of the nodes corresponding
to the important class in the resulting decision trees). Finally, AcC represents the

Table 2. Non-extreme values for the weights

Number of classes Weights
2 (0.7, 0.3)
3 (0.6, 0.2, 0.2)
4 (0.4, 0.2, 0.2, 0.2)
5 (0.5, 0.125, 0.125, 0.125, 0.125)
6 (0.4, 0.12, 0.12, 0.12, 0.12, 0.12)

Table 3. Experimental results obtained using extreme values for the class weights

wOpac wAcc Acc mic  Opac mic Acc Opac
Standard ART 5.67 78.67 78.67 5.67 84.16 5.16
Confidence + WCoverage 5.72 (37) 78.60 (42) 78.63 (43) 5.60 (38) 84.14 (45) 5.45 (22)
TR + Coverage 6.29 (32) 81.08 (35) 81.87 (36) 5.88 (39) 83.52 (33) 6.45 (25)
TR + WCoverage 6.42 (31) 80.26 (32) 80.84 (36) 5.78 (42) 83.16 (31) 7.20 (24)
RWP + Coverage 4.54 (48) 78.74 (37) 78.40 (36) 4.32 (49) 83.54 (37) 4.44 (47)
RWP + WCoverage 4.74 (46) 78.65 (36) 78.46 (37) 4.42 (48) 83.26 (34) 4.95 (41)
WP + Coverage 4.70 (48) 79.29 (40) 79.52 (39) 4.49 (49) 83.72 (38) 4.56 (47)
WP + WCoverage 4.86 (47) 79.07 (37) 79.45 (37) 4.57 (48) 83.56 (36) 5.01 (40)
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Table 4. Experimental results obtained using non-extreme values for the class weights

wOpac wAcc Acc mic  Opac mic Acc Opac
Standard ART 5.67 78.67 78.67 5.67 84.16 5.16
Confidence + WCoverage 5.81 (36) 78.65 (45) 78.66 (45) 5.62 (42) 84.18 (47) 5.41 (28)
TR + Coverage 5.13 (39) 79.98 (33) 81.73 (43) 4.77 (43) 83.61 (34) 4.84 (37)
TR + WCoverage 5.50 (37) 79.70 (33) 81.38 (42) 4.69 (44) 83.50 (32) 5.44 (33)
RWP + Coverage 4.70 (46) 78.18 (35) 78.40 (37) 4.32 (49) 83.65 (38) 4.60 (46)
RWP + WCoverage 4.96 (45) 78.42 (36) 78.79 (39) 4.37 (48) 83.73 (38) 5.01 (40)
WP + Coverage 5.14 (45) 78.90 (43) 79.11 (42) 4.81 (48) 84.01 (42) 4.80 (46)
WP + WCoverage 5.22 (44) 78.88 (41) 79.20 (41) 4.74 (49) 83.99 (43) 4.97 (39)

standard cross-validation classifier accuracy, while Opac is the average classifier
opacity (i.e. the average decision tree depth), both without taking class weights
into account.

The experiments show that the best results with respect to classifier com-
plexity (about 20% improvement) are obtained by the RWP heuristics when
combined with the standard coverage rule selection criterion.

It is important to emphasize that we achieve a 20% reduction in complexity
without significantly penalizing the classical measures (Acc and Opac) nor their
weighted counterparts (WAcc and wOpac).

As mentioned above, we have also performed some experiments using non-
extreme weights distribution. Table F] summarizes the results we have obtained.
Once again, the classifier opacity (wOpac) is reduced by most of the heuristics
we had devised. In addition, accuracy does not get worse and even improves in
some cases.

Regarding to the heuristics we have developed to adapt ART to weighted clas-
sification, TR plus coverage tends to get the best results for accuracy measures,
with minor improvements in classifier complexity. On the other hand, RWP plus
coverage behaves better with respect to complexity measures without penalizing
classifier accuracy, one of the main goals behind our work.

5 Conclusions and Future Work

Balancing complexity and accuracy in classification models is a difficult trade-off.
We have devised a decision-list-oriented algorithm that finds shorter descriptions
for the most important classes (as defined by a class weight assignment), and we
have done so without penalizing classifier accuracy.

Several measures have been proposed to evaluate the behavior of supervised
learning techniques in the context of weighted classification. In the experiments,
we show that our method behaves well with respect to these novel measures, as
well as with respect to the traditional measures of accuracy and complexity.

We expect to see a growing interest in complexity-oriented classification
models in the near future. In particular, we intend to extend the work we have
presented in this paper to general decision tree classifiers by introducing the
appropriate complexity-oriented heuristics in the decision tree building process.
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Abstract. We discuss generalizations of the basic notion of a template
defined over information systems using indiscernibility relation. Gener-
alizations refer to the practical need of operating with more compound
descriptors, over both symbolic and numeric attributes, as well as to a
more entire extension from equivalence to tolerance relations between
objects. We briefly show that the heuristic algorithms known from lit-
erature to search for templates in their classical indiscernibility-based
form, can be easily adapted to the case of tolerance relations.

Keywords: Information Systems, Templates, Tolerance Relations.

1 Introduction

Information systems, studied in particular within the framework of the theory of
rough sets [I3l6], provide an efficient means for data representation and analy-
sis. Basing on attribute-based indiscernibility relation between objects (records,
rows), we can express various types of patterns satisfied, partially satisfied, or
simply enough frequently occurring, within the real-world data tables.

Among very diversified definitions of patterns, templates are ones of the most
basic constructions, based on conjunctions of single-attribute descriptors of var-
ious levels of complexity and generalization [9JT0], widely applied in data mining
[B5l4]. To some extent, one can find analogies between templates and frequent
itemsets, which are thoroughly studied in the literature [IJ2]. Thus, potential
area of application is very broad (see e.g. [I1]).

In this particular paper, we discuss — besides providing a number of illus-
trative examples of templates and their generalizations — the need of extension
of already known algorithmic framework for the template extraction onto the
case of information systems with tolerance (similarity) relation instead of stan-
dard indiscernibility. Although tolerances have been already widely studied for
information systems [7II6/22], we are the first to consider them in the context
of efficient representation and search of generalized templates. In this way, we
make an important step towards a wider application of templates in real-world
data mining and knowledge discovery problems. It is worth to mention, that

M.S. Szczuka et al. (Eds.): ICHIT 2006, LNAT 4413, pp. 11{19] 2007.
© Springer-Verlag Berlin Heidelberg 2007
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mining of complex patterns from data has been recognized as one of the ten
most challenging problems in data mining [21I]. The meaning of term “complex
pattern” includes graph-based and structured patterns. We claim, that tolerance
based templates are a milestone to templates based on graph-based descriptors.

The paper is an extension of [I9]. It is organized as follows: In Section 2 we
recall basic notions related to information systems and indiscernibility relations.
In Section 3, we introduce the notion of a template for the most standard case
of information systems. In Section 4, we generalize templates by building them
from more sophisticated descriptors, definable for both symbolic and numeric
attributes. In Section 5 we present temporal templates — patterns defined for
information systems, where objects are linearly ordered. In Section 6, we discuss
examples of tolerance relations in information systems with weakened require-
ments for indiscernibility relations. In Section 7, we consider the corresponding
tolerance based templates. In Section 8, our main contribution in this paper, we
explain how the most popular algorithms for efficient template generation can
be extended towards extraction of tolerance based templates from data. Finally,
in Section 9, we conclude the paper.

2 Preliminaries

In the paper, we use the notation of the theory of rough sets [I36]. In particular,
by A = (U, A) we denote an information system [12[14] with the universe U of
objects and the attribute set A. Each attribute a € A is a function a : U — V,,
where V, is the value set of a. For a given set of attributes B C A, we define
the indiscernibility relation IN D(B) on the universe U that partitions U into
classes of indiscernible objects. We say that objects = and y are indiscernible
with respect to B if and only if a(x) = a(y) for each a € B.

The values of attributes for a given object x € U form an elementary pattern
generated by A, where an elementary pattern (or information signature) Infg(x)
is a set {(a,a(z)) : a € B} of attribute-value pairs over B C A consistent with a
given object x. By

INF(A)={Infg(z):x €U B C A} (1)

we denote the set of all signatures generated by A.

3 Templates in Information Systems

One of the main tasks of data mining process is searching for patterns in data
[3/5l4]. There are several kinds of patterns considered in the literature. In the
paper we consider one kind of such patterns, which we call templates (see, e.g.,
[9U10] and compare with [2]), that are defined by descriptors over the space of
attributes of some information system.

Let A = (U, A) be an information system and card(A) = m. A template T' of
A is any propositional formula A(a; = v;), where a; € A, a; # a; for ¢ # j, and
v; € Vo, [Q10]. Assuming A = {ay,...,a,} one can represent any template
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Tz(ailzvil)/\.../\(aikzvik) (2)

by the sequence [u,...,u,] where on position p is either v, if p = i1...4 or
“*7 (don’t care symbol) otherwise. We say that an object © € U satisfies the
descriptor (a = v) if a(z) = v. An object z satisfies (matches) the template T
if it satisfies all the descriptors of T (i.e., if © € ||T||4). For any template T by
length(T) we denote the number of different descriptors (a = v) occurring in
T and by suppa(T') we denote its support, i.e., the number of objects from the
universe U satisfying 7. If T' consists of one descriptor (¢ = v) only we also
write ng(a,v) (or n(a,v)) instead of supps(T). By the quality of template T we
often understand the number suppa(T) X length(T). If s is an integer then by
Templatea(s) we denote the set of all templates with support not less than s.

4 Generalized Templates

The idea of templates can be extended to so called generalized templates, i.e.,
templates of the form

T={(aeV):ae BC AV CV,}, (3)

such that if (a € V) € T and (b € W) € T then a # b. The main difference
is that instead of one-value we have many-valued descriptors. We say that an
object x salisfies a generalized descriptor (a € V) iff a(z) € V. An object x
satisfies a generalized template T if it satisfies all the descriptors of T

In the case of generalized templates, the definitions of length and support
remain the same, but are related to the generalized descriptors. However, the
quality function should take into account precision of particular descriptors,
where intuitively by precise descriptor (a € V) we understand such that the
cardinality of V' is relatively low. Formally, the precision of descriptor (a € V)
in A we define as

card(Vg)—card({a(z):x€UAa(z)EV}) card(Va) 7& 1

cV)) = card(Vg)—1
SA((G/ )) {1 Card(Va) -1

(4)
From this definition we can see that precision is one when there is only one value
of attribute a among all objects satisfying the descriptor. And, if those values
cover the whole domain of attribute a then the precision is zero.

The precision of a generalized template T we define as

Sa(T)= Y sallaeV)), ®)

(aeV)eT

One can see that if precision of all descriptors of T' is one then S4(7T') is equal
to the length of T'. If all the descriptors are very general then Sy (T') is close to
Z€ro.
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5 Temporal Templates

Another class of patterns, defined for so called temporal information systems,
A= ({z1,22, ..., 2n}, A) ([18]), are temporal templates. They describe regularity
in data occurring in a certain period of time. The basic assumption about data
is that the objects are linearly ordered what gives the temporal interpretation.

Temporal template is a set of generalized descriptors involving any subset
B C A, constrained in time:

T = (T, ts,t.), 1<t,<t.<n, (6)

where T={(a € V): a € B,V CV,} is a generalized template, and [ts,t.] is a
period of occurrence of T'. By width of T we understand the length of period of
occurrence, i.e., width(T) = t. — ts + 1. Support is the number of objects from
period [ts,t.] matching all descriptors from T'. Finally, precision of temporal
template is defined as a sum of precisions of all descriptors from T'. We consider
quality of temporal template as a function of width, support and precision.
Two examples of temporal templates are presented in Figure I We have
Ty = (T1, 2, 8) and T2 = (73,10, 13), where T} = {(a € {u}),(c € {v})} and
Ty = {(b € {x}),(d € {y})}. We can see that width(T1) = 7, width(T2) = 4,
supp(T1) =5, supp(Ta) =3, Sa(Th) =1+1=2, Sy(T2) =1+1=2.

AR

Fig.1. Examples of temporal templates: T1 = ({(a € {u}),(c € {v})},2,8) and
T2 = ({(b € {z}), (d € {y})},10,13)
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6 Tolerance Relations

The indiscernibility relation — the main driving tool of rough sets — in some
cases can be insufficient to deal with data, for example, when we have real value
attributes. In this case every object can potentially differ from the others. The
equivalence classes of indiscernibility relation can be then one- or few-element
sets and thus very specific. The standard rough set approach [I3] can be ex-
tended by assuming any type of binary relation instead of the equivalence relation
(see, e.g., [TUT6)22]). In this paper, we consider reflexive and symmetric relations
7 C U x U, usually called tolerance relations.

Any tolerance relation can extend the notion of indiscernibility of objects
to their similarity. For a given information system A = (U, A), where A =
(a1,...,ax), any object is characterized by its signature, i.e., a vector of at-
tribute values. Similarity defined on attributes can be thus easily expressed as
similarity between objects. Suppose we are given an attribute based tolerance
74 CINF(A) x INF(A). Then,

Vayev {(z,y) € T & (Infa(x), Infa(y)) € Ta}. (7)
For any object x € U we can define a tolerance class with respect to 7:
(@) ={yeU:(z,y) e} (®)

Let us emphasize that because tolerance relation is not transitive then one
object may belong to two or more different tolerance classes.

There are several classes of tolerance relations considered in the literature
(see, e.g., [ITUTGITOIR]). Any class is characterized by a first order formula and
some parameters which are tuned up in the optimization process. One class of
relations is based on some similarity measures defined on the attributes: 6,
Vo x Vo — RT U{0}. Different measures can be used for different attributes.
In the case of real attributes we can consider, for example, a distance between
particular values. Symbolic attributes can be equipped with some preference
order [I7]. Sometimes, there is also a structure of attribute values given, making
it possible to define a similarity measure.

Once the similarity measures are defined for each attribute there can be for-
mulated several tolerance relations. Let us list here only a few examples [10]:

. (mvy) € Tl( )<:> maXaiEA{éai(xay)} <e

2. (w,y) € Ta(e1,y -+ €k) © Vaealda; (2, y) < &

3. (z,y) € 13(w1,. .., wk, )@ZaeAwl-éai(Ly)—&—ng
4. (2,y) € n(w )<:>Ha caba,(z,y) Sw

In the rest of the paper we are not going to construct such a global tolerance
relations. We will rather consider tolerance to be defined for each attribute inde-
pendently. In this case, if one wants to induce a global tolerance relation should
it be defined in terms of satisfiability of all local relations. This can be done as
follows:

€ 14w

(z,y) € 7 Vacal(a(z),a(y)) € Ta. (9)
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7 Tolerance Based Templates

Let us assume that we are given an information system A = (U, A). Any tem-
plate T for A determines some pattern in data by means of all the descriptors
constituting T'. More precisely, the pattern is determined by attributes forming
descriptors and objects satisfying them. In the case when for each attribute a € A
there is defined some local tolerance relation 7, we can extend the semantics of
a pattern by modifying definition of descriptor satisfaction by means of (7,)aca.
We can assume that given descriptor is satisfied by an object if value from the
descriptor is in the same tolerance class as the corresponding value of object.
Thus, we say that an object z € U satisfies the descriptor (a = v) relatively to
7o if (a(z),v) € 74. An object = satisfies (matches) the template T if it satisfies
all the descriptors of T relatively to the corresponding tolerance relations.

The same idea can be extended to generalized templates. A generalized de-
scriptor (a € V) is satisfied by an object x relatively to tolerance relation 7 if
any value from descriptor is in the same tolerance class as the corresponding
value of object, i.e., J,ev(a(x),v) € 7q4.

Let us emphasize that tolerance based templates may be extremely helpful
when we have many different values in data, e.g., real attributes, and there are
no straightforward patterns of values. Usually, in such cases some discretization
methods were required to be applied before template generation process. Taking
advantage from tolerance relations makes the solution more fitted to data and
more accurate.

Tolerance relation can be also used to enhance expressiveness of temporal
templates. In this case, we consider generalized templates which are based on
tolerance, constrained in time. It means, that an object x; supports temporal
template T = (T, ts,t.) if ts <i <t. and for each descriptor (a € V') € T there
exists v € V such that (a(z;),v) € 74.

8 Tolerance Based Templates Generation

In this section we are going to show that most of the known methods of tem-
plates generation (see [QT0/8]) can be applied also to the case of tolerance based
templates.

One of the methods is a greedy algorithm (see Max I and Maz II method
in [I0]) iteratively adding optimal descriptors to initially empty template. The
quality of a descriptor is measured by its support, i.e., the number of objects
from the universe U satisfying it (see Section [B]). In the tolerance based case the
method remains the same but the support of a descriptor is measured by number
of objects that satisfy this descriptor relatively to the corresponding tolerance.
Thus, for any attribute a € A we search for a set of values V' so the quality of
descriptor (a € V') is maximal. In the case of attribute with some order defined
on its domain we choose V' from subsequences of a sorted list of all values. Once
a descriptor is added to a template, all objects supporting it in the context of
tolerance relation are removed from the universe used in the next iteration of
the algorithm.
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Another method is a heuristic based on random search of objects with respect
to the attached weights (Object weight algorithm). Any found set of objects de-
fines some template. The weights attached to objects are based on their average
similarity to all the other objects (for details of similarity measure see [10]). In
this method the similarity of objects is based on the equality of values. In the
tolerance based case, the similarity can be based on the fact that the considered
values belong to the same tolerance class. Most basic example of such a measure
is as follows:

_card({a € A: (a(z),a(y)) € Ta})

9(@,y) = card(A) ’ (10)

where z,y € U.

In the Attribute weight method the weights are attached to the attributes as
well as to their values and the random process tries to add iteratively descriptors
to the initially empty set (or remove descriptors from the template generated
from some selected object). In this method after some descriptor is chosen it is
tested against improvement of template quality. In the tolerance based case the
descriptor satisfied by the higher number of objects relatively to the correspond-
ing tolerance relation will have higher chance to be chosen.

The genetic algorithm used for templates generation (see [20]) is based on
finding an optimal permutation of attributes that for a selected base object
x generates the best template. By combining single value descriptors obtained
from pairs (a,a(z)) we incrementally construct a template, accordingly to the
order of attributes defined by the permutation. By comparing template quality
in each step we choose the optimal set of descriptors. One of the most important
factors of template quality measure is its support. Thus, analogously to previous
examples, this method can be easily adopted to the tolerance based case.

To generate temporal templates one can use a method based on time windows.
The main idea is based on scanning the information system with time window of
selected width. In each window there is generated the best generalized template
(see [18]). There is a chance, that after a light shift of a time window, the
previously found template is also the best one in a new window. By shifting the
window we may discover the beginning (x;,) and the end (x,) of the area where
a given template is optimal or close to the optimal one. Shifting the time window
through the whole information system generates a set of temporal templates.

9 Conclusions

We generalized the notion of a template onto the case of information systems
equipped with tolerance, instead of standard indiscernibility equivalence relation.
We provided examples illustrating the need of such generalization, referring to
symbolic and numeric attributes, as well as to similarity functions defined both
locally, for single attributes, and globally — for attribute sets. Then, we discussed
possibilities of extension of the known algorithms extracting templates from data,
which would enable to deal efficiently also with tolerance based patterns.
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Abstract. Theory of Rough Sets provides good foundations for the at-
tribute reduction processes in data mining. For numeric attributes, it is
enriched with appropriately designed discretization methods. However,
not much has been done for symbolic attributes with large numbers of
values. The paper presents a framework for the symbolic value parti-
tion problem, which is more general than the attribute reduction, and
more complicated than the discretization problems. We demonstrate that
such problem can be converted into a series of the attribute reduction
phases. We propose an algorithm searching for a (sub)optimal attribute
reduct coupled with attribute value domains partitions. Experimental
results show that the algorithm can help in computing smaller rule sets
with better coverage, comparing to the standard attribute reduction ap-
proaches.

Keywords: Symbolic Value Partition, Partition Reduct, Optimal
Symbolic Value Partition Problem, Binarization.

1 Introduction

In the reduct problem and some other problems of Rough Sets [I], it is often
assumed that the information systems only concern nominal attributes with ap-
propriate domains. For continuous attributes or attributes with large domains,
some preprocessing tools like discretization or value grouping / partition are
needed to reduce attribute domains [2]. Moreover, both the reduct problem
and the discretization problem can be viewed as special cases of the partition
problem [3].

According to Nguyen H.S. [4] and Nguyen S.H. [2], the key issue of the parti-
tion problem is to find a mapping of the attribute domain to a new domain with
minimal cardinality, which preserve semantics of decision table. This problem is
referred to as the optimal symbolic value partition (OSVP) problem. A Decision
Tree approach and a Rough Sets approach are proposed in [2]. The first approach
partitions each attribute value set into two disjoint subsets in a top-down man-
ner until some terminating condition holds. The second approach converts the
partition problem into a reduct problem and a graph coloring problem. Although
the second approach is quite interesting, it has two major drawbacks: first, the
space complexity of the direct implementation is very high, second, the result
might not be a partition reduct (see [3] for a counterexample).

M.S. Szczuka et al. (Eds.): ICHIT 2006, LNAT 4413, pp. 20 2007.
© Springer-Verlag Berlin Heidelberg 2007
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In this paper, a framework for the symbolic value partition problem is pro-
posed. The partition problem is converted into a series of the attribute reduction
phases. Theoretical contributions are: (1) all possible outputs of the algorithm
form the set of all partition reducts; (2) locally optimal solutions result in glob-
ally suboptimal solutions. Experiments are employed to show the advantages of
our approach over the attribute reduction approach.

2 Preliminaries

In this section, we first enumerate some concepts of the partition problem intro-
duced by Nguyen H.S. [4] with nonessential revisions, and propose the concept of
partition reduct. Then we list the concept of M-relative reduct [5] that is useful
in the algorithm. Finally we introduce the concept of decision table binarization.
Rough Sets basic concepts such as positive region and attribute reduction should
refer to [1J.

2.1 The Partition Problem

Let S = (U,C,{d}) be a decision table where C = {a; : U — V,,} for i €
{1,...,]|C|}. Any function P; = Py, : Vo, — W,, UV,, where W,, NV, = 0,
Pi(v) € Wy, or Pi(v) = v is called a partition of V,,. The function P; defines
a new partition attribute al* = P; o a;, i.c., al’(u) = Pi(a;(u)) for any object
u € U. The domain of a;* is VP = (J,c;{al(u)}. Often P; is also expressed
by a set of value pairs, i.e., Pi(v1) = vg < (v1,v2) € P;.

For example, for the decision table listed in Table [ let a; = Occupation,
then P ={(s, 1), (4, 2), (n, 2), (t, t), (1, 1)} where s, d, ..., 1 stand for
student, doctor, ..., low respectively is a partition of V,, where W,, = {1,2}
and V' = {1,2,t}. That is, we do not distinguish between student and lawyer,
or doctor and nurse, as will be shown in Table

Any array of partition P = [Py,..., P¢] is called a partition scheme of
S. P defines from S a new decision table S¥ = (U,CY, {d}) where CF =
{afl,...,alpc‘lc'}. Two partition schemes P’, P are equivalent, i.e., P’ =g P,

iff U/CP = U/CP for i € {1,...,|C|}. The equivalence relation =g has a fi-
nite number of equivalence classes. In the sequel we will not distinguish between
equivalent families of partitions.

The rank of S is the value Zlgll |Va,;|- P is consistent iff POScr({d}) =
POSc({d}). S is unpartitionable iff there does not exist a consistent partition
scheme P such that rank(S*) < rank(S). Similar with the definition of a reduct
[6], we propose the following definition:

Definition 1. P is called a partition reduct of S iff P is consistent and ST is
unpartitionable.

The set of all partition reducts of S will be denoted by PR(S). Any partition
reduct P is optimal iff rank(S*) is minimal. The goal of the paper is to address
the following problem which was proven NP-hard [2]:
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PROBLEM: Optimal Symbolic Value Partition (OSVP)
Input: A decision table S = (U, C, {d}) where all attributes are symbolic.
Output: An optimal partition reduct P of S.

2.2 The M-Relative Reduct Problem

We have proposed the concept of M-relative reduct [5] to include a user specified
attribute set M.

Definition 2. Given a decision table S = (U,C,{d}) and a set of specified
attributes M C C, any B C C' is called an M -relative reduct of S iff:

1. M C B;
2. POSp({d}) = POSc({d});
3. Ya € (B — M), POSp_ay({d}) C POSc({d}).

Table 1. An exemplary decision table S

U Occupation Temperature Cough SARS

1 student low yes suspicious
T2 doctor high no yes

T3 nurse high yes yes

T4 nurse normal yes yes

Ts5 teacher normal no suspicious
T6 teacher normal yes suspicious
T7 lawyer normal yes no

T8 student normal no no

To9 student high no no

Table 2. Sp, the binarized decision table of §

(0, 8) (0,4d) (O, n) (O, £) (O, 1) (T, 1) (T, b) (T, n) (C, y) (C, n) d
x1 1 0 0 0 0 1 0 0 0 1 suspicious

xe 0O 1 0 0 0 0 1 0 0 1 yes

3 0 0 1 0 0 0 1 0 1 0 yes

xqe O 0 1 0 0 0 0 1 1 0 yes

x5 O 0 0 1 0 0 0 1 0 1 suspicious
zg O 0 0 1 0 0 0 1 1 0 suspicious
z7 0 0 0 0 1 0 0 1 1 0 no

s 1 0 0 0 0 0 0 1 0 1 no

9 1 0 0 0 0 0 1 0 0 1 no
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2.3 Decision Table Binarization

Definition 3. Given a decision table S = (U,C,{d}), the binarized decision
table of S is

Sp = (U’ Cs, {d}) - (U7 {(ai7v)|i € {1’ EEE) ‘C‘},’U € Vﬂi}7 {d})7 (1)
where (a;,v) : U — {0,1} and

L if ai(u) = v;
0 otherwise.

(a0 = { ®)
Tables [[ and [ list a decision table and its binarized decision table, where
(O, s), ..., (C, n) stands for (Occupation, student), ..., (Cough, no), respec-
tively. Binarization is quite similar with scaling [7], and the only difference lies
in that the former does not change the decision attribute.

3 The Reduction Based Symbolic Value Partition
Algorithm

In this section we firstly analyze the example, then propose the optimal single
group partition problem, and finally list and analyze the algorithm. Proofs of
some theorems and properties will be omitted due to space limitation.

3.1 Example

We have obtained the binarized decision table as listed in Table[2l Next we come
to the most important step of our approach, i.e., apply attribute reduction on
Sp. According to Pawlak’s definition [6], R* = {(O, d), (O, n), (O, t), (T, 1)}
is a reduct of Sp. Then we can convert (U, R, {d}) back to a “normal” decision
table as listed in Table Bl where duplicated objects are removed.

In the new decision table, because (O, s) € R! and (O, 1) ¢ R', we do not
distinguish student from lawyer. From semantic point of view, we can replace
student and lawyer with others, while here we used 1 instead. In fact, the new
decision table can be constructed from S and a partition scheme P! = [{(s, 1),

Table 3. S’
U or' ™ d
X1 1 low 1 suspicious
To doctor 1 1 yes
T3 nurse 1 1 yes
x5 teacher 1 1 suspicious
x7 1 1 1 no
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Table 4. S5’

U (0F,1) (0',4) (0",m) (07 x) (T, 1) (T7,1) ("', 1)  d
U1 1 0 0 0 0 1 1 suspicious
Us 0 1 0 0 1 0 1 yes
us 0 0 1 0 1 0 1 yes
us 0 0 0 1 1 0 1 suspicious
uz 1 0 0 0 1 0 1 no
Table 5. SP2

v oo T cor d

U1 1 2 1 suspicious

Us 2 1 1 yes

us teacher 1 1 suspicious

w7 1 1 1 no

Table 6. S5

U (07,1) (07,2) (07,v) (T71) (T7%,2) (C7)1) d
Uy 1 0 0 0 1 1 suspicious
U2 0 1 0 1 0 1 yes
us 0 0 1 1 0 1 suspicious
ur 1 0 0 1 0 1 no

Table 7. ST = SP3

U of® TF o d

Ul 1 2 1 suspicious
U2 2 1 1 yes

Uus 3 1 1 suspicious
uz 1 1 1 no

. . 3
Table 8. A more comprehensive version of ST

U oF’ T cr? d
u;  {student, lawyer} {low} {yes, no} suspicious
uz  {doctor, nurse}  {normal, high} {yes, no} yes
us {teacher} {normal, high} {yes, no} suspicious

u7 {student, lawyer} {normal, high} {yes, no} no
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(4, 4d), (n, n), (t,t), (1, 1)}, {(1, 1), (h, 1), (n, 1), {(y, 1), (n, 1)}] directly. Also
note that Rank(SPl) < Rank(S), indicating we have taken one step toward
reducing the attribute domain.

Another key idea is to repeat this binarization, reduction and converting back
process (where new values such as 2, 3, ...should be used) until the cardinality
of any attribute cannot be reduced further. We obtain S gl as listed in Tabledl
R% ={(0, 1), (O, t), (T, 1)} is a reduct of S5 and we obtain S¥* as listed in
Table [ where P2 = [{(s, 1), (4, 2), (n, 2), (¢, t), (1, 1)}, {(1, 2), (h, 1), (n, 1),
{(y, 1), (m, 1)}]. S§2 is listed in Table[ R* = {(O, 1), (O, 2), (T, 1)} is a reduct
of SE" and we obtain S¥° as listed in Table[@ Since ST° is unpartitionable, the
whole process terminates and the partition reduct is P = P? = [{(s, 1), (4, 2), (n,
2), (t,3), (1, 1)}, {1, 2), (b, 1), (n, 1)}, {(y, 1), (m, 1)}]. A more comprehensive
version of SP° is listed in Table Bl

3.2 The Optimal Single Group Partition Problem

From the example we know that the whole process is essentially iterative, hence
we shall focus on the first round of the process, i.e., the computation of P*.

As listed in Table Bl any conditional attribute has exactly one new value,
which corresponds to one or more initial values. For example, for Occupation, 1
corresponds to both student and lawyer; while for Cough, 1 corresponds to both
yes and no. In other words, attribute values for each attribute form exactly one
(single) new group. Hence we introduce here a special form of partition scheme.

Definition 4. A partition scheme Q = [Q1,...,Q|c|] of S is called a single
group partition scheme (SGPS) if for any i € {1,...,|C|}, |Wa,| = 1.

Given an SGPS @ = [Q1,...,Q|¢|), for any i € {1,...,|C[}, Q; essentially
divides V,, into two disjoint subsets Vaf and Va,G” and

v ifveVE;
Qi(v) = {k ifve Vo, (3)
where k ¢ V,,. According to Definition @ V¢ # (. Hence any SGPS @ can
be also represented by a set of attribute-value pairs, i.e., Q@ = {(a;,v)|i €

{1,...,]C|} and v € V}'}. With this form of SGPS we can define single group
partition reducts as follows:

Definition 5. Any SGPS Q is called a single group partition reduct (SGPR)
of S iff Q is consistent and any Q' C Q is not consistent.

An SGPR Q is optimal iff rank(S?) is minimal. We consider the optimal single
group partition problem as listed in the next page:

Obviously, any SGPS @ C Cp is as an attribute subset of Sp, and C? is the
set of conditional attributes of S¢. We have

Ind(Q) = Ind(C?). (4)
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And the following theorem is also obvious:

PROBLEM: Optimal Single Group Partition (OSGP)
Input: A decision table S = (U, C, {d}) where all attributes are symbolic.
Output: An optimal SGPS @ of S.

Theorem 1. Let Red(S) and SGR(S) denote the set of all relative reducts and
the set of all single group partition reducts of decision table S, respectively,

Red(Sp) = SGR(S). (5)

This theorem indicates that the SGPS problem of S (constructing an SGPS
scheme ) is equivalent with the reduction problem of S (selecting an attribute
subset @ from Cp). Moreover, from Equation (B) we know that

rank(S9) = Y (VI +1) =Q|+[C]. (6)

1<i<|C]|

Finally, according to the definition of optimal metrics of reducts and SGPR,
we have the following theorem:

Theorem 2. The OSGP problem of S is equivalent with the optimal reduct
(OR) problem of Sp.

For example, since R' is an optimal reduct of Sp, according to Theorem [J

Q' = R' = {(0, d), (O, n), (O, t), (T, 1)} is an optimal SGPS of S.

3.3 The Problem Conversion

Now we explain formally that the partition problem is converted into a series
of reduct problem. Let Q',Q% Q3,...,QK be SGPSs of S’ = §,87" SF°,
.., SP" respectively where P! = QoQ2o...0Q! fori = 1,2, ..., K. Obviously,
PK is a partition reduct of S if ST is unpartitionable.
On the other hand, given a partition reduct P¥, it is straightforward for us
to construct respective QX , ..., Q' in the reverse way. So we have the following
theorem:

Theorem 3. Let PX = Q'oQ%o...0QF, suppose that SP s partitionable
and ST* is unpartitionable,

U {P¥} = PR(S). (7)

ie{1,...,K},Q € Red(SFP'™1)

3.4 The Algorithm

The Use of M-Relative Reduct. In the reduction step, we shall not just
randomly choose a reduct for the partition purpose. In the example, R' is a
reduct of Sp and we take it as an SGPR of S. It is easily seen that Rank(SRl) <
Rank(S). However, R! is also a reduct of Sgl, if we take it again as an SGPR
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of SP' (SF")R" would be equivalent with SP'. In the worst case, the whole
process would enter a dead loop if we always choose R' as the SGPR of the new
decision table.

Hence we shall introduce the concept of M-relative reduct to control the com-
putation of SGPRs and ensure quick converge of the algorithm. M should be
deliberately set such that new attribute values introduced would never be re-
placed by others. In the example, since we have replaced student of Occupation
with 1, we will never replace 1 again with any other new values. For this purpose
we let M? ={(0, 1), (T, 1)} for the computation of R? and M? ={(O, 1), (T,
1), (0, 2)} for the computation of R3.

Algorithm Description. The algorithm is listed in Fig. M We can compute
SE" without computing ST*, but for completeness the pseudo code is still listed.

ReductionBasedSymbolic ValuePartition (S = (U, C,{d}))

{input: A decision table S.}

{output: A partition reduct P.}

//Initialize. M* is used for M-relative reduct.

Step 1. M' =),

//The initial partition scheme P. In fact SP’ = 5.

Step 2. P'=[P?,.. .,P‘OC‘] where P?(v;)=v; for any i € {1,...,|C|} and v; € V,,;
//Initialize unprocessed attribute-values pairs for each attribute.
//Now all attribute-values pairs are unprocessed.

Step 3. for (i = 1;i < |C|;i ++) H? = {ai}5;

//Attack the OSVP-problem through attacking the OSGP-problem recursively.
Step 4. for (i = 1;;i+ +) begin

//**Binarization.**

Step 4.1 compute Sg%l;

//**Reduction.** ‘

Step 4.2 Ri_: an M-relative reduct of ng_l where M = M*;

Step 4.3 M'™ = M*;//Initialize M*T!.

Step 4.4 for (j = 1;j < |C[;j + +) begin

//Compute P°. ‘ o ‘

Step 4.4.1V(aj,v) ¢ H;"" = R', P}(v) = P} (v);

Step 4.4.2 V(a;,v) € H;-_l — R, P}(v) =1;

Step 4.4.3 H J’ = HJ’.’1 N R’//Remove processed attribute-values pairs
//Compute M+t _ _

Step 4.4.4 if (H} #0) M = M U {(a;,1)};

end//of for j;

//**Converting back to a “normal” decision table.**

Step 4.5 compute ST° where P’ = [Pi,.. .,Pfc‘];

//See if all attribute-values pairs have been processed

Step 4.6 if H' = |7, H} = 0 break; end;//of for i

Step 5. P = P*, return P;

Fig. 1. The Reduction Based Symbolic Value Partition Algorithm



28 F. Min et al.

3.5 Algorithm Analysis

The introduction of M-relative reduct does not influence the essence of the whole
process, and the set of all outputs of the algorithm is PR(S), as indicated in
Theorem

Optimal Substructure. Since the goal of the OSVP-problem is to construct
P = PX such that rank(SPK) is minimal, it is natural for us to choose locally
optimal solutions, i.e., solutions of the OSGP-problem. Hence we need to require
further in Step 4.2 that R* = an optimal M-relative reduct of Sgtil. Then the
algorithm would be a greedy algorithm, and we need to explain why locally opti-
mal solutions can result in globally suboptimal solutions. The following theorem
gives partial reason.

Theorem 4. The OSVP-problem has the optimal-substructure property.

Proof. Let P = [Py, Pa,...,Pc|| be an optimal partition reduct of S, P’ =
[P1, P3, ..., P ] where P/=(Pi—{(v,1)|(v,1) € ;})U{(1,1) fori € {1,...,[Cl},
we can see that (Spl)P' = SP. We need to prove that P’ is an optimal partition

reduct of ST
Suppose that there is another partition reduct P” = [P/, PJ,.. .,PI”CI] of

SP' such that rank((SPl)P”) < rank((SPl)Pl). We can then construct another
partition scheme P* = [Py, P§,..., Py, | where PP = (Pt — {(v,v)|(v,v) €

7

P U (P! —{(1,1)}), and SF* = (SP")P”. This in turn gives that
rank(ST") = rank((ST)F") < rank((ST")"') = rank(ST), (8)

which means that P is not an optimal partition reduct and contradicts with the
assumption.

Hence an optimal solution P of the OSVP-problem of S contains the optimal
solution P’ of the same problem of S” 17 and the proof is completed.

Complexity Analysis. For most applications K is quite small, (e.g., K = 3
for the Australian dataset [§]) and SE' has much less attributes and objects
(duplicated objects are removed) than that of SE°, both the time and space
complexities of the algorithm are determined by the reduct computation of Sp.

Any reduction algorithm could be employed, one very interesting approach
is to borrow the idea of MD-heuristic [4] for the reduct computation since Sg
contains only binary (boolean) conditional attributes. If we use this approach,
the space complexity of our algorithm is

O(|Urank(5)), (9)
and the time complexity is

O(rank(S)|U|(|R| + log |U1)), (10)
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where R is the reduct of Sp. In most applications |R| < |U| and Rank(S) < |U],
hence this approach is applicable.

4 Experiments with Data

We experienced on five datasets from the UCI library [8] using RSES 2.2 [9]
and our software called RDK (Rough sets Developer’s Kit). The rule genera-
tion method was Exhaustive for Monks, LEM2 for Mushroom, and Australian
where the cover parameter is set to 1. Moreover, for Mushroom and Australian
datasets CV-5 was employed. Since Australian contains some continuous at-
tributes, a discretization stage (using the Global method) was introduced before
attribute reduction. This approach is called CLASSICAL. The other approach,
called RBSVP, only differs from CLASSICAL in that attribute reduction was
replaced by our symbolic value partition algorithm.

Experiment results are listed in Table[@ For the Monks datasets (i.e., Monk1,
Monk2 and Monk3), RBSVP outperformed the attribute reduction approach in
all three aspects, and the advatages in terms of the number of rules and rule
coverage are quite obvious. For the Mushroom dataset, although two approaches
performed the same in terms of rule coverage and rule accuracy, RBSVP helped
to compute a smaller rule set. This indicate that symbolic value partition has a
more general ability than attribute reduction.

Results on the Australian dataset are also interesting: Performances of two
approaches are not quite distinguishable. The main reason lies in the attribute
discretization stage.

Table 9. Experimental results

dataset CLASSICAL RBSVP
rules coverage(%) accuracy(%) rules coverage(%) accuracy(%)
Monk1 48 74.3 99.1 10 100 100
Monk2 95 77.3 87.1 36 99.5 94.7
Monk3 46 75.2 90.8 39 90.3 91.8
Mushroom 24 100 100 14 100 100
Australian 212 65.8 88.1 209 68.2 87.4

5 Conclusions and Further Works

In this paper, we proposed an algorithm searching for a (sub)optimal parti-
tion reduct (see Theorem M]). With appropriate modification, we can also obtain
an algorithm finding the set of all partition reducts (see Theorem [3)). These
algorithms are efficient (see equations (@) and (I0) for the space and time com-
plexities) thus applicable to many applications. In further works, we will extend
these algorithms to suit mixed-mode data and/or decision tables with missing
value, and apply them to the applications such as natural languages processing,
image processing, etc.
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Abstract. After the tragic events of 9/11, the concern about national
security has increased significantly. However, law enforcement agencies,
particularly in view of current emphasis on terrorism, increasingly face
the challenge of information overload and lack of advanced, automated
techniques for the effective analysis of criminal and terrorism activities.
Data mining applied in the context of law enforcement and intelligence
analysis, called Investigative Data Mining (IDM), holds the promise of
alleviating such problems. An important problem targeted by IDM is
the identification of terror/crime networks, based on available intelli-
gence and other information. In this paper, we present an understanding
to show how IDM works and the importance of this approach in the con-
text of terrorist network investigations and give particular emphasis on
how to destabilize them by knowing the information about leaders and
subgroups through hierarchical structure.

1 Introduction

Terrorists seldom operate in a vacuum but interact with one another to carry
out various illegal activities. In particular, organized crimes such as terrorism,
drug trafficking, gang-related offenses, frauds, and armed robberies require col-
laboration among criminals. Relationships between terrorists form the basis for
organized crimes [I]; and are essential for smooth operation of a terrorist or-
ganization, which can be viewed as a network consisting of nodes (terrorists)
and links (relationships). In terrorist networks, there may exist groups or teams,
within which members have close relationships. One group also may interact
with other groups to obtain or transfer illicit goods. Moreover, individuals play
different roles in their groups [2]. For example,some key members may act as
leaders to control activities of a group. Some others may serve as gatekeepers
to ensure smooth flow of information or illicit goods and some act as outliers
in a group. To analyze such terrorist networks, investigators must process large
volumes of crime data gathered from multiple sources. This is a non-trivial pro-
cess that consumes much human time and effort. Current practice of terrorist
network analysis is primarily a manual process because of the lack of advanced,
automated techniques. When there is a pressing need to untangle terrorist net-
works, manual approaches may fail to generate valuable knowledge in a timely
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manner. Fighting against terrorist networks requires a more nimble intelligence
apparatus that operates more actively and makes use of advanced information
technology. Investigative Data-mining and automated data analysis techniques
are powerful tools for intelligence and law enforcement officials fighting against
such networks. The rest of the paper is organized as follows: Section 2 gives a
brief overview of the IDM with specific reference to terrorist networks; Section 3
describes the process of IDM in terrorist networks and discuss in detail how to
destabilize these Networks by finding the hierarchical structure with illustration;
and section 4 concludes the paper and gives some future directions.

2 Investigative Data Mining (IDM)

The rapid growth of available data in all regions of society requires new com-
putational methods. Besides traditional statistical techniques [3] and standard
database approaches, current research known as Investigative Data Mining
(IDM) uses modern methods that originate from research in Algorithms and
Artificial Intelligence. The main goal is the quest for interesting and under-
standable patterns. This search has always been, and will always be, a critical
task in law enforcement, especially for terrorist investigation, and more specific
for the fight against terrorism. Examples are the discovery of interesting links
between people (social networks, see, e.g., [4]) and other entities (means of trans-
port, modus operandi, locations, communication channels like phone numbers,
accounts, financial transactions and so on). There are many ways in which IDM
can be defined, one of its approach is states as: “The technique which is used for
the organization, sorting, visualization, determining associations and predicting
criminal behavior in terrorist networks in order to destabilize them”. IDM dif-
fers from traditional data mining applications in significant ways. Traditional
data mining is generally applied against large transaction databases in order
to classify people according to transaction characteristics and extra pattern in
widespread applicability. The problem in IDM is to focus on smaller number of
subjects within large background population and identify links and relationships
from a far wider variety of activities.

3 The Process of IDM in Terrorist Network Investigations

The main focus of IDM approach is to identify important actors, crucial links,
subgroups, roles, network characteristics, and so on, to answer substantive ques-
tions about terrorist organizational structures. There are three main levels of
interest: the element, group, and network level. On the element level, one is
interested in properties (both absolute and relative) of single actors, links, or
incidences. Examples for this type of analyses are bottleneck identification and
structural ranking of network items. On the group level, one is interested in
classifying the elements of a network and properties of sub networks. Examples
are actor equivalence classes, cluster identification and associations. Finally, on
the network level, one is interested in properties of the overall network such as
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connectivity or balance. For illustration and understanding of the concept we
will only be considering here the properties of terrorist networks at elemental
level through out the paper. The process of IDM for terrorist network analysis
includes mainly four phases: Link Analysis, Social Network Analysis, Network
visualization and network destabilization as shown in figure 1. Explanation for
each phase is given in the following sections.

Relation Lini Social MNetwork Network

al Data Analysis - ™Network > ~Fisualiz » Destabiliz
Analysis ation ation

Fig. 1. Investigative Data Mining Process

3.1 Link Analysis

Link analysis is a technique of the data mining field concerned with extracting
useful information from a large dataset of associations between entities. Based on
graph theory, it is the process of building up networks of interconnected objects in
order to explore patterns and trends [5]. In these graphs, nodes represent people,
organizations, objects, or events. Edge represents relationship like interaction,
ownership, or trust. Attributes store the details of each node and edge, like
person’s name, or interactions time of occurrence. Effectively combining multiple
sources of data can lead law enforcement investigators to discover patterns to
help them be proactive in their investigations. Link analysis is a good start in
mapping terrorist activity and criminal intelligence by visualizing associations
between entities and events [0]. Link analyses often involve seeing via a chart or
a map the associations between suspects and locations, whether physical or on a
network or the internet. The technique is often used to answer such questions as
“who is who, who knows whom and when and where have they been in contact?”
A critical first step in the mining of this data is viewing it in terms of relationships
between people and organizations under investigation. One of the first tasks in
Investigative data mining and criminal detection involves the visualization of
these associations, which commonly involves the use of link analysis charts. Krebs
[7] mapped a terrorist network comprised of the 19 hijackers in the September 11
attacks on the World Trade Center, using such an approach as shown in figure 2.
How ever, the manual link analysis approach will become extremely ineffective
and inefficient for large datasets.

3.2 Social Network Analysis (SNA)

Social Network Analysis (SNA), originating from social science research, is a
set of analytical tools that can be used to map networks of relationships and
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Salem Alhazmi rzjEd Moged

Hani Hanjour

[ E=RRE=
Ahmed Alnami

~_

Ahrned Alghamdi

Fig. 2. Network of 9/11 Hijackers (Undirected Graph) [7]

provides an important means of assessing and promoting collaboration in strate-
gically important groups [8]. SNA has recently been recognized as a promising
technology for studying criminal and terrorist networks. SNA provides a set of
measures and approaches for the investigation of terrorist networks. These tech-
niques were originally designed to discover social structures in social networks
[B] and are especially appropriate for studying criminal networks [T9IT0]. So-
cial network analysis describes the roles of and interactions among nodes in a
conceptual network. Investigators can use this technique to construct a network
that illustrates criminals’ roles, the flow of tangible and intangible goods and
information, and associations among these entities. Further analysis can reveal
critical roles and subgroups and vulnerabilities inside the network [I0]. Specifi-
cally, in the literature the use of centrality and structural equivalence measures
from SNA are used to measure the importance of each network member. Several
centrality measures, such as degree, betweenness, closeness, and eigenvector can
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suggest the importance of a node in a network [5] and can automatically identify
the leaders, gatekeepers, and outliers from a network. The degree of a particular
node is its number of links; its betweenness is the number of geodesics (shortest
paths between any two nodes) passing through it; and its closeness is the sum of
all the geodesics between the particular node and every other node in the net-
work whereas eigenvector centrality acknowledges that not all connections are
equal. An individual’s having a high degree, for instance, may imply his leader-
ship; whereas an individual with a high betweenness may be a gatekeeper in the
network [IT]. Baker and Faulkner [I2] employed these three measures, especially
degree, to find the central individuals in a price-fixing conspiracy network in the
electrical equipment industry.

3.3 Visualization

IDM process also includes visualization methods that present networks graph-
ically. As we have already discussed link analysis charts are widely used by
crime analysts but these were usually drawn manually. How ever, the manual
link analysis approach will become extremely ineffective and inefficient for large
datasets and it is very difficult to see the big picture in order to draw conclu-
sions. A variety of commercial tools are available, including Analyst’s Notebook
[13], PolyAnalyst [14], Clementine [I5], NetMap [16], VisualLinks [I7], NetMiner
[18], and Netdraw [19]. These types of commercial packages have proven valu-
able in extracting and visualizing data relating to criminal investigations, fraud
detection, counterterrorism, national and security, and scientific research. These
tools concentrate on showing summary properties of the data and exploring re-
lationships between variables.

3.4 Destabilizing Terrorist Networks

Destabilizing techniques traditionally aim at neutralizing members of terrorist
networks either through capture or death. The removal of a node from a network
can make a cell less able to adapt, reduce its performance, and reduce its ability
to communicate. These nodes are known as the ’critical’ nodes within a network.
The removal or isolation of these nodes ensures maximum damage to the net-
work’s ability to adapt, performance, and ability to communicate. In terrorist
networks, there may exist groups or teams, within which members have close re-
lationships. One group also may interact with other groups to obtain or transfer
illicit goods. Moreover, individuals play different roles in their groups [2]. Net-
work analysis methods support the study of structural properties in networks.
One important method as described earlier is centrality analysis [5], which de-
termines the relative importance of vertices (nodes) in a network based on their
connectivity within the network structure. In general, the network studied in this
paper can be represented by an undirected and un-weighted graph G = (V, E),
where V' is the set of vertices (or nodes) and F is the set of edges (or links). Each
edge connects exactly one pair of vertices, and a vertex pair can be connected
by (a maximum of) one edge, i.e., multi-connection is not allowed. A terror-
ist network consists of V' set of actors (nodes) and E relations (ties or edges)
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between these actors. The nodes may be individuals, groups (terrorist cells), or-
ganizations, or terrorist camps. The ties may fall within a level of analysis (e.g.
individual to individual ties) or may cross-levels of analysis (individual-to-group
analysis). A terrorist network can change in its nodes, links, groups, and even
the overall structure. In this paper, we focus on detection and description of
node level dynamics. Mathematically, a network can be represented by a matrix
called the adjacency matrix A, which in the simplest case is an N x N symmetric
matrix, where N is the number of vertices in the network. The adjacency matrix
has elements.

(1)

A — 1 if i and j are connected
Y 0 otherwise

The matrix is symmetric since if there is an edge between ¢ and j then clearly
there is also an edge between j and i. Thus Turning to the analysis of net-
work data, we start by looking at centrality measures, which are some of the
most fundamental and frequently used measures of network structure. Central-
ity measures address the question, “Who is the most important or central person
in this network?” There are many answers to this question, depending on what
we mean by important. Perhaps the simplest of centrality measures is degree
centrality, also called simply degree. The degree of a vertex in a network is the
number of edges attached to it. In mathematical terms, the degree of a vertex i

is [20]:
=34, @)
j=1

Though simple, degree is often a highly effective measure of the influence or
importance of a node: in many social settings people with more connections
tend to have more power. A more sophisticated version of the same idea is the
so-called eigenvector centrality. Where degree centrality gives a simple count
of the number of connections a vertex has, eigenvector centrality acknowledges
that not all connections are equal. If we denote the centrality of vertex i by z;,
then we can allow for this effect by making x; proportional to the average of the
centralities of i’s network neighbors [21]:

1 n
Ti= ZAijffj 3)
j=1
Where A is a constant. Defining the vector of centralities = (z1;x2;:::), we can
rewrite this equation in matrix form as:
A = Ax (4)

Hence we see that z is an eigenvector of the adjacency matrix with eigenvalue A.
Assuming that we wish the centralities to be non-negative, it can be shown that
A must be the largest eigenvalue of the adjacency matrix and x the corresponding
eigenvector. The equation lends itself to the interpretation that a node that has
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Table 1. Degree Centrality and Eigen-Vector Centrality of Terrorist network of 19
Alleged 9/11 hijackers

Node Label Degree Centrality Eigen Vector Centrality
Majed Moqed 1 3
Hani Hunjor 3 9
Khalid Mindhar 2 9
Nawaf Al-Hazmi 6 19
Saleem Al-Hazmi 1 6
Saeed Al-Ghamdi 4 18
Ahmed Al-Alnami 3 16
Ahmed Al-Ghamdi 1 6
Hamza Al-Hazmi 6 19
Ahmed Al-Haznawi 3 13
Mohand Al-Shehri 2 8
Fayez Ahmed 2 6
Zaid Jarrah 3 10
Marvan Al-Shehhi 4 11
Mohamed Atta 3 10
Abdul Aziz Al-Omari 3 10
Waleed Al-Shehri 3 7
Wail Al-Shehri 2 5
Satam Suqami 2 5

a high eigenvector score is one that is adjacent to nodes that are themselves high
scorers. The idea is that even if a node influences just one other node, if that
node influences many others (who themselves influence still more others), then
the first node in that chain is highly influential. Hence, the eigenvector centrality
measure is ideally suited for influence type processes. Using each node’s degree
centrality (DC) and Eigen Vector Centrality (EVC) as a proxy for its importance
a method is proposed in this section to discover the hierarchy of a terrorist
network (directed graph) into two stages as described below:

— Converting undirected graph intodirected graph.
— Converting directed graph into hierarchy.

This hierarchical structure gives an idea about the subgroups present in the
network and also how information flows from higher ranks to lower (i.e. to give
information about leaders and followers). This kind of information is also very
useful in order to destabilize the terrorist networks by removing the important
nodes from the network. Now consider the network of 19 alleged hijackers that
prepared and executed September 11, 2001 attacks in the U.S. as shown in
figure 2 [7].

The first stage is to convert undirected graph as shown in figure 2 into directed
graph using degree and Eigen vector centrality in Table[Il The directed links are
assigned to this network by a two-step process using degree and Eigen vector
centrality in step 1 (column 2) and step 2 (column 3) respectively as shown in
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Table 2. Undirected Links are converted in to Directed Links using degree centrality
(DC) and Eigen vector centrality (EVC)

Undirected Links Stepl Step2 Directions
(DC) (EVO)
HaniHunjor- Majed Moged 3>1 Out Ward Link
HaniHunjor- Nawaf Al-Hazmi 3<6 In Ward Link
HaniHunjor- Khalid Mindhar 3>2 Out Ward Link
Nawaf Al-Hazmi- Khalid Mindhar 6> 2 Out Ward Link
Nawaf Al-Hazmi- Saleem Al-Hazmi 6>1 Out Ward Link
Nawaf Al-Hazmi- Ahmed Al-Alnami 6>3 Out Ward Link
Nawaf Al-Hazmi- Saeed Al-Ghamdi 6 >4 Out Ward Link
Saeed Al-Ghamdi- Ahmed Al-Alnami 4>3 Out Ward Link
Ahmed Al-Ghamdi- Hamza Al-Hazmi 1>6 In Ward Link
Hamza Al-Hazmi- Ahmed Al-Alnami 6>3 Out Ward Link
Hamza Al-Hazmi- Saeed Al-Ghamdi 6 >4 Out Ward Link
Hamza Al-Hazmi- Mohand Al-Shehri 6> 2 Out Ward Link
Ahmed Al-Haznawi- Zaid Jarrah 3=3 13> 10 Out Ward Link
Hamza Al-Hazmi- Ahmed Al-Haznawi 6>3 Out Ward Link
Ahmed Al-Haznawi- Saeed Al-Ghamdi 3 < 4 In Ward Link
Mohand Al-Shehri- Fayez Ahmed 2=2 8>6 Out Ward Link
Fayez Ahmed- Marvan Al-Shehhi 2<4 In Ward Link
Marvan Al-Shehhi- Zaid Jarrah 4>3 Out Ward Link
Marvan Al-Shehhi- Mohamed Atta 4>3 Out Ward Link
Marvan Al-Shehhi- Abdul Aziz Al-Omari 4 > 3 Out Ward Link
Zaid Jarrah- Mohamed Atta 3=3 10 =10 Ignored

Abdul Aziz Al-Omari- Mohamed Atta 3 =3 10 = 10 Ignored
Abdul Aziz Al-Omari- Waleed Al-Shehri 3=3 10> 7 Out Ward Link

Waleed Al-Shehri- Wail Al-Shehri 3>2 Out Ward Link
Waleed Al-Shehri- Satam Sugami 3>2 Out Ward Link
Satam Sugami- Wail Al-Shehri 2=2 5=5 Ignored
Hamza Al-Hazmi- Nawaf Al-Hazmi 6=6 19 =19 Ignored

Table[2l Step 2 has a condition that it is applied when step 1 fails i.e. the scores
of adjacent nodes are equal. After the tabulation of links, we are in a position
to draw the directed graph, which is not a difficult case if we consider the last
column of Tablelas shown in figure 3. Then we identify the parents and children
pairs. For example, if we have two nodes, which are competing for being parent
of a node, then we have to identify its correct parent. The correct parent will
be the one, which is connected with maximum neighbors. This represents the
fact that the true leader, with respect to a node, which is more influential on
its neighborhood. When we identify parents, in such a way we traverse all the
nodes. Then a tree structure is obtained, which we call hierarchy of network.
The steps considering the influence assumptions follow as:

1. Identify the nodes from which one or more links are originating and repeat
each of the steps from 2 to 4 for each node.
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2. Taking the node with minimum numbers of links originating and traverse
it’s each link.

3. Every node adjacent to the current link will be placed under its predecessor,
if no other link is pointing towards it.

4. If any other link is pointing towards it, then it will be placed under the node
that has more links directing towards its neighborhood.

/[ Majed Moged ]

[ Hani Hunjor ]

[ Salem Al-Hazmi ]‘\ *
[ Nawaf Al-Hazmi ]—»[ Khalid Mindhar ]

> N

[Ahmed Al- Alnarnl Saeed Al- G‘lan‘dl]

[ Ahmed AlGhamdi ]\ /

Hamza Al-Hazmi

[ Mohand Al Shehri ] [AhlnedAl Haznawi]
[ Fayez Ahmed ]

Ziad Jarrah

[Marvan Al—shehhij—»[ Mohamed Atta ]

[Abdul Aziz Al-Omari ]

[ Waleed A]—S"lehri]

¥

[ Satam Sugami ] [Wai]Al—Shehri]

Fig. 3. Network of 9/11 Hijackers (Directed Graph)

By considering the power and influence of each node in the network of 9/11
(directed graph), the hierarchical structure is shown in figure 4. The impor-
tant thing to discuss is that why we are ignoring few links as shown in table 2
Since higher degree node holds the power, or is influential, therefore equal de-
gree denotes equal in that aspect. Similarly if Eigen-Vector Centrality becomes
equal, it suggests that either the nodes have same neighborhood or the different
neighborhood but equal in terms of power. So if the two nodes equals in both
aspects, equilibrium of power establishes between them, and power stops flowing
in between them, as they both are equally strong entities. Therefore in terms of
hierarchy they usually are siblings, and in general hierarchical structure there



40 M.A. Shaikh et al.

Nawaf Alhazmi
i —— Marvan Al-Shehhi -
AN N Hamza Al-Hazmi
N Abdul Aziz AlOmari |1 Mohamed Atta }
[ Hani Hunjor | [ Salcem Al-Hazmi | :
. '

“.._[Mohand Atsheni | | Ahmed AkGhamai

I" ‘x\s
,,’, Fayez Ahmed
! ‘1~Saccd Al-Ghamdi
:

;
! [ Ahmed Al-Haznawi || Abmed Al-Alnami
:

Zaid Jarrah

*+.| Waleed Al-Shehri |+
H
H

[ MajedMoged | | Khatid Al Mindhar |

Satam Sugami |

Fig. 4. Hierarchical structure of the 9/11 hijacker terrorist network

Waleed Alshehri

Wali Alshehri Satam Suqami

Fig. 5. Hierarchy if links are not ignored

are no links between the siblings therefore we have ignored them. If we cannot
ignore them then the hierarchy will be like the one as shown in figure 5.

The hierarchy shown in figure 4 decomposed the network in subgroups, which
is in close agreement to reality. Marvan Al-Shehhi along with Mohamed Atta
are in 1st and 2nd level of hierarchy respectively.

4 Conclusion

It is believed that reliable data and sophisticated analytical techniques are criti-
cal for law enforcement and intelligence agencies to understand and possibly dis-
rupt terrorist or criminal networks. In this paper, we have presented an overview
of investigative data mining with its basic process and tried our best to shed some
light on the issues. We believe that investigative data mining has a promising
future for increasing the effectiveness and efficiency of counter terrorism and
intelligence analysis. In addition to this we have also discussed the few available
approaches for destabilizing terrorist networks specially finding the hierarchical
structure in order to destabilize the terrorist networks by knowing the important
nodes (leaders) and subgroups in the network. Many future directions can be ex-
plored in this still young field. For example, more visual and intuitive criminal
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and intelligence investigation techniques can be developed for counter-terrorism.
Moreover we are also working on some practical approaches and algorithms for
destabilizing terrorist networks, which are the integration of different techniques
in which the concept is borrowed not only from SNA measures but also from
mathematical order theory [21] and web structure analysis [22].
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Abstract. The development of applications that use the different data
sources available in organizations require to solve a data integration prob-
lem. Most of the methodologies and tools that simplify the task of finding
an integrated schema propose conventional object-oriented solutions as
the basis for building a global view of the system. As we will see in
this work, the use of the conventional object-oriented data model is not
as appropriate as we would like when dealing with data variability and
we present a novel typing framework, lazy typing, that can be used for
obtaining a global schema in the data integration process. This typing
framework eases the transparent development of applications that use
this integrated schema and reconcile data.

1 Introduction

Many organizations, specially those of significant size, use different data sources
supporting their custom applications. The development of new applications usu-
ally require the use of those different data sources that are available at the
organization (as, for example, it happens in the development of a Data Ware-
house). In these situations, we have to find a common way to manage all data,
independently of their source.

Data integration is one of the main problems in the development of this kind
of systems[d]. Data integration consists of taking different data sources into ac-
count and producing a global schema with the mappings corresponding to all
the original data sources, so that we can manage the available data through an
integrated and reconciled view.

A variety of methodologies and tools [5] exist in the market that simplify the
task of finding an integrated schema, but they tend to share the shortcoming
of using conventional object-oriented solutions as the basis for building a global
view of the system. As we will see, the use of the conventional object-oriented
data model is not as suitable as we would like when dealing with data variability.

In this paper we present a novel typing framework, lazy typing, that can be
used for obtaining a global schema in the data integration process. Moreover, it
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eases the development of new applications that use this integrated schema and
reconcile data.

Section 2 introduces the data integration process and presents a case study
that will be used in the rest of this paper. Section 3 analyses the limitations
of conventional object-oriented solutions for building integrated schemata. We
discuss the benefits of using lazy typing in Section 4 and present a framework that
allows the transparent use of lazy typing capabilities in current programming
platforms like the Microsoft .NET framework.

2 Data Integration

We proceed through the following standard tasks [206] in order to integrate
different data sources:

Pre-integration. Schema transformation for the sake of homogeneity both
from a syntactic and a semantic point of view. The crucial issue in this
phase is the selection of a common data model (usually the object-oriented
model).

Correspondence identification. Identification of the relationships that hold
between the different schemata. In this step, we have to focus on what is
represented rather than how it is represented. Mappings can be described
extensively (i.e., among instances) or, preferably, intensively (i.e., among
types) [6]. This task is far from being trivial and it usually has to be carried
out with human assistance.

Integration. Conflict resolution and generation of a global (integrated) schema.

A global schema is developed as the result of this process. This integrated
schema is usually complex so that it can accommodate the heterogeneous data
coming from the different data sources. This complexity, together with the rigid-
ness of class hierarchies, makes its use for the implementation of new applications
harder.

As we will see in next section, conventional object-oriented solutions can be
improved with a more flexible typing system that eases both the design of the
integrated schema and the management of the reconciled data obtained from the
sources.

Case Study
Consider that we are involved in the development of a software system aimed to
provide information about the farms in a certain region. The system will provide
information such as the area for each plot of land devoted to a single crop, the
number of trees in the plot, and, even, aerial images of the farms.

Plot data can be obtained from there different data sources:

— The Registry Database.
— An Aerial Image Repository.
— A Database with data obtained from a survey process.
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That is, the information available for each plot at any moment might vary.
There might be some basic registry data for all plots, aerial images for some,
and detailed historical records for only a small fraction of them. Then, when
the plot information system wants to compute a given plots area, the available
information might range from a rough location of the plot to its exact perimeter.
Suppose the property registry provides its actual area so that we do not need
to estimate it. We could approximate the plots number of trees by using the
plot area and the average tree density for a certain kind of crop. We could also
automatically compute that number from an aerial image once we know the plots

Data Source 1 Data Source 2 Data Source 3

Registry DB Aerial Image DB Survey DB

\

Schema Data
Integration Reconciliation
Mapping analysis, Identification,

conflict detection and validation, filtering ...

management ...

Integrated Plot Data
Schema

Plot
Enterprise Model

Applications

Plot Information
System

Fig. 1. Data Integration in the Plot Example
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geographical limits. In short, we have alternative ways to compute what were
interested in according to available data.

The integration process for this problem is depicted in Figure [Il The global
schema for our plot representation problem has to adapt to the different plot
configurations that we can obtain when reconciling data from our three different
sources.

3 Designing a Suitable Integrated Schema

A global schema suitable for plot management is represented in Figure 2l This
global schema has been designed using conventional object oriented modeling
capabilities. As can be observed in the figure, we can create a class hierarchy and
override method implementations when appropriate, thus providing the needed
polymorphism.

Plot

+GetArea()
+GetTrees()

[ﬁ

RegistryPlot GeometricalPlot

-area -perimeter
+GetArea() +GetArea()

T

VisualPlot
-photo
+GetTrees()

Fig. 2. A conventional Plot global schema using a static class hierarchy

Unfortunately, this global schema obtained using conventional inheritance hi-
erarchies has important drawbacks:

— Even small changes in the data sources could cause huge reorganizations of
the class hierarchy. For example, imagine that from the data sources we can
obtain new plot configurations for which we could compute the number of
trees from the aerial image and prefer to rely on registry data about the plot
area, a situation our class hierarchy does not take into account.

— It is probably that a simple inheritance hierarchy will not fit our needs (this
is the case with our last consideration in the plot example). And most pro-
gramming languages today only accept single-implementation inheritance.
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Multiple-interface inheritance would be useful here from a declarative point
of view, although it wouldnt avoid the need to implement the needed func-
tionality variants, which would probably include a lot of duplicated code.

— Another problem arises when objects evolve (for example, because we obtain
new data about a particular plot): The object might need to change its
behavior and, hence, its type in the hierarchy. Though the object would keep
its external interface, it would lost its identity due to the change of type.
This is a significant drawback, if we track object identities in the integrated
system.

When its crucial to keep the object identity and when the problem domain
gets so complicated that a class hierarchy becomes unmanageable, we can choose
to not create such a hierarchy. We could include everything in a single monolithic
class, but we have to include the conditional logic needed to select the suitable
implementation for GetArea() and GetTrees(). However, the programmer must
still maintain such a poorly modularized code, including all the embarrassing
conditional logic needed for each method to choose the proper implementation
depending on the current object state.

The well-known strategy design pattern3] can help us properly modularize the
solution to our problem, decoupling the data an object encapsulates from the
implementation of the algorithms that support the desired variability in object
behavior. The resulting design would look like Figure [3} we must add two new
attributes (data fields) to the Plot class to keep the strategies responsible for

Plot

-area
-perimeter
-photo
+GetArea()

+GetTrees()
1 1

AreaStrategy TreeCountStrategy
+GetArea() +GetTrees()
JAN JAN
RegistryAreaStrategy ApproximateTreeCountStrategy
+GetArea() +GetTrees()
GeometricalAreaStrategy ImageTreeCountStrategy
+GetArea() +GetTrees()

Fig. 3. A more flexible Plot global schema using strategies
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implementing the GetArea() and GetTrees() methods. These methods implemen-
tations are now trivial because they just delegate to the corresponding strategy.
Unfortunately, those strategies must change when the object state changes.
So, we must also include conditional logic to update the corresponding strategies
every time the object state changes so that we invoke a suitable strategy given
the available data (constructors, setters, ...). Thus, although the strategy design
pattern elegantly solves some of the problems rigid inheritance hierarchies cause,
it adds unnecessary implementation complexity and makes the programmer re-
sponsible for maintaining error-prone conditional logic to control the alternative
implementation to use in each situation for each particular object.

4 Lazy Types for Coping with Data Heterogeneity

When we need to manage entities with differing precision levels or when enti-
ties present structural irregularities, we require more expressive and powerful
modeling techniques to concisely define the type of a given class of objects.

Lazy typing techniques [I] offer a more flexible solution for coping with the
(dynamic) data heterogeneity than the alternatives we have analyzed before.

By definition, a lazy type’s structure and behavior dynamically adapt to the
available data at the instance level. As with conventional types, a set of attributes
determines its structure, and a set of method signatures defines its interface.
A lazily typed object (lazy object, for short) encapsulates a set of attributes.
However, this set is not immutable in lazy objects, even though its always a
subset of the set of attributes defining the lazy type. This set of attributes is
able to dynamically evolve during the objects lifetime.

Alternative method implementations describe lazy-type behavior for the dif-
ferent structural situations which can arise from the data integration process.
These implementations share their signature, so the type maintains its external
interface and the programmer can transparently use lazy objects.

Invoking a lazy method will automatically delegate to one of the alternative
implementations according to the objects current state.

All this dynamism is obtained without requiring the programmer to add con-
ditional logic nor increasing the design model complexity.

Applying Lazy Types in Our Case Study
Lets go back to our plot representation problem:

— First, we define the external plot interfacethat is, the part of a plot behav-
ior that stays the same regardless of its internal structure (GetArea() and
GetTrees() methods). This interface becomes the lazy types public interface.

— Next, we identify all the data we might collect about a plot, taking into ac-
count the different data sources we are integrating in the system (observed
area -observedArea, geographical perimeter -perimeter, and an aerial photo-
graph -photo).

— Finally, we design alternative method implementations and implement the
lazy Lot class (see figure [).
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[Lazy] public class Lot {

private float observedArea;
private Polygon perimeter;
private Image photo;

public float GetArea () {
return observedArea;

}
[AlternativeImplementation(GetArea)]

protected float GetAreaFromPerimeter () {
return perimeter.GetArea();

}

public int GetTrees () {
return (int) ( GetArea() * AverageTreeDensity );

}
[AlternativeImplementation(GetTrees)]

protected int GetTreesFromPhoto () {
return ImageMorphologyAnalyzer.GetObjectCount
(photo, perimeter, AverageTreeSize);

}

Fig. 4. Class Lot

The code in figure M shows how the lazy Lot class would look in CH. As
you can see in the source code, a [Lazy| metadata attribute indicates that the
class corresponds to a lazy type. Another attribute, [Alternativelmplementation],
marks the alternative method implementations that describe the lazy lot objects
dynamically varying behavior.

As can be observed, our lazy class implementation looks like a standard class
and avoids the need to create a class hierarchy without the artificial complexity
of a strategy-based solution.

A reflective-object factory creates lazy objects implementing the public lot in-
terface. This factory permits the flexible instantiation of plots and their dynamic
evolution. To create a lazy lot object, we would type

Lot lotObject = (Lot) LazyFactory. Create(typeof (Lot));

Once the lazy-object factory creates a lazy object, setting object properties
will make strategies change automatically without programmer intervention.
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LazyFactory
LazyObjectModel
e e e e . >
+Create() -type
T ______)+LazyMethod
| : +InvokeMethod()
I
1 I
| | 11
¥ 1
LazyType 1
I
Y LazyMethodModel LazyFieldModel
LazyMethod
+Uses() +Used()
+Defines() +Defined()
+Calls()

Fig. 5. A framework to support lazy typing

Implementation Issues
We have developed a reusable library that allows for the transparent use of lazy
types within the .NET FrameworK]

Our implementation parses compiled intermediate code (Microsoft intermedi-
ate language, or MSIL, in the NET Framework) to build a lazy-object model. We
can then use a simple dataflow analysis of the alternative method implementa-
tions, as indicated by the metadata attributes, to determine when to invoke each
alternative implementation. By using this information, implementation strate-
gies can be dynamically changed in response to newly available data. Our lazy-
object factory creates new types to represent lazy objects using the reflection
capabilities included in the .NET Framework.

5 Conclusions

As we have seen in this paper, lazy types flexibility and their dynamic adaptation
capabilities let us create a single type for any entity in the global schema result-
ing from a data integration process. This single type can be easily created as the
(semiautomatic) union of the type descriptions provided by each data source.
Our supporting framework allows the transparent use of this kind of types in
conventional programming platforms like .NET or Java, thus freeing the pro-
grammer from having to deal with complicated conditional logic nor complex
(and static) type hierarchies.

Moreover, the use of lazy types provides another advantage for the data inte-
gration process: when we build an integrated schema, we only have to consider

! Freely available from http://elvex.ugr.es/software/lazy
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the configuration of the different data sources. New configurations might arise
in the data reconciliation process, maybe due to changes in the data sources.
Lazy types can easily solve this difficult problem because, once defined, they
can automatically deal with all possible data configurations that can result from
their structural definition.
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Abstract. This paper provides the methodologies to extract the road
horizontal alignment design elements using the acquisition data from the
Global Positioning System (GPS) and Inertial Navigation System (INS).
For this study, highly accurate GPS/INS data from the RoSSAV (Road
Safety Survey and Analysis Vehicle) were collected, and also extraction
algorithm of road horizontal alignment design elements was proposed
according to the statistical inference.

Keywords: GPS/INS, Data Generalization, Horizontal Curve, Highway.

1 Introduction

The development of advanced instruments and surveying techniques such as
GPS, INS and laser scanners has aroused great interests to extract road align-
ment design elements from the real-world coordinates.

Specifically with issues related to ITS (Intelligent Transportation Systems)
such as a pre-warning system for driver about hazardous sections of sharp turns
or slopes, and an automatic steering control system of advanced vehicle itself,
road alignment design elements are considered as an essential part in advanced
safety technologies. This paper provides a scientific methodology to extract the
road horizontal alignment design elements using the acquisition data from the
GPS and INS.

For this study, highly accurate GPS/INS data from the RoSSAV (Road Safety
Survey and Analysis Vehicle) were collected and the extraction algorithm of road
horizontal alignment design elements was proposed and tested.

2 Algorithm

The data generalization algorithm is subdivided by three steps as follows:

— 1st step: Data Grouping Algorithm by Tangent - Curve - Clothoid Section
— 2nd step: Tangent - Curve - Clothoid Analysis Algorithm

M.S. Szczuka et al. (Eds.): ICHIT 2006, LNAT 4413, pp. 51[62] 2007.
© Springer-Verlag Berlin Heidelberg 2007
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— 3rd step: Tangent - Curve - Clothoid Section Beginning - Ending Position
Estimation Algorithm
The algorithm is shown in Fig[Il

GPS/INS acquisition data

[

L2

1st Data Grouping Algorithm by
step Tangent - Curve - Clothoid Section
|
[
Tangent Section Data Curve Section Data
Tangent Curve :
Analysis Algorithm Analysis Algorithm
2 | |
step J,
Clothoid )
Analysis Algorithm Clothoid i
Parameter H
A
3rd Tangent - Curve - Clothoid Section
Beginning/ Beginning/Ending Position
step Endmgg Posﬁlion Estimation Algorithm
Length

3
( Exit )

Fig. 1. Process of the Algorithm

2.1 Data Grouping Algorithm by Tangent .- Curve - Clothoid
Section

Since the acquisition data include tangent sections, curve sections, clothoid sec-
tions etc, it is impossible to analyze the acquisition data with only an algorithm
for the whole. So, the data need to be grouped into each section as tangent,
curve or clothoid.

The heading and roll data, which have different characteristics in both the
tangent section and the curve section are acquired by the attitude of vehicle,
and they are proper to be applied to the 1% step algorithm.

As a result, the acquisition data are grouped into tangent sections or curve
sections.

Building Up Tangent Section Groups (IG)

IG; = BiUBij1---UB,, 6,y if RV, ey <04 (1)

i+(n

Here j = 1,2,...,n!¢  B; = i*" data block(block size: 10m) when i € {1,2,...,
nBY, RV (Representative Value: data range of a block) = max Heading
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- min Heading, n'® = number of data blocks in (G}, and 0./ is a RV boundary
between tangent data and curve data.

Building Up Curve Section Groups (cG)
cGr = B; U Bi+1 U Bi+(n°Gk—1) ’Lf RVi~~~i+(n°Gk—1) > 0.4. (2)

Here k = 1,2,...,n°¢, B; = i data block(block size: 10m) when i €
{1,2,...,nB}, RV(Representative Value: data range of a block) = max Heading
- min Heading, n°“i = number of data blocks in cGj, and 0.4 is a RV boundary
between tangent data and curve data.

2.2 Tangent - Curve - Clothoid Analysis Algorithm

In this 2"¢ step algorithm, the Least Squares Method(LSM) is applied, and
PI(Point of Intersection), radius, and clothoid parameter are extracted.

Tangent. Pl is the intersection point of next two tangent sections. Each tangent
section data group needs to be fit into an equation of the first degree in order to
find the point. When an equation is expressed by Y = aX + b, the factor a and
b can be calculated from the following numerical method in (3) and (4). These
are general expressions of the least squares.

_nyry—y iy Y(r—T)(y—y)
nyla?— () Yz -2

,_ SyYa?—Sryay
ny a? — (Y a)
Suppose two equations Y = a1 X + b1 and Y = as X + by, which are next to

each other. Then, PI can be calculated by following numerical expressions in (5)
and (6).

a

3)

=y —ax. (4)

1
= b1 — b2). 5
v —a1+a2(1 2) ()
= ! ( by — b) (6)
= a a .
Yy a1 + as 202 102

Curve. Radius can be calculated by the estimation of a “Circular Equation”.
The calculating method is as follows:

(ac - XM1)2 + (y — Ym1)2 = R12
(ac - XMQ)2 + (y — Ym2)2 = R22

(z — Xmp_2)?+ (y — Ymn_2)? = Ry_o”.
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As a result, each curve section data group might be fit into an equation of
curve with the smallest SSE(Sum of Squares Error) as the following expression
in (7).

(r—Xm)?+(y—Ym)? =R, (7)

where
n—2 n—2 n—2
Sxme o Svm S n
_d=1 _d=1 _d=1
Xm= n_9 Ym = n_9 and R = n_9"
Clothoid. Suppose a clothoid section between the tangent section which can
be fit into Y = a1 X + b; and the curve section which can be fit into (X —
Xm)? + (Y — Ym)? = R2. Then, clothoid parameter A can be calculated from
the following expression in (8).

A=+VR-L. (8)

Here R is radius and L represents the length of clothoid, which can be cal-
culated from the following expression (9) when S in expression (10) means the
tangent offset.

L=+24-S-R (9)
and
S =+/(x1 — Xm)2+ (y, — Ym)2 — R. (10)
where
o= o0 (b — 1Xm—Ym) and y1 = S (b1 + Xm+aYm).
a%—!—l ai a%%—l a

2.3 Tangent - Curve - Clothoid Section Beginning - Ending Position
Estimation Algorithm

Previously, each tangent and curve section data was fitted into a general ex-
pression with the smallest SSE(Sum of Squares Error) and also, the clothoid
parameter was calculated from the tangent offset which would be regarded as
the shortest distance between a extension line of tangent and a neighbor curve.

Now, the beginning or ending point of each section can be estimated by cal-
culating the shortest distance between the mapping point on the generalized
expression and the original point.

For tangent section, expressed as Y = aX + b, the shortest distance from the
line to the original point (X,,Y,) is given as below:

_aX, =Y, + 0

d; = Ja 412 (11)
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For curve section, expressed by (X — Xm)? + (Y — Ym)? = R?, the shortest
distance from the curve to the original point (X,,Y,) is given as below:

de =/(Xo — Xm)2 + (Y, —Ym)? — R. (12)

Therefore, the beginning or ending point of each section is estimated to the
point that the distances become increased.

3 Data Collection

3.1 Study Area

An overall 7.3km-long road section in Pocheon-Gun, GyeongGi-Do was selected
for this study. The road has four-lane in both directions and the road section
includes 5 tangent sections, 4 curve sections, and 8 clothoid sections between the
tangent sections and curve sections. The investigation area has relatively good
horizontal alignment and it is shown in Fig.2.

3.2 Acquisition Data

GPS/INS Data were collected from the first lane in both directions by kinematic
survey method using the RoSSAV in April 2006. The details of the acquisition
data are shown in Table [l

north—bound
south—bound
tangent section mark
curve section mark

clothoid section mark

a O** (1) : tangent 1
o / 5 Ezg : tangent 2
) : tangent 3
3 y (4) : tangent 4
(5) : tangent 5
[1] Tcurve 1
[2] : curve 2
[3] :curve 3
[4] T curve 4
*1 : clothoid 1
*2 : clothoid 2
*3 : clothoid 3
*4 : clothoid 4
*5 : clothoid 5
*6 : clothoid 6
*7 : clothoid 7
*8 : clothoid 8

Fig. 2. Study Area
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Table 1. RoSSAV Acquisition Data

Data(unit) Contents
GPS Time (sec) Data acquisition time
Easting(meter) X
Northing(meter) Y
Coordinates Height(meter) Z
Roll(deg) X axis attitude
. Pitch(deg) Y axis attitude
Attitude Heading(deg) Z axis attitude

*Note: the coordinates are converted to TM(Transverse Mercator) coordinates.

4 Data Analysis

4.1 Result of Data Grouping by Tangent - Curve - Clothoid Section

The data from the both directions were applied to the Data Grouping Algorithm
(1%t step) and the results were shown in Table2l The beginning or ending position
means accumulations by 1m from the head of acquisition data.

4.2 Result of the Tangent - Curve - Clothoid Analysis Algorithm

The output data from the Data Grouping Algorithm(1%% step) were applied to
Tangent - Curve - Clothoid Analysis Algorithm (2"¢ step).

Table 2. Results of Data Grouping by Section

Direction North-bound South-bound
Beginning Ending Section Beginning Ending Section
Section Position  Position Length(m)  Position Position Length(m)
tangent 1 41 1530 1490 6141 7630 1490
curve 1 1681 1890 210 5831 6030 200
tangent 2 2051 2870 820 4901 5720 820
curve 2 3101 3560 460 4151 4610 460
tangent 3 3741 4328 588 3141 3870 730
curve 3 4661 4880 220 2851 3050 200
tangent 4 5051 5950 890 1791 2710 920
curve 4 6131 6430 300 1301 1590 290

tangent 5 6631 7280 650 471 1120 650
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Table 3. Results of Tangent Analysis

Direction Section Y=aX+b PI(coordinates)
a b X Y
North tangent 1 1.0616 254686.7677
South tangent 1 1.0628 254419.0393
Average of tangent 1 result 1.0622 254552.9035 229871.7008 498733.3946
North tangent 2 52.8157 -11642215.2412
South tangent 2 55.2628 -12204502.1026
Average of tangent 2 result 53.9818 -11910154.5506 229901.5784 500346.2439
North tangent 3 0.3677 415809.8687
South tangent 3 0.3707 415131.0627
Average of tangent 3 result  0.3692 415470.4657 231335.4166 500875.5927
North tangent 4 1.6754 113292.3483
South tangent 4 1.6762 113122.7102
Average of tangent 4 result  1.6758 113207.5293 232119.0782 502188.8399
North tangent 5 -2.1715 1006248.9989
South tangent 5 -2.1697 1005819.2437
Average of tangent 5 result -2.1706 1006034.1213 - -

4.3 Result of Tangent - Curve -
Position Estimation Algorithm

Clothoid Section Begining - Ending

As combining the result of Tangent - Curve - Clothoid Analysis Algorithm(2"¢
step), it might be possible to estimate the tangent, curve or clothoid sections’

Table 4. Results of Curve Analysis

Direction Section
North curve 1
South curve 1

Average of curve 1 result
North curve 2
South curve 2

Average of curve 2 result
North curve 3
South curve 3

Average of curve 3 result
North curve 4
South curve 4

Average of curve 4 result

(X —Xm)?+(Y —Ym)? = R?

Xm

229369.1652
229382.3339
229375.7496
230499.5741
230497.1088
230498.3415
231004.4992
230997.2911
231000.8952
231550.7069
231551.6779
231551.1924

Ym

498937.8650
498933.0104
498935.4377
499920.3389
499923.3480
499921.8434
501277.1414
501283.5215
501280.3315
502218.9909
502219.4590
502219.2249

R

507.8158
489.1261
498.4709
599.8668
601.5988
600.7328
492.0094
495.0524
493.5309
504.0490
498.1131
501.0810
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Table 5. Results of Clothoid Analysis

Section S L A
clothoid 1 1.1311 116.3240 240.7989
clothoid 2 1.1374 116.6496 241.1357
clothoid 3 3.7884 233.7092 374.6956
clothoid 4 4.0817 242.5875 381.7463
clothoid 5 2.0153 154.5019 276.1367
clothoid 6 1.1332 115.8579 239.1222
clothoid 7 2.1482 160.7312 283.7946
clothoid 8 1.9877 154.6092 278.3374

*Note: S is tangent offset, L is length of clothoid section, and A is clothoid parameter.

beginning - ending position, and also calculate the length of each section from
the Tangent - Curve - Clothoid Section Beginning - Ending Position Estimation
Algorithm(3™ step). The results are as follows:

Table 6. Results of Begining or Ending Position Estimation in Each Section

Beginning-Ending Position Coordinates

Section Length(m)
X Y
tangent 1 229665.2680 498514.1510 1452
clothoid 1 229760.4275 498619.7175 142
curve 1 229867.5190 498854.0245 260
clothoid 2 229876.0410 498965.1470 111
tangent 2 229889.9200 499713.4125 745
clothoid 3 229904.0940 500003.2975 289
curve 2 230226.4545 500457.5165 576
clothoid 4 230371.9150 500519.8240 158
tangent 3 231010.1020 500755.6605 677
clothoid 5 231205.3980 500831.1865 209
curve 3 231389.9690 500976.7295 236
clothoid 6 231432.2675 501037.8760 74
tangent 4 231920.8320 501856.5595 949
clothoid 7 232001.8640 502002.3390 166
curve 4 232038.6970 502334.0490 339
clothoid 8 231937.8100 502582.2375 267

tangent 5 231669.7440 503334.6850 810
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4.4 Residuals Between Observed Values and Estimated Values
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(continued)
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(continued)
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5 Conclusion

In this paper, the horizontal alignment design elements were extracted according
to the proposed method of statistical inference. The results are summarized as
follows:

(1) This paper provides a scientific methodology to extract the road horizontal
alignment design elements using the acquisition data from the Global Positioning
System (GPS) and Inertial Navigation System (INS).

(2) According to the data characteristic, the proper algorithm that includes
3-step subdivided process is proposed, and also a computer application program
with the functionalities of data input/output and analyses were implemented to
test the algorithm.

(3) As a result, the accuracy is so high with the data generalization that all
the data by each section is fitted into a general expression. In case of tangent
section, Root Mean Square Error (RMSE) was below 0.35 and the error range was
between -1m and +1m. The curve section had 0.15 RMSE and -0.5m ~ +0.5m
error range. Compared with the designed clothoid parameter, the estimation had
an error range between -5 and +4.
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Abstract. The amount and quality of feedback provided to the learner
has an impact on the learning process. Personalized feedback is particu-
larly important to the effective delivery of e-learning courses. E-learning
delivery methods such as web-based instruction are required to overcome
the barriers to traditional-type classroom feedback. Thereby, the feed-
back for a learner should consist not only of adaptive information about
his errors and performance, but also of adaptive hints for the improve-
ment of his solution. Furthermore, the tutoring component is required to
individually motivate the learners. In this paper, an adaptive assessment
and feedback process model for personalized e-learning is proposed and
developed for the purpose of maximizing the effects of learning.

Keywords: E-learning, Assessment, Feedback, IRT, ICT.

1 Introduction

Mastery Learning (ML) is an instructional strategy based on the principle that
all students can learn a set of reasonable objectives with appropriate instruction
and sufficient time to learn [1]. Using this strategy, the curriculum should be di-
vided into relatively small learning units, each having their own objectives and
assessment. Each unit is preceded by brief diagnostic tests, or formative assess-
ments. The results are used to provide supplementary instruction, or corrective
activities to help the learner overcome problems [2]. ML focuses on the process
of mastering learning materials. A learner should not proceed to new material
until basic prerequisite materials are mastered. The instructor should ensure
that each learner can achieve the indicated objectives of a learning unit. An
e-learning system can be fully developed to adapt and implement the concepts
and theories of ML.

One of the most important factors in on-line learning is personalized feed-
back from an instructor to a learner which provides qualitative instruction and
sufficient time to master learning materials. For this, correct evaluation of the
level of learning and guide to the personalized learning environment (style) is re-
quired, which is an important component to improve the e-learning process. The
tests and evaluations are a source of feedback for learners and instructors and
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thus, an integral part of the learning process. They are utilized to establish the
learner’s knowledge level and update learning profiles. Therefore, the evaluation
is one of the first considerations for an online course [3]. A computerized test is
usually evaluated by summing the score for each question and translating it in
one scale. This method of evaluation does not take into account many aspects
strictly inherent to some characteristics of the question such as the difficulty and
discriminating power [4]. Recent testing models provide the ability to choose test
items appropriate to the examinee’s level of proficiency during the testing ses-
sion, i.e., to tailor the test to the individual in real time. These models, known
as the Item Response Theory (IRT), adapt mathematical characterizations of
an examinee’s test responses [5]. The IRT relates characteristics of items and
individuals to the probability of a positive response and provides the most infor-
mation for each examinee. The concept can be utilized for qualitative and exact
assessment. The IRT also facilitates computer adaptive testing.

Each learner prefers different learning styles and techniques. A learner usually
has a mix of learning styles. Some may find that they have a dominant style of
learning, with far less use of other styles. In addition, different learners require
a different interval of time in order to learn the same material. An e-learning
system has the advantage of providing diverse learning environments (styles)
with different techniques and enough time required to learn the materials, while
adapting instructional strategies. An instructor should also provide feedback
and guide learners to recognize and understand the learning environments and
techniques best suited to the individual learner. This approach may improve the
speed and quality of learning.

In this paper, a feedback process model, employing adaptive learner assess-
ment, appropriate instruction and preferred learning styles based on the concepts
of mastering learning, is proposed to maximize the learning effect. Here, the ac-
tivity of assessment and feedback within an e-learning process is emphasized to
determine how it helps to improve the learning process for all participants: the
students, teachers, the designers of content, etc.

The paper is organized as follows. Section 2 describes some related works.
Section 3 briefly describes problem assessment using the IRT. Section 4 explains
how to use data mining to find student’s learning styles from students’ behav-
ior. Section 5 presents a model for proposed adaptive assessment and feedback.
Section 6 presents our conclusions.

2 Related Works

In the theory of Mastery Learning, the learning rate (LR) is demonstrated by
the following relationship:

LR =T,/T,,

where, Ts and T), are time spent for learning and time needed for learning, respec-
tively. The theory implies that, given sufficient time and quality of instruction,
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nearly all students can learn. The basic model for effective instruction of each
learning unit consists of introduction, presentation, structured practice, guided
practice, and independent practice. Structured practice leads learners through
practice examples working in a lock-step fashion while guided practice is based
on monitoring the students’ work and responding with corrective feedback. In-
dependent practice is to be assigned when learners have achieved more than 85%
accuracy. A learner proceeds to new material after basic prerequisite materials
are mastered. When the contents are structured and the learning process is im-
plemented, adopting the ideals of ML, the problems resulting from the lack of
face-to-face teaching in e-learning are reduced. Following the instructions for ML
materials, the material is to be divided into relatively small units, each with clear
objectives and assessments. The result of testing is used to provide supplemen-
tary learning or corrective activities to help the learner overcome problems and
master the materials. Assessment is directly connected to effective teaching and
learning as it typically demonstrates understanding and achievement. Instruc-
tion based on assessment potentially diagnoses any misconceptions or challenges
the student is facing. Assessment in an e-learning environment should include
the ability to: [6]

— communicate achievement status for students,

— provide self-evaluation to the learner,

— identify student placement for educational paths or programs,
— motivate the learner, and

— evaluate the effectiveness of instructional programs.

Despite the apparent advantages of an online course of study, problems still
exist. Without appropriate structure, online study could result in a sense of
isolation and a lack of social interaction. Therefore, it is recommended that
occasional face-to-face meetings are necessary in order for students to develop a
sense of a learning community and social contact.

Interesting research data exist that in instances in which assessment does not
include grades, providing qualitative feedback subsequently to work improves
learning significantly [7]. Performance of learning refers to the level of learning
and the ability to integrate acquired skills and knowledge. An example of online
assessment is Computerized Adaptive Testing (CAT), which works to contin-
ually evaluate the ability of the student. CAT accomplishes this by compiling
individual tests for users that avoid questions that are too easy or too difficult.

The amount and quality of feedback provided to the learner has an impact
on the learner’s satisfaction with the progress of learning. Feedback is particu-
larly important to the effective delivery of e-learning courses because distance
learners do not receive the day-to-day feedback available in traditional classroom
settings [8]. Instructor-student feedback should be fostered in e-learning courses
in order to provide supplementary instruction or corrective activities to help the
learner overcome problems and discover the learning environments (styles) best
suited to the learner.
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3 Problem Assessment Using IRT

The IRT, or latent trait theory, is the most popular modern testing theory
currently under active research [5]. Compared with the perspective of more tra-
ditional approaches, such as classical testing theories, an advantage of IRT is
that it potentially provides information that enables a researcher to improve
the reliability of an assessment. This is achieved through the extraction of more
sophisticated information regarding psychometric properties of individual assess-
ment items. IRT provides an estimate of the true score that is not based on the
number of correct items. Therefore, the instructor is free to give different test
items to different students but still place the students on the same scale.

The Rasch model is the only IRT model in which the total score across all
items characterizes a student completely. The Rasch model is also the simplest
model having the minimum number of parameters for the learner. One parame-
ter corresponds to each category of an item. The item parameter is generically
referred to as a threshold. One threshold exists in the case of a dichotomous
item or two in the case of three ordered categories. The probability of a correct
response to an item, i is defined using the formula in Eq. (1),

1

'PZ(Q) = 1+ e—ai(0—b:)

(1)
where 0 is the learner parameter and a; and b; are item parameters. The param-
eter b; represents the item location, which, in the case of attainment testing, is
referred to as the item difficulty. The item parameter a; represents the discrim-
ination of the item, that is, the degree to which the item discriminates between
learners in different regions on the latent continuum. 6 refers to the learner’s
ability level. Therefore, the value of 0 is assigned to 6 to calculate the item infor-
mation. The item parameters, ai and bi are estimated using BILOG3[9]. Then,
the learner parameter is obtained using the estimated item parameters.
The true score of the test is obtained using the following equation,

N
TrueScore = Z P;(0) (2)

i=1

Where P;(0) is the probability of a correct response to an item, i.

4 Extracting E-Learning Style Using Web Mining

Web-usage mining is the task of discovering the activities of the users while they
are browsing and navigating through the Web. The aim of understanding the
navigation preferences of visitors is to enhance the quality of electronic services,
to personalize the Web portals [10] or to improve the Web structure and Web
server performance. The mined data consist of the log files, or the secondary
data available on the web, while the documents accessible through the Web are
considered as primary data. Web-usage mining applies data mining techniques
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for discovery of usage patterns from Web data in order to understand and better
serve the needs of user’s navigating on the Web. As in every data mining task,
the process of Web-usage mining consists of three main steps: (i) preprocessing,
(ii) pattern discovery and (iii) pattern analysis [11].

When a user visits a website, he leaves traces in the server’s log file. Log infor-
mation provides analytical data that can be utilized to understand the learning
pattern for feedback process. A server log is a file (or several files) created auto-
matically and maintained by a server of activities it performed. Fig. 1 shows a
schematic of a process by which log information is recorded on a server computer
while a learner is studying on a computer connected to the server. Log data are
incomplete and must be preprocessed. Using web mining, a learner’s tendencies
are discerned for web personalization.

http:// ...

Web Server
{izs, ...)

Log Files ||
L . Extract learning style
0g mining for feedback process

Fig. 1. Application process of a log mining technology

Problem Bank

First, log files should be pre-processed and then learner’s learning pattern
is analyzed using the information such as user 1P, URL, referenced web pages.
For the summarization and pattern extraction to identify correlation between
the reference pages, the association rule is utilized, which pick out patterns that
occur in the original form through the database [12].

In association rule, given a set of transactions described by an unordered set
of items, association of X and Y, which are conjunctions of items, is discovered
from the data. The rule means that transactions which contain the items in X
tend to also contain the items in Y. The association rule is based on two numbers
that indicate the support and confidence of the rule.

— Support - percentage of transactions from the original database containing
both X and Y.

— Confidence - percentage of transactions containing items in X that also con-
tain items in Y.
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Discovery algorithm in association rule investigate all possible patterns for
rules that meet the user-specified support and confidence thresholds. First, dis-
covering process finds all item sets appearing together in a transaction whose
support is greater than the specified threshold. Item sets with minimum support
are called frequent itemsets. Then, association rules are generated from the fre-
quent item sets. Confidence is calculated as support(XY')/support(X). All rules
that meet the confidence threshold are reported as discoveries of the algorithm.

5 A Model for Adaptive Assessment and Feedback

The model for assessment and adaptive feedback is proposed as the following
flow diagram shown in Figure 2. The expected flow is shown to develop an
adaptive unit of learning based on accurate assessment and personal learning
style suggested from the web mining analysis given in Fig. 1.

Teacher |Appiy Student Feedback
Studying style Learning style Server
l 11 4 12
3
Problem - o ) o
Development Quiz & Test <
1
1
1 Using IRT Rasch model| 5 Repea‘[: 8 erver Log
1
! Mining 9
1 y
Problem Assessment 1
Assessment 1 Decision
! Learning Style
Ability 6 I .g )
5 Put deduction y 10 !
¥ 1 Advise :
Result & | _ ! Leaming Style ,
Feedback 1
1
Erol;lem l.mnk history 7 :
or learning — |
- > History 7 I
User Profile | — """

Fig. 2. Application process of a log mining technology

— Problem development: The teacher requires ascertaining the studying
style of various students and the various levels of interaction and coopera-
tion in the on-line classroom. Therefore, the teacher must generate suitable
problems test students having various characteristics.

— Problem bank: Not only do test developers need to compose the test items,
they must also determine the difficulty of each item in order to ensure that a
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test will be neither too hard nor too easy. Using problem banks, test devel-
opers can develop a good test. Problem banks are files of suitable test items
having a known instructional level and various pertinent item characteristics.

— Assessment: In the proposed model, assessment is in an online form in
which a tester provides test items in a sequence that is dependent on the
correctness of the response to the previous item. Through this process, each
tester administers a unique set of test items that provides an accurate mea-
sure of the ability of the learner. Items are selected from an item bank of
developed, reviewed and field-tested assessment items specific to a course
and grade level.

— Result and feedback: The learner’s process to solve the tests is stored
in the user profile. The results are analyzed by evaluation management.
For example, it is possible for the learner to check the number of points
achieved at any time during an assessment. In addition to assessment, a
feedback process is needed for efficient e-learning. Personalized feedback is
an important part of individualized assessments. Another type of feedback
is to provide ‘hints’. In order to provide hints customized to the learner,
the feedback manager must know the learner’s history, which consists of
information from the learner’s profile and data from evaluation management.
Thereby, advice, forecasts or warnings are displayed.

— Decision Learning style: Traditional schooling has used (and continues to
use) primarily linguistic and logical teaching methods and a limited range of
learning and teaching techniques. Many schools still rely on classroom- and
book-based teaching, repetition, and pressured exams for reinforcement and
review. Therefore, by recognizing and understanding a student’s learning
styles, the proposed e-learning model can apply techniques better suited to
the individual student. This approach improves the speed and quality of
learning. Learning style is designed based on log mining algorithms in order
to achieve high scalability. Subsequently, a user profile, which stores user
preferences and levels of expertise, is collected for personalized information
using data mining.

In the proposed learning model, CAT plays an important role associating
teaching and learning. CAT adjusts the degree of difficulty of the questions
according to the learner’s level of knowledge. Adjusting the degree of difficulty
leads to individualization of the assessment with respect to the performance of
the learner. The degree of difficulty of any future question is determined by the
correctness of the answer to the previous question. The process terminates as
soon as the learner’s ability is estimated. In order to supply adequate questions,
the corresponding degree of difficulty has to be determined in advance. Special
care has to be taken in preparation of the questions. Furthermore, the total
number of questions posed during an assessment can be reduced thus making
the assessment more efficient.
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6 Experiment and Discussion

The proposed prototype is implemented in Linux using an Apache Web Server.
The Front-end script language, PHP 4.3, and MySQL server are used to im-
plement the e-learning system. In this section, students are evaluated using the
assessment and feedback model proposed in the previous sections. Additionally,
the proposed model is shown to be effective in on-line learning while traditional
assessment models evaluate the learning ability by a number of correct answers.

In the proposed assessment and feedback model, a ‘true score’ is computed us-
ing the IRT concept. The learner’s ability level is determined using the ‘true score’.
Additionally, the assessment system determines the student’s learning pattern us-
ing association rule mining and records the time required for learning. Table 1
shows learning levels categorized as ‘low’, ‘middle’ and ‘high’. If a learner’s level is
‘low’ or ‘middle’, the assessment model provides the learner with the proper feed-
back. In this case, an alternative learning style is suggested to learners who need to
improve. After a learner completes the feedback learning process, he should solve
the test again. If the learning level corresponds to ‘high’ after a test, the learning
model allows a learner to proceed to study the following unit.

In an experiment implementing the assessment model, 10 students solved
data-structured problems of a yes-no form. The learning system was used to
evaluate the examination using Eq. (1) and Eq. (2). The results are given in
Table 2. While tests generate equal scores in the traditional method if they
have the same number of incorrectness, the learners’ ability is evaluated more

Table 1. Criteria of assessment

Assessment Level Score Needs-Learing Syste
Low 0.1 0.4 GVA and Quiz and 1:1 Chatting
Middle 0.5 0.7 GVA and Quiz Bord
High 0.8 1.0 Board and Quiz

Table 2. The true score and learning style of testee

Testee ID Number of Ability True score Degree of Time of Learning style

correct assessment learning

answers (hours)
0001 6 0.617 5.565 Middle 1 GVA, Board
0002 5 0.279 4.935 Middle 1 Board
0003 6 0.570 5.480 Middle 2 Chatting
0004 1 -1.4475 1.848 Low 1 GVA, Board
0005 7 1.041 6.306 Middle 3 PPT, Board
0006 0 -1.770 1.429 Low 1 Board, Chatting
0007 4 0.083 4.236 Low 2 GVA, Chatting
0008 4 -0.296 3.823 Low 1 Chatting
0009 8 1.604 7.186 Middle 2 PPT, Chatting
0010 3 -0.630 3.192 Low 2 GVA
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Table 3. The true score and learning style of testee

Testee ID  Number of  Ability True score Degree of
correct answers assessment

0001 7 0.454 6.705 Middle
0002 7 0.564 6.888 Middle
0003 6 0.125 6.120 Middle
0004 1 -1.833  2.545 Low

0005 8 0.854 7.339 Middle
0006 4 -0.761  4.416 Low

0007 6 0.71 6.020 Middle
0008 5 -0.429  5.059 Middle
0009 9 1.418 8.081 High

0010 5 -0.381  5.153 Middle

Comparison of score
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Fig. 3. Comparison of the score (1) before and (2) after feedback

accurately using the IRT. In the IRT-based system, each item is associated with a
degree of difficulty. Also, the IRT reflects the weight of items in scores. Therefore,
a ‘true score’ is calculated using Eq. 2. The resulting true score is shown in
Table 2. “Time of learning” refers to the time that each learner needs to study
and learn the content before test. “Learning pattern” defines the learning style
of a learner in on-line learning. The data for the first testee in Table 2 displays
that the learner used the GVA and BOARD for 1 hour. “Time of learning” and
“Learning pattern” are utilized in providing personalized feedback to a learner.

The proposed model based on assessment and feedbacks allow a learner to ob-
tain personalized feedback on his e-learning. In Table 3, the effects of feedback
are displayed and the corresponding results are illustrated in Fig. 3. Learner’s
scores are improved through learning assessment using the IRT and the person-
alized feedback based on the analysis of learning pattern.
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Conclusions

In this paper, an efficient assessment and feedback model is proposed for per-
sonalized e-learning environments. One of the most important factors in on-line
learning is the personalized feedback of an instructor to a learner, which provides
quality instruction and sufficient time to master learning materials. In order to
achieve this goal, an accurate evaluation of the level of learning and guide of the
personalized learning environment (pattern) is required, which are important
components for improving the learning process. It is expected that an e-learning
can be effectively and systematically improved using the proposed model based
on accurate assessment and personalized feedback.
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Abstract. Most option pricing methods use mathematical distributions
to approximate underlying asset behavior. However, it is difficult to ap-
proximate the real distribution using pure mathematical distribution
approaches. This study first introduces an innovative computational
method of pricing European options based on the real distributions of
the underlying asset. This computational approach can also be applied to
expected value related applications that require real distributions rather
than mathematical distributions. The contributions of this study include
the following: a) it solves the risk neutral issue related to price options
with real distributions, b) it proposes a simple method adjusting the
standard deviation according to the practical need to apply short term
volatility to real world applications and c) it demonstrates that modern
databases are capable of handling large amounts of sample data to pro-
vide efficient execution speeds.

Keywords: Option pricing, real distribution, expected value application.

1 Introduction

Option pricing methods have been widely discussed since the development of the
Black-Scholes model (BS model) in 1973 [2]. Numerous studies have focused on
relaxing the restrictive assumptions in BS model by using various methodologies
to approximate the real return distribution on assets in a risk-neutral manner to
obtain the fair option price. Although it seems natural to obtain the option price
based on real asset return distribution, this idea has rarely been implemented
due to the fact that the real distribution never behaves in a risk-neutral manner.
Furthermore, option value reduces considerably as it approaches its mature day
but the high-frequency pricing methodology received little attention. This study
proposes a computational model for pricing European options using the real re-
turn of the underlying asset and verifies the high-frequency pricing performance
based on empirical study. Experimental results indicate not only that the real
distribution pricing method outperforms the BS model, but also that modern
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computational methods can be adopted to implement possibility distribution ap-
plications rather than using mathematical distributions to approximate the real
distribution using the closed form formula. The rest of this paper is organized
as follows. Section 2 briefly discusses the traditional option pricing methodolo-
gies. Section 3 then discusses observations of asset real return distribution and
the feasibility of applying the real distribution map to price European options.
Next, section 4 presents an empirical study for verifying the performance of
applying real distribution to price European options. Finally, conclusions and
future research directions are presented in section 5.

2 Preliminaries to Option Pricing Models

Cox and Ross (1976) established the option price as the expected payoff value
discounted at the risk-free interest rate over the risk-neutral distribution of the
underlying asset [1]. However, applying the real distribution rather than a math-
ematical risk-neutral distribution is difficult because the real distribution never
behaves in a risk-neutral manner. This characteristic violates put-call parity
rules [3] because the derived option price has arbitrage possibilities. A simple
example is that if a distribution is risk-neutral then the mean value p must equal
the risk-free interest rate R. However, the p in a real distribution rarely equals
R. The other issue in the application of real distribution is that it varies consis-
tently. On the nth day to maturity, an n-day distribution map must be available
for option pricing. This leads to the unpleasant result that at least n different
distribution maps are required to valuate the option price before maturity. Addi-
tionally, asset short term volatility is rarely consistent with the volatility implied
by the real distribution map, leading to large pricing error. Consequently, real
asset return distribution cannot be used to obtain the option price, encourag-
ing researchers to apply mathematically risk-neutral distributions instead. The
most classical among these approaches is the BS model that assumes that the
payoff of the underlying asset follows the geometric Brownian motion, which
has a lognormal distribution with constant volatility and risk-free interest rate
prior to maturity [2]. Since the development of the BS model, improvements
have been made in terms of developing more realistic option pricing methodolo-
gies. Examples include (a) the stochastic interest-rate/volatility option model
[4][5][12]; (b) jump-diffusion related models [6][7]; (c) Markovian models [8][9];
and (d) stochastic-volatility jump-diffusion models [10][11]. However, all these
models focus on identifying the “right” distributions and determining the option
price using close form formulas. Consequently, the mathematical distribution will
never perfectly fit any actual distribution of the underlying asset.

The field of computer science also tries to price options with artificial intelli-
gence models. There are some alternative methods applying distinct computa-
tional approaches to improve the options pricing performance. The most popular
one is neural network approach. In contrast to classical mathematical method-
ologies, a neural network is a non-parametric estimation technique which does
not make any distributional assumption regarding the underlying asset. Instead,
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it builds up a model with sets of unknown parameters and let the optimization
routine search for the best fitted parameters to obtain the desired results. For
example, Hutchinson-Lo-Poggio (1994) showed that it is possible to use a neu-
ral network to price S&P future options [14]. Andrew Carverhill et al. (2003)
followed the line of research and examined the best method to set up and train
a multi-layer perceptron neural network for option pricing and hedging [13].
Meissner-Kawano (2001) also trained their neural networks with option prices
[15]. All these works demonstrate that there exists alternative methodology to
price options via modern computational theories. However, studies on using real
distribution to price options are rare. Thus, this study focused on determining
the option price based on “real” distribution obtained from a historical sample
of the underlying asset.

3 Computational Method to Price European Options

This study proposes a computational method for pricing European options us-
ing high frequency time interval in time tick of one minute each. High frequency
examples are used to obtain a larger sample for verification purposes if the execu-
tion efficiency of this computation method is found to be feasible for application
to real world applications. However, the same concept can also be applied to
price European options regardless of time interval.

Option value is the expected return on maturity. Thus, the option price can
be estimated by totaling the historical distribution. Assume I days of sampling
data, with each day containing J time ticks. Then for each sample of i*"* day and
jt time tick X; ;, the one-day payoff rate R, ; is

X)Zrl]l , if the final settlement price is determined by the opening

prfce on final settlement day

Xit1,n

R, ;=
" X, if the final settlement price is determined by the closing

pri;:e on final settlement day

The payoff rate can be preprocessed and stored in a database table for further
use in achieving a feasible execution speed when calculating option prices for
practical use.

Assume that the option matures the next day and has strike price S, final
settlement price S, exercise price K and current time-tick j. The call price C' is
the expected value of S; is larger than K at maturity, C = E(maxz(St - K, 0))
where E denotes the expected value. Given m sampling days, the call price C'
can be approximated using the following formula:

m—1
> Sxmax(R;; — £.,0)

. i3
C(S,K.j) = Bmax(S, - K,0)) = ="
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Similarly, the Put price P can be approximated as follows:

m—1
Z S'x max(g - Ri’]y())

P(S,K,j) = E(max(K — S;,0)) = =" S

Next, consider the riskless interest rate r. The option price is recalculated by
replacing the exercise price K with its present value K’, where time to maturity
isT

K/ — €7TTK
By introducing K’ into the formula, the Call/Put price can be represented as

m—1 .
> Sxmax(Ri; — ¢ ¢,0)

. _ =1
C(S, K, j,r )= S (1)
m=1 —rT
; Sxmax(¢ g% —R;;,0)
P(S, K, j,r,T)= 1 (2)

However, when attempting to determine the option price using () and (@), it
quickly becomes obvious that the calculated price does not follow the put-call
parity rule first identified by Stoll (1969) [3]. This is because the mean value
of a real distribution does not equal zero, implying that the real distribution is
not risk-neutral. Notably, arbitraging opportunities occur when the distribution
is not risk-neutral. Another notable issue is that the real distribution has its own
volatility that is difficult to change. For example, if a real distribution is formed
from a 10 year period of sample data and has a standard deviation o1, but the
forecasted volatility of the target option is o2, then the option must be priced
using a distribution with a standard deviation o5 instead of 1. Furthermore, if
the intrinsic volatility of the distribution cannot be transformed to fit the short
term volatility, the pricing error will be too large for practical use. Given that
changing the mean value without influencing the variance is extremely difficult,
this study established a computational method for adjusting both the mean
value and variance of an existing distribution to yield the desired values while
maintaining a distribution as similar as possible to the original.

To obtain risk-neutral characteristics based on the real distribution, the mean
value p of sampling data must be adjusted to zero. By observing the real distri-
bution, if the g moves from the positive value to zero, the rightmost sampling
data reduces while the leftmost sampling data increases. This observation en-
courages the derivation of a computational method for adjusting the mean value
of real distributions.

The first step attaches a weighting factor wi to each sampled payoff rate R; ;.
Each w; is assigned an original value 1.0 to indicate that it has a “sampling
count” of 1. The Call and Put prices thus can be represented as

m—1 _
Z S'x max(wi(Rm — € ;TK),O)

C(S7K’j7’r77-) = =t m — 1
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m—1 .
> Sxmax(wi(¢ ¢ — R;;),0)

P(S,K,j = = 4

(5,K,j.7.7) o @
For each set of sampling data, the mean value p” and standard deviation o’ can
be calculated as:

n
> RijXw;
i=1

) =

no= n
> ow;
=1
n for the jt" tick to maturity
> (R j—p' )2 Xw;
O/ — i=1

n
> w;
i=1

The second step involves adjusting the weighting factors to transform the
real distribution into a risk-neutral manner. To achieve this objective, the first
process is to sort the sampled payoff rates and position them on the X-axis with
weighting factor 1 in the direction of the Y-axis. If sample data is collected from
the original distribution to obtain a smaller mean value, the result will be reduced
counts of larger samples and higher counts of smaller ones. Assuming that the
sample appearance probability changes in a linear manner, the weighting factors
can be rotated to modify the distribution, as indicated in Fig. 1. Thus, by fixing
the rotation point to X = 0, the weighting factors can be rotated clockwise to
decrease or anti-clockwise to increase the mean values.

 Weights

Fig.1. Rotate the factor weights clockwise will decrease the mean value of a
distribution

The weighting factors can be determined by solving the linear equations via
the following steps:

Let .
Xa =3 Rij|Ri ;>0
zil (5)
Xy =) Rij \Rm<o
i=1
Xaz =2 (Ri;)? ‘RMZO
& ©)
X2 =3 (Rij)?|r. <0
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where m, denotes the slope of weighting factors forR; ; > 0, while m;, represents
the slope of weighting factors for R; ; < 0.

Xama = Xbmb

Solve Z Xi)j(l — maRi’j)-&- Z Xi’j(l — mbRi’j) =0
=1 =1

We have

Xt XK (7)

m, — (Xa+Xp) Xy
@ X()Xa27Xb2Xa
Mo = X, Xoo— X2 Xa

Thus, the weighting factor can be transformed as follows:

w; =1 —mgR; ; ‘Rijzo (8)
w; = 14+ mpR; |Rij<0

Combining (@) and () produces the following weighting formula:

(Xa + Xb)Xb
R; 9
XbXa2 - XbQXa " ( )

U]i:l—

Using this computational method, any distribution can be transformed into a
risk-neutral distribution while maintaining similar characteristics to the original,
as shown in Fig 2.

Transformed Distribution Map

e Real distribution p = 0.1809
o b | mm=— Transformed distribution p = 0.0000
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Fig. 2. The transformed distribution after rotating the weighting factors

After transforming the real distribution into a risk-neutral distribution, the
second step is to adjust its intrinsic volatility to fit the forecast value. If the
intrinsic volatility after applying formula (@) is v, the forecast volatility is v';
formula (@) can be rewritten as:

(Xo + Xp) X'

=1 i
w (Xp Xz — Xpp X)o7

(10)
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Transtormed Distribution Map
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Fig. 3. Transformed distribution after applying formula (I0)

Formula ([I0) can transform the real distribution into the desired volatility with
risk-neutral characteristics while maintaining a shape similar to the original
distribution.

The transformed distribution is illustrated in Fig 3. Thus, the option price
can be determined via @), @), @) and ([I0).

4 Empirical Tests

This study uses tick price data for the period from 03/01/2001 to 17/12/20031
to verify the feasibility of using computational methods to price Taiwan Stock
Exchange Capitalization Weighted Stock Index (TAIEX) options using real dis-
tributions. The sampling count was 270 per day and the sample data totaled
216,810. Data for the period 03/01/2001 to 31/12/2002 were adopted as the
initial distribution map and pricing errors of high frequency transactions were
verified on the last trading day of each month during2003. The trading hours
of the TATEX run from 9:00 to 13:00. The final settlement price is calculated
based on the opening price of the final settlement day. The detailed verification
procedure is presented below:

Step 1: Generate the initial distribution map

Filter out the incorrect and duplicated data in the database, generate the dis-
tribution map, and store it in a database table in the form of (Transaction date,
Time Ticks, Return Rate) giving market price data for every minute between
03/01/2001 and 31/12/2002. Because the trading hours are 9:00 to 13:30, the
first minute (9:01) is taken as Time Ticks = 1 while the last (13:30) is Time Ticks
= 270. The Return Rate Ri,j equals the sampled market price of TAIEX divided
by the opening price for the following day:

Xit1,1

Rij=

(2¥]
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Step 2: Determine the option price

For each month, this study first addressed the last trading date and regenerated
the distribution map for the previous transaction day. The nearest three in-
the-money and out-of-the-money call options were then calculated and priced
by applying @), @), @) and () of every time ticks. The same option prices
were also calculated using the BS model for comparative purposes. The riskless
interest rate applied in this study is the monthly fixed deposit interest rate used
by the Central Bank of Taiwan.

Step 3: Estimate the pricing efficiency

The option price is the expected value of S; larger than K for a call option, or Sy
smaller than K for a put option at maturity. Restated, for an ideal call price C' =
MAX(S; - K, 0), the put price should be P = MAX(K - S,,0). Consequently, if
someone uses C' dollars to purchase a call option, they should obtain C' dollars by
holding to the maturity. The returning ratio Rc and Rp were calculated for each
option price to determine the pricing efficiency when the ideal value equals 1.0:

Re — > maXX(:Sf,—Kyo) for call Opti0n57
C

Rp — > mm;ﬁ;s“o) for put options.

The final results are listed in Table 1. According to the empirical test, the

computational method achieves better pricing performance than the traditional
BS model.

Table 1. Pricing error

Computational Black-Scholes
Method Method
Call Option, Rc 0.9290 0.9037
Pricing Error 7.10% 9.63%
Put Option, Rp 0.9874 0.9081
Pricing Error 1.26% 9.19%

Besides the pricing performance test, the execution speed has been tested
by Microsoft Visual FoxPro. The computational option model in this study is
sufficiently efficient to price 1,000 option prices in 16 seconds (approximately
0.02 seconds each) with a distribution map that contains 216,810 total sampling
data running on an Intel Pentium4 2.6 GHz with 1GB Ram personal computer
system. All analytical results indicate that this computational method offers a
feasible method of providing good pricing performance and efficient execution
speeds with modern personal computer systems.
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5 Conclusions

Most modern option pricing models apply mathematical distributions to approx-
imate underlying asset behavior and attempt to calculate the desired option price
using close form formulas. This study first introduces a computational model for
pricing European options with real distributions and then demonstrates its fea-
sibility in real world applications. This study solves two main issues in applying
real distribution to option pricing. First, this study uses weighting factors to
adjust the mean value of a real distribution to zero while maintaining its distri-
bution characteristics to follow the put-call parity rule. Second, this study scales
the distribution to adjust its standard deviation to meet the needs of applying
dynamic volatility to practical problems. The same concept can be easily ap-
plied to any expected value related application that cannot use mathematical
distribution to obtain feasible solutions.

Although the proposed computational method is practical for real world ap-
plication, room still exists for improvement. First, the weighting factor rotating
method used to adjust the value of the distribution means can be improved.
This study assumes that the weighting factors are altered linearly. Nonlinear
modification methodologies still require further study. Second, this study use a
simple method based on altering standard deviation that may be insufficient for
complex applications. Third, the computational method must be simplified in
execution speed critical applications.
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Abstract. This research is exploring the extent to which providing traf-
fic information on VMS affects drivers’ route choice behaviour. The infor-
mation include extra delay and charges. Three different charging regimes
were tested. Stated preference(SP) surveys were conducted and route
choice logit models were estimated. The results show that drivers’ route
choice is affected by length of delay and by road user charges on VMS.
The fixed charges may be most likely to induce drivers to change their
behaviour. Drivers value delay time more highly and they become in-
creasingly sensitive to delay time as it increases.

Keywords: Traffic Information, Charging, Route Choice, SP.

1 Introduction

Traffic Information Systems aims to help and improve drivers’ decision making
processes and so achieve efficient use of the existing road network by providing
drivers with fast and reliable traffic information [2]. Providing traffic informa-
tion will achieve the user optimum equilibrium instead of the system optimum
equilibrium and generate latent demand [9,10]. A road user charging imposes
charges on drivers directly based on the amount of road use in order to promote
efficient network use [17,25].

Traffic information systems gives information to achieve efficient use of the
existing road network, while road user charges provides the incentive to follow
the information toward system optimum equilibrium [1]. The latent demand
generated by traffic information provision can remain suppressed when road user
charges were introduced [10]. Therefore the combination of Traffic Information
Systems and road user charging might be expected to maximize the benefits
of each of them, as well as compensate for drawbacks and will lead to synergy
effects on the cost side [7,9,10,25].

M.S. Szczuka et al. (Eds.): ICHIT 2006, LNAT 4413, pp. 83[92] 2007.
© Springer-Verlag Berlin Heidelberg 2007
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An important issue in the implementation of these systems is to develop an
understanding of the way these systems affect driver’s behaviour and this effect
impact travel demand in the network. This study aims to investigate the effects
of traffic information on route choice behaviour, to find out the value of delay
time information in terms of normal travel time and to investigate the drivers’
route choice behaviour in responses to different road user charging regimes.

The next section briefly reviews relevant literatures and section 3 summarises
the survey design and data collection. Section 4 reports the process of estimating
logit models and discussion about the results. Finally section 5 summarizes the
results and suggests a further study.

2 Literature Review

The research concerning traffic information and drivers’ responses to them has
covered a wide range of aspects. The extent to which responses to traffic informa-
tion vary also depends on the characteristics of traffic information. Quantitative
information has more influence on route choice than qualitative information.
Several researchers have found that drivers are more likely to divert as a result
of information when the length of delay is reported on their usual route increase
[12,13,14,15,18,19]. Previous studies [23,26,27] have also found that delay time
was valued more highly than free flow time. The value of delay time indicates the
extent to which drivers perceive delay time and in particular, the delay threshold
is the point at which drivers change their behaviour. Estimating value of delay
time help to understand drivers’ behaviour in response to delay information and
to predict their response to delays stated on VMS signs.Therefore, this study
investigate the extent to which the amount of delay information affect drivers’
route choice and the way in which drivers evaluate the value of information
concerning delay time in detail.

There are various charging methods and a considerable amount of research
about road user charges has been undertaken. However, previous studies con-
cerning road user charges mainly considered cordon charges, or tolls, and many
of them focused on the public acceptability, elasticity and influence on travel pat-
tern. Schemes which were implemented or planned to be implemented has also
been very limited to simple charges such as tolls or cordon charges [11,16,20].

Recent technical development related to road user charges may make this
possible, whereby charge levels are decided depending on the current road con-
ditions. For these variable systems, various methods have been studied to deter-
mine the charging levels including time-based charges, distance-based charges,
and delay-based charges. Several researches about variable road user charges
have been carried out, but most of them are focus on the acceptability. Several
studies have investigated the effects of these variable road user charges on net-
work conditions, which were based on assumption about drivers’ responses. They
have done this without any consideration of the possibility that the behavioural
response might depend on the nature of the charging regime [20,21,24]. The
time-based charge and delay-time based charges have been criticized because
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it would be difficult for drivers to predict the charge accurately [5,8,22]. This
is one of reasons why they were excluded from the more in-dept study. There
is hardly any literature about detail analysis about those charging particularly
about drivers’ response to them. There is also little literature about the value of
time in terms of which was based on the drivers’ responses rather than assumed
values. Therefore, this study estimate value of time in terms of variable road
user charges including the fixed charges, the time-based charge, and delay time
based charges.

Recently, several authors tested the various variable road user charges to
investigate which charging method are more effective or the way drivers per-
ceived those methods. Smith et al. [24] compared the network effects of four
road-user charging systems in the Cambridge network (including toll, distance-
based charge, time-based charge, and delay-based charge). They concluded that
delay-based charging reduces congestion substantially at comparatively low lev-
els of charging and suggested delay-based charging would have the best effects
in terms of relief of congestion. Bonsall et al. [6] asked drivers the most accept-
able option of charges among fixed charges, distance-based charges, time-based
charges and delay time-based charges. They found that the fixed charges were
the most preferable and people were hostile to unpredictable charges. This study
investigates best option to change drivers’ behaviors among various charging
regimes.

3 Methodology

3.1 Experimental Design

A stated preference(SP) approach was used with a hypothetical network and
a choice -based sample is selected. It is assumed that a respondent is driving
from home to work on a normal working day in the morning. There are two
routes available. Route 1 is short, 4 miles as the crow flies, and goes through the
city centre, while Route 2 is longer, 10 miles in total, but no delay is normally
expected.

A self-completion survey was used and Variable Message Signs(VMS) were
used as the source of traffic information in the SP survey, as well as observed
traffic conditions at the decision point through the windscreen.

There are several kinds of road user charges depending on the way of mea-
suring the levels of congestion and the amount of road use. Two road user
charges, time-based charges and delay time-based charges are adopted in this
study. With total time-based charges, the charge is directly proportion to the
travel time spent in the charged area and with delay time-based charges, vehicles
are charged directly in proportion to delay they experience within the charged
area. Fixed charges are also used in this study. It is assumed that with the fixed
charge, each vehicle is charged a fixed amount which might in practice be the
same every day or might be designed to reflect traffic conditions in some previous
time period, in which case, therefore the drivers might need information on the
value of the charge.
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In order to represent differences between charge types, the information for
fixed charges was given as an accurate estimate of the charge, while the infor-
mation for total time-based charges and delay time-based charges was given as
an estimate of the charge with a range reflecting the uncertainty. The difference
between estimates of total time-based charge and delay time-based charge is
that the total time-based charge has a narrow range of estimates while delay
time-based charge has a wide range of estimates, because delay time is more
unpredictable than total travel time.

3.2 Data Collection and Overview

The main survey was conducted and total 281 were returned containing a total
of 2626 choice observations. Among respondents, 57.5% are male. A half of re-
spondents are between 35 and 54 years old. Most of them are full-time employee
and 51% of respondents have flexible work start time. The below table summered
the respondents’ socio-economic characteristics and travel patterns.

The respondents were asked about their experience using traffic information
system and their perception about usefulness of these systems and information.
Results are shown in Fig 1 and Fig 2. About 74%of respondents have used Vari-
able Message Signs before and 73% of them agreed that it was useful. This
indicates that respondents’ route choices in SP questions are based on their ex-
perience with VMS and good perception about its usefulness. 82%of respondents
have experience with radio message and 82%of them say it is useful.
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Fig. 1. Experience with Traffic Information

There are three main responses to road user charging; first paying a charge,
secondly driving to the edge of the charge area, park and then walk or use public
transport, and finally travelling before 7:30 am. The dominant choice for a charge
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Fig. 2. Usefulness of Traffic Information

is to pay a charge but as levels of charge increase, the percentage of those who
would pay a charge decreased from 37.8 to 9.4. The percentage of people who
would travel before 7:30 a.m. to avoid a charge was 25.1% and as charge levels
rise up, it increases to 33.1% and become the dominant choice for charges. The
percentage of respondents who would drive to the edge of the charge area, park
and then walk or use public transport, increased from 15.3% to 21.6%. These
results indicated that the levels of road user charges increase, drivers would
consider changing their departure time first and then consider park and ride to
avoid a charge.

4 Modelling and Analysis

4.1 Modelling

In order to explain the influence of information system and road user charging on
route choice behaviour, logit models were estimated. Logit model is the simplest
and most popular practical discrete choice model and expresses the probability
that an individual choose some alternative j as a function of the utilities(Uij) of
the n alternatives in the choice set. Where, Pij is probability that individual I
will choose route j and Uij is the utility of choosing route j.

_ exp(Uij)
> k1 €zp(Uk)

The utility for choosing routes consists of relevant variables representing in-
dividual’s travel situations, traffic information characteristics and charging sys-
tems. To explore the effects of traffic information on route choice behaviour, free
travel time variable, fttime, normal delay, ndelay, extra delay variable, exde-
lay for traffic information and dummy variable, htraffic for heavy traffic were

P (1)



88 H.-J. Cho and K. Kim

used and for the effects of different charging regimes, fixed charge, fcharge, total
time-based charge, ttcharge and delay time-based charge variable, dtcharge were
used.

Uroute1 = afttimen +ﬁ1ndelay12 +ﬁ26xdelay12 + 71 fcharge+yattcharge+~ysdtcharge
(2)

Usoutez = acfttimer + Bindelay,® + Brexdelay,” (3)

Where, fttime is In-vehicle free-flow travel time(minutes), ndelay is normal
delay included normal travel time (minutes2), exdelay is extra delay reported
on VMS (minutes2) . The fcharge is fixed charge(pence), ttcharge is total time-
based charge (pence) and dtcharge is delay time-based charge(pence).

4.2 Discussion

The model estimate results shown in Table 1 were satisfactory. The value of
rho-squared in estimated logit model was reasonably high and all parameters
have intuitive signs and significant. A parameter, fttime for free-flow travel time
indicates that drivers’ are less likely to choose the route as normal travel time
increases.

Table 1. Model Estimation Results

Coefficient T-ratios
fttime(min) -0.103 -11.6
ndelay2(min) -0.017 -8.8
exdelay2(min) -0.007 -6.3
fcharge(pence) -0.027 -14.8
ttcharge(pence) -0.022 -13.4
dtcharge(pence) -0.024 -14.5
Number of observation 2626
Final Likelihood -1500.781
Rho-Squared w.r.t. zero 0.176

The estimates for normal delay minutes, ndelay2 and extra delay, exdelay2
suggest that when the normal delay or extra delay increases, their preference
of that route decreases. A number of research has found that drivers are more
likely to divert when the length of delay reported on their usual route increase
[3,12,13,14,15,18,19].

This model gave a good explanation of the value of the normal delay and
value of the extra delay time. The value of normal delay time and extra delay
time in terms of free travel time increased at an increasing rate as delay time
increased. This produced the plausible delay threshold, which was 10 minutes
of normal delay and 15 minutes of extra delay. These delay thresholds are also
consistent with those from Khattak et al. [15].
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Table 2. Value of Normal Delay and Extra Delay

Normal Delay(min) Extra Delay(min)

Normal Delay Travel time Ratio(%) Normal Delay Travel time Ratio(%)
5 minutes 4 0.8 5 minutes 1.75 0.36
10 minutes 16 1.6 10 minutes 7 0.7
15 minutes 36 2.4 15 minutes 15.75 1.05
20 minutes 64 3.2 20 minutes 28 1.4
25 minutes 100 4 25 minutes 43.75 1.75

The value of normal delay and extra delay are expressed in units of normal
travel time and summarized in Table 2 and shown in Figure 3. The estimated
value of delay time are plausible and the curve of the value of normal delay
and extra delay are non-linear and concave. This indicates that the value of
normal delay time and extra delay time in terms of free travel time increase at
an increasing rate as delay time increases. Therefore, drivers thus value delay
time more highly and became increasingly sensitive to delay time as it increases.
The derived non-linear curve of value of delay is consistent with the relevant
studies [12,27]. Wardman et al. [27] also found that additional delays on the
VMS were valued more highly than normally expected travel time due to the
uncertainty, stress, frustration and the worse driving conditions involved.
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Fig. 3. Value of Normal Delay and Extra Delay per Minute of Normal Travel Time

According to the results, drivers’ route choices are affected more by the normal
delay time than by the amount of extra delay time stated on VMS. The reason
may be because of the perceived unreliability of VMS information. Drivers may
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consider the extra delay information as a possible delay rather than a certain
delay and therefore they may take it less seriously. This result differs from that
of Bonsall et al. [4]. They assessed the impact of VMS information on drivers’
propensity to divert to park and ride and reported that extra delays mentioned
on VMS had a greater impact on drivers than did normal delay. This difference
reflects the different contexts of the choices being investigated and does not give
cause for concern.

The implication of all estimates for charges is that if charging is introduced on
a route, it has influence on drivers’ route choice and drivers become more likely
to change their route as the level of charge increases on route. Among three
charging parameters, fcharge is bigger than other charging parameters. Three
parameters for charging regimes are significant. T-statistics tests results for the
relevant difference between estimated coefficients show that fcharge coefficient
estimate for the fixed charge is statistically significantly different from the other
charge coefficient estimates, ttcharge for the time-based charge and dtcharge for
the delay-based charge at the usual 5% level of significance. This suggests that a
fixed charge has significantly more influence on route choice than do time-based
charges or delay-based charges. The ttcharge and dtcharge coefficient estimates
have similar values and are not statistically and significantly different from each
other.

The values of time in terms of different charging regimes are estimated based
on the model estimate results. The values of time are: 3.9 pence per minute
in terms of fixed charging; 4.5 pence per minute in terms of total time-based
charging; and 4.3 pence per minute in terms of delay time-based charging. This
result shows that the value of time in terms of the fixed charge is smaller than
those of total time-based charge and delay time-based charge and indicates that
certainty of charge decreases the value of time. This is presumably due to the fact
that total time based charge and delay time are uncertain due to the uncertainty
of travel time and delay time. The value of time in terms of road user charges
are less valued than would be implied by normal values of time.

5 Conclusion and Further Study

This study investigated the drivers’ route choice behaviour in response to the
combination of traffic information systems and charging. The SP survey was
conducted and the results were analysed using logit models. According to the
model estimation results, drivers’ route choice is affected by length of normal de-
lay, by extra delay indicated on VMS and by road user charges. Among the three
different types of road user charges tested, the fixed charge has the strongest ef-
fect on the route choice. Also, a fixed charge has more impact on route choice
than even the upper bound of a range of uncertain charges. This indicates that
fixed charges may be most likely to induce drivers to change their behaviour.
Also, as is well known, the technology required for the fixed charges is cheaper
and less sophisticated than that required for variable charges. Therefore, fixed
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charges may be the best option for the purpose of the efficient use of network by
changing drivers’ behaviour and in terms of the easy and cheap implementation.

Drivers value delay time more highly and they become increasingly sensitive

to delay time as it increases. The value of delay times indicates the extent to
which drivers perceive delay time and in particular, the delay threshold is the
point at which drivers change their behaviour. These values help to understand
drivers’ behaviour in response to delay and to predict their response to delays
stated on VMS signs. There may also help to determine a strategy for providing
delay time information.
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Abstract. Daegu Metropolitan City is currently in the process of im-
plementing an Intelligent Transportation Systems (ITS) basic plan in
order to establish these systems and the foundation of basic services, in
addition to setting establishment goals based on the national basic plan
of ITS. Some criteria have proven to be very effective at determining the
priorities of I'TS services, measuring their contribution to solving trans-
portation problems, identifying the services preferred by users, and eval-
uating I'TS systems and related technologies. In this study, the authors
prioritize six ITS services using the Analytic Network Process (ANP),
which considers mutual dependence between the evaluation items and
alternatives. The Analytic Hierarchy Process (AHP), meanwhile, is a
one-way process that does not consider the independence of feedback
from the services. According to the results of the super decisions ratings,
the Regional Traffic Information Center System was chosen to be the
top priority project followed by the Urban Arterial Incident Manage-
ment System and the Bus Information System.

Keywords: Analytic Network Process (ANP), Analytic Hierarchy Pro-
cess (AHP), Intelligent Transportation Systems (ITS), Priorities, Multi
Criteria Analysis.

1 Introduction

The use of intelligent transportation systems (ITS) is increasing, as further at-
tempts are made to alleviate traffic problems by means other than expanding
the physical capacity and size of roadways. ITS field trials have demonstrated
various benefits associated with individual applications and integrated systems.
In Korea, following the enactment of the ‘Transport System Efficiency Promo-
tion Act’ in 1999, the ‘National ITS Plan 21’ was established in 2000. Since then,
ITS projects have begun to be implemented at the city level.
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Daegu Metropolitan City, the 3rd largest city in Korea, is also establishing
a basic ITS plan and considering the priority for detailed items to be imple-
mented for each fields. Before setting priorities for ITS establishment, applica-
bility and timing should be determined in consideration of technologies at home
and abroad. In addition, users’ preferences must also be considered to maximize
the effect of the introduction of ITS services focusing on resolving the transporta-
tion problems that the citizens are really experiencing. Any city government with
plans to introduce ITS services also intends to resolve the current transportation
problems and to consider as much as possible the potential impact of the I'TS ser-
vice on the overall traffic flow, since it is something that can never be neglected.

The Analytic Hierarchy Process (AHP) is recommended as one of the Multi-
Criteria Analysis methods to be used for the decision making or priority setting
in the public and private sectors. The AHP has increased in use and popularity
due to the fact that the process reflects the way people think and make decisions
by simplifying complex decisions to a series of one-on-one comparisons. One of
the axioms of AHP is that the elements of one level should be subordinated
to the elements of the next upper level. However, in most of the prioritization
issues, super elements and subordinate elements are interacting with each other,
and the latter is dependent on the former. Thus, some are arguing that those
issues cannot be explained simply with a hierarchical structure.

When ITS services are prioritized, interaction between evaluation items and
alternatives as well as users’ preferences should be considered. To this end, we
used the Analytic Network Process (ANP), which considers mutual dependence
between the evaluation items and alternatives, to decide which ITS services
should be prioritized.

2 Outlines of ANP and Research Trend

2.1 Research Trends of ANP

AHP is a multiple-attribute decision-making tool developed by Thomas Saaty
in the early 1970s. AHP is most commonly used as a supporting system for a
group’s decision-making, as it is easy to apply and highly respected for its process
of measurement and weight calculation according to its hierarchical evaluation
structure. In Korea, the Korea Development Institute (KDI) used AHP as a
multi-criteria analysis method when conducting a comprehensive evaluation of
the preliminary feasibility study. And the number of positive studies using AHP
is increasing.

Conventional AHP established by Saaty is classified into an inner dependence
method and an outer dependence method. When alternatives are dependent
on one another, an inner dependence method is suggested. When alternatives
and evaluation items are related, an outer dependence method is suggested.
Also, ANP can represent the dependence between different levels. The develop-
ment from a conventional AHP hierarchical structure to the recently suggested
4-phase ANP network structure is shown in (Figure 1). As such, its application
areas have been expanded (Saaty, 2001).
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Fig. 1. Theoretical Development of AHP and ANP

In Korea, approximately ten theses have been published in local journals
in relation to ANP. These days, the number of comparative studies on AHP
and ANP are also increasing. Nevertheless, in the transportation area, positive
studies using ANP have not been sufficiently conducted, unlike AHP.

2.2 Theoretical Consideration of ANP

In most cases, decision-making issues cannot be explained simply by a hierar-
chical structure, as the super elements and subordinate elements are interacting
and dependent on one another. In other words, although the AHP basic struc-
ture is used under the assumption that the evaluation items and alternatives
are not hierarchically related, dependence exists among the criteria and alter-
natives in many cases. To this end, T.L. Saaty suggested ANP, which allows
feedback among alternatives or evaluation item groups to resolve issues with
such a structural dependence.

ANP is a new method, an expansion of AHP, which can resolve issues related
to inner as well as outer dependence and feedback by using a super matrix. A
structure that considers feedback can efficiently demonstrate the complicated
structure of interactions created during decision-making.
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Fig. 2. Structure of AHP and ANP
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Figure 2 shows the AHP hierarchical structure. In the AHP analysis of target
G, the weights of C; and Cs are calculated. C; (or Cs) evaluates the alternative
A, by giving u; (v;). ANP displays a network structure, an expansion of ANP’s
hierarchical structure, as follows: A1, Ao, and A3 under C; can also evaluate C; and
Cs. In the ANP analysis, evaluation criteria evaluate alternatives and vice versa.

In other words, ANP has a mutual feedback structure. The formulations for
the ANP mutual feedback structure are as follows: formulation (1) exhibits the
matrices of the evaluation of (Ay, Ag, As) by (Ci, C2) and the evaluation of
(C1, C2) by (A1, Az, A3); formulation (2) is Saaty’s super matrix.

it w11 Wiz Wiz
U= U21 U22 W = (].)
W21 W22 W23
U3l U32

C1 Cy Ay Ag As
Ci | 0 0 wip w2 wis
|:0 W:| _ 02 0 0 W21 W22 W23 (2)
U 0 A1 U1 U112 0 0 0
A2 U21 U22 0 0 0
Ag UuU31 U32 0 0 0

In the above formulations, the valuation criteria and alternatives (Cq, Ca, A1,
Ao, A3) are all considered equally and the sum of the evaluation is one.

S:

3 2
uyg=1G=12) Y wy;=1(=123) (3)
i=1 1=1

The calculation of the network’s graphical figure is conducted with super
matrix W, an algebraic expression. The super matrix is two-dimensional, and its
rows are effective factors. If each row is normalized and has a sum of one, the
stochastic is made. This matrix becomes the first super matrix.

As explained above, ANP can measure the dominance of each element within
the network structure. Such a structure can produce several networks according
to different decision-making issues, and the networks, in this case, are created
in a tree-like fashion. Therefore, it can be proven that the operation of ANP
converges into a certain value depending on the degree of dominance based on
the graph theory. This value is an outcome of a compound action of dependence
among elements, a synergistic effect due to the interactions of elements, and a
feedback effect from subordinate elements to super ordinate elements.

3 Decision of ITS Service Priority Using ANP

3.1 Establishing Network Structure and Evaluation Items

In this study, the authors established a network as shown in Figure 3 to set
the ITS service priority using ANP. As mentioned above, ANP considers inner-
dependence as well as outer-dependence between the evaluation items and al-
ternatives, whereas AHP is a one-way process incapable of considering indepen-
dence and feedback.
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Fig. 3. Network Structure for the Prioritization of I'TS Services

In this study, ‘Super Decisions 1.4.1°, which supports both relative and abso-
lute measurement, was used and the authors created the evaluation items and
alternatives as seen in Figure 3 and indicated each interrelation with an arrow.
The cluster from which an arrow begins is the basis of the cluster at which the
arrow arrives. In fact, the figure does not show the dependence between clusters
but the dependence between nodes in the clusters.

In the analysis, ANP has the same hierarchical structure as AHP in terms
of the goal to decide ITS service priority, criteria 1 (users of road and public
transportation), criteria 2 (solving transportation problems and system prefer-
ences), the level and effect of technology, and the constitution of the ITS services
(alternative systems). However, the ANP analysis is different in that it considers
feedback on the six ITS services that have different influences over road users
and public transportation users in resolving transportation problems.

3.2 Calculation of Weights

In this analysis, we used data from the Daegu area (508 public transportation
users, 522 road users, 23 experts and city government workers) from the 2004
Korea Transport Institute (KOTI) survey was used. The survey involved eight
ITS services and was carried out during the establishment of the Basic ITS Plan
for the districts of Daejeon, Daegu and Gwangju. The intention of the survey
was to measure the seriousness of transportation problems, gauge satisfaction
with ITS services, and identify the preferred ITS service.

For the separate AHP and ANP analysis, the authors surveyed an additional
twenty transportation experts. Figure 4 shows the weighted calculation results
of the evaluation items of the public transportation users and road users. To
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Fig. 4. The Weights of Evaluation Items

carry out a comparative study on AHP and ANP analysis afterwards, the same
criteria, alternatives, and hierarchical network structure were applied.

Unlike the AHP analysis, ANP reflects the impact of transportation issues,
denoted as T'1 through T4, for six alternative systems, which is called the ‘Super
Matrix’. The un-weighted Super Matrix is calculated by inputting the pairwise
comparison between nodes and clusters excluding the pairwise comparison be-
tween alternatives, as in (Table 1).

And, from the Un-weighted Super Matrix calculated through the pairwise
comparison, one can find the total of each row, calculate the Weighted Super
Matrix (which again sums to one), and calculate the Limit Super Matrix by
applying the unique characteristics of the Limit Super Matrix. Lastly, weights
used for absolute measurement are selected among different weights produced
from the Limit Super Matrix. Then, the weights were normalized as shown in
(Table 2).
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Table 1. Super Matrix of Un-weighted Priorities
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Notes) Al: Urban Arterial Traffic Signal Control System (UATSCS), A2: Urban Ar-
terial Traffic Information Service System (UATISS), A3: Urban Arterial Incident
Management System (UAIMS), A4: Bus Information System (BIS), A5: Bus Lane Man-
agement System (BLMS), A6: Regional Traffic Information Center System (RTICS),
T1: Public Transport Management, T2: Traffic Management, T3: Security and Emer-
gency Management, T4: Traffic and Travel Information
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Table 2. Priorities Obtained from Limit Super Matrix

Priorities from Normalized

Elements in Components
P Limit Matrix  Priorities

o Road-User 0.125 0.20000
Criteria 1y it User 0.125 0.20000
Preference of ITS Service 0.051 0.08197
Effects of ITS Technologies 0.055 0.08804
Public Transport Management 0.073 0.11670

Criteria 2
Traffic Management 0.088 0.14038
Security and Emergency Management 0.061 0.09766
Traffic and Travel Information 0.047 0.07525

3.3 Analysis of Prioritization Results

The authors analyzed ANP programs with ratings of ‘Super Decision’ and evalu-
ated the priority values applied to each evaluation item by applying the priority
ratings of five scales of system preferences, three scales of technology level and
efficiency, three scales of transportation problem solving, three scales of public
transportation users, and three scales of road users.

According to the results of the prioritization through ANP analysis, the Re-
gional Traffic Information Center System (AG) was selected as the top priority
project followed by the Urban Arterial Incident Management System (A3), Bus
Information System (A4), Bus Lane Management System (A5), Urban Arte-
rial Traffic Signal Control System (A1), and Urban Arterial Traffic Information
Service System (A2). The mutual network evaluation of ITS services on the
preferred system of public transportation users as well as road users and the
evaluation items of transportation problem solving showed different results from
those of AHP analysis.

According to the mutual network evaluation, the Urban Arterial Traffic Signal
Control System (A1), which was ranked third in the AHP analysis, fell to fifth,
and the Bus Information System(A4) took the number three position. As such,
the priority has changed. It clearly shows the effect of ANP analysis, which can

Preference | Technology [ T1 T2 T3 T4 R-uzer T-uzer
008197 [.08804 011670 1014038 1009766 007525 |0.20000 (020000
A1 B excelent o hi I medium | medium | rmedium
A2 5 medium lows medium | low hi medium | medium
A 5 rnedium low hi hi hi hi edium
A4 B hi hi low Iy hi medium | hi
AR A, rnediunm hi medium | low Jia medium | hi
AE C excellent hi hi medium | hi hi medium

Fig. 5. Example of the input of priority values
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Table 3. Comparison of ITS Priorities by AHP and ANP: Value and Ranking

ITS Services AHP ANP
Al Urban Aréc;iaélmTlg%fichiég?l Control 0.1762(3) 0.1463(5)
sa U Al T MBSO onay 12
Az Urban Artse;isiﬁm(i[}ji}tl\/}\g?nagement 0.1811(2)  0.1872(2)
A4 Bus Information System (BIS) 0.1491(5) 0.1673(3)

Bus L M
A5 us Lane (aBrial\g/Ieﬁent System 0.1546(4) 0.1661(4)

Regional Traffic Information Center
A6 System (RTICS) 0.2177(1)  0.2099(1)

mutually evaluate the importance of transportation problem solving and the
preferences of public transportation users as well as road users.

4 Conclusions and Further Research

Many decision problems cannot be structured hierarchically because they involve
the interaction and dependence of higher-level elements on lower-level elements.
Not only does the importance of the criteria (i.e., contribution to solving trans-
portation problems) determine the importance of the priorities of ITS services as
in a hierarchy, but also the importance of the ITS services themselves determine
the importance of the criteria.

By using ANP, the authors first categorized public transportation users and
drivers into the upper level. Solving transportation problems, users’ preferences
of ITS services, and the evaluation of system technologies and effects were placed
in the lower level. Then, we evaluated six alternative systems were evaluated and
each ITS service was prioritized.

Basically, the structure of ANP is similar to that of AHP in terms of purpose,
criteria, and alternatives. However, given that each system contributes to the
resolution of transportation issues to a different degree, the authors established
a dependent relationship between systems (standards) and the settlement of
transportation issues (alternatives).

According to the ANP analysis, the ‘Regional Traffic Information Center Sys-
tem (A6)" and the ‘Urban Arterial Incident Management System (A3)’ took
the first and second most important spots, respectively, duplicating the AHP
analysis results.

However, the ranking of the ‘Bus Information System (A4)’" and the ‘Urban
Arterial Traffic Signal Control System (A1)’ changed as 1) mutual evaluation
criteria among evaluation factors are heavily considered and 2) ITS services
have different degrees of impact on users that cannot be reflected through AHP.
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All things considered, ANP does not always derive more accurate outcomes
than AHP. ANP sometimes provides low reliability, and its method of analyz-
ing networks is complex. Nevertheless, its method facilitates the comprehensive
evaluation of a group’s decision-making if structures of practical cases are fully
factored into the ANP principle.

From now on, the reasonability of ANP analysis compared to AHP analysis
should be further studied, testing the influence of evaluation results by sen-
sitivity analysis. Additionally, different groups’ opinions should be applied in
prioritization and a second feedback procedure is also required.
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Abstract. Research on the merge area has mainly dealt with free flow
traffic and research on the congested traffic at the merge area is rare. This
study investigates the relationship between mainline traffic and on-ramp
traffic at three different segments of the merge area. For this purpose,
new indicators based on traffic variables such as flow, speed, and density
are used. The results show that a negative relationship exists between
mainline and on-ramp flow. It is also found that the speed and the density
of the right two lanes in the mainline traffic are significantly affected by
the on-ramp flow. Based on the correlation analysis of the indicators, it is
confirmed that the right two lanes of the freeway mainline are influenced
by the ramp flow. The revealed relationships between mainline and on-
ramp traffic may help to analyze the capacity of the downstream freeway
segment of the merge area in congested traffic.

Keywords: Congested Traffic, Merge Area, Indicators, Correlation
Analysis.

1 Introduction

Most traffic congestion on a freeway occurs at the merge area, where mainline
traffic and on-ramp traffic compete for space. So far, the majority of research
on traffic flow at merge areas has mainly dealt with free flow traffic and little
research has focused on congested traffic at merge areas. It is generally consid-
ered that merging vehicles in congested traffic have a different effect on mainline
traffic compared to those in free flow traffic. Thus, the analyzing method for
congested traffic at merge areas needs to be different from that for free flow traf-
fic. Existing analysis of traffic flow at merge areas has been conducted under the
assumption that only the on-ramp traffic has an effect on the mainline traffic.
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However, data collected at various merge areas showed a close mutual relation-
ship between the mainline traffic and the on-ramp traffic. So, for the analysis in
merge area to be reasonably analyzed, interactions between the traffic are to be
studied at first. This study divides the merge area into three segments, which are
the upstream segment, merging segment, and downstream segment. The traffic
conditions at the merge area, the most conflicted section of the freeway, are de-
termined by conditions of mainline traffic and on-ramp traffic and are usually
analyzed based on the empirical studies of Highway Capacity Manual (HCM)
methodologies. The 1985 HCM edition [1] suggested a model for an outside lane
flow based on regression analysis, using the mainline flow and the on-ramp flow
to determine Level of Service. Then, HCM 2000 [2] used the density model es-
timated by the on-ramp flow, the flow entering the ramp influence area, and
the length of acceleration lane, for determining LLOS. However, the equations
in HCM are produced based on the field data collected under free flow traffic
conditions and are not suitable for applying to congested traffic conditions. This
study investigates the relationships between the on-ramp traffic and the main-
line traffic in each lane and at each station, by employing new variables called
“indicators”. Correlation analysis between indicators are performed using the
traffic data collected from 3 different merge area sites.

2 Data Collection and Analysis

2.1 Data Collection and Sites

In order to analyze the relationships between mainline traffic and on-ramp traffic,
traffic data are required which include traffic variables such as flow, speed, and
density in each lane for a sufficiently long section of the merge influence area. In
addition, the detection interval should be short enough for microscopic analysis.
For the purpose of this analysis, aerial photographic data, which were originally
obtained by FHWA [5], are used in this research. These data contain digitized
vehicle locations at 18 observation sites, and from these data 3 merge area sites
are used for the analysis as given in Table 1.

Table 1. Data Collection Sites

Site Length of the section(ft) Number of lanes*
Santa Monica Blvd.(I-405) 1,616 4/1
Roscoe Blvd.(I1-405) 1,788 4/1
Backlick Rd.(1-95) 1,641 3/1

* :the number of lanes in the mainline/the number of outside lanes

The geometric configurations of these 3 merge sites are shown in Figure 1.
The original data describe vehicle locations for every second during a span of
about one hour and other information such as vehicle ID, type, length, travel
speed are also included. The data are transformed into flow, density, and space
mean speed for 30-sec intervals at every 100ft.
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2.2 Methodology of Data Analysis

Due to the stochastic features (i.e. the random fluctuations) of traffic data, as
mentioned in previous sections, it is not easy to directly identify the actual
changes in traffic variables induced by the change in traffic conditions using
raw traffic data. In order to overcome such a shortcoming, this study employed
a new variable named “indicators” [6]. In order to build the indicator, 30-sec.
interval values of the flow, the speed and the density are accumulated during
a given period (in this study a 2.5 min. period). Differences between the two
accumulated data elements are divided by the sum of both data elements, as
given in Eq. (1)~(3). The indicators emphasize the actual changes of traffic
variables, while the random fluctuations of traffic variables are minimized. In
this study, three indicators are used, i.e. the flow indicator, the speed indicator,
and the density indicator.

-5
Gind _ Z?:n—él qi — Z?:n—Q qi (1)
ndicator =
indicator Z?:n_g “
Z?:n—4 Vi — Z:L:_s_g Vi
Vindicator = n (2)
Zi:n—Q Ui
S aki = Y g ki
kindicator = mnea =nm9 (3)

Z?:nfg kl ’

3 Relationship Between On-Ramp Traffic and Mainline
Traffic

3.1 Analysis Using Indicators

Flow Indicator at Study Sites

The relationships between the on-ramp and the mainline traffics were investi-
gated using the flow indicators based on the traffic data collected from the study
sites. Figure 2 shows the relationships between flow indicators from the on-ramp
and the outside lane. The flow indicator of outside lane has a negative corre-
lation with the flow indicator of the on-ramp traffic. The negative correlation
means that the flow indicator of the outside decreases as the flow indicator of the
on-ramp increases and vice versa. As the traffic data used for the flow indicators
was all collected at the gore nose (900ft for Santa Monica and for Roscoe, 5001t
for Backlick), the variation of both flow indicators cannot be seen as a time lag
phenomena. In Figure 2(a) the variation patterns of both flow indicators looked
similar for the last 10 minutes of the observation period, because the flows of
mainline and on-ramp changed simultaneously when the downstream congestion
of Santa Monica site dissipated.
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Flow Indicator in Each Lane

Among the three study sites, the Santa Monica site is selected for the flow in-
dicator dependant on mainline lanes, because this site shows congested traffic
during the entire observation period. As shown in Figure 3(a), the most distin-
guishable negative correlation appears in the outside lane, which is lane 4. The
amplitude of the flow indicator in lane 4 is also the largest. The analysis using
the flow indicators explicitly shows the relationships between the mainline traffic
and on-ramp traffic.

Flow indicator at Each Station

This section describes the variation patterns of the flow indicators in the outside
lane and on-ramp at certain significant stations. These stations represent three
freeway segments defined in the previous section. In Figure 4(a), the flow indi-
cators of lane 4 show that the upstream segment of freeway traffic is influenced
largely by the on-ramp traffic. The flow indicators of lane 4 for the merging and
downstream segments of freeway traffic have a small fluctuation, as shown in
Figures 4(b) and (c). The small fluctuation in the flow indicator of lane 4 in
Figure 4(c) comes from the fact that the downstream freeway traffic is the
sum of the on-ramp traffic and the mainline traffic. The change pattern of
the on-ramp traffic shows a negative correlation with the mainline traffic from
Figure 4(a) and therefore they compensate each other.
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3.2 Correlation Analysis

Flow

In the previous section, the relationships between mainline traffic and on-ramp
traffic are briefly described. In this section, the correlation analyses between
two flow indicators at the Santa Monica site are conducted. Figure 5 shows
correlation coefficients by 100ft intervals between the mainline flow indicator and
the on-ramp flow indicator. Results show that a weak correlation exists between
the flow indicators of the median lane and the on-ramp. However, it is shown
that for the outside lane and the on-ramp, correlation coefficients are on the
increase from 861ft, where the gore nose begins, and a positive correlation exists
after 1,000ft. This means that the flow of the outside lane in the downstream
segment of the freeway increases as the on-ramp flow increases.

Lane 3, or the lane next to the outside lane, has similar patterns to that of the
outside lane, however the difference is that the positive correlation appears from
1,261ft, at which point the acceleration lane ends. In the correlation analysis
between the flow indicators of the outside lane and the on-ramp, the values of
correlation coefficient(p) show a range from —0.4253 to —0.2922 at the section
prior to 900ft and from 0.097 to 0.2681 at the section after 1,000ft. To check
if the correlation coefficients are statistically significant, a two-sided t-test is
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undertaken. The null hypothesis is : and the two-sided test was performed using
t-test statistics as given in the following equations below.

-2
poTVR=2 o sxy (4)
Vo VEXXSYY

where n represents the sample size, and r is Pearson’s sample correlation coeffi-
cient. Table 2 shows t-test statistics calculated at each station.

Table 2. T-Test Statistics for all Stations in Outer Lane

stations t-test statistics stations t-test statistics
1001t -3.20 900ft -3.29
200ft -4.02 10001t 1.49
300ft -4.92 1100ft 2.14
400ft -4.81 12001t 1.05
5001t -4.30 12611t 1.73
600ft -3.89 13001t 2.92
7001t -3.45 14001t 2.19
800ft -4.25 14601t 2.40
861ft -4.01 16001t 1.03

If the null hypothesis is to be rejected in the two-sided t-test with the con-
fidence level of 95%, t-test statistics should be greater than 1.65 or less than
—1.65. As shown in Table 2, the null hypothesis is rejected with the confidence
level of 95% because the t-test statistics are less than —1.65 at the section prior
to the 1,000ft station, and therefore, it can be said that the correlation coefficient
(p) is not the same as 0 and the correlation coefficient (p) is statistically signif-
icant. In addition, the correlation coefficients are also significant at all stations
downstream to the 1000ft station, with the exceptions of the 1200ft, and 1500ft
stations.

Speed

The correlation analysis of speed is also performed with indicators between each
lane’s speed in the mainline and the on-ramp flows. In this study the indicator
of the on-ramp speed cannot be used for the correlation analysis, because the
on-ramp speed does not vary at the station where the data was collected. In
the freeway’s upstream segment of the merge area the correlation coefficients
in Figure 6 show various trends in each lane. Then, in the merging segment of
the merge area the correlation coefficients change in their values from negative
values to positive values. Finally, in the downstream segment of the merge area
the correlation coefficients have positive values and a homogenous trend appears.
Like the correlation analysis of the flow indicators in the previous subsection, in



An Introduction of Indicator Variables and Their Application 111

Carrelation cosfficients of speead

03 -
Station(ft)
| —=Laned =5=Laned —Lane? ==Ll |
Fig. 6. Correlation Coefficients of Speed in Each Lane
) Coralation coefficients of density
051
0e

01

01
02
-0.3
4 b

Slalion(f)

=i Laned 5-Laned ——Laned ——Lang|

Fig. 7. Correlation Coefficients of Density by Each Lane

the case of lanes 1 and 2 of the freeway mainline, there are no distinct character-
istics and the correlation coefficients in lanes 3 and 4 start to change their signs
from negative to positive in the merging segment. In the case of lane 3, the cor-
relation coefficients of the speed indicator have negative values to the indicator
of the on-ramp flow at the upstream freeway segment prior to the 900ft station,
because the mainline vehicles change their speeds in advance to avoid conflicts
with the on-ramp vehicles.
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Density

As a result of correlation between the mainline density and the on-ramp flow
indicators, Figure 7 shows distinct characteristics develop in lanes 3 and 4, while
the correlation coefficients do not change significantly in lanes 1 and 2. In the
case of lane 4, the correlation coefficients have positive values in the merging
segment. This means that if the on-ramp flow increases, the density in lane
4 also increases, due to the effects of entering ramp vehicles. The correlation
coefficients have a tendency to change their values in the merging segment. For
lane 3, the coefficients at the upstream freeway segment (segment prior to 861ft)
of the gore nose have positive values, because of the density increases caused by
the lane change effects of vehicles from lane 4 to lane 3. From the gore nose of
861ft the coefficients of the density have negative values, because the flow in lane
3 moves to the inner lane, and it means that density has a tendency to decrease
with the increase of on-ramp flow.

4 Conclusions and Further Studies

This study analyzed the relationships between the mainline traffic and the on-
ramp traffic in congested traffic conditions, using the field data of the merge
areas. A variable called the indicator was used in this study to emphasize the
real change and to minimize the random fluctuation, so that traffic variables such
as flow, speed, and density can reflect the variation of traffic conditions. This
study qualitatively investigated the variation pattern of traffic at the upstream
freeway segment and the downstream freeway segment of the merge area and
the actual merging segment itself. The results of the indicator analysis show
that the on-ramp flow has a negative relationship with the outside lane flow at
each station. It is also shown that the indicator is very useful to analyze traffic
characteristics at the merge area in congested traffic conditions. In addition,
more detailed analysis was performed to find the variation characteristics for
correlation coefficients of the flow, speed, and density in the freeway mainline
according to variation of the on-ramp flow. This was carried out through the
correlation analysis of indicators. The influence of the on-ramp traffic on the
mainline traffic is shown to be different for different freeway segments defined in
this study. At the upstream freeway segment of the merging area, not any distinct
characteristics across the lanes are found. The merging segment is the transient
segment, where the correlation between mainline and on-ramp traffic changes.
At the downstream freeway segment of the merge area, the traffic across the
lanes takes on a stabilized pattern and shows homogenous traffic characteristics.
As indicated in the Highway Capacity Manual, it is confirmed by the correlation
analysis of the indicators that the ramp influence area is the right two lanes of the
freeway mainline. The research results of this study can help to develop a model,
in which the on-ramp flow rate could be determined depending on the state of
mainline traffic. It can be also applied to current simulation models that have
the shortcoming of not being able to determine the on-ramp flow realistically.
Results of this research can be used to analyze capacity reduction of downstream
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traffic and provide a basis to develop the relationship between the mainline traffic
and the merging flow from the on-ramp. Based on the relationships between the
two traffic flows that are revealed in this study, further research is needed to
develop a model that can determine the on-ramp flow under congested traffic,
in real traffic situations, and to identify other variables that have an influence
on the on-ramp flow.
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Abstract. A novel family of stochastic methods developed for function recovery
tasks is presented and its properties are discussed in some detail. A new image
resize facility based on these new methods is applied to an image and this com-
pares favorably in quality to the application to this image of an equivalent facility
from a popular commercial graphics package.

1 Introduction

Stochastic Matrix Methods are a novel approach to function recovery [[112/415[6]]. since
they combine many of the nice properties of Bernstein polynomials with the benefits
that a spectral approximation enjoys over a polynomial approximation. Moreover, this
‘hybridization’ yields additional emergent benefits that exceed the ‘sum’ of its ‘con-
stituent parts’ and which are summarized as:

1. The resulting spectral method can handle non uniformly distributed input data in a
straightforward manner;

2. The resulting method possesses a free parameter ¢ that can be adjusted to give
different response curves to the data;

3. Asexplained in the text there are two opportunities to set the o parameter enabling:
data interpolation (oo = o causing the function to pass exactly through the data);
data approximation (only o causing the function to pass close to the data); smooth-
ing or peak sharpening (a quasi-interpolation with oo # o). Moreover, although o
is discussed here as constant, it is a function o (x) and could be used this way also.

4. The method becomes a useful generalization whereby the error function of the
Bernstein polynomial (the mollifier of the new method) can be replaced by other
functions, e.g. the arc tangent, resulting in a function recovery of a different char-
acter (use of different mollifiers and choices for o results in a family of methods).

5. The method can be made responsive to changes in the value of data, but when these
changes are very large we have developed: (a) a novel family of ‘limiters’; (b) a
weighting method; and (c) it can be applied to respect a discontinuity.

* This work was carried out as part of the Electronic Systems Domain of the Ministry of Defence
Research Programme.
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When the mollifier is a smooth function such as the error function (e.g. when the
error function is chosen for the mollifier it is given the name: ‘Bernstein Function’) then
any order of derivative is immediately available everywhere. This may be of interest to
applications such as focusing of a camera or to using the method to reverse engineer the
analytical solution to a differential equation [2]].

Remaining sections of this introduction describe the method in more detail. There
is a lot of scope for improvements with its further mathematical development and vast
scope for applications particularly in an adaptive fashion. This paper developed the
method into an image zooming algorithm that is shown to compete favorably with the
image resize facility of a commercial graphics package.

1.1 Function Recovery with Stochastic Matrix Methods

Recovering the underlying characteristics of noisy data sets is imperative to under-
standing the behavior of many processes. Intrinsically, this involves finding the best
functional representation of the discrete data. In essence the problem is one of recon-
structing a function from a limited number of points, and so the task of testing function
recovery methods is elegant and uncomplicated: sample a known function, then attempt
to reconstruct the function from the sample. The task is made more difficult when there
is noise that perturbs the sample data.

The method of stochastic approximation and interpolation [1]] using mollifiers, typ-
ically those related to probabilistic kernels such as the Gaussian, is able to accomplish
this task well even for very noisy data for which the noise approaches zero net devia-
tion from the data on arbitrary subsets of the domain (that is, the noise statistically has a
central tendency). For cases where the noise is markedly skewed away from this central
limit, the results will reflect the skewing of the noise. The technique when using an error
function as the mollifier can be seen to be an extension of Bernstein polynomial approx-
imation (these are the Bernstein functions defined in ), although the technique has
variable behaviour ranging from approximating, to interpolating to de-convolving, and
thus it is not merely approximating as are the Bernstein polynomials.

Simplifying to one dimension, a function f(x) is sampled at points f(z;) = y; with
z; € [0, 1]. The stochastic interpolant to {(x;, y;)}, 7 = 1,...nis given by

A A - ey

The matrix A,,, is a row stochastic matrix whose coefficients consist of the n x n values
aj), containing the discrete cumulative probabilities in which

ajk = Pz — ), @)

that is to say, the probability that the datum at x; is influenced by the datum at xy.
Similarly, in constructing A, , its coefficients consist of the nn x n values @, containing
the discrete cumulative probabilities in which

! The technique is general and admits functions other than the error function as the mollifier,
e.g. the arc tangent.
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dﬂ = P(l‘l — l‘j), (3)

that is to say, the probability that the datum at ; at which the function is being evaluated
is influenced by the data at datum at x;. Interpolation requires that a;;, = a;; if 3, = ;.
Setting the partition values as z; = (z + Tx+1)/2, and choosing the generator of the
row space of A,,, to be

ajp = ; [erf (Zkt;o_nxj> + erf (xj\/;;kﬂ , 4)

and the row space of A,,,, to be

aj = ; {erf<z’“t/10;“> + erf(xl\/;;kﬂ . )

results in stochastic Bernstein interpolation. This provides an elementary example of
stochastic function recovery that is extensible to more complex generating functions,
particularly those involving limiters to accommodate highly irregularly structured data
with rapid variations.

By choosing o differently in generating the row space of A,,, from that of A,
(considering the product A,,,,(02) A;,} (1) y) itis possible to: filter, or smooth if oo >
o1; interpolate if oo = o7y; or de-convolve if oo < oy (see [6] for illustrations). By
choosing o1 = 0, Ay, = I, and the technique only approximates the data y.

The extension of stochastic approximation and interpolation to the problem of func-
tion recovery provides advantages in that the method can be tuned to approximate or
interpolate, and thus to represent with less or greater fidelity the data at each point as
lying close or not so close to the recovered function. The method has excellent rep-
resentational fidelity and appears to be a good candidate for function recovery from
experimental measurements which contain significant random clutter. When used to
achieve convolution-deconvolution using a Gaussian kernel, it provides the user with
the ability to do peak sharpening [6]].

The performance of the method on functional recovery tests performances on one
dimensional data sets. The method can also be applied to “zoom up” an image, and
the results are compared with the typical image resize function available in a popular
commercial image handling package. Application on a test image gave excellent results
(figure[8). For more complex images and to obtain higher quality still, the method can
be implemented similar to function recovery, but using a more sophisticated choice
for the transitions probabilities P(x; — ;) and P(x; — x;), incorporating peak
sharpening as well as the introduction of limiters to correctly capture rapid transitions
in intensity exhibited in image data. This would allow for edge preservation, while
providing smooth interpolation of smoothly varying data.

1.2 Stochastic Bernstein Function Recovery

The Bernstein functions are the natural extension of the Bernstein polynomials and,
in their most useful form, reduce to the familiar Gaussian probability density function
(pdf) in which the terms in the stochastic matrix are generated using the error function.
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While any smooth function will suffice that is normalized so that it sums to one, such
that it is a pdiﬁ, the Gaussian is perhaps of greatest utility in function recovery for
problems associated with random errors perturbing the data. Using the error function
introduces a free parameter, o(z) as seen in @) and (3, allowing the data recovery to
be tuned to select from a family of smooth functions which approximate or interpolate
the data. Moreover, the process of multiplying the vector of data values by A,,,, can be
shown to be equivalent to a discrete convolution process, and thus multiplying the data
by A, ! can be shown to be equivalent to deconvolution, giving rise to a deconvolution,
convolution approach to data recovery.

Function recovery using stochastic Bernstein approximation or interpolation is sim-
ple and straight forward and can be achieved efficiently. The approach can handle non-
uniformly distributed data (non uniformly spaced input data) while approximating or
interpolating this data with a globally smooth function. Moreover, non-uniformly dis-
tributed output values can also be obtained. In the case that the mollifier has analytical
derivatives, e.g. the error function, the derivatives of the approximant can also be ob-
tained to any order of derivation, as the recovered function is infinitely differentiable.
Derivative information is desirable in certain applications.

In [2] we compared these derivatives to those recovered by a localized discrete dif-
ferences formula (a finite differences method) in the context of the solution of non-self-
adjoint differential equations. The derivatives from the stochastic Bernstein matrices
will not be identical in general to those that are recovered with finite difference and in
a given application [2] the former may be smoother than the latter.

Computational costs are low usually involving matrix vector products only. The so-
Iution of a matrix system is required in the case of stochastic Bernstein interpolation
but this can be achieved in the same order of operations as a matrix multiply. This is
achieved because either a pseudo-inverse is available or the stochastic matrix can be
factored into a non-stochastic Toeplitz matrix and a diagonal matrix. The Toeplitz ma-
trix can be inverted with a fast Toeplitz matrix solver in O(n?) operations. Moreover,
the size of the matrix system can be minimized if one divides (in appropriate places)
the data input into a number of rather small non-overlapping patches (small matrices).
In such a case, the cost of even the full matrix inversion operation becomes trivial.

In summary the approach has the advantages that it is:

Robust, the technique will not fail regardless of irregularity or roughness of data;
Adaptable to any data ordering in any dimension;

Hierarchical, specifically, data can be added at any time to improve the results;
Global so that recovery of harmonic functions improves as additional data is accu-
mulated in time; and,

5. Adaptive through:

=

(a) Windowing;

(b) Tuning the convolution coefficients which can be functions of the data; and,

(c) choosing the probability density functions used to reconstruct or recover the
function using statistical correlation.

% For example the arc tangent function.
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Fig. 1. Illustrating function recovery using Bernstein functions, K, based on sampling the func-
tion f(x) = u(x)+ e(x) (crosses). The smooth function u(z) = 4.26(e 3" —4e™%" 4-3¢7%) +
1.28 is shown using a dotted line and a solid line shows K, recovered from the data, {(zx, %)}
The perturbations are obtained using a normal distribution N (0, 1) scaled by 0.2 to perturb u(z).

1.3 TIllustrating Data Recovery Using Stochastic Bernstein Approximation

Consider Fig.[[l Starting with an underlying smooth function, sampling the function
and adding noise at each sample location, the stochastic Bernstein function recovery
obtains a smooth representative function for the data based on the noisy data. In this
case because of the underlying assumption that the data was noisy, the approach taken
was to approximate the data in order to achieve the function recovery.

The following questions and answers are offered with respect to Fig.[Ik

— Question: It looks a reasonable fit. Is it? Answer: A score of methods may give
similar results. The method is useful because it gives good results in many cases
without tweaking it, but it can be tweaked if needed.
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— Question: About the data, is the z-coordinate uniformly sampled on [0,1]?
Answer: It was uniformly sampled, however it need not be (the method works on
any arbitrary grid).

— Question: About the data, is the variance constant across [0,1]? Answer: The ran-
dom perturbations generated were applied uniformly. Other models are possible but
that was the simplest.

— Question: About the fitted curve, what are the boundary conditions? The fit near
x = 0 looks good, but it does not seem to be supported by the data in that region.
Some standard methods (e.g. a standard kernel-based method) may perform poorly
at the boundaries, but there exist modifications to handle that. You could probably
get a similar fit with splines with appropriate boundary conditions. Answer: There
are no boundary conditions, and the results are from the standard linear model,
that is, no attempt was made to introduce any corrections using feedback from
any additional information although doing so could have enhanced the results. The
method of convolution does not come from solution of a differential equation.

— Question: About the fitted curve, how do you determine model order? The wiggle
towards = 1 seems odd, but who is to say that it is not supported by the data?
Answer: The model does not have order since it is non-polynomial. Instead, there
is a measure of the distance that the curve is away from the original data. The
process only convolves the data with the mollifier, and thus smooths it further away
or closer to the original curve.

— Question: About the method, can the method be used to obtain confidence bounds
on the curve? Answer: The model by itself has no statistical components, and since
it is not an L2 fit, there are no best fits, only families of functions which will be
appropriate.

1.4 Recovery of Noisy Data: Families of Functions

Figures [ to Ml illustrate equivalent approximations used to achieve function recovery
from numerical data which is dominated by random noise.

The data are shown as red (dark gray) crosses, and the blue (dark gray) line shows
the data connected with straight line interpolation from point to point. The green (light
gray) curve shows the recovered function. The underlying function used to generate
these data is

cos(3x) exp (|cos (exp((x 4+ 5)/3))]) .

The recovered function is similarly close to the data in all cases in terms of the
evolution of the function, and the only difference in these cases is the values of o2, the
parameter associated with the matrix A,,,. Note that choosing oo very small results
in a model in which the noise is increasingly regarded as data, so that as oo — 0,
the approximating curve attempts to approximate the oscillatory data so closely that it
nearly interpolates the data. In contrast, as o2 gets large, the behaviour of the recovered
curve becomes more nearly the same, and while in the limit as oo — o0, the function
would approach a linear function attempting to fit all of the data, the behaviour for most
large values of o5 is only slowly varying.

For a large range of values, as shown by this example, with values of o going from the
hundreds to the thousands, the qualitative features of the recovered function are quite
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Fig. 2. Function recovery with a parameter value 0 = 1 (left) and o = 10 (right). As 0 — 0,
the approximating curve approaches a piecewise constant curve which interpolates the data at the
midpoint of each step.
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Fig. 3. Function recovery with a parameter value o = 100 (left) and o = 1, 000 (right)

similar, tending to be more responsive for smaller values of o, and less responsive, re-
sulting in some over-smoothing for values of ¢ that are too large. It is recognized that
since the recovered function is not unique there can be difficulties in finding an optimal
solution to achieve the recovery, and this process is made even more complicated if the
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Fig. 4. Function recovery with a parameter value o = 10, 000 (left) and ¢ = 100, 000 (right). As
o — 00, the approximating curve approaches a straight line going through the data.

parameter depends on the location or the data. However, the advantage of the approach
is its flexibility, particularly when combined with other algorithms which can test the
fitness of the results. This appears to be particularly the case when combining the ap-
proach with genetic algorithms to test the fitness of the recovered underlying function.

1.5 Iterative Feature Extraction

Figure[3] (Top Left) illustrates this feature extraction in the region from x = 1.7 to
x = 2.3 (approximately). The purpose is to enhance the recovery in the region of Fig.[3l
on the right which because o = 1000, has slightly over-smoothed the data in the region
of the double hump. The iterative recovery is the result of the following procedure:

1. Take the data from the function recovery that used 1,000 as the deconvolution pa-
rameter (right plot of Fig.[3).

2. Extract the smooth function on a dense set (about 1,000 points) in the region of
interest.

3. Re-approximate using the previous approximation.

The resulting curve in Fig.[3 (Top Left) does a much better job of approximating the
function in this region. The procedure amounts to cloning this segment of the curve,
intensifying its attributes and then extracting the smooth underlying feature from this
curve. This may be compared with the response to function recovery using o = 1, 000
as the parameter (right plot of Fig.[B) from z = 1.7 to z = 2.3. It illustrates a “window-
ing properties” feature in which attention is restricted to a subset of the data.
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Fig. 5. Top left: Feature extraction using approximation of noisy data, in effect enriching the
amount of information in the windowed region. Top right: A more detailed look at the interval
[1.7,1.8] showing stochastic interpolation of the noisy data. The purpose is to enrich the infor-
mation available for subsequent approximation of the data. Bottom left: Function recovery using
interpolated enrichment. The method finds all of the features of the underlying curve.
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An important consideration of any method which aims to represent functions is how
well it can do that task. Ultimately, what matters is the representational fidelity of the
method. When it gets that right, everything else follows. Thus, a revisit to the case
used in Figs.2lto @ is warranted, this time to interpolate the data along with the noise.
The purpose is to improve the feature extraction, following the methodology used in
highlighting the features of the data in Fig.[3l however this time using stochastic in-
terpolation on the data instead of stochastic approximation. Whether approximation or
interpolation is used, the motivation is to glean additional information about the noise,
however the difference between these approaches is that interpolation will enhance the
oscillatory behavior of a noisy function, while approximation only smooths it.

The first experiment takes the 1,000 points and interpolates these to 10,000 points
uniformly spaced on the interval [0,3]. This gives a richer characterization of the data,
finding a representative smooth function which fits the data and the noise. This is a
lot of data. Thus, Fig.3l (Top Right), provides a closer look in the interval [1.7,1.8]
showing representative details from the interpolated function. From these figures, and
in particular from Fig.[3l (Top Right), it is noticeable that the interpolant has peaks and
valleys where the 1,000 data set did not. In effect, the method is predicting that the
representative smooth function which interpolates the noisy data would be shaped as
shown in these two figures for the value of o = 1.0.

Instead of using only the given data for feature extraction, it is now possible to use
the interpolated data containing 10,000 additional points to achieve feature extraction.
Figure[3l(Bottom Left), displays the results that speak for themselves. The method finds
all of the features of the underlying curve, except for the sudden drop-off at x = 3.
However, there is not enough information at this point to discern that from the data.
It slightly overshoots and smooths out the features, but given the level of noise, the
extra step of interpolating the data has done credibly well at feature extraction. It has
correctly predicted all of the features of the underlying smooth function.

2 Applications of the Method: Image Zoom

So far the method has these applications: (a) for image compression (forthcoming); (b)
as a simpler and tunable alternative to the complex polynomial fit methods for removing
the baseline shift often produced by a Matrix Assisted Laser Desorption Ionization-
Time of Flight-Mass Spectrometry (MALDI-TOF) instrument [4]; (c) as progression
to an earlier effort to solve the convection-diffusion equations by a new method
that circumvents the lack of ellipticity that characterizes solution of non-self-adjoint
differential equations by traditional weighted residual methods [2]]; (d) as an alternative
to the Nonuniform rational B-spline (NURBS) for rendering of surfaces in computer
graphics [[7], where sometimes it provides either higher quality or more efficiency than
the polynomial Bezier curves approach.

One application of the technique is for zooming up an image. This can be achieved in
a straightforward manner, for example using a pixel zoom in which each pixel is doubled
in size, or using more complex algorithms which attempt to correctly recover the shape
of the two-dimensional image surface. Many algorithms simply engage in a pixel zoom
and then smooth the resulting image using a Gaussian blur applied to the zoomed pixels.
For computational efficiency, the pixels of the image are taken as a uniformly distributed
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Fig. 6. Left: Commercial package image resize. Right: stochastic function recovery image resize.

Fig. 7. Detail. Left: Commercial package image resize. Right: stochastic function recovery image
resize.
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Fig. 8. Detail. Top: Commercial package image resize. Bottom: stochastic function recovery im-
age resize.
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input data set, so the image is constructed on a regular grid. One can then apply stochastic
Bernstein interpolation in two alternative directions x and then in y to obtain interpolated
values again on a uniform grid but one that is twice as large as a new image. It was
possible to compare the quality of the result to the standard “image resize” function in
a popular commercially available desktop application as shown in Figures[6H8]

The problem with image zooming is one of function recovery and not merely one
of interpolation, since there is the requirement that edges be preserved. Smoothly vary-
ing regions require the usual interpolation. In this case stochastic function recovery
may also be achieved using transition probabilities which reduce to the usual Bernstein
functions when the data is smooth, but which are non-linear when the gridding is widely
spaced, or the data values vary rapidly.

Thus the use of the stochastic formulation for interpolation provides a robust frame-
work in which to construct a variety of kernel functions to develop the transition prob-
abilities P(xy — x;) and P(x; — x;). Some of these functions are ad-hoc, and some
are based on functional shape matching, however regardless of the structure, the al-
gorithm assures that the result is interpolating so long as the row sums in each of the
matrices are normalized to one and the transition probabilities are the same for each
point in the matrix A,,, asin A,,.

In developing these functions to handle two dimensional data, the use of limiters is
particularly useful because it provides the required non-linearity within the framework
of the linear model: the linear matrix product, A,,,A;, 1. Limiters are introduced easily
by suppressing the range of the kernel function if it exceeds preset thresholds. This
prevents the over-weighting of large regions that frequently occurs on irregularly spaced
grids, and it also avoids the over-weighting of function values when a datum with a large
value is located next to others with values that are relatively small.

3 Conclusions

We have presented a simple linear model for function recovery from one and two dimen-
sional data, specializing our interest in noisy data. Using stochastic function recovery
has proven to be a robust method for achieving excellent computational results. Much
of this work is preliminary, however it provides a framework for further study and in-
vestigation. Clearly, the proposed method is not built within a standard Hilbert space
framework, and the usual uniqueness that comes with Lo, i.e., least squares and spectral
analysis, is lost. In its place, though, is a technique that in the limit tends to preserve
area, and thus provides a mechanism for conveniently achieving function recovery in
which measure is preserved.

While we have not elaborated on the computational details, nor included any detailed
analysis of the algorithmic efficiency, in general the approach, including the inversion
of the matrix A4,,,,, can be achieved at the cost of matrix-vector and matrix-matrix mul-
tiplies. Roughly speaking, this makes the cost of the algorithms O(n?), and while this is
not yet competitive with the O(n log n) convergence of the FFT, it does make it usable
for many applications. This is particularly the case when applying kernel functions with
implicit functional non-linearities, such as the limiters, which then allow a non-linear
algorithm to run in the same operation count as the linear algorithm.
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Abstract. An automatic face analysis system is proposed which uses
face recognition and facial physiognomy. It first detects human’s face,
extracts its features, and classifies the shape of facial features. It will
analyze the person’s facial physiognomy and then automatically make
an avatar drawing using the facial features. The face analysis method of
the proposed algorithm can recognize face at real-time and analyze facial
physiognomy which is composed of inherent physiological characteristics
of humans, orientalism, and fortunes with regard to human’s life. The
proposed algorithm can draw the person’s avatar automatically based
on face recognition. We conform that the proposed algorithm could con-
tribute to the scientific and quantitative on-line face analysis fields as
well as the biometrics.

Keywords: Face Recognition, Facial Physiognomy, Face Analysis,
Avatar Drawing.

1 Introduction

Due to increasing demands for computer users security, authentication, and bio-
metric is a rapidly growing research area. Many on-going studies on recognition
systems are based on biometrics that use characteristics of human body such
as face, fingerprint, gesture, signature, voice, iris, and vein. Among them, Face
recognition is an important research part of image processing with a large num-
ber of possible application areas such as security, multimedia contents and so
on([1].

Generally, face recognition method uses a three-step approach. First face is
detected from input image and then a set of facial features such as eyes, nose,
and mouth is extracted. Lastly, face recognition is employed by the proposed
measures. However, human face may change its appearance because of external
distortions such as the scale, lighting condition, and tilting as well as internal
variations such as make-up, hairstyle, glasses, etc. And many researches have
been conducted to improve face detection and recognition efficiency as well as
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overcome these problems[2-5]. Among them, it is difficult to analyze face with a
complex background and distortion in an image. Therefore, for the progress of
multimedia content field as well as security, it is necessary to study the analysis
of the face as well as improve the robustness of the face recognition system.
Thus, we proposed an automatic face analysis system based on face recognition
and facial physiognomy in multimedia environments such as internet, mo-bile-
phone and PDA. The goal of our study is to detect person’s face, extract facial
features such as eyes, eyebrows, nose, mouth and facial shape, classify the shape
of facial features, analyze facial physiognomy based on facial recognition, and
draw avatar automatically which is resembled to person’s face.

To do our work from face image, we first calculate Cr and I component which
is component of YCbCr and YIQ color model, respectively. And also we con-
vert these components into binary image and detect face using logical product
of Cr and I component. Then we extract facial features and classify it finely.
Namely, it is first to find a face in which the facial feature is guaranteed to
be and then use a proposed facial feature extraction algorithm. For the ex-
traction of facial features, we use face geometry based approach which is the
use of vertical and horizontal projections, labeling, relative distances between
features, and geometrical characteristic of face. And also, we suggest facial fea-
ture classification method particularly to find finely the shape of facial features
for face analysis and avatar drawing. In the facial feature classification part,
classification of eyebrows, mouth, eyes, facial shape, and hairstyle depends on
the geometrical feature of face, pixel gray levels, and distribution of pixels in
feature. Lastly, we recognize user’s face using face feature vector function and
analyze facial physiognomy, and make avatar drawing automatically using these
extracted and classified facial features. In the facial physiognomy analysis step of
proposed algorithm, we can recognize the person’s face at real-time and analyze
facial physiognomy which is composed of inherent physiological characteristics
of humans, orientalism, and fortunes with regard to human'’s life.

This paper is organized as follows. First, we describe how the face is detected
in a real input image by using multi-color model component and how the facial
feature is extracted by facial geometry. And also face tracking, correction, and
recognition are explained. In section 3, the analysis of facial physiognomy and
drawing of facial avatar is also explained. In section 4, experimental results on
a proposed algorithm are given.

2 Face Detection, Tracking, Tilted Face Correction, and
Recognition

2.1 Face Detection Using Multi-color Model

There are several approaches to detect face such as color based method, ellipse
fitting method, etc. Face detection based on the skin color is a very popular
method because the human face has much skin color component than others.
Ellipse fitting method is to ap-proximate the shape of the face since human face
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(a) (b) (e) (d) (e)

Fig. 1. Facial skin color detection in daylights; (a) Original image, (b) resulting image
using H component, (¢) Cr component, (d) I component, (e) multi-color model

resembles to an ellipse. However, color information is not sufficient alone with
external distortion such as complex background and also ellipse based method
is sensitive to internal variations[2]. This paper proposes an algorithm which
can detect face accurately by multi-color model, regardless of the conditions of
lighting and backgrounds. It also enables recognizing automatically tilted faces
by correcting face rotation. In the face detection part, we follow the multi-color
based approach using YCbCr and YIQ color model which is robust to the com-
plex background or multi-faces in an image. In this step, we calculate Cr and
I component which is component of YCbCr and YIQ color model, respectively.
And then, we convert these components into binary image and then detect face
using logical product of Cr and I component. One way of detecting face from
the captured image by CCD camera is either to use skin color information after
transforming it to HSI, YCbCr, and YIQ color space[6]. Each space has corre-
sponding skin color region. Since in HSI color space, H contains the component
of face color, Cr for YCbCr, and I for YIQ, detecting facial region can be possi-
ble. Still, hue component is sensitive to illumination and can be a cause of heavy
background noise because face is detected from the skin color. And Cr compo-
nent can help detect the clear image of face, and yet can not eliminate the noise.
Lastly, I component plays a role in accurate face detection with no background
noise. And it is luminance-resistant as well. Fig. 1 shows the results of facial
skin color detection, using each color model. As shown in Fig. 1(b), the image,
which is a result of using H component to detect the face color with daylight, has
background noise and some other colors according to the illuminants. And also,
Fig. 1(c), the resulting image using Cr component has clear face area itself but
it also has background noise. At the same time, the resulting image with I com-
ponent, as can be seen Fig. 1(d), simply shows strong face color, whether with
day-light or not, which is different from the Fig. 1(b). However, I component
covers a restricted area and sometimes can’t detect face accurately when the
object has not movement in the face tracking step. That is why we used multi-
color model to detect only face. The face candidate is segmented by labeling,
which connects pixels that have the same component in the image. And then, we
use facial geometry ratio(horizontal to vertical length of face; 1:1.4 1:1.8) as well
as vertical horizontal projection to detect face itself and eliminate background
noise. The resulting equation for multi color modeling is as follows.

Imc - IC’I‘ . IIanhase (1)
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2.2 Face Tracking and Tilted Face Correction Using Eyes Feature

In this paper, a face tracking and recognition algorithm has two stages, mo-
tion information is used for tracking and face feature vector function is used for
recognition. Tracking algorithm of the proposed algorithm first sets an object
selected from the previous frame as a target object and calculates Euclidean
distance between the objects from the frame and those from the previous to find
one with smallest distance. The face tracking algorithm in this paper tracks
the face with the least Euclidean distance from the area detected by using
the multi-color model to each detected face from the next frame. If it fails
to find the object to track, it sets the area detected from the current frame
as a target object again and tracks the face real-time. Following Equation is
to detect the target object to track. Here, F' Trackingopject represent target
to tracking. Oj;—1 and Oj; represent target object to previous frame and the
frame.

F Trackingepject = min Z 110jt—1 — Ojil| (2)

Generally, human face may change its appearance because of external distortions.
Especially, it is difficult to recognize and analyze person’s face with a background
noise and a tilting problem. Thus, we employed face correction method using eyes
feature to solve the tilting distortion as well as face detection method based on
multi-color model to improve the background noise and illumination problem
as mentioned above. In the facial feature extraction step of proposed algorithm,
we use face geometry information for the extraction of facial features such as
eyes, nose and mouth. Face geometry can describe the geometrical shape of face
from the coordinates of features. It is consists of each feature coordinate, cen-
ter coordinate of eyes, length of left and right eyes, distance between eyes and
mouth, and relative distance and ratio between features. The distance between
two features can be approximated by their horizontal and vertical distance. In
this case, the facial coordinates will be invalid when the slope of face is changed.
Namely, if the face is tilted, face geometry is no longer valid, and a correction of
the orientation of the face is necessary. Thus, we correct the tilted face with the
correction of eyes slope. For a face almost frontal and upright, the slope between
two eyes can be approximated by their horizontal angle. In this paper, in order

Height

Fig. 2. Facial feature coordinate system; (a) Facial coordinate and (b) rotation angle
of eyes feature
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to recognize the images of both the rotated and the front faces, we extracted
one of the facial features, eyes and corrected the facial rotation. We employed
the horizontal Sobel edge operation within the detected face and extracted fea-
tures applying labeling to the objects crowd in a certain range. As shown in
Fig. 2, the left eye and its eyebrow are positioned at () that points to 1/4 of
the width of the whole face, and the right eye and the eyebrow are at @1, 3/4
of the width. Each eyes object has the feature information that it is located
at He, 1/2 of the height of the face, in the range of the width of the eyebrow
objects. Although we can use this information to extract eye feature, it is better
to expand the range as wide as the height of the eye object itself, Fp, as can
be seen in Fig. 2(b). Rotation angle (Anglepqgce) for the rotation correction is
computed by dividing the width value (W Ep) between the two eye objects by
the height value between the objects (HEp) and applying tan~! to the result.
Fig. 3 is the resulting image of the eyes detection in various tilted images. Fig. 4
is the resulting image after the facial rotation was revised by the rotation angle.

(c) (d)

Fig. 3. Eyes feature detection; (a) Eyes detection in frontal face image, (b) vertical his-
togram of (a), (c) eyes detection in rightward tilted image(—15°), (d) vertical histogram
of (c), (e) eyes detection in leftward tilted image(+30°), and (f) vertical histogram
of (e)

2.3 Face Recognition Using Face Feature Vector Function

Generally, face recognition method uses a three-step approach. First face is de-
tected from input image and then a set of facial features is extracted. Lastly,
face recognition is employed by recognition approach. This chapter mainly deals
with the part of recognition, recognizing the face image by face feature vector
function, which has been detected and corrected using both multi-color model
and tilted face correction algorithm. Face feature vector system based on the
person’s face geometry, interrelationship be-tween person’s facial features, and
facial angles, which can be used to recognize each person’s face using the fea-
ture vector found on the face. Conventional face geometry approaches of facial
feature considered only the symmetry and the geometrical relationship of the
person’s face. However, in this paper, face feature vector function includes geom-
etry value of facial features using the eyes, nose and mouth, correlation value be-
tween the person with facial feature, and facial angles of the person’s face. Fig. 5
shows the face feature vector function for face recognition. If one considers the
characteristics of the person with facial characteristics on Fig. 5, Equation GD;
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(b) (c)

Fig.4. Tilted face correction; (a) Tilted face image, (b) facial feature extraction,
(c) eyes extraction, and (d) tilted face correction

(d)

is the distance between both eyes using the eyes’ symmetry, GDs is the distance
between the mid point between the eyes and the center of the nose(Pn¢), GD3
and GDy are the distance between the center of the nose(Py¢) and the center of
the mouth(Pys¢), and the distance between the center of the mouth(Pys¢)and
the center of the chin(Pe¢), respectively.

Fig. 5. Face feature vector function

And also, facial angle EA;, EAy, and EAs with facial characteristic can be
extracted from using the cosine function property. Following equation represent
the relative distance between the person with facial feature vector.

ED; = Abs[1.0 — {0.7 x gg? y (3)
EDy = Abs[1.0 — {1.1 x (GfolaDS 1 (4)
BD; = Abs[10 {16 :é%z L e (5)
EDy = Abs[1.0 — {1.7 x (Gfo?’G*bff‘*Gm N (6)

B GDy
EDs = Abs[1L0 — {15 x ()] (7)
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If one expresses the above five equations as ED;, one could calculate similarity
of the distance ratio of the person with feature as following equation. It represents
the repetition ratio of the original image and the test image.

5
FRy(a, B) = Min| Y [a(ED;) — B(ED;)]| (8)
1=1
o(o, 8) = 1 — |a(ED;) — B(ED;)] (9)

a(ED;) and B(ED;) are the ratio value of the original image and the inquired
test image value and o («, 3) is the correlation similarity of the two images. And
also, following equation represent facial angle repetition rate and facial angle
correlation similarity. Where, if o(«, ) is close to 0, it corresponds more to the
feature.

3
FRy(v, 8) = Min| Z{a(EAi) — B(BA))| (10)
U(Oéaﬂ) =1- \a(EAi) - ﬁ(EAi)\ (11)

3 A Face Analysis and Avatar Drawing System

The whole block-diagram of proposed face analysis algorithm is as follows; it
first detects face and extracts its features and then classifies the shapes of the
eyes, eyebrows, mouth, and facial shape. Lastly, we analyze facial physiognomy
and make avatar drawing automatically by using these extracted and classified
facial features. In this part, the facial feature classification method is also pro-
posed particularly to find finely the shape of facial features and classify the
physiognomy of face. Namely, it is first find a facial in which the facial fea-
ture is guaranteed to be and then use a proposed facial feature extraction algo-
rithm to extract the shape. In the facial feature classification part of proposed
algorithm, the detection of eyebrows, mouth, eyes, and facial shape depends
on the face geometry, the pixel gray levels, and the distribution of pixels. In
the facial physiognomy analysis step, we analyze the person’s facial physiog-
nomy which is composed of inherent physiological characteristics of humans,
orientalism, and fortunes with regard to human’s life. And also, in the facial
avatar drawing step, the proposed algorithm can draw user’s avatar automat-
ically based on face recognition. It can be used and applied as a content of
internet entertainment, mobile phone and PDA, and criminal prevention sys-
tem such as making a montage picture and searching a criminal. In the facial
feature classification step, we first extract eyebrows from the detected face im-
age. Generally, eyebrows are on the upper side of eye, thus we define that it
has same height as eyes and 1.5 times as length as eyes. For the classification
of eyebrows, we used the thickness and corner of eyebrows in 3x3 sub region.
For the classification of eyebrows thickness, we calculate the number of pixels
in the left side and the right side horizontal area of eyebrows. We classify the
thickness of eyebrows into left side, equal, and right side type, respectively. In
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Fig. 6. Classification result of eyebrows
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the corner of eyebrows classification step, we calculate each pixel distributions
in the eyebrows sub-areas. Based upon the pixel distributions, we classify it
into upward, round, downward, and flat corner of eyebrows, respectively. From
these information, we classify eyebrows into twelve types as following Fig. 6.
In the eyes classification part, we calculate the slant and size of eyes. First,
we calculate the slant from the major axis end point of eyes. We classify it
into upward, downward, and flat type, respectively. And also, we classify the
size of eyes into small, normal, and big eyes based on the relative length be-
tween height and width of eyes. Fig. 7 shows the classification result of eyes
using proposed algorithm. The mouth classification method of proposed algo-
rithm depends on the slant of mouth end-point and the thickness of lip. To
do this, we divide mouth into 4x3 sub-regions and estimate the position of
mouth end-point using horizontally projection in the vertical sub-regions. From
these projected pixel distribution, we classify the slant of mouth into end-point
upward, downward, and flat type, respectively. We also compare the thickness
of upper lip with the lower lip to estimate mouth thickness. So, we classify
it into upper lip, lower lip, and equal lip type, respectively. Fig. 8 shows the
classification result of mouth. In the proposed facial shape classification part,
we first extract face-outline points which are crossing points between vertical

Slanting

Thichnes Upward Flat Downward
Upperlip - > —>
Equl -« o e

Fig. 8. Classification result of mouth
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center line, horizontal mouth line, and horizontal nose line, respectively. From
the extracted face-line points, we calculate slope of face-line in each areas and
can be estimate facial shape using relative facial feature gradients. In this paper,
we classify the face shape into 9 types for male and 8 types for female, respec-
tively. Fig. 9 shows the classification result of facial shape for automatic avatar

drawing.
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Fig. 9. Classification result of facial shape; (a) Facial shape for male and (b) facial
shape for female

Table 1. Percentage of the proposed face analysis and avatar drawings

Face Image Detection Extraction Analysis Avatar Drawing
Number(320) 309 302 293 293
Rate[%] 96.6 94.4 91.6 91.6

4 Experimental Results

To evaluate the performance of the proposed algorithm, we used 320 training
face images taken by web-camera at real-time and tested it to draw facial avatar
as well as detect and recognize face. Training face images including tilted and
frontal images were tested using the proposed algorithm, the result processing
of face detection, correction, and recognition took 0.5 frame/sec, which is suit-
able for real-time operations. Table 1 show the results of face detection, feature
extraction, face analysis and avatar drawing. These show that face analysis of
the proposed algorithm and avatar drawings are about 91.5% according to the
number of faces. These values verify the good quality. The automatic avatar
drawings system based on internet that are analyzed by the proposed algorithm
are shown in Fig. 10. And also, Fig. 11 shows the proposed facial physiognomy
analysis and automatic avatar drawings system based on PDA.
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Fig. 10. GUI of the proposed face analysis and automatic facial avatar drawing sys-
tem based on internet; (a) Face analysis and avatar for male, (b) face analysis and
avatar for female, and (c) face analysis, avatar drawing and life partner news in
physiognomy DB

Fig. 11. Proposed face analysis and automatic facial avatar drawing system based on
PDA; (a) Initial page, (b) face detection, and (c) facial physiognomy analysis

5 Conclusions

This paper presented an automatic face analysis system based on face recogni-
tion and facial physiognomy. The proposed system can detect user’s face, extract
facial features, classify shape of facial features, analyze facial physiognomy, and
draw avatar automatically which is resembled to user’s face. The proposed al-
gorithm could contribute to the development of scientific and quantitative facial
physiognomy system which can be ap-plied to the on-line facial application ser-
vice as well as biometrics area. And also, it offers oriental facial physiognomy
database and automatic avatar drawing scheme based on face recognition.
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Abstract. Moving cast shadows on object distort figures which causes
serious detection deficiency and analysis problems in ITS related appli-
cations. Thus, shadow removal plays an important role for robust ob-
ject extraction from surveillance videos. In this paper, we propose an
algorithm to eliminate moving cast shadow that uses features of color
information about foreground and background figures. The significant
information among the features of shadow, background and object is
extracted by PCA transformation and tilting coordinates system. By
appropriate analyses of the information, we found distributive charac-
teristics of colors from the tilted PCA space. With this new color space,
we can detect moving cast shadow and remove them effectively.

Keywords: Shadow Elimination, PCA, ITS, Color Shadow Model.

1 Introduction

The characteristics of a moving object extracted from a surveillance video could
be applied to video scene analysis and/or Intelligent Traffic Monitoring System.
Moving objects can be extracted through frame differences or background sub-
tractions. However, if the shadow is not removed correctly, it will distort the
shape of the objects which causes inaccurate recognitions and analyses. Thus,
shadow removing is particularly important for the Intelligent Transportation
System (ITS) related applications. The shadow may cause an occlusion of two
adjacent objects or the misclassified shadow recognized as a part of a moving
object can induce an inaccurate car type classification [2], [10], [I1].

Researches of detecting and removing shadows could be classified into the
statistical approaches [3],[4],[6] and the deterministic approaches [1], [9], [10]
according to the treatment of uncertainty [8]. There are also many different
principles in detecting shadows such as heuristic-based [9], [T1], histogram-based
[6], color constancy model [1], [4] depending on the assumptions they made [7].

In this paper, we propose an effective algorithm for detecting and removing
the moving cast shadow from a fixed road surveillance camera. In such circum-
stances, we do not have to worry about the movement of people and the scene

M.S. Szczuka et al. (Eds.): ICHIT 2006, LNAI 4413, pp. 139 2007.
© Springer-Verlag Berlin Heidelberg 2007
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has usually moderate noise level. According to the taxonomies mentioned above,
our approach belongs to the statistical method while using the color informa-
tion as the spectral characteristic and the region level information rather than
the pixels as the spatial characteristics [I], [4], [6]. However, we do not use the
temporal feature. We also have similar assumptions of color constancy model.
The specialty of our algorithm lies to the development of the new color model
that is able to discriminate moving shadows from moving object effectively.

We assume that the distributional characteristics of background figure and
shadow have similar directional distributive pattern with locational difference.
To find the directional distributive pattern, we first transform the color space
from RGB to PCA space and then tilt the PCA transformed coordinate sys-
tem. After all, we found two main axes representing those distributive patterns
respectively. The shadow removing algorithm is developed based on that direc-
tional distributive characteristic. We also consider various weather conditions
and car darkness which affect distributive direction.

The structure of this paper is as following. We discuss the shadow model in
section 2, the algorithm to detect and remove shadows within object regions in
section 3, the experimental results in section 4, and the conclusions in section 5.

2 Shadow Model

2.1 Foreground and Background Figure

By applying background subtraction, we can extract a moving object from the
surveillance video. We obtain the foreground figures and the background figures
through the current frame and the background images as shown in Figure [Il

background
foreground

Background figure Green Red

Fig. 1. Foreground figure and Background figure(left), RGB color space of foreground
figure, Background figure(right)

The light gray dot displays the RGB value of the foreground figure which
contains the shadow and the car object meanwhile the dark gray dot displays
the background image. The background figure shows a narrow and short bar
while the foreground figure shows a wider and longer one. This shows that the
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road in the background figure is brighter than the shadow. Thus, it is expected
that the foreground figure has a wider distribution of the RGB value than that
of background figure.

Table 1. Means and Variances of Input figures

Mean(R,G,B) Variance(R,G,B)
Foreground figure  158.2,170.1,165.9 7865.9,6517.4,6827.7
Background figure 169.3,182.3,164.9 60.8,61.1,56.1

2.2 Shadow Feature

Shadows can be classified into the self-shadow, which is created as a part of the
object, and the cast shadow, which is created outside of the object. Self-shadows
can become recognized as a part of the object but cast shadows are not a part of
the object. Figure 2l shows the distributional characteristics of the background
and the shadows with different sunlight intensities. With less bright sunlight, we
can see that the background and the shadows are distributed in a straight line
in the same direction. But with bright sunlight, each directional line starts to
separate each other. As the sunlight increases, the degree of separation between
two directional lines increases.

background
shadow

Blue

100 S 100

0
Green Red

Fig. 2. RGB color space of Background and Shadow, bright sunlight (left), less bright
sunlight (right)

3 Algorithm Description

3.1 Shadow Region Detection

For an easier analysis, we therefore need to use the PCA transformation to
extract the characteristics of each RGB elements and then perform a linear
conversion for the purpose of creating a new color space. Let X! and X7 be
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the foreground figure and the background figure in respectively. Let uf and C§
be the mean and covariance of the background figure as in Equation ().

XF=[RFGFBF T, XB=[REGEBE|T fori=1, ..., M

L XB . C& = Covariance(X?) (1)

Mk

Il
—

1% = pr pe ps " 1\14

K2

Let each eigenvalue of the covariance C'x be A1, A2, A3 in descending order.

Then we find the transform matrix A® that is composed of the eigenvectors e,
es, and ez as shown in Equation (2).

YB=ABXP —uf), AP =leieres]” (2)

Then we transform each value of the foreground figure using Equation ().
The left one in Figure Bl shows the distribution of Y2 and the distribution of
Y where YT is in Equation (@)

Y= AP (X" - uf) 3)

The center of the background figure becomes the origin of the PCA space.
Since shadows are darker than the road, the location of shadow area can be traced
along the principal axis. As shown in FigureBl(right), the shadow is located to the
left of Y7 which is the transformed value on the principal axis of the background.
However, the predicted shadow area may include a part of car. Dark sections
of a car such as windshields might recognize as a shadow. Similar problem may
arise in case of dark car.

250 ..........................
200} e
o 180
E @
=2
& 100 ALY
background
501 .
100 : forground
f! 0 N
-150-100 50" 0 &g -100 Green a 100 20  Red

Red

Fig. 3. RGB color space and Principal components vectors of foreground figure and
background figure(left), candidate region of shadow(right)

3.2 Principal Components Modification

Spatial data of the foreground figure and the background figure have a specific
directional pattern as shown in Figure[dl Let (Y7,Y2,Y3) be the coordinates of the
PCA space. The distribution of the background figure is densely accumulated
in a narrow area along the principal axis. Like a background distribution, the
foreground figure is distributed along the principal axis of the background with
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wider and thicker dispersion. So, it is highly probable that two distributions have
identical distributive direction. When we project two distributions onto the Y5Y3
plane, there is a locational difference due to the different distributional shapes.

The Y7 axis, the principal axis of the background figure, and the direction of
the foreground pattern are similar but not identical. Even though the background
figure and foreground figure are distributed along the principal axis, they are not
aligned to the principal direction. Therefore, we tilted the coordinate system to
find the direction of alignment by using the hill-climbing binary search which min-
imizes the number of projected points. If an accurate pattern direction is found
through a tilting of the coordinate system, each direction of the pattern will be-
come accurately aligned to the tilted Y5Y3 plane. Figure[d shows the tilted result.

Fig. 4. Foreground pattern (left). Projecting foreground onto Y2Y3 plane (mid), Pro-
jecting foreground onto the tilted Y2Y3 plane (right).

By observing the characteristics of the shadow in the foreground figure, we
can see that the distribution of the projected points onto the tilted Y5Y3 plane
is different depending on the color of the car as shown in Figure Bl Since the
distribution of shadow has a different shape according to the darkness of the car,
it is difficult to estimate the distributional location of the shadow in the tilted
Y>Y3 plane.

As shown in Figure Bl we find two locations having highest number of pro-
jected points (Peaky, Peaks). Peak; is almost identical to the origin that is

shadow
*  background

Y3

Fig.5. Projected points and peaks in tilted Y2Y3 plane, bright-color car(left), dark
color car(right)
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the center of the background. Peaks is located in the center area of a shadow
and its value differs according to the darkness of the vehicle. To simplify the
computation, we align the line connecting Peak; and Peaks to Y axis.

3.3 Removing Shadow Using Ellipse

The distribution of shadows and the distribution of backgrounds depend on the
weather condition. Those distributions have the same distributive direction and
are almost aligned to each other when there is little sunlight. However, they
show different distributional characteristics as the sunlight increase according to
the car darkness. The distribution of shadows in the tilted Y5Y3 plane shows a
bigger dispersion in the Y5 direction than Y3. Therefore, we use an appropriate
ellipse that can include the shadow area for the removal. Also, the shadow is
placed along the Y7 axis of the background and therefore the ellipse must be
aligned along the Y; axis. Here, we introduce a method to build an ellipse in
PCA space which includes the shadow area.

Step 1. Locate the center of ellipse at the midpoint of Peak, and Peaks. Peaks
should be found in the lower left area of satisfying equation (@) since the shadow
is always darker than the background.

Yl < Mbackground — 1.96 x Obackground (4)

Here, tthackground is the mean of the background and opeckground is the standard
deviation of the background.

Step 2. Determine the length of the minor axis of the ellipse. Use the length of
minor axis of the ellipse as |Peaks — Peaki|. In case of little sunlight,
|Peaks — Peaky| becomes so small that we cannot build an ellipse with an ap-
propriate size. In such cases, we use the standard deviation of Y5 instead of
|Peaks — Peaky| as in equation (Hl).

Dyear, = max( |Peaks — Peakq|, 7). T =1.50y,. (5)

Step 3. Determine the length of the major axis of the ellipse. Let be the ratio
of the standard deviation of Y5 and the standard deviation of Y3. Then we set
the length of major axis as A |Peaks — Peak;|. Equation (B]) shows the resulting
ellipse.
Y? Y2

a22 + b:;) =1, a= >‘Dpeak 5 b= Dpeak« (6)
Step 4. Eliminate pixels which belong to the inside of the ellipse. Resulting
image shows the object with the shadow removed.

3.4 Searching Window Area of the Car

Since the proposed algorithm is based on the distributional characteristics of
color information, darker area in the car may be classified as the shadow. Since
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the window area of a car is usually darker than any other part of the car, the
window area may be contained in the eliminating area. To increase shadow dis-
crimination rate while keeping high shadow detection rate, we detect window
from foreground images using template based searching. Constructing the tem-
plate similar to window using rectangle, we search the window area in the car.
If an appropriate area is found as the window by template masking, we protect
pixels in that area in the shadow removal process.

4 Experimental Results

We used fifteen 320x240 24 bit RGB color videos that were recorded on the
road during daytime with different sunlight intensities and locations. Data was
obtained by using background subtraction to extract the vehicle object includ-
ing the shadows. The extracted results were the foreground figure including the
vehicle and the shadow, and the background figure including the image of the
road. We used the proposed algorithm to use these background/foreground fig-
ures for the detection and the removal of shadows. Figure [0l shows the removed
area which is predicted to be the shadows in the Y;Y5Y3 space. We then need to
remove the shadow area and must retransform to the original RGB space X ¥ in
the Y1Y5Y3 space by equation ().

F _ B\T~/F B
X" =(A")Y" +px (7)
50 +  shadow
+  foreground
£ O
g 0 -0

Fig. 6. Shadow in the Foreground(left), input figure(mid), result figure(right)

We need a quantitative evaluation on the efficiency of our shadow removal
algorithm. Evaluation criteria are the shadow detection rate (7 : how much dots
which are part of a shadow can be removed) and the shadow discrimination rate
(€ : how accurately shadows are classified) used in a comparative study [§]. The
shadow pixels that are correctly found are represented as True Positive (T'P),
the shadow pixels that are not found are represented as False Positive (F'P), and
the falsely found shadow pixels are represented as False Negative (F'N). Also,
the number of pixels of shadows and vehicle objects are then compared to the
ground-truth to use for evaluation.

TPShadow TPForeground (8)

n= , &=
TPShadow + FNShadow TPForeground + FNFor(zground
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T PForeground is obtained by subtracting the number of dots that are detected
as shadows(including the foreground object) from the number of ground-truth
dots on the foreground object. The following table shows the result of our exper-
iment. This experiment used 451 car objects extracted from fifteen videos with
varying sunlight intensity and darkness of the moving object.

Table 2. Experiment Result (o : Standard Deviation)

Light Car Darkness ~ Shadow Detection Shadow Discrimination
Intensity [# of objects] Rate (% =+ o) Rate (% £ o)
Dark [44] 82.46 £+ 12.39 83.61 £+ 10.86
Sunny Mid [51] 88.89 + 8.05 81.90 + 8.47
(6 videos) Bright [169)] 91.83 & 7.57 90.21 + 4.89
Average [264] 89.70 £+ 9.30 87.50 + 7.88
Dark [6] 76.76 + 8.27 84.21 & 5.75
Sunny&Cloudy  Mid [14] 85.53 £+ 5.77 79.16 + 5.35
(2 videos) Bright [21] 88.61 4 5.58 84.74 £ 5.62
Average [41] 85.83 £ 7.30 82.76 £ 6.13
Dark [30] 79.64 + 15.25 77.15 £+ 16.64
Cloudy Mid [17] 85.03 £+ 14.00 81.61 £+ 6.99
(5 videos) Bright [99] 87.89 + 11.81 85.65 + 6.73
Average [146] 85.86 £+ 13.26 83.44 £+ 10.25
Dark [80] 80.97 £ 13.41 81.24 £+ 13.46
Summary Mid [82] 87.51 £+ 9.47 81.37 £ 7.79
Bright [289] 90.24 4+ 9.33 88.25 £+ 6.10
Average [451] 88.10 + 10.77 85.76 + 8.84

Whereas the experimental result shows very successful shadow detection and
acceptable shadow discrimination rate, one can find that this algorithm is rela-
tively vulnerable to the dark objects. In that condition, there are a few occasions
that has very low detection/discrimination rate, which make the variance bigger
than other conditions. Such cases occur because of the removal of some parts
of the vehicle that are recognized as shadows such as the windshields. For the
windshields, we protect a part of it by template masking in shadow removal
procedure. With this compensation, the discrimination rate is up about 5% in
average without losing the detection rate.

The encouraging part of the experiment is high shadow detection rate. Since
this algorithm is designed for the ITS applications, as long as we do not need
image restoration process by over-removing shadow pixels such as [I0] equipped,
this side effect may not be as harmful as the number in the table shows in real
applications.

Regarding the performance comparison with other related algorithms, one
may argue that any comparison is not fair enough unless all algorithms are tested
with the same set of videos. However, the Table [3 could be at least reasonable
evidence that our approach is meaningful. We found that the Highway II video
comparison of [8] has the most similar environments to our experiment.
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Table 3. Comparitive Result from Literature

Algorithms Shadow Detection Shadow Discrimination
Accuracy (%) Accuracy (%)

SNP[6]* 51.20 78.92

SP[4)* 46.93 91.49

DNMI1][1]* 54.07 78.93

DNM2[9]* 60.24 72.50

Our Algorithm 88.10 85.76

* Highway of [g].
Key: SNP (Statistical non-parametric approach), SP(Statistical parametric approach),
DNM (Deterministic non-model based approach).

5 Conclusion

In this paper, we propose an algorithm which creates a new color model and
uses this to detect and remove shadows through a series of statistical analysis
on the background and shadows. It is possible to remove shadows regardless of
the intensity of the sunlight and the darkness of the vehicle. The power of our
approach comes from the separability of the shadow and the object in the new
space based on their distributional patterns. It does not add any new strong con-
straints or assumptions about the position of light source, preprocessing of model
fitting to forecast the object shape [IT], or image restoration process [10]. In the
experiment, the algorithm is particularly strong in shadow detection measure.
Since our main target applications are ITS-related such as vehicle recognition,
vehicle analysis, and tracking, our approach can be effective.

However, as many statistical approaches with color constancy model share
the same problem, our new color space does not completely separate the moving
shadow and the moving object. Also, in current implementation, we do not utilize
the temporal feature. We should look at the color space and the algorithm deeper
and try to generalize it for the more noisy scenes than the static background as
we used here.
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Abstract. Molecular imaging can detect abnormal functions of living
tissue. Functional abnormality in gene expression or metabolism can be
represented as altered volume or probe intensity. Accurate measurement
of volume and probe intensity in tissue mainly relies on image segmenta-
tion techniques. Thus, segmentation is a critical technique in quantitative
analysis. We developed an automatic object marker-driven three dimen-
sional(3D) watershed transform for quantitative analysis of functional
images. To reduce the discretization error in volume measurement less
than 5%, the size criteria for digital spheres were investigated to provide
the minimum volume. When applied to SPECT images, our segmen-
tation technique produced 89% or higher accuracy in the volume and
intensity of tumors and also showed high correlation with the ground
truth segmentation (p > 0.93). The developed 3D method did not re-
quire interactive object marking and offered higher accuracy than a 2D
watershed approach. Furthermore, it computed faster than the segmen-
tation technique based on the marker-driven gradient modification.

Keywords: Image segmentation, mathematical morphology, marker-
driven watershed segmentation, automatic object marker, 3D measure-
ment.

1 Introduction

The 3D segmentation techniques are applied to different biomedical image anal-
yses, for example, the detection of abnormal tissue such as tumors, visualization
or measurement of body organs such as brains and hearts. Molecular images
can be obtained from PET, SPECT, and optical imaging of live cells, small
animals, and human. Quantitative analysis of these images enables us to inves-
tigate functional abnormalities of diseased tissue more objectively. Abnormal
gene expression and metabolic rates of target molecules are represented as al-
tered probe intensity. Recently, advanced fluorescent or radioisotopic probes for
molecular imaging have been developed so that their sensitivity and specificity
can be quantitatively studied [IJ.

Watershed is a term used in topography that divides the topographic surface
into many meaningful regions and can be explained by a “drainage” analogy:
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the raindrops falling on one of topographic regions flow into the same minimum
point and the region is called a catchment basin. The topographic surface con-
sists of many catchment basins and the lines separating them can be defined as
watershed (or watershed line). When this analogy is implemented by mathemat-
ical morphology, it is called watershed transform. In watershed transform, the
gradient image is used to represent the altitude of the topographic surface. Wa-
tershed transform was first proposed by Digabel and Lantuéjoul [2]. Later, it was
applied to the grayscale images by Lantuéjoul and Beucher [3]. The speed and
accuracy were greatly improved by Vincent and Soille using immersion-based
fast watershed transform [4].

Numerous local minima in random noisy structures cause over-segmentation
by basic watershed transform. To avoid this problem, previous studies suggested
multi-resolutional filtering [5], wavelet analysis, adaptive anisotropic diffusion
filter, and a marker-driven gradient modification [BI7UI3II5]. In this study, we
developed a new 3D marker-driven watershed transform based on fast water-
shed transform to measure the volume and probe intensity from 3D medical
images. Object markers were automatically extracted through grayscale recon-
struction and skeletonization. Upon applying our segmentation technique onto
the differently sized digital sphere images, we estimated the minimum volume
that reduced the discretization error to less than 5%. The segmented image,
volume, and probe intensity were compared to the manually segmented ground
truth to obtain the accuracy.

2 Methods

2.1 Three Dimensional Marker-Driven Watershed Transform

Based on the fast watershed algorithm [4], the 3D fast watershed transform
algorithm was developed by simply adding an indexing mechanism that retrieves
and manipulates neighboring pixels along the z-axis. Neighborhood operation
was performed on 6 neighboring pixels instead of 26 neighboring pixels to speed
up the computation. For a marker-driven approach, a user can interactively place
a background marker and multiple object markers onto 2D gradient images or,
alternatively these markers can be automatically extracted. These markers were
imposed onto the 3D gradient image as only minima that were given the initial
labels: in the immersion analogy, the water emerged from each minimum were
uniquely labeled. However, in our marker-driven approach, the water emerged
only from the interactively imposed marker was uniquely labeled. The water
emerged from other irrelevant minima were not labeled, instead, designated as
the unlabeled water.

During our version of immersion process, a new labeling event occurred when
the labeled water met the unlabeled water (Fig.[l). The water in each catchment
basin is shown initially labeled at the gradient intensity level, X}, (Fig.[dla). Two
catchment basins imposed by the object markers are labeled as “1”7 and “2”;
the background is labeled as “0”; the catchment basins that contain irrelevant
minima are labeled as “U”. At the next gradient intensity level, X1, the water
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T~ Xnh+3

Fig. 1. Tllustration of immersion process and labeling event. (a) At X}, object labels
1 and 2, background label 0, unlabeled catchment basins U are shown; (b) at Xp41,
the label propagates into the lower left catchment basin through the minimum of the
provisional watershed, wp; (¢) at Xp+2, the middle catchment basin labeled as 1; (d)
at Xpy3, the provisional watershed (shown as thick solid line) along with originally
imposed markers (shown as solid circles).

initially labeled as “1” encounters the water emerged from one of unlabeled
catchment basins at the minimum of the provisional watershed (marked as “w}”
in Fig.[llb) between the two corresponding catchment basins. When this occurs,
two catchment basins become merged through the unlabeled water receiving the
label “1” (Fig. dIb). At Xp o, another catchment basin becomes merged with
the catchment basin 1 (Fig.[Il¢). Finally at X} 3, the provisional watershed can
be found between the labeled catchment basins and the background (Fig. ld).

However, the propagation of labels may become arbitrary when more than
one minimum are possessed by a catchment basin (marked with an arrowhead
in Fig. Pla) on the provisional watershed. Since the propagation of the label is
performed in the raster scanning order, the labeled water whose position takes
the precedence in the raster scanning order always meets the unlabeled water
earlier. Thus, the labeling is basically decided by the minimum whose location
takes the precedence in the raster scanning order (Fig.[2). To avoid the depen-
dence of watershed on the marker position, the gradient image can be slightly
blurred so that each minimum becomes unique in terms of its pixel intensity [§].

To validate our marker-driven watershed segmentation, the 3D segmenta-
tion was performed with a cubic model that contained a brighter inner cubi-
cle (Fig. Bla). The 3D gradient image of the cubic model was calculated first
(Fig.Blb). Without imposing a marker, basic watershed segmentation resulted in
an over-segmentation (Fig. Blc). The object marker and the background marker
were imposed onto the gradient image (Fig. Blb). At the end of the immersion
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Fig. 2. lllustration of different watersheds showing a dependence of label propagation.
(a) The labeling performed in the raster scanning order; (b) the labeling performed
in the reverse order. The catchment basin (arrowhead) possesses two minima on the
provisional watershed.

(a)

Fig. 3. Illustration of 3D watershed segmentation of a cubic model with a small cubicle
at the center. (a) 3D image; (b) 3D gradient image with an object marker and a
background marker; (¢) basic 3D watershed showing over-segmentation; (d) marker-
driven 3D watershed resulting in a sensitive segmentation.

process, watershed line was detected if a pixel in the background had any of its
26 neighboring pixels labeled differently to the background: the marker-driven
3D segmentation produced a sensitive result (Fig. Bld).

2.2 Volume Measurement of 3D Object Models

The digital model of a sphere was constructed by stacking up circles with differ-
ent radii drawn on the equally spaced z planes using Bresenham’s arc algorithm
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[TO/TT). The total number of pixels in the digital sphere was first counted to pro-
duce a rough volume of the sphere. The calculated radius of the digital sphere
was obtained from the rough volume to generate the calculated volume. The
measured volume of the digital sphere was obtained by applying the 3D gra-
dient operator to the digital sphere image and applying the marker-driven 3D
watershed segmentation. Finally, all data were translated into the millimeter
units, assuming the dimension of a pixel as 0.5 x 0.5 x 0.5 mm. The relative er-
rors between two kinds of volumetric data were investigated in many differently
sized digital spheres. The relative errors were also calculated for digital spheres
with different numbers of z planes, simulating the pixel distance along the z axis.

2.3 Volume and Intensity Measurement of SPECT Brain Images

The minimum radii of the digital sphere for different z-axis resolutions were
determined based on the relative errors explained in the Section Based on
these size criteria, a set of seven SPECT images were obtained from the Whole
Brain Atlas [12]. Brain tumors visualized by high Thallium uptake were larger
than average 6mm in radius. The pixel distances along the x and y axes were
0.5mm and the one along the z axis was 1.5bmm. Ground truth segmentation
images were made by manual following the boundary of 2D tumor images shown
in the pseudo color. The 3D grayscale images consisted of 20, 24, or 28 two-
dimensional images of 128 x 128 pixels with grayscale intensity ranging from 0
to 255 (byte data) (Fig. Ma). The 3D images were first filtered by a 3D closing
operation and a 3D opening using a 3 x 3 X 3 cubic structuring element. This
morphological filtering filled small gaps and suppressed irrelevant noises in the
3D images. Especially, the 3D closing operation helped to define the 3D gradient
more accurately by increasing the spatial correlation of the intensity between the
successive 2D images (thus, suppressing abnormally high gradient component
along the z axis). The 3D gradient image was obtained from the filtered image,
f, using the following 3D gradient operator, gradsq (Fig. @lb):

gradsq(f) =max(f@ S, —fe S, feS,—feS,feS.—feS.) (1)

where @ and © were dilation and erosion operators, respectively; S; was a linear
structuring element three pixels wide along the 7, axis; max was the maximum
operator. Then, the 3D gradient image was blurred with a Gaussian function
with a radius of 1 pixel to reduce the dependence to the marker position (image
not shown).

A 2D frame with the largest gradient intensity value was selected to detect
object and background markers automatically within it. The boundary of the 2D
frame was recognized as the background marker (Fig. @b). To locate the object
markers, 2D grayscale reconstruction was applied using an estimated intensity
difference between object and background (55 in our example). After subtracted
from the original grayscale image, a binary image was obtained by a threshold-
ing at the intensity value slightly lower than the intensity difference (53 in our
example). Binary objects were individually labeled and small irrelevant objects
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(d)

Fig. 4. The sequence of automatically detected marker-driven 3D watershed transform.
(a) 3D gray scale image; (b) 3D gradient image with a background marker (square
bracket) and an object marker (skeleton); (c) thick watershed segmentation result; (d)
final segmentation result; (e) ground truth segmentation; (f) segmentation results of
2D marker-driven watershed transform.
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were removed based on the area. Then, 2D skeletons were obtained from the
binary image. The skeletons working as the object markers often contained long
branches so that they were pruned two times [d]. The object marker and back-
ground marker were imposed onto the gradient image of the selected 2D frame
(Fig. @b). The marker-driven 3D watershed transform was performed and the
3D watershed was accurately localized to the boundary of the tumor area that
showed increased probe intensity compared to the rest of the brain (Fig. [lc).
The resultant watershed was often many pixels thick so that only the watershed
one pixel distant from the background was selected as final watershed pixels
(Fig. @lc and Fig. @ld). The volume and the total intensity of the segmented
tumors were obtained by summing up the pixels and their intensity values, re-
spectively. The measured values were compared to the ones measured from the
manually obtained ground truth segmentation (Fig. Mle). In addition, the 2D
marker-driven watershed segmentation was performed on each (x, y) plane of
the 3D gradient image to compare the performance (Fig. @lf).

3 Results

3.1 Size Criteria of 3D Object Models

Digital spheres were segmented using the developed segmentation method. The
number of pixels in the segmented sphere was counted and transformed to the
volumetric unit (mm?). The relative errors between the calculated volume and
the measured volume were summarized in Table[[l When the pixel distance along
the z axis was 0.5mm, the minimum volume that showed less than 5% error was
129.4mm? with the radius of 3mm. At the pixel distance of 1.0mm, the error
less than 5% first occurred when the minimum volume was 302.8mm? with the
radius of 4mm. Finally, at the pixel distance of 1.5mm, the minimum volume
was 951.4mm? with the radius of 6mm.

3.2 Accuracy and Speed of Volume and Intensity Measurement of
3D SPECT Images

To assess the accuracy of the segmentation result, the volume and total intensity
were compared to those obtained from the ground truth segmentation. The vol-
ume, total intensity and their % errors measured in SPECT images are summa-
rized in Table 2l The maximum % errors of the volume and the total intensity
measurement were 10.6% and 8.7%, respectively. Thus, the volume measure-
ment was at least 89% accurate (Dice coefficient for the volume measurement
was 81.2% in average). The obtained volume and the total intensity were not
significantly different to the ground truth results (Mann Whitney Wilcoxon test,
p > 0.1) and highly correlated (Pearson’s correlation coefficients, p = 0.94 for
the volume and 0.99 for the probe intensity, p < 0.01). The 2D method produced
much less volume and total intensity mainly due to the incomplete segmentation
of tumors (Fig. [@lf), resulting in more than 50.0% error in the volume measure-
ment (data not shown). The inaccurate 2D contouring of the tumor occurred
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Table 1. The % errors between the measured volume and the calculated volume of
digital spheres

Pixel Distance  Radius of Radius by Volume by  Volume by
along the z  Bresenham’s Calculation Measurement Calculation % Error

Axis (mm)  Circle (mm) (mm) (mm?) (mm?)

1 1.2 6.1 7.9 22.37

2 2.1 38.4 41.3 7.17

0.5 3 3.1 129 .4 129.7 0.24
4 4.1 296.9 298.3 0.48

5 5.2 589.9 590.7 0.14

2 2.1 33.3 43.4 23.36

3 3.1 118.8 129.7 8.43

1.0 4 4.1 302.8 298.3 1.49
5 5.2 571.3 590.7 3.29

6 6.2 972.8 1,000.7 2.80

3 3.1 121.1 134.7 10.06

4.5 4.6 400.9 429.3 6.62

15 6 6.2 951 .4 1,000.7 4.93
7 7.2 1,524.4 1,557.0 2.09

8 8.2 2,238.8 2,275.9 1.63

Table 2. The comparison of the % errors of the volume and total intensity measured
by the manual method and the marker-driven 3D watershed transform

Image No. Volume (mm?) Total Intensity
Manual Wa t?:e]?she d % Error  Manual Wati]r)she q % Error
1 1,496.3  1,399.9 6.4 809,916 783,093 3.3
P 1,241.6  1,295.3 43 844,038 808,509 42
3 2,041.1 2,154.8 5.5 1,791,894 1,670,505 6.7
4 2,166.8  2,197.5 1.4 3,130,800 2,977,221 4.9
5 2,237.6 2,000.3 10.6 2,273,496 2,075,361 8.7
6 1,717.9  1,870.9 8.9 2,118,189 2,135,214 0.8
7 1,497.8  1,404.0 6.2 1,048,716 1,787,643 8.2

mainly by missing the gradient information along the z axis that was essential
to define the watershed of the 3D objects.

The 3D marker-driven watershed segmentation was completed in 39.9 sec,
whereas the 2D watershed segmentation took 6.7 sec for 128 x 128 x 28 size images
in 8 bit grayscale. The computation time was measured on the personal computer
with a 3.0 GHz Intel Pentium 4 processor and 1 GB of memory running Windows
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XP operating system. Although the 2D method took much less computation
time, it could potentially lead to incomplete segmentation when the automatic
detection of object markers fails in some 2D frames, especially in a 2D frame that
happens to represent relatively small cross section of a 3D object. Finally, the
maker-driven gradient modification took 350.4 sec on the same image followed
by the 3D basic watershed segmentation completed in 34.4 sec [4], [6] (image not
shown).

4 Conclusions and Discussion

In this study, we estimated the size criteria for the reliable volume measurement
using digital sphere images. We obtained the SPECT images that contained
brain tumors that met the size criteria and applied the developed 3D marker-
driven watershed segmentation. The measurement accuracy for the volume and
the probe intensity of brain tumors was approximately 89%, comparable to the
results from previous studies [I3T4IT5]. Automatic detection of object and back-
ground markers removed user interaction. Compared to the 2D approach, the 3D
approach resulted in more accurate segmentation since it took advantage of gra-
dient information along the z axis. The developed 3D marker-driven watershed
segmentation ran much faster than the 3D watershed segmentation based on
the marker-driven gradient reconstruction that required a time consuming iter-
ative morphology operation such as ultimate erosion [G]. Although the previous
marker-driven approach provides a very powerful scheme for image segmentation,
its gradient reconstruction may be replaced with less time consuming methods
that still produced similarly accurate segmentation results [5]. We are planning
to further investigate the size criteria for non-isotropic digital objects that should
provide more general guideline for 3D volume measurement in medical images.
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Abstract. In this paper, the transmission service for medical image is
proposed via IEEE 802.15.4a on WPAN environment. Also, transmission
and receiving performance of medical image using TH UWB-IR system is
evaluated on indoor multi-path fading environment. On the results, the
proposed scheme can solve the problem of interference from the medical
equipment in same frequency band, and minimize the loss due to the
indoor multi-path fading environment. Therefore, the transmission with
low power usage is possible.

Keywords: Ultra Wideband, IEEE 802.15.4a, Medical Image Transmis-
sion.

1 Introduction

The conventional medical treatment service is possible only when and where
doctor is located in the medical institute. Therefore, the limitation of time and
space exists. Most of medical institute has limited number of doctor and fixed
work time. In case of emergency, the status of patient can take a turn for the
worse when relevant doctor is absent[1].

In modern society, the advance of medical equipment and technology enables
the mobile type of equipments. These equipments only show limited information
to the user, and transmit the limited diagnosis information to online medical
personnel. Recently, via the emergence of high speed internet and wireless net-
work environment, vast amount of multimedia data can be transmitted, and
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efficient diagnosis and prevention of disease is possible, which is customized for
the status and need of the patient. By the miniaturization, digitalization, and
making wireless, low power of diagnosis probes, the user can carry them all
the time, and monitor the status of disease and health whenever and wherever
possible. Also the emergency case can be expected and transmitted to near med-
ical facility. Therefore, the high quality of medical service can be provided on
the road.

However, mobile medical equipment using wireless network has the interfer-
ence problem with existing medical equipments, which use ISM spectrum, and
larger battery power usage. High quality of transmission is not possible[2].

In this paper, the medical image transmission service via IEEE 802.15.4a
specification on WPAN network is proposed. The proposed scheme can solve the
problem of interference from the medical equipment on the same frequency band,
and minimize the loss of medical image on indoor multi-path fading environment.
Transmission with low power usage is possible.

2 TH UWB-IR System

2.1 Frequency Trend of IEEE 802.15.4a

Currently low rate WPAN area that the standardization is undergoing by IEEE
802.15.4a group enables the low cost/power, reliable data transmission and mul-
tiple device on network. This is expected to apply in much possible area[3].

15 channels are assigned from the physical class of IEEE 802.15.4a draft
version.

Table 1. The plan of IEEE 802.15.4a frequency assignment

Channel Band Width

Number Center Frequency (3dB) Mandatory /Optional
1 3458 494 Optional
2 3952 494 Mandatory
3 4446 494 Optional
4 3952 1482 Optional
5 6337.5 507 Optional
6 7098 507 Optional
7 7605 507 Optional
8 8112 507 Mandatory
9 8619 507 Optional
10 9126 507 Optional
11 9633 507 Optional
12 10140 507 Optional
13 6591 1318.2 Optional
14 8112 1352 Optional

15 8961.75 1342.5 Optional
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Frequency range of UWB technology is divided into low frequency range and
high frequency range in 3.1 10.6 GHz as shown in Table 1. Channel 2 is used in
low frequency range, and Channel 8 is employed in high frequency. Fig. 1 shows
allocated frequency range in total UWB range.

111 MHz 4 207 MHz
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Fig. 1. The plan of IEEE 802.15.4a frequency assignment

2.2 IEEE 802.15.4a TH UWB-IR System
Pulse p(t), of TH UWB-IR has a period of T}, and energy, E, = [ _[p(t)]*dt

plt) = texp (—% [f]) 1)

Where, t,, is parameter for deciding pulse width, and uses under nanosecond
value. When the pulse of Gaussian mono cycle like equation (1) is introduced to
receiver, input wave form, Prx (t), is expressed as equation(2)[4].

Prx(t) = <1 - L’j 2) oxp <_27r L’j 2) @)

Where, spectrum of signal and structure on time domain is determined by ,,.
In TH UWB-IR system, demodulation use the correlator, and normalized
signal correlation function, v,(7), is defined as follows[5].

/+°° Prx (U)prx (t + T)dt (3)

— 00

2 2 4 2
1—4r |’ + AT exp | —7 4
tn, 3 |in tn
Transmission signal of UWB-IR system is shown in Fig. 2, and transmission
signal via considering the multiple accesses is shown in Fig. 3.

Vp(T)
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Fig.2. UWB-IR transmission signal
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Fig. 3. TH UWB-IR transmission signal (TH code word=4)

2.3 Model of Indoor Multi-path Channel

UWB system directly transmit via pulse row, and received signal is classified de-
pending on value of 6. Therefore, in case that time delay ¢, which is received via
indirect path, the signal detection performance is effected at correlator. Time de-
lay between direct wave and indirect wave is calculated using following equation,
where ¢ stands for the velocity of wave.

At = (R—D)/c (4)

Fig. 4 shows the effect of direct wave due to the path delay time.
In case of path 4 in Fig. 4, indirect pulse, which has larger time delay, At,
than the width of direct pulse, has no effect on the received direct pulse wave.
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Path 1 Path 2  Path 3 Path 4

(LOS—_ i /
N

Received
path signal

L J

Fig. 4. The effect of between direct wave and path wave due to the path delay time

However, path 2 and 3, which has smaller time delay, At, than width of direct
pulse, can generate critical interference in demodulation of reception signal.

In this study, to model the channel generated from the multi-path delay, the
multi-path parameter of interior office environment, which is recommended by
ITU-R M.1225, is applied to analyze the system performance [6]. In Table 2, the
parameters suggested by ITU-R M.1225 are shown, Suggested wireless channel
environment consists of channel A, which has relatively smaller delay spread,
and channel B, which has intermediate delay spread.

Table 2. Parameter of TDL in indoor office environment

ITU-R M.1225 Modeling Parameter

Tap Channel A Channel B Channel A Channel
Delay (ns) Tap Weight
1 0 0 0.6172 0.5784
2 50 100 0.3093 0.2525
3 110 200 0.0617 0.1102

3 Performance Analysis of System

In Table 3, the simulation parameters for medical picture transmission system
are shown via TH UWB-IR system.
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Table 3. Simulation parameter

Simulation parameter

Medical Image Gray scale bitmap Image (128 x128)
Medlcal. h.lformatlon TH UWB-IR
Transmission System
Channel Environments AWGN+3-ray multi-path fading

TH UWB-IR Parameter

8.112 GHz (center frequency)

Frequency Band 507 MHz (3dB bandwidth)

Data rate 1 Mbps
Modulation index 2 (binary PPM)
Te+0
—o— AWGHN
& Indoor (Channel A)
—¥— Indoor (Channel B)
N
\'\
N
14 \\
w ~
[11] AN
\
\
\
.
S
AN
S
Sy
T T
8 10 12

E,/N, [dB]
Fig. 5. BER performance of TH UWB-IR system in multi-path fading environment
Fig. 5 shows BER performance graph for 1Mbps data transmission on multi-

path fading channel environment in TH UWB-IR medical picture transmission
system.
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In case of channel B, which has larger delay spread than channel A, 5dB
of SNR performance difference is achieved to meet 107>BER like channel A in
interior office environment, Fig. 6 shows the comparison on PSNR of received
picture for multi-path fading channel environment in TH UWB-IR medical pic-
ture transmission system.

Quality of picture should be evaluated by person, but for the objective evalua-
tion criteria S/N ratio is frequently used. This is different from the conventional
transmission S/N ratio. Following equation is the definition of PSNR. Numerator
terms repre-sent the maximum 255 signal of original image in case of 8bit/pixel
picture. Denomi-nator terms represent the noise, which use the difference be-
tween original and recon-structed image.

2552
PSNR(a,b) = 10log,, 5 | [dB] (5)

In above equation, a is original picture, and b is reconstructed picture. (x, y)
is combination of pixel.

In case of image, over 30dB of PSNR is supposed for no deterioration. In
Fig. 6, reception SNR is about 6dB for 30dB of PSNR. However, for channel B,
higher SNR (over 11dB) is required. Table 4 visually shows the performances of
received picture for varying status of multi-path fading channel in TH UWB-IR
medical image transmission system.

70
—— AWGN
B0 <o Indoor (Channel A)
—¥— Indoor {Channel B)
50 A
o) o
A 40 i
14 //
= 30 -
m -
o //
-
20 4 o
-
10 4
L
O T T T T T
] 2 4 B 8 10 12

E,/N, [dB]

Fig. 6. Variation of PSNR Medical Image Transmission System according to channel
environment
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Fig. 7. Comparison of received image to TH UWB-IR Medical Image Transmission
System in multi-path fading environment

In case of channel A, visible analysis of medical picture is possible for over
4dB of SNR. In case of channel B, visible analysis is possible for over 8dB of
SNR. Therefore, to transmit medical picture, which requires minimum distortion,
error correction technique should be applied for low power consumption and high
quality transmission.

4 Conclusion

In this paper, the medical picture transmission service using IEEE 802.15.4a spec-
ification for low-rate transmission on WPAN environment is suggested. Also, the
performance analysis on transmission and reception of medical picture using TH
UWB-IR of IEEE 802.15.4a on interior multi-path fading environment is con-
ducted and quality of received video picture is analyzed. In case of channel A,
which has smaller delay spread, under SNR=10dB about 10~* BER is shown.
However, in case of channel B, due to the larger delay spread, ISI is increased, and
the deterioration of performance is severe than channel A. Therefore, to transmit
the medical picture via TH UWB-IR system, suppressing technique for multi-path
interference should be studied on channel B-like environment. The suggested way
can solve the problem of interference from the medical equipment in same work
space, and minimize the loss of medical picture on interior multi-path fading en-
vironment. Therefore, the transmission with low power usage is possible.
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Abstract. Image based spam email can easily circumvent widely used
text based spam email filters. More and more spammers are adapting
the technology. Being able to detect the nature of email from its image
content is urgently needed. We propose to use OCR (optical character
recognition) technology to extract the embedded text from the images
and then assess the nature of the email by the extracted text using
the same text based engine. This approach avoids maintaining an extra
image based detection engine and also takes the benefit of the strong and
reasonably mature text based engine. The success of this approach relies
on the accuracy of the OCR. However, regardless of how good an OCR
is, misrecognition is unavoidable. Therefore, a Markov model which has
the ability to tolerate misspells is also proposed. The solution proposed
in this paper can be integrated smoothly into existing spam email filters.

1 Introduction

Spam email is the common name for “unsolicited bulk email”. It is one of the cy-
ber nuisances we have to put up with in our daily life. Spam email does not just
waste resources, but also poses a serious security threat. There are 2 types of spam
email: unsolicited commercial email and the email used as delivery agents for mal-
ware (malicious software). The former uses email for commercial advertisement
purposes and costs staff time and IT resources. It is estimated that unsolicited
commercial email “costs the world US$50 billion in lost productivity and other
expenses” a year [I]. The latter has more a sinister intention. For any type of mal-
ware, be it virus, worm or Spy Ware, after being developed, it has to find a way to
infect host computers. An easy and effective way to deliver malware is through un-
solicited bulk email. LoveBug [2] and Slammer [3] are prominent examples. Slam-
mer alone, “caused between US$950 million and US$1.2 billion” in its first five
days worldwide and the LoveBug has cost the world US$8.8 billion [4].

There are many spam email filter products and they are all far from fool-
proof. SpamAssassin [5] is the one of the most mature and most widely used
spam filters. Many organizations run spam email filters at their incoming mail
servers yet all of us have and are continuously having first hand experience with
the frustration of spam email. The research community has put significant effort

* This research work is supported by the divisional grants from the Division of Busi-
ness, Law and Information Sciences, University of Canberra, Australia, and the uni-
versity grants from University of Canberra, Australia.

M.S. Szczuka et al. (Eds.): ICHIT 2006, LNATI 4413, pp. 168 2007.
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into detecting spam email. Many different types of mathematic models have been
proposed, for example, Na Bayes classifier [6], instance based learning - memory
based approach [7], boosted decision tree [§], Maximum Entropy [9], Support
Vector Machines [10], LVQ-based neural network [I1] and practical entropy cod-
ing theory [12].

While the research community is improving the effectiveness of different math-
ematic models in detecting spam email, the spammers swiftly invented new tech-
niques to circumvent spam filters. There are two popular ways of hoodwinking
the spam filters:

1. Using deliberately misspelled words [13]: for example, spelling virus as “vir-

rus”, “vi-rus” or “viruus”.

2. Using images as email attachments as shown in Fig[ll Aradhye et al. [15] esti-
mated that 25% of spam email contains images. C.-T. Wu et al’s count is 38%
[T4]. One of the authors counted spam email received from his working email
address. Among the 256 spam emails received within 15 days, 91 or 36% of
emails were image based. Given the fact that image based spam can success-

fully circumvent spam filters, the situation can only get worse in the future.

= (4 \ nab
VIAGRASof | CIALISs o
e R Dear National Australia Bank client,
- $ 3.66 - $ S:. O stralia Bank Technical Department is perfomming & scheduled scftvare
5 1 - ‘ ove the quality of the banking sen
per 100.mg || per 20 mg e ik below you vk begin e of the user detais
| Il
LR e
1o be st o andfolowe
ﬁ» $ 4.'&“ $ S.U“_, T.temPn d thank
1 Natonal Al Bank Technical Mce
per28mg || per 100 mg iational b Bank Technical Serv

(a) | (b)

Fig. 1. SPAM Email by Image Attachments

To the best of our knowledge, there are only two proposals for detecting image
based spam email. In [I5], Aradhye et al. suggested to isolate text regions from
the images. They extract five features from the regions and then train Support
Vector Machines (SVMs) to detect spam images. In [I416], C.-T. Wu et al.
proposed a similar solution. Based on their observation that most spam images
are “artificially generated and contain embedded images” [14], they extract three
features from the image. They also use SVMs for the detection.

In this paper, we propose to extract the text from the spam images by OCR
(optical character recognition) technology and then assess the nature of the
email by the extracted text using the same text based detecting engine. The
idea of OCR first emerged in 1950’s. Eikvil has a good survey paper on early
history and technology [I7]. Nowadays, commercial grade OCR products, such
as FineReader and OmniPage, are widely in use.

The advantage of our approach is that the same engine can be used to pro-
cess both text and attachment images. Therefore, we only need to conduct the
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expensive operations of training and updating one engine. In addition, the solu-
tion can be easily and seamlessly integrated into the existing spam filters.

The success of the proposal relies on the accuracy and efficiency of the OCR
program used. However, regardless of how accurate an OCR product is, it will
make mistakes in extracting words from a spam image and produce misspells.
Coincidentally, misspell is also a method used by spammers to deceive spam
filters. We proposed a statistical framework which has the ability to detect mis-
spelled keywords [I§].

The rest of the paper is organized as follows: Section 2 discusses image based
spam and the proposed spam detection system, and Section 3 examines the
text extracted from spam images. Section 4 works through the Markov Keyword
Model that is used to detect misspelled words. Section 5 discusses the experi-
mental results obtained from the Markov Model. Section 6 concludes the paper.

2 Spam Email and Its Detection

At the very beginning, email was in ASCII text format only [I9]. To be able
to convey rich presentation styles, it was extended with multimedia abilities
[20]. Image based spam email takes the advantage of using MIME multipart/
alternative directive, which is designed to accommodate multiple displays of an
email, such as plaintext format and HTML format. The directive suggests that
the enclosed parts are the same in semantics, but with different presentation
styles. Only one of them will be chosen to display, and a mailer “must place the
body parts in increasing order of preference, that is with the preferred format
last” [20].

Figure Plis an example of spam email. The email has three alternative parts:
part one is a plain text paragraph cut from a book, part two is a HTML formatted
paragraph cut from a book, and part three is a JPEG format picture of Fig[ll (a).
A mailer believes that these three parts are semantically identical and will only
display one part. But in this email, the first two parts have nothing to do with
the third part. These parts are purposely included in the email to deceive text
based spam filters and they will not be displayed by the mailer.

The information reveals that the spam nature of these emails is the text in
the images. Instead of treating the text as special image regions, we use OCR to
extract the text from the images and then feed it into the spam email detection
engine.

For an incoming email, the head and the text body of the email are fed
into the email detection engine for assessment as usual. In addition, the attach-
ments are unpacked. The text attachments are sent to the engine as they are,
and the image attachments are piped through an OCR program and then sent
to the engine, as shown in Fig. fig:DetectingSpamEmail. The OCR program
inputs images and outputs the extracted embedded text from the images. In
Fig. fig:DetectingSpamEmail ripmime [21] is the software tool which unpacks
MIME attachments into temporary files, and gocr [22] is an open source OCR
program.
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From: spammer <faked_email address>
To: recipient_email_address
Content-type: multipart/alternative;

--Boundary_(ID_fkG49yFmM6kAJOsBSYOdzg)
#HAHEE Part 1: plain text format #HHEEE
Langdon looked again at the fax an ancient myth confirmed in black and white.

--Boundary (ID_fkG49yFmM6kAJOsBSYOdzg)
#iHHEE Part 2: HTML format #HERHE
<textarea style="visibility: hidden;">Stan Planton for being my</textarea>

--Boundary_(ID_fkG49yFmM6kAJOsBSYO0dzg)

#HAHEE Part 3: picture format. It has nothing to do with Part 1 or 2 #HEHHE
Content-type: image/jpeg; name=image001.jpg

Content-disposition: attachment; filename=image001.jpg

/9i/AAAQSKZJRgABAGAAZ ABKAAD/TAARRHVja3KAAQAEAAAAHGAA/
+4ADKFkb2JIAGTAAAAAAFDXFXcXHX4XGhoaGheceHiMIJyUjHIBvMzML

Fig. 2. A spam email sample

This system design has a few advantages. First, the same detection engine
is used to process the text part and the image part of email. Training and
updating the detection engine are very expensive operations and in most cases,
human intervention is needed. From an operational point of view, keeping one
engine saves on cost, and from a system point of view, one engine preserves the
integrity of the data and logic. Second, Bayesian filters of text based detection
engines are the working horses on the field [23]. Our proposal takes full benefit of
current text based detection engines. Finally, the system is ready to implement
on real mail servers. The image process part only adds an extra branch to the
data flow of an existing spam detection setup. In addition, to pipe the email
text into the detecting engine, the email is also piped through ripmime and
gocr and then back to the detecting engine. Both ripmime and gocr are open
source software and are easy to install. The extra branch of data flow can be
easily and seamlessly integrated into the existing spam filters.

3 Extracting Text from Images by OCR

Spam images always contain text, and the text is the key to identify the nature of
the email - being spam or not. The same observation was also made in [T4UT5JT6].
The success of our proposal relies on the accuracy and efficiency of the OCR
program used.

We group the text embedded in the image into two categories: image text
and text generated image text (tegit). Table[l, Row 1, contains image text. The
text is designed together with the whole image and blended smoothly into the
background. The text in Table [l Row 2, is different. It is actually an image
generated from text. We call it text generated image text, or “tegit” for short.
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Fig. 3. Detecting Spam Email

Tegit uses images to circumvent spam filters and displays the same visual text
appearance to mislead human readers. The text like display makes it appear less
like spam to human readers.

There are many OCR products available, ranging from expensive commer-
cial products to free open source software. The accuracy and efficiency of each

Table 1. Images and the Recognised Text
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product varies. However, regardless of how accurate an OCR, product is, it al-
ways has difficulties in recognizing similar characters, such as “1” (el) and “1”
(one), “u” and “v”, and “” and “I”.

In our experience, OCR provides good outcomes, in terms of being accepted
by our proposed Markov model detecting engine, on tegit and most image text.
Out of the 33 spam images we recently collected, 30 yielded good outcomes and
only 3 were unacceptable. Table [Tl gives three examples of images and the text
extracted by gocr. The first two rows show good results, and the third row shows
an unacceptable result. The image text of Row 3 is blended into the background
in a way that gocr cannot handle. We will discuss a possible solution to the
problem in Section 6.

Coincidentally, misspelling is also a method used by spammers to deceive
spam filters. We proposed to use Markov keyword models to detect misspelled
keywords. In the framework, a keyword is represented as a Markov chain where
letters are states. A Markov model is then built for the keyword. In order to
decide an unknown word as a misspelling of a given keyword, a statistical hy-
pothesis test is used.

4 Markov Keyword Models

Let X = {XM, X® ... X® 1} be a set of K random variable sequences,
where X*) = {X§1),X2(2)7~-~,X7(«i)} is a sequence of T} random variables,
k=1,2,---,K and T, > 0. Let V.= {V4,Va,---, Vs } be the set of M states in
a Markov chain. Consider the conditional probabilities

k k k k k k
PP =2 | X =™, x P =al) (1)

9

where mgk), k=1,2,--- K and t = 1,2,---, T}, are values taken by the corre-

sponding variables X t(k). These probabilities are very complicated for calculation,
so the Markov assumption is applied to reduce the complexity

PO = )| X8, = 8o X = ) = X = o | X85, = o)

(2)
where J;gk), k=12---K and t = 1,2,---,T,. This means that the event
at time ¢ depends only on the immediately preceding event at time t — 1. The
stochastic process based on the Markov assumption is called the Markov process.
In order to restrict the variables Xt(k) taking values axgk) in the finite set V', the
time-invariant assumption is applied

k k k
P(x® ="y = P(x{ = V) (3)

k k k k k k
PxM = | X =) = P(xV = v; | (P =) (4)

where k =1,2,---, K,i=1,2,--- M, j=1,2,---, M. Such the Markov process
is called Markov chain.
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Define the following parameters

g = [a()] q(0) = P(X{" = Vi) (5)
o o k k
p = Ip(i. ) p(i, ) = PX" = v | X[ = W) (6)
where k = 1,2,---, K, K is the number of words in the training document,

t=1,2,---, Ty, Ty is the word length, i = 1,2,--- M, j=1,2,---, M, M is the
number of alphabetical letters. The set A = (g, p) is called a Markov language
model that represents the words in the training document as the Markov chains.
A method to calculate the model set A = (g, p) is calculated as follows [24].
(i) = p(,4) = (7)

Zs:l Ns Zs:l Nis

The equations in (@) are used to determine the Markov keyword model for
each keyword and the Markov keyword list model for the entire keyword list.

5 Experimental Results

The misspelling word detection problem is formulated as a problem of statistical
hypothesis testing. For an unknown word X and a claimed keyword W, the
task is to determine if X is a misspelling of W. This task can be regarded as a
basic hypothesis test between the null hypothesis Hy: X is a misspelling of the
claimed keyword W against the alternative hypothesis H: X is not a misspelling
of the claimed keyword W. A parametric form of the distribution under each
hypothesis is assumed to estimate these probability density functions. Let A.
be the claimed keyword model and A be a model representing all other words,
i.e. impostors. Let P(X | A¢) and P(X | A) be the likelihood functions of the
claimed keyword and impostors, respectively. The similarity score is calculated
as follows

S(X) = P(X | X) {> 0 accept Hy

COP(X N L <0 reject Hy (8)

The denominator P(X | A) is called the normalization term and requires
calculation of all impostors’ likelihood functions. However it is impossible to do
the calculation for all words in the dictionary, hence a subset of B “background”
words is used to represent the population close to the claimed keyword [25]. The
training and detection procedures of the proposed misspelling word detection
tool are summarized as follows.

— Training:
1. Given K keywords in the blacklist.
2. Train K Markov keyword models using () where X is the sequence of
letters in the keyword used to calculate n; and n;;.
3. Train a Markov keyword list model using (7]) where X is the sequence of
letters of all keywords in the keyword list used to calculate n; and n;.
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— Detection:

1. Given an unknown word regarded as a sequence of letters X, i.e., X =
(z1,22, -+, 27), a claimed keyword and a predefined threshold 6.

2. Calculate the probabilities P(X | A;) and P(X | A) using (@) when A. is
the claimed keyword model and A is the keyword list model.

3. Calculate the similarity score S(X) and compare it with the threshold 0
using (8).

4. If the score is greater than the threshold, the unknown word is referred
to as a misspelling of the claimed keyword.

An email is regarded as a spam email if it contains a predefined number of
keywords and/or their misspellings.

We collected a set of 50 keywords from our emails classified as spam emails
in the banking, pornography and advertisement categories. This set was used to
build the keyword list model. A keyword model was built for each word in this
set, so the number of models in this experiment was 51.

We test the models against both deliberately misspelled email keywords and
OCR text.

For deliberately misspelled email keywords, in addition to the misspelled
words we collected from spam email, we also produced 10 misspellings for test-
ing. The test set therefore contained 500 misspellings. The minimum word length
was set to three for all words in the keyword list and the test set. It was first pre-
processed to remove all special, common characters and punctuation marks such
as commas, columns, semi-columns, quotes, stops, exclamation marks, question
marks and signs. The next step was to convert all the characters into lowercase.
The probability is calculated as follows:

T
P(X | A) =q(z1) + Zp(mtflaxt) 9)

t=2

This probability calculation allows pairs of letters which do not appear in
the keyword but appear in its misspellings to contribute nothing to the proba-
bility. The scores obtained for misspellings of a keyword are not very different
from the score for the keyword. Therefore, it is possible to set a threshold to
detect the possible misspellings of a given keyword with a minimum false ac-
ceptance of other words. Experiments showed that the proposed system could
detect keywords and their misspellings in the test set with the equal error rate
(false rejection error = false acceptance error) of 0.1%.

For OCR text, we extract the text from spam email image attachments by
an OCR program (gocr). OCR text always comes with misspells - OCR noise.
In our experience, the OCR program provides good outcomes in terms of being
accepted by our proposed Markov method detecting engine on all tegits and
most image text.

Out of the 33 spam images we recently collected, 23 (70%) are tegits, and 10
(30%) are of image text. Among the 23 files which are produced by the OCR
program from tegits, we achieved 100% detection rate. And, for the 10 files from
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image text, we achieved 70% detection rate. Therefore, the overall weighted
detection rate is 91%. Note that the result for OCR text is the same as using
trigram method to recover the keyword [26], due to the small sample size, but
the speed of using the Markov chain based method is faster than the trigram
based method [27].

6 Conclusion and Future Work

In this paper, we proposed a new methodology to detect spam email based on
its image content. Our proposal involved the use of optical character recognition
technology to extract the embedded text from the images and then assess the
nature of the email by examining the text with a mature text based engine. We
also introduced the Keyword Markov Model which has the ability to tolerate
both purposely misspelled words and words that are misrecognized by the OCR
due to the similarity between certain characters. Our proposal can be smoothly
integrated into existing spam email filters to increase the chances of catching
spam emails.

Our preliminary test was very encouraging. In the future, we are going to
build a mail server on a Linux host with ripmime, gocr and the proposed Markov
text engine to perform a large scale real life test. For these images, which gocr
does not yield meaningful outcomes, we are considering to use the OCR output
text, whatever it is, as the signature of the image. The large scale test will be
conducted to determine if the yielded text is stable with different sizes, brightness
and color saturation.
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Abstract. There are several sub-optimal search techniques for fast alge-
braic codebook search of ACELP speech codecs. Focused search method,
depth-first tree search method and pulse replacement methods are used
to reduce computational complexity of algebraic codebook search. In pre-
vious pulse replacement methods, the computational load is increased
as the pulse replacement procedure is repeated. In this paper, we pro-
pose a fast algebraic codebook search method based on iteration-free
pulse replacement. The proposed method is composed of two stages. At
the first stage, an initial codevector is determined by the backward fil-
tered target vector or the pulse-position likelihood-estimate vector. At
the second stage, after computing pulse contributions for every track
the pulse replacement is performed to maximize the search criterion Qx
over all combination replacing the pulses of the initial codevector with
the most important pulses for every track. The performance of the pro-
posed algebraic codebook search method is measured in terms of the
segmental signal to noise ratio (SNRseg) and PESQ (Perceptual Eval-
uation of Speech Quality) using various speech data. Experimental re-
sults show that the proposed method is very efficient in computational
complexity and speech quality comparing to previous pulse replacement
methods.

Keywords: ACELP, PESQ, algebraic codebook.

1 Introduction

ACELP (Algebraic Code-Excited Linear-Prediction) speech codecs|2, 3] are most
widely used in digital speech communications due to their high performance. For
example, ITU G.729[4, 5] and G.723.1[6] for VoIP, 3GPP EFR|[7] for GSM and
AMRJS, 9] for W-CDMA, and 3GPP2 EVRC[10] for PCS and SMV|[11] for IMT-
2000 are adopted as the standard speech codecs. An ACELP algebraic codebook
is a set of codevectors, each consisting of several pulses with position constraints,
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and the optimal codevector from the algebraic codebook is searched for each
subframe. Due to the enormous number of codevector candidates, it is desirable
to develop efficient algebraic codebook search methods with no degradation in
overall performance. The conventional algebraic codebook search method recom-
mended in each ACELP codec uses various sub-optimal search techniques. For
example, “focused search method” in G.729 and G.723.1 5.3 kbps and “depth-
first tree search method” in G.729A, AMR, and SMV are used to reduce com-
putational complexity.

Although the sub-optimal algebraic codebook search methods can reduce the
computational complexity of algebraic codebook search, the algebraic codebook
search is still the major reason for the low efficiency of ACELP codec. Recently,
efficient algebraic codebook search methods based on pulse replacement were
proposed, which are ”least important pulse replacement method” and ”global
pulse replacement method.” And also the global pulse replacement method was
adopted as the standard of the algebraic codebook search method of ITU-T
G.729.1]] 8kbps mode. However, the least important pulse replacement method
is that its procedure is terminated without finding the optimal codevector even in
increasing of the number of iteration of the pulse replacement procedure. More-
over in previous pulse replacement methods, the computational load is increased
as the pulse replacement procedure is repeated.

In this paper, we propose iteration-free pulse replacement method eliminat-
ing the repetition procedure of the pulse replacement and apply the proposed
method to G.729A. The performance of proposed algebraic codebook search
method is measured in terms of the computational load and the speech quality,
and compared with previous pulse replacement methods. In the pulse replace-
ment method, the computational load is increased as the pulse replacement
procedure is repeated.

2 Algebraic Codebook

2.1 Algebraic Codebook Structure

In the codebook of G.729A, each codevector contains 4 non -zero pulses. Each
pulse can have either the amplitudes +1 or -1, and can assume the positions
given in Table 1.

Table 1. Potential positions of individual pulses in the algebraic codebook

Track Pulse Sign Positions
To i so==+1 mo : 0, 5, 10, 15, 20, 25, 30, 35
T 7 s1==%1 my : 1, 6, 11, 16, 21, 26, 31, 36
Ts 12 so==%1 meo : 2, 7,12, 17, 22, 27, 32, 37
T is I ms : 3, 8, 13, 18, 23, 28, 33, 38

4,9, 14, 19, 24, 29, 34, 39
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The codevector ¢(n) is constructed by taking a zero vector of dimension 40,
and putting the four unit pulses at the found locations, multiplied with their
corresponding sign.

c(n) = sp6(n—mop) +s16(n—mq )+ s26(n —ma)+s36(n—ms),n =0,...,39 (1)

2.2 Algebraic Codebook Search

The algebraic codebook is searched by minimizing the mean-squared error be-
tween the weighted input speech and the weighted synthesis speech. The mean
squared weighted error is defined by

By = ||z — geHex| (2)

where, z is the target vector given by the weighted input speech after subtract-
ing the zero-input response of the weighted synthesis filter and the adaptive
codebook contribution, g. is a scaling gain factor, and H is a lower triangu-
lar convolution matrix constructed from the impulse response of the weighted
synthesis filter, and ¢y, is the codevector with index k. Minimizing Eq. (1) gives

(vt Hey)?

E}c = Tx —
CZHtHCk

3)

From Eq. (2), the optimum algebraic codevector is determined by maximizing

(dtck)2
ct Dey,

Qr = (4)

where, d(= H'z) is the backward filtered target vector representing the corre-
lation between the target signal and the impulse response of weighted synthesis
filter, and ®(= H'H) is the autocorrelation matrix of the impulse response of
weighted synthesis filter. The vector d and the matrix @ are computed prior to
the codebook search. The elements of the vector d are computed by

39
d(n) = ng(n)h(i—n),nzO,...,?)Q (5)
and the elements of the symmetric matrix @ are computed by
39
¢(i,5) =Y h(n—i)h(n =), (j > i) (6)
n=j

The algebraic structure of the codebooks allows for very fast search procedures
since the innovation vector ¢y contains only a few nonzero pulses. The correlation
in the numerator of Eq. (3) is given by
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where m; is the position of the ith pulse, s; is its amplitude. The energy in the
denominator of Eq. (3) is given by

3 2

3
FE = Z¢(mi7mi) + 22 Z Si8j¢(mi7m]‘) (8)

i=0 i=0 j=i+1

To simplify the search procedure, the pulse amplitudes are preset by the mere
quantization of an appropriate signal as follows

{ sign{d(i))
o { sign{b(i)} ©)

where, the elements of the pulse-position likelihood-estimator vector b is given

byl[5, 8]

b(n) _ d(n) 7"[/1“13(77,)7
\/Ed \/Er

where, Fy is the energy of the backward filtered target vector d and E, is the

energy of the long-term prediction residual vector rprp.

n=0,..39 (10)

3 Pulse Replacement Methods

The pulse replacement methods are based on two-stage structure. At the first
stage, an initial codevector is searched with minimal search load. Then at the
second stage, pulse replacement procedure is applied to the initial codevector to
enhance the performance of codevector.

In order to reduce the computational load for finding an initial codevector, the
initial codevector is determined by the pulse positions with maximum absolute
values of “backward filtered target vector” or by the pulse positions with maxi-
mum absolute values of “pulse-position likelihood-estimate vector” due to high
probability that one of them might be a member of the optimal codevector[14].

3.1 The Least Important Pulse Replacement Method

In the least important pulse replacement method, it is necessary to measure the
contribution of each pulse and replace the least important pulse with a new one.
The contribution of a pulse is measured by the value of Qj of codevector after
removing the corresponding pulse one by one from the initial codevector. Since
the change of Qj is caused by the removal of a pulse, the pulse resulting in code-
vector with the largest Qi is the least important pulse. After removing the least
important pulse, a new pulse is searched from the track with the least impor-
tant pulse so that Qi of new codevector is increased. Therefore, the codevector
approaches to the optimal solution steadily as this procedure is repeated. If Qy,
does not change, which is the case when the removed pulse is selected again, the
pulse replacement procedure is terminated.

The computational complexity of the least important pulse replacement
method is considerably low because the search is performed sequentially on
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Fig. 1. Block diagram of the least important pulse replacement method

one pulse basis. Applying the least important pulse replacement method to
G.729A, at the first stage, initial Qj is computed from an initial codevector
with 1 search. At the second stage, Q is computed 4 times for contribution
measure of each pulse, and without duplicate computation, the new pulse search
requires 7x3/4+15x1/4 = 9 searches on the average. Therefore, the overall com-
putational load with an initial codevector is 14-(4+9)xN, where N is the number
of iteration of the pulse replacement procedure.

3.2 Global Pulse Replacement Method

In order to prevent the termination of the pulse replacement procedure without
finding the optimal codevector, in global pulse replacement method, a new pulse
is searched for all tracks instead of the only track that has the least important
pulse. That is, a new pulse is searched by replacing each pulse in each track
with a new one so that @ of new codevector is maximized. Because the change
of @y, is always maximized in each procedure, the codevector approaches to the
optimal solution rapidly as this procedure is repeated. If @) does not change,
which is the case when the replaced pulse is selected again, the pulse replacement
procedure is terminated.

At the first pulse replacement procedure, the computation of @)y is performed
on each track to search for a new pulse, and the computational load can be re-
duced for one of the tracks by removing duplicate computation at the other pulse
replacement procedure. Applying global pulse replacement method to G.729A, at
the first stage, initial Q; is computed from an initial codevector with 1 search.
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Fig. 2. Block diagram of global pulse replacement method

At the second stage without duplicate computation, the new pulse search re-
quires 74+7+7+15 = 36 searches at the first pulse replacement procedure, and
the new pulse search requires 3/4x (7+7+7+15) = 27 on the average from the
second pulse replacement procedure. Therefore, the overall computational load
is 1436+27(N-1) for N>1, where N is the number of iteration of the pulse
replacement procedure.

3.3 Proposed Iteration-Free Pulse Replacement Method

In previous pulse replacement methods, the computational load is increased as
the pulse replacement procedure is repeated. Therefore, in order to eliminate
the repetition procedure of the pulse replacement, in the proposed method, new
pulses are searched by several pulse replacements at one time after computing
pulse contributions for every track to maximize the search criterion over all com-
bination replacing the pulses of the initial codevector with the most important
pulses for every track. That is, final codevector is searched from the combina-
tion replacing one pulse of the initial codevector with one pulse of the most
important pulses, replacing two pulses of the initial codevector with two pulses
of the most important pulses, replacing three pulses of the initial codevector
with three pulses of the most important pulses, and replacing four pulses of the
initial codevector with four pulses of the most important pulses.

Applying the proposed method to G.729A, assume that the pulses of the
initial codevector are determined as (30, 31, 32, 4). At the first stage, initial
Q) is computed from an initial codevector with 1 search. At the second stage
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without duplicate computation, the computation of Qj is performed for pulse
contributions measure for every track with 7+7+7+15 = 36 searches. Assume
that the most important pulses are determined as (5, 21, 17, 19).

To find the final codevector, at the first, the computation of )y is performed
for the combination replacing one pulse of the initial codevector with one pulse
of the most important pulses as follows.

(5, 31, 32, 4), (30, 21, 32, 4), (30, 31, 17, 4), (30, 31, 32, 19)

Note that the computation of Qi is already included in the pulse contributions
measure.

Next, the computation of @y is performed with 6(=4C2) searches for the
combination replacing two pulses of the initial codevector with two pulses of the
most important pulses as follows.

(5, 21, 32, 4), (5, 31, 17, 4), (5, 31, 32, 19),
(30, 21, 17, 4), (30, 21, 32, 19), (30, 31, 17, 19)

And, the computation of Qy, is performed with 4(=4C3) searches for the com-
bination replacing three pulses of the initial codevector with three pulses of the

most important pulses as follows.

(5,21, 17, 4), (5, 21, 32, 19), (5, 31, 17, 19), (30, 21, 17, 19)
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Lastly, the computation of Qj is performed with 1(=4C4) searche for the
combination replacing four pulses of the initial codevector with four pulses of
the most important pulses, which is the case of (5, 21, 17, 19).

Therefore, the overall computational load is 1+36+11 = 48.

4 Experimental Results

The speech quality is measured in terms of segmental SNR(SNR,.,) and PESQ
(Perceptual Evaluation of Speech Quality) using the test speech data in Table. 2.
The algebraic codebook computational load, SN R4, and PESQ are summa-
rized in Table 3, Table 4, and Table 5, respectively. It can be seen that the
proposed method reduces the computational complexity by 10% compared with
the least important pulse replacement method with the improved speech qual-
ity and reduces the computational complexity by 85% and 60% compared with
depth-first search method and global pulse replacement with the slight degrada-
tion of speech quality, respectively.

Table 2. Test speech data

Type of speech data Level of noise
Origin -

Origin + Music Noise 25dB

Origin + Office Noise 20dB

Origin + Babble Noise 30dB

Origin + Interfering Talker 15dB

x Origin consists of 3 males & 3 females speech data, 5 samples each totally
30 samples. Hence the test speech data consist of 150 speech samples.

Table 3. Comparison of computational load, where N is the number of iteration of the
pulse replacement procedure

Method Load

Depth-first Search 320
The Least N=1 14
Important N=2 27
Pulse N=3 40
Replacement N=4 53
N=1 37
Global Pulse N=2 64
Replacement N=3 91

N=4 118

Propose 48
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Table 4. Comparison of SN Rsc4(dB)

Method N=2 N=4
Depth-first Search 10.17

The Least Important Pulse 9.63 965
Replacement

Global Pulse Replacement 10.00 10.07
Proposed 9.90

Table 5. Comparison of PESQ

Method N=2 N=4
Depth-first Search 3.76

The Least Important Pulse 379 379
Replacement

Global Pulse Replacement 3.75 3.76
Proposed 3.75

5 Conclusion

In this paper, iteration-free pulse replacement method for algebraic codebook
search is proposed and applied to G.729A. New pulses are searched by several
pulse replacements at one time over all combination replacing the pulses of the
initial codevector with the most important pulses. The experimental results show
that the proposed method provides the speech quality equivalent to that of global
pulse replacement method with considerably low complexity, and provides better
speech quality than the least important pulse replacement method. The proposed
algorithm can be applied to other ACELP-based speech codes to enhance the
overall performance.
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Abstract. This paper presents a combined handsfree speech enhance-
ment method based on a spatialpost-filter. The scheme uses a linear
microphone array to capture a speech signal that has been corrupted by
babble noise, car noise, and interference signals. Simulation results for
real environment show that the proposed structure achieves a maximum
interference suppression of 12 dB, an improvement of 6 dB over the delay
and sum beamformer. Furthermore, the system is robust in the presence
of distortion as opposed to the generalized sidelobe canceller. The sub-
jective evaluation has shown that the combined system of delay and sum
with the minimum mean square error estimator using a noncausal signal
to noise ratio (SNR) estimator obtained 3.8 points on a fivepoint.

Keywords: Speech enhancement, postfilter, spatial-temporal filer.

1 Introduction

Today, hands-free systems have become a popular method of communication due
to their less restrictive nature. However, the use of hands-free systems introduces
some new problems. Like any communication system, the hands-free interface
suffers from unwanted interference. In a typical office environment, the signal
is subjected to background noise and interference effects. Background noise is
generally due to machinery, such as computers and air conditioning, as well as
other ambient noise sources. Interference includes such highly non-stationary
interferers as speech, music, and far-end echo. Further, reflective surfaces such
as ceilings, walls and furniture cause reverberation. A sound wave has a constant
propagation speed in air. Therefore, the pressure wave produced by a speaker
takes a certain time to reach the microphone. If there is a group of microphones
covering a region of space, then there is a predetermined amount of delay for
the wavefront arrival at each microphone. Beamforming theory refers to a class
of algorithms that combine the signals from each microphone to pass or block
radiation in a specific direction [I], making it possible to distinguish signals based
on their spatial origin.

Adaptive beamformers extract the signal from the direction of arrival as spec-
ified by the steering vector, which is a beamforming parameter. However, with
a classical adaptive beamformer (GSC) [2],[3],[4],[7], target signal cancellation
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occurs in the presence of steering vector errors. The steering vector errors are
caused by errors in microphone position, microphone gain, reverberation, and
target direction. Therefore, steering vector errors are inevitable with actual
microphone arrays, and target signal cancellation is a serious problem. Many
signal-processing schemes have been proposed to avoid signal cancellation. These
techniques are called robust adaptive beamforming as their performance is robust
against errors [B]. However, they are not free from degradation in interference
rejection or an increase in the number of microphones; moreover, in a complex
acoustic environment, the length of the filter typically required is on the order of
hundreds. Furthermore, the adaptation process suffers from a large convergence
period that will degrade performance in a non-stationary environment [6].

This paper uses a spatial temporal scheme using nonadaptive subband beam-
forming with a post-filtering method structure to surmount the problems as-
sociated with hands-free applications. Subband processing allows the wideband
speech signal to be partitioned into a number of narrowband signals [8]. These
narrowband signals are processed collectively using data independent beam-
forming algorithms. There are several advantages to a subband beamformer, as
compared to a fullband beamformer: shorter filter length, better interference sup-
pression, a simple optional weighting in each frequency band, faster convergence,
and smaller computational load. Therefore, post filtering is used to improve the
beamforming performance in nondirectional and nonstationary noise environ-
ments. Further, the proposed scheme can be applied to reduce computational
complications by using a non-adaptive process. This yields a more effective and
efficient processing system.

The following Section describes conventional beamformers based on delay and
summing. In Section 3, the structure of the proposed method is described.
Section 4 contains simulations demonstrating the evaluation of the proposed sys-
tem. Finally, Section 5 summarizes, draws conclusions, and proposes further ideas.

2 The Conventional Beamformer

A beamforming signal-processor uses the output of an array of microphones to
implement some form of spatial filtering. The general purpose of a beamformer
is to improve the signal-to-noise ratio (SNR). That is, to retrieve a desired input
signal in the presence of noise and directional interference.

The signal processor sums the microphone outputs and produces the beam-
former output [3]. The ability of a beamformer to improve the SNR is due
to the increased sensitivity to the signals arriving at 0° to the array. There-
fore,interference will not be detected as strongly if it arrives at another angle.
The ability of a beamformer to improve the SNR is explained below. If X is
received by the ki, microphone in the array and Noise;, Noises, Noise;, are
independent, X1 = S 4+ Noise; and X = S + Noisey. Therefore, the power
output of the array Y = 25+ Noise if the two microphone outputs are summed.
This implies that SN Roytput = 25/Noise, which corresponds to a 3 dB increase
in the SNR.
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The conventional beamformer is also called a delay-and-sum(DAS) beam-
former because of this characteristic. It is often impossible to steer the array of
microphones physically, so the array is steered using time delay functions, with
the delays corresponding to the differences in time that a signal arrives at the
different array microphones. For example, a signal arrives at X;, X and Xj;
at the same time 1, but we want to simulate a steered array where the signal
arrives at X, at a later time t5. To do this, we define 7 = t3 — t;. Time domain
beamforming can then be summarized using the following equation:

This is known as delay-and-sum beamforming, where a; is a shading constant
scaled to decrease the magnitudes of the sidelobes. Eq. (1) can be converted to
the frequency domain by applying the Fourier Transform:

Y(t,0) = ZaiXi(t—n). (1)

Y (w,8) = f: a; X; (w) e 7m0 (2)
i=1

X, = [Xi(@)Xa () Xi(w)]" . (3)

W = [ale_jml ageI9T2 L. aie_j“’”]T . (4)

Eq.(3) is the Fourier Transform X; and Eq. (4) is the weighting vector, which
is the same as the steering vector, but includes the shading coefficients. Now,
the output spectrum, Eq. (2) can be redefined in terms of Eq.(3) and Eq.(4).

P,=E[YY*|=WHE[X, XF|W. (5)

Eq. (5) is the power spectrum. Note that the weighting vector has a determin-
istic nature and can be brought out of the expected value. H represents the trans-
pose and complex conjugate. As R = F [XTXﬂ is defined as the cross-spectral
matrix, P, can be redefined as P, = WHRW . For delay-and-sum beamformer,
we assume a; = 1. The delay-and-sum is the simplest beamformer; electronically
aiming the array such that the direct arrivals of the source of interest sum in a
coherent fashion. A drawback with the delay-and-sum(DAS) beamformer is that
a strong interferer arriving from a different direction [1].

3 Combined Non-adaptive Beamforming and Post
Filtering

The major system block diagram for a subband beamforming system is shown
in Fig. 1. The analysis filter bank splits each input into a number of subbands.
Each subband block is processed in parallel by a beamforming steering unit
with delays t1, t5 and t; which are adjusted such that the desired speech signal
S arrives simultaneously at the ¢ microphones. In the beamforming scheme, the
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Fig. 1. Combined non-adaptive beamforming and post filtering

effect of the noise components n; is reduced by computing the averaged signal.
After beamforming, subbands are recombined by a synthesis bank to yield the
system output. At first glance, it appears that extra complexity and computa-
tional burden is being introduced. However, by splitting the data into subbands,
shorter filter lengths can be used, which actually improves the computational
speed.

3.1 Post-filtering Schemes Using Spectral Subtraction

In the post-filtering scheme, the background noise is further decreased using
different noise reduction techniques. Several techniques were developed based on
Boll’s spectral subtraction (SS) method [9],[1T].

Taking the short-time discrete Fourier transform, we find the output of the
step one of the Fig. 1. where SS(k,1) is the noisy speech spectrum, S(k,1) is
the clean speech spectrum, Noise(k,[) is the residue noise spectrum, k is the
frequency bin index and [ is the time frame index. The clean speech spectrum
can be represented as,

1SS(k,1)| = |S(k,1)| + |Noise(k, 1| . (6)

In equation (7), the spectrum of noise signal, |Noise(k,l)|, cannot be ob-
tained directly and it is approximated by the expectation value E [Noise(k,1)].
Typically E [Noise(k,1)] is estimated during non-speech period by using voice
activity detection (VAD), it is denoted by | Noise|. Where | Noise| represents the
estimated clean speech spectrum.

S(k,1) = [1 - gg?fj')'] « 1SS (k, 1) (7)
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where the gain function H(k,1) is defined [12].

3.2 Minimum Mean-Square Error(MMSE) Using a Noncausal,
a Priori Signal-to-Noise Ratio(SNR) Estimator

Although spectral subtraction improved the signal-to-noise ratio (SNR) of the
enhanced speech, it did not provide a significant improvement in intelligibility,
primarily because of the tonal artifacts. This section focuses on the MMSE
obtained using a noncausal, a priori SNR Estimator [I3] in combination with
other widely used Wiener based estimators [14].

To obtain an estimate for S , a spectral gain function can be applied to the
corresponding noisy spectral component [I3], [14] SS:

S=H(&7) 55, (9)
where £(k, 1) and ~y(k,[) are defined by

(kD)
~ (kD)

1SS(k, 1)]?

S0 Ak D)

(k1) = (10)
As(k,1) = E{|S(k,1)|*} is the variance of the spectral component of speech, and
(k1) = E{|Noise(k,1)|*}, that of the noise. The variables, £(k, 1) and ~(k, 1),
are also interpreted as the a priori and a posteriori signal-to-noise ratios.

The spectral power distortion, the log-spectral amplitude, and the MMSE, or
gain function, can be written as [13],[14],[T5]:

Hspd:wﬂ £ ¢ (1)

yool44714¢°
Hi = ° em(og/metdw (12)
lsa — 1 +§ pU. , ¢ .
Honee = Y exp( )0+ 0) - () +v- 1Y) (13)
mmse — 27 XP 9 0 2 1 2 .
where I,, is the Bessel function of order n, and v = 15_:5.

Now let d(S, S) be a given distortion measure between S and S, and let SShrL
represent the set of spectral measurements up to frame [ + L,where L denotes
a time delay in frames [I3]. Then, given SSé*L , a noncausal estimator S (l%, 1),
which minimizes the conditional expected value of the distortion measure, can
be written as

ﬂhonmgﬂaﬁﬁw%“}. (14)
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Given the noisy measurements SSi™", let Ay, = E{|S|?|SS,"} denote the
conditional variance of S. Then, given SSé*L and excluding the noisy measure-
ments S.S, >‘;|l+L = E{|S|?|SS5T\SS} denotes the conditional variance of S
Given the noisy measurements SS; %, let )‘;Il,l+L = B{|S?|SSIT\SS} denote
the conditional variance of S. An estimate for A4z, can then be obtained from
the conditional variance of S given S\S and ;\;| 4L
Hopa(€,7)t0 SS9, with € = X,/ /Anoise [T3]-

[ o

) \ Y
>\s|l+L = H‘Epd( ) IH_L;’Y) ‘SS|2 = ) IlA+L Anoise +

An An + /\;|Z+L

by applying the gain function

5\;|1+L\55|2

An + As|l+L

(15)

4 FEvaluation and Results

Thirty-one listeners participated in the comparison tests. Enhanced speech sig-
nals were played through loudspeakers and the listeners were asked to compare
the samples from the perspectives of the amount of noise reduction, the nature
of the residual noise, and the distortion of the speech signal itself. Mean opinion
score (MOS), the most commonly used subjective quality measure [10], [14], was
used to evaluate.

Case one: Using the generalized sidelobe canceller (GSC) with SS and 0 dB
SNR, white noise slightly enhanced the speech quality. Little noise reduction
was perceived, and musical noise was introduced. The speech signal distortion
decreased as input SNR increased, but was still very large, and the enhanced
speech was unintelligible at 0 dB SNR.

Case two: Enhanced speech was obtained using the delay and sum with SS,
although it suffered from musical noise. It was especially prominent at the high
input SNR values of 10 and 15 dB, but could not be perceived at the low SNR
values of 5 and 0 dB.

Case three: Using the delay and sum with SS and tracking an a priori SNR using
a decision-directed estimator [I6] resulted in a great reduction of noise, and
provided enhanced speech with only white residual noise. This white residual
noise was much less annoying and disturbing than the musical noise.

Case four: Using a minimum mean-square error (MMSE) log-spectral estima-
tor, or an MMSE amplitude estimator with a noncausal a priori SNR estimator,
yielded very similar results: a great reduction of the overall noise, but the intro-
duction of a little musical noise [14], [17].

To calibrate the results, the original male speech, without interference and
noise, was set as 5. The subjects were told that the desired signal cancellation
should have a lower score. The delay-and-sum beamformer therefore enhanced
the desired signal through a direct path. The evaluation results are shown in
Table 1. The conventional beamformer with SS was rated at 1.4 points because
the interference suppression ratio (ISR) was a low 4 dB. The GSC with SS
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Table 1. Mean opinion score(clean speech = 5 points)

SNR(dB) GSC MMSE DAS+SS mulSS ScalSS logSNR priSNR

0 0.31 0.53 1.43 2.42 3.15 3.25 3.79
5 0.58 0.81 1.85 2.74 3.58 3.87 4.21
10 0.88 0.56 1.94 2.97 3.72 4.09 4.58
15 0.90 0.77 2.26 3.18 3.83 4.08 4.56

reduced interference considerably, but also cancelled much of the target signal,
resulting in a poor score of 0.3 points. The delay and sum with MMSE using a
noncausal a priori SNR estimator scored 3.8 points at 0 dB SNR.

4.1 Experimental Method

The speech quality noise and interference effects were investigated at input SNRs
of 0,5, 10 and 15 dB. Car, babble, and white noise were added to the clean speech
signal to generate and test three different types of noisy speech signals using two
objective measures. The first, noise suppression, provides an indication of how
much noise is reduced in enhanced speech during nonspeech periods. A higher
noise suppression value indicates more noise suppression in the enhanced speech
signal. Second, the Itakura-Saito distance was obtained. This objective measure
was implemented over the entire speech and nonspeech signal. A smaller value
indicates lower spectral distortion in the enhanced speech signal. The two ob-
jective measures were then compared using different noise reduction algorithms

[10], 1.

4.2 Performance

The proposed system was evaluated against two GSC beamformer schemes: a
GSC subband beamformer targeted on the desired source location, and a sub-
band beamformer using an MMSE beamformer. This simulation environment
was an unrealistic example as the desired signal was drowned out by two jam-
mers containing considerable diffuse white, babble, and car noise of similar power
to the desired signal. The performance was compared in an environment consist-
ing of a nonstationary jammer signal placed at 120°, with babble noise 0 dB,
and a jammer signal placed at 150°, with car noise 0 dB, plus a white noise.
All were placed 1.0 m from the pivot of the array, and the desired signal origi-
nated at 70°. The signals were sampled at 8 kHz using 16-bit quantization. The
proposed system utilizes 32 subbands, which adequately suppress noise while
maintaining a moderate level of distortion. The microphone array consisted of 4
and 5 elements spaced at 0.04m and 0.06m intervals. The simulated room was
5m X 4m x 3m, with the array assumed to be in the center of the room.
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An arbitrary male voice, selected from the noisy speech corpus (NOIZEUS),
was developed to facilitate the comparison of the speech enhancement algorithms
among different research groups.

Table 2. Subband Delay and Sum beamformer using post-filtering vs. subband GSC
using post-filtering, with seven microphones and a 4 cm microphone distance: Delay
and Sum(DAS) beamformer vs GSC and DAS using SS vs GSC using SS

SNR(dAB) noisesupp intersupp distort moisesupp intersupp distort

0 0.2/6.8 4.0/10.6 1.5/3.3 7.8/12.7 10.6/16.0 3.2/13.8
5 0.2/62 5.3/11.5 1.0/35 3.4/86 11.5/16.7 1.6/10.8
10 0.3/5.9 5.9/12.0 0.7/3.8 0.8/6.9 12.9/13.0 0.3/9.8
15 1.5/5.7 4.8/12.1 0.5/2.1 0.3/62 6.1/12.6 0.2/3.8

The proposed system has a much better noise and interference suppression
capability than the standard delay-and-sum structure, albeit at the expense of a
slight increase in signal distortion. As the SNR increases, the amounts of noise,
jammer suppression, and distortion decrease rapidly for the proposed structures.
The signal cancellation problem of the conventional GSC is apparent for high
SNR; the noise suppression is actually negative. This is because the high amount
of signal leakage degrades the output; many desired signal components have
been removed by the adaptive filter. The adaptive filter does not distinguish
the desired signal from interference, and consequently attempts to suppress it,
resulting in rapidly increasing distortion levels for high SNR.

Table 3. Subband Delay and Sum beamformer using post-filtering

SNR(0/5/10dB) SS SSmulti  SSscal logSNR priSNR

intersupp 15.7/12.3/8.1 9.3/8.4/6.8 6.8/6.0/5.6 10/7.3/6.6 8.1/6.2/5.4
NOiSesupp 11.8/6.9/1.9  5.5/3.0/0.6 2.9/0.5/-0.6 6.2/1.8/0.4 4.2/0.7/-0.7
distortion 44/2.4/08  1.0/0.7/0.4 0.7/0.5/0.3 5.8/1.8/0.3 1.6/1.2/0.2

The delay and sum with SS suffered from musical noise. Table 3 shows the
results of five methods of post-filtering. The Spectral Subtraction using multi-
band [I8] had a little better noise and interference suppression capability than
the Spectral Subtraction of Scalart [I6]. However, when the delay and sum with
SS, based on tracking an a priori SNR using a decision-directed estimator [16],
greatly reduced the noise, the residual noise was much less annoying and dis-
turbing than the musical noise. Using the MMSE log-spectral estimator or the
MMSE amplitude estimator with a noncausal a priori SNR estimator, similarly



196 S. Lee, K. Choi, and S. Kim

resulted in a great reduction of the noise and the introduction of a little musical
noise. The MMSE log-spectral estimator also resulted in distortion that steeply
increased at 0 dB SNR [13],[14],[17].

5 Conclusion

This paper has presented a hands-free system that is applicable to office and
car environments. By using a microphone array, unwanted interference sources
and noise effects can be suppressed with a spatiotemporal filter. The design
combines a conventional beamformer with spectral subtraction and an MMSE,
noncausal SNR estimator. The combined system provides a similar suppression
to the conventional GSC. In addition, the target signal cancellation problems
of GSC systems are alleviated. However, the combined system of a conventional
beamformer with SS suffered from musical noise. Using the conventional beam-
former with an MMSE log-spectral estimator or an MMSE amplitude estimator
with a noncausal a priori SNR estimator, similarly resulted in a great reduction
in the noise and interference, albeit with a little musical noise and a small echo.
The MOS evaluation has shown that the combined system of delay and sum with
the MMSE amplitude estimator following a noncausal a priori SNR estimator
obtained 3.8 points on a five-point scale.

Acknowledgments. This work was supported by the Realistic 3D-IT Research
Program of Kwangwoon University under the National Fund from the Ministry
of Education and Human Resources Development (2005).

References

1. Van Veen, B.D., Buckley, K.M.: Beamforming: A Versatile Approach to Spatial
Filtering. IEEE ASSP Magazine, 4-22 (1988)

2. Capon, J.: High-resolution frequency-wavenumber spectrum analysis. Proc. of the
IEEE 57(8), 1408-1419 (1969)

3. Applebaum, S.P., Chapman, D.J.: Adaptive arrays with main beam constraints.
IEEE Trans. Antennas and Propagate AP-24, 650-662 (1976)

4. Griffiths, L.J., Jim, C.W.: An Alternative Approach to Linearly Constrained Adap-
tive Beamforming. IEEE Transactions on Antennas and Propagation AP-30, 27-34
(1982)

5. Hoshuyama, O., Sugiyama, A., Hirano, A.: A Robust Adaptive Beamformer for
Microphone Arrays with a Blocking Matrix Using Constrained Adaptive Filters.
IEEE Transactions on Signal Processing 47(10) (1999)

6. Denholm, J.: Hands-free Voice Interface using Multiple Microphones, A report
submitted for the degree of Bachelor of Engineering in Electrical and Computer,
Curtin University of Technology (2004)

7. Low, S.Y., Grbic, N., Nordholm, S.: Robust Microphone Array using Subband
Adaptive Beamformer and Spectral Subtraction. In: ICCS 2002. The 8th Interna-
tional Conference on Communication Systems, vol. 2(25-28), pp. 1020-1024 (2002)



10.

11.

12.

13.

14.

15.

16.

17.

18.

Conventional Beamformer Using Post-filter for Speech Enhancement 197

. Nordholm, S., Claesson, I., Grbi, N.: Structures and Performance Limits in Sub-

band Beamforming. IEEE transactions on Speech and Audio Processing (submitted
April 2001)

. Boll, S.F.: Suppression of Acoustic Noise in Speech using Spectral Subtraction.

IEEE Transactions on Acoustics, Speech and Signal Processing ASSP-27(2), 113~
120 (1979)

Davis, A.: Voice Activity Detectors and Spectral Subtraction, Curtin University of
Technology, School of Electrical and Computer Engineering (2002)

Lee, H.W.: Post-filtering Noise-reduction Techniques for Hands-free Communica-
tion Systems, Curtin University of Technology, School of Electrical and Computer
Engineering (2005)

Deller, J.R., Hansen, J.H.L., Proakis, J.G.: Discrete Time Processing of Speech
Signals. IEEE Press, New York, USA (2000)

Cohen, I.: Speech Enhancement Using a Non causal A Priori SNR Estimator. IEEE
Signal Processing Letters 11(9), 725-728 (2004)

Ephraim, Y., Malah, D.: Speech enhancement using a minimum mean-square error
short-time spectral amplitude estimator. IEEE Transactions on Acoustics, Speech,
and SignalProcessing ASSP-32(6), 1109-1121 (1984)

Wolfe, P.J., Godsill, S.J.: Simple alternatives to the Ephraim and the Malah sup-
pression rule for speech enhancement. In: Proc. 11th, IEEE Workshop Statist.
Signal Processing, Singapore, August 6-8, pp. 496-499 (2001)

Scalart, P., Vieira-Filho, J.: Speech enhancement based on a priori signal to noise
estimation. In: Proc. 21st IEEE Int. Conf. Acoust. SpeechSignal Processing, At-
lanta, GA, pp. 629-632 (1996)

Ephraim, Y., Malah, D.: Speech enhancement using a minimum mean square error
log-spectral amplitude estimator. IEEE Trans. on Acoust., Speech, Signal Process-
ing ASSP-33, 443-445 (1985)

Kamath, S., Loizou, P.: A multi-band spectral subtraction method for enhancing
speech corrupted by colored noise. In: Proceedings International Conference on
Acoustics, Speech and Signal Processing (2002)



Bandwidth Extension of a Narrowband Speech
Coder for Music Delivery over IP

Young Han Lee!, Hong Kook Kim', Mi Suk Lee?, and Do Young Kim?

! Dept. of Information and Communications
Gwangju Institute of Science and Technology (GIST), Gwangju 500-712, Korea
{cpumaker ,hongkook}@gist.ac.kr
2 BceN Service Research Group, BeN Research Division ETRI
161 Gajeong-dong, Yuseong-gu, Daejeon, 305-350, Korea
{1ms,dyk}@etri.re.kr

Abstract. In this paper, we propose a bandwidth extension (BWE)
algorithm of a narrowband speech coder for music delivery services over
IP networks. The proposed BWE algorithm is based on an embedded
structure of using a baseline coder followed by an enhancement layer. To
minimize the bit-rate increase by the enhancement layer, the proposed
algorithm shares spectral envelope and excitation parameters between
the baseline coder and the enhancement layer. In this paper, we choose
the iLBC as the baseline coder and mel-frequency cepstral coefficients
(MFCCs) are used to reconstruct higher frequency components at the
enhancement layer. By doing this, the bit-rate of the proposed BWE
coder is 15.45 kbit/s which is just 0.25 kbit/s higher than the iLBC.
We compare the quality of the proposed BWE coder with that of the
iLBC, and it is shown from an informal listening test that the proposed
BWE coder provides significantly better quality than the iLBC for all
four different kinds of music genres such as pop, classical, jazz and rock.

1 Introduction

A voice over Internet protocol (VoIP) service has been receiving a great attention
in recent years and it is provided for free or very reasonable price compared with
the legacy public switched telephone network (PSTN) service. In IP networks,
the VoIP service is provided through speech coders such as ITU-T G.729 [II,
ITU-T G.723.1 [2], ITU-T G.728 [3], and the Internet low bit-rate codec (iLBC)
which was released on 2004 by the Internet engineering task force (IETF) [4]. In
the early days of this service, these speech coders were good enough to process
voice signals efficiently. However, it is greatly agreed that they are not enough
to satisfy users’ expectation of sound quality, especially when music signals are
used. In order to launch an improved VoIP service, several limitations of the
existing service should be overcome.

One of the limitations is the bandwidth of signals processed by existing VoIP
speech coders. Speech coders in the VoIP system compress input signals with a
low bit-rate around 5.3 ~ 16 kbit/s under the assumption that the input signals

M.S. Szczuka et al. (Eds.): ICHIT 2006, LNAI 4413, pp. 198 2007.
© Springer-Verlag Berlin Heidelberg 2007
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are bandlimited up to 3.4 kHz, while music signals occupy at greater than 4 kHz.
In order to improve the music quality in the VoIP system, the audio bandwidth
up to 22.0 kHz [5] should be covered by the coder. Another limitation making
degraded service quality is due to packet loss caused by a traffic congestion. In
IP networks, packet loss makes sound clipping and skips which degrade voice
or music quality [6]. This implies that audio coders are not suitable for a VoIP
coder. Although audio coders are able to deal with the audio bandwidth, they
do not have any packet loss concealment (PLC) algorithm typically.

In this paper, we propose a bandwidth extension of a narrowband speech
coder for improving quality of music delivery over IP networks. The proposed
coder is based on an embedded structure of using a baseline coder followed by
an enhancement layer. The iLBC is used as a baseline coder because the iLBC
provides very robust sound quality against packet loss [7]. To prevent the bit-rate
from being increased by the enhancement layer, the proposed BWE coder shares
spectral envelope and excitation parameters between the baseline coder and the
enhancement layer. For this end, mel-frequency cepstral coefficients (MFCCs)
[8] are used to represent spectral envelope and converted to linear prediction
coefficients (LPCs) for both the baseline coder and the enhancement layer. In
addition, the excitation signals for the enhancement layer are expanded from
those decoded by the baseline coder, which results in no more additional bit in-
crease for the enhancement layer. As a result, the proposed BWE coder operates
in 15.45 kbit/s which is 0.25 kbit/s higher than the iLBC. In order to evaluate
the performance of the proposed BWE coder, we perform a spectrum comparison
and a preference listening test with the iLBC and the proposed BWE coder.

The rest of this paper is organized as follows. Following this Introduction,
the encoder and decoder structures of the proposed BWE coder are described
in Sections 2 and 3, respectively. In Section 4, the quality of the proposed BWE
coder is evaluated and compared with that of the baseline coder. Finally, we
conclude the paper in Section 5.

2 Proposed BWE Encoder

In this section, we describe the proposed BWE coder for music delivery services.
The proposed BWE coder is based on an embedded structure of using a baseline
coder followed by an enhancement layer. Figure[I[(a) shows a basic principle of a
conventional embedded audio coder, where the enhancement layer is devised to
increase the bandwidth without regarding to the baseline coder [9]. Therefore,
any parameters between the baseline coder and the enhancement layer are not
related. On the other hand, the structure of the proposed BWE coder as shown
in Figure [[(b) shares information on spectral envelope and excitation of the
enhancement layer with the baseline coder. By doing this, we can develop the
enhancement layer with a smaller number of bit increase than the conventional
structure shown in Figure [[(a).

Figure Bl shows a block diagram of the proposed BWE encoder. The iLLBC,
which is used as a baseline coder of the proposed BWE coder, is an LPC-based
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coder and operates in two different bit-rates: 15.2 kbit/s and 13.33 kbit/s with
a frame size of 20 msec and 30 msec, respectively. Because many VoIP systems
use 20 msec packets [6], 15.2 kbit/s iLBC is a candidate for the baseline coder.
As described above, we first modify the iLBC to incorporate the sharing parts
with the enhancement layer.

One of the sharing parts is the representation of spectral envelope. In the
proposed BWE coder, MFCCs are used as spectral envelope parameters while
the most conventional speech coders including iLBC use LPCs as shown in
Fig. @ A filterbank analysis is applied to audio signals sampled at 16 kHz.
The filterbank analysis begins with a DC removal followed by a pre-emphasis
filtering. After that, a Hamming window is applied to the pre-emphasized audio
signals. In order to obtain MFCCs, a 512-point fast Fourier transform (FFT) is
first performed to compute the magnitude spectrum. The magnitude spectrum is
filtered by 23 triangular-shaped mel-filterbanks. The mel-filtered signal is trans-
formed into a logarithmic scale. Finally, a discrete cosine transform (DCT) is
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applied to obtain 23 MFCCs. Among them, only 12 MFCCs are quantized with
a 25 bits/frame [10].

On the other hand, we have to obtain 10 LPCs for the baseline coder. In
order to obtain LPCs, an inverse DCT is applied to the 12 quantized MFCCs
and 23 filterbank energies are estimated as shown in Fig. Bl Next, the power
density spectrum whose frequency range is from 0 to 8 kHz is also estimated by
linearly interpolating these 23 filterbank energies. In order to obtain LPCs used
for the baseline encoder, we only take a half of the power density spectrum, which
results in the frequency range from 0 to 4 kHz. And then, a 256-point inverse
FFT is applied to compute the autocorrelation coefficients. The autocorrelation
coefficients are smoothed by applying a lag window. Finally, we obtain 10 LPCs
using the Levinson-Durbin recursion. These 10 LPCs are used in the baseline
coder to model speech signals.

The bit allocation for the proposed BWE coder is shown in Table [l The
main difference of the bit allocation for the proposed BWE coder from that of
the iLBC is that 25 bits/frame are assigned to MFCCs, while 20 bits are used for
LSF quantization in the iLBC. Figure Blshows the proposed MFCC quantization
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Table 1. Bit allocation for the proposed BWE coder

Parameter The number of bits assigned per frame
MFCCs 25
Residual state samples 171
Adaptive codebook index 67
Adaptive codebook gain 36
Etc. 10
Total 309

Table 2. Bit allocation for the proposed MFCC VQ

Index Number of bits Function
i1 1 Prediction selector for C;
79 1 Prediction selector for Co
13 5 VQ index for C;
74 11 First stage VQ index for Cs
i5 7 Second stage VQ index for Cq
Total 25

which is based on a safety-net predictive VQ (PVQ) by combining a PVQ with
a memoryless VQ, where the memoryless VQ plays a role in reducing the error
propagation due to the prediction structure in PVQ [II]. For a given MFCC
vector, it is required to select one of either PVQ or the memoryless VQ in the
safety-net PV(Q. Hence, we use the Euclidean distance measure to select one of
the VQs. In other words, PVQ is selected if the distance from PVQ is smaller
than the from the memoryless VQ, and vice versa. In other words, an input
MFCC vector of the nth frame is split into 2 subvectors as

an- (1] |

where Ci[n] and Cz[n] are an 1-dimensional subvector and a 12-dimensional
subvector as described before. Then, each subvector is quantized by its corre-
sponding safety-net PVQ, where a selector determines one of either PVQ or the
memoryless VQ depending on the Euclidean distance measure. In PVQ, predic-
tion is based on a past one quantized MFCC vector such as

Cipln] = a;Ci[n — 1], (2)

where «; is the prediction coefficient of the past one frame of the ith subvector
in Eq. (). Especially, we construct the memoryless VQ and PVQ for Cy with a
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Fig. 5. A procedure of the MFCC to LPC conversion

multi-stage VQ because the multi-stage VQ is generally known to be efficient in
search and training of VQ for high dimensional vectors [12]. Finally, we need to
assign the number of bits to five quantization indices as described in Table 2l

As a result, we need more 5 bits/frame for the proposed BWE coder compared
with the LSF quantization in the iLBC. In addition, the numbers of bits assigned
for residual samples, codebook indices, and gains remain as in the iLBC as shown
in Table [Tl

3 Proposed BWE Decoder

Figure[6 shows a block diagram of the proposed BWE decoder. It mainly consists
of two parts: the baseline decoder and the enhancement layer decoder. The
enhancement layer decoder decodes 12 MFCCs from the transmitted bit-stream
and converts these MFCCs into 10 narrowband LPCs and 16 wideband LPCs.
And then, it generates wideband excitation signals from the excitation decoded
by the baseline decoder. Finally, audio signals whose bandwidth is about 8 kHz
are obtained by filtering the wideband excitation.

The 10 narrowband LPCs are obtained from MFCCs by using the identical
procedure described in Section 3, whereas we can obtain 16 wideband LPCs from
MFCCs by using the power density spectrum ranging from 0 to 8 kHz during
the conversion procedure.
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In order to synthesize high frequency signal, the wideband excitation is
needed. A detailed block diagram of wideband excitation generation is shown in
Fig.[1 First, the narrowband excitation from the baseline decoder is interpolated
as

_ - 68(]4’/2) k:0’27,2N—2
ez,lﬁ(k)_{o k:]_,?),"',2N_]-’ (3)

where N is the number of samples per frame in the baseline decoder, and eg (k)
and ejg(k) are the k-th samples of the narrowband excitation and the interpo-
lated excitation, respectively. Next, half wave rectification is performed to the
interpolated excitation for generating high frequency components as

B ei’lg(k) ’Lf ei,m(k) >0
er6(k) = {0 otherwise O<k<2N, (4)

where e, 16(k) is the k-th sample of the half wave rectified excitation. In or-
der to compensate for the reduced dynamic range due to the baseline coder,
the half wave rectified excitation is emphasized through the pre-emphasis filter,
1-0.92~% A high pass filter whose cutoff frequency is 4 kHz is applied to the pre-
emphasized excitation. Thus, the wideband excitation, e14(k) is finally obtained.
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In order to obtain decoded audio signals, eg(k) and ejg(k) are passed through
the filters constructed by the narrowband LPCs and the wideband LPCs, re-
spectively. Then, sg(k) filtered from eg(k) is interpolated by a factor of 2 and
then pre-emphasized to increase the dynamic range of the highband spectrum.
That is,

Sp’g(k) = Si’g(k) — ,3 Si’g(k)7 0<k< 2N, (5)

where s;s(k) and spg(k) are the k-th samples of the interpolated and pre-
emphasized audio signals from the baseline decoder, and ( is set to 0.2. Note
that s; g(k) and s, s(k) are samples at a rate of 16 kHz.

Finally, we add two sets of audio signals, s, s(k) and s16(k) to make the re-
sultant audio signals. In this case, there are two factors we have to consider: one
is a weighting factor between s, s(k) and si6(k), and the other is a delay, D,
occurred from the decimation at the proposed BWE encoder to make narrow-
band audio signals from the input audio signals. As a result, the decoded audio
signals, $14(k) are obtained by

§16(k') = Wi * Slﬁ(k') + ws - Spvg(k + D) 0<k< 2N, (6)

where wg and wig are the weighting factors for the decoded signals from the base-
line decoder and those from the enhancement layer, respectively. From the
exhaustive experiments, it was found that wg = 1.2 and wis = 0.5 provided
the best audio quality. Also, the delay was set at D=48.

4 Performance Evaluation

The performance comparison has been done in two ways: spectrum comparison
and informal listening tests.

Figure [§ shows the performance comparison in the spectrum domain. Here,
the 70th track in the sound quality assessment material (SQAM) was used as an
original signal [13]. Because SQAM audio files were recorded at a sampling rate
of 44.1 kHz, each file was down-sampled from 44.1 kHz to 16 kHz and we only
took right channel signals. In the figure, the spectrum of the input audio signal
is displayed in Fig. B(a). During the process of the proposed BWE algorithm,
the baseline coder requires audio signals sampled at 8 kHz, which is depicted in
Fig. B(b). Figures Bl(c) and (d) show the spectrum of the decoded audio signal
only by the baseline decoder and that by the proposed coder, respectively. It
was shown that the spectrum of the audio signals by the proposed BWE coder
was very close to that of the original audio.

To compare the quality in a subjective way, we performed an AB-comparison
test with the baseline coder and the proposed BWE coder. For this end, we chose
four genres such as pop, classical, jazz, and rock music. Each genre consisted of
five audio files, which resulted in 20 audio files as a total. Here, audio files were
also prepared from SQAM. Seven people without having any auditory disease
participated in this test.
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decoded by the proposed BWE coder
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Table 3. Preference test results for the proposed BWE coder and iLBC

Preference Score (%)
Genre Proposed BWE coder iLBC

Pop 85.7 14.3
Classical 88.5 11.5
Jazz 80.0 20.0
Rock 97.2 2.8
Average 87.9 12.1

Table Bl shows the percentage of the relative preference of the proposed BWE
coder compared to the baseline coder, iLBC. From the table, it was shown that
the proposed BWE coder was significantly preferred with 87.9% to the iLBC for
all the genres and all the audio files.

5 Conclusion

In this paper, we have proposed a bandwidth extension of the iLBC for music
delivery over IP networks. The proposed BWE coder was on the basis of an
embedded structure constructed by the iLBC as a baseline coder. The proposed
coder was designed to increase the bandwidth with a minimal bit-rate increase.
This was achieved by sharing spectral envelope parameters of the enhancement
layer with those of the baseline coder. In addition, the excitation signals for
the enhancement layer were generated by using the excitation decoded by the
baseline coder. As a result, the increased bit-rate of the proposed coder was
only 0.25 kbit/s. The performance of the proposed BWE coder was evaluated
in terms of spectrum comparison and the preference listening test. It was shown
that the proposed bandwidth extension coder gave significantly better quality
than the iLBC.
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Abstract. Geographical Information Systems (GIS) technology plays an
increasingly important role in Location-Based Services (LBS), which in-
clude applications such as car navigation, tour guide information, route-
guide information, and tracking systems. Most GIS applications focus on
showing the stored information on a map, not providing user-oriented map
services to register user’s preferred information. We propose an ontology-
based approach to register and to search personal information on maps.
We also implement a GIS search prototype considering user preferences
using favorite food information and having a connection function to Web
sites on the map using our digital map format. Our contribution is to pro-
vide a personalized service by connecting LBS/GIS services and ontology
technology.

Keywords: Geographical Information Systems, Location-based Services,
Ontology-based Search, Semantic Web, RDQL, RDF content, Protégé/
OWL.

1 Introduction

Location-based Services (LBS) can be defined as services that integrate a mobile
device’s geographic position with other information to provide additional values
for a user [1],[2],[3]. In this sense it is essential that LBS must include Geo-
graphical Information Systems (GIS) and Global Positioning Systems (GPS) to
provide information geographically close to the user’s location. The LBS applica-
tions are widely used in location tracking, tourist assistance, traffic monitoring,
and security [4],[5].

As the Web continues to grow, we can attain a huge quantity of information.
Users want to find abstracted and customized informatio