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Abstract. Adaptive background subtraction (ABS) is a fundamental
step for foreground object detection in many real-time video surveillance
systems. In many ABS methods, a pixel-based statistical model is used
for the background and each pixel is updated online to adapt to vari-
ous background changes. As a result, heavy computation and memory
consumption are required. In this paper, we propose an efficient method-
ology for implementation of ABS algorithms based on multi-resolution
background modelling and sequential sampling for updating background.
Experiments and quantitative evaluation are conducted on two open data
sets (PETS2001 and PETS2006) and scenarios captured in some public
places, and some results are included. Our results have shown that the
proposed method requires a significant reduction in memory and CPU
usage, meanwhile maintaining a similar foreground segmentation perfor-
mance as compared with the corresponding single resolution methods.

Keywords: Adaptive background subtraction, multi-resolution mod-
elling, principal feature representation, statistical modelling.

1 Introduction

Adaptive background subtraction (ABS) is a fundamental step in video surveil-
lance [TI2I3/4]. A video surveillance system often employs a stationary camera
directing at the scene of interest. A background model is then generated and
dynamically maintained to follow the background changes.

Much work has been done on adaptive background subtraction (ABS) using
pixel-based statistical modelling. Wren [3] employed a single Gaussian model to
describe the color distribution of each pixel. In [4], a model of mixture of Gaus-
sians (MoG) is proposed to handle more complicated situations, e.g., moving
bush under windy conditions. Many enhanced variants of MoG have been pro-
posed. Some integrated the gradients [5], depth [6], or local features [7] into the
Gaussians. Others employed the non-parametric models, e.g. kernels, to replace
the Gaussians [8I9]. In [I0], a model of principal feature representation (PFR)
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was proposed to characterize each background pixel. Using PFR, multiple fea-
tures from the background, such as color, gradient, and color co-occurrence, can
be learned online and used for classification of background and foreground.

By employing various statistical models and multiple features for background
modelling, adaptive background subtraction (ABS) methods become robust with
respect to a variety of complex backgrounds. The price, however, is the require-
ment of large memory space and heavy computation [IT]. This makes the meth-
ods difficult to be applied to real time surveillance on high-resolution images.

It is observed that for images captured by surveillance cameras in public
places, most pixels belong to some objects or patches, e.g., road surfaces, veg-
etation and sky. Such pixels only contain small local feature variations. It indi-
cates that a single statistical model can be employed to monitor a local patch in
such smooth image regions. For those small percentage of image pixels that are
associated with neighborhoods containing high local visual feature variations,
e.g. edges between smooth regions, individual statistics is required to accurately
characterize each pixel. Motivated by the above, we propose a novel method of
multi-resolution adaptive background subtraction (MRABS) for efficient fore-
ground detection. Compared to the region-based method in [12], ours uses gra-
dient statistics to select smooth patches with a fixed memory consumption for
background modelling, which is more robust for long-term running and easier
for hardware implementation. Meanwhile, a sequential sampling is proposed to
improve the efficiency of model updating.

The proposed method is implemented on both PFR-based and MoG-based
algorithms. Our analysis shows that using the proposed method, only around
1/8 of memory and 1/6.4 of CPU resource are needed. In real implementation,
some extra memory and computations are required. Overall, for a similar back-
ground subtraction performance, it is found that the multi-resolution PFR-based
algorithm requires about 20.7% memory space and 29.4% CPU consumption as
compared with the single-resolution version of the algorithm, while the required
memory space and CPU usage for the multi-resolution MoG-based algorithm are
reduced to 36.5% and 57.5% as compared with its single-resolution version.

The rest of the paper is organized as follows. Section 2 describes the multi-
resolution modelling method, including the analysis of computational efficiency.
Section 3 describes the experiments with some results and performance evalua-
tion included. Finally, conclusions are given in Section 4.

2 Multi-resolution Adaptive Background Subtraction

The proposed method contains four parts: Multi-Resolution (MR) Management,
MR Background Modelling, MR Background Subtraction, and MR Model Up-
dating, as shown in Figlll To make it easy to understand, we use PFR-based
algorithm as the example. However, the proposed multi-resolution background
maintenance method can also be applied to other algorithms in a similar manner,
e.g. we have applied the method to the MoG-based algorithm.
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Fig. 1. Block diagram of the multi-resolution adaptive background subtraction method

2.1 Multi-resolution Management

To achieve multi-resolution background modelling, a high resolution image is
first divided into small blocks of fixed size (Wpg x Hp pixels). A block is classified
as either low or high resolution based on the statistics of local variations.

Since image gradient is a good feature to indicate local variations, we use
an accumulated gradient feature, variance of the gradient power, for resolution
management. Let (¢s,9y) be the gradient vector generated by a Sobel operator
at the pixel x=(z,y) in frame I;. The power of gradient, G%; (x) = g2 + 957 is
then accumulated along time using

Gh(x) = a- G (x) + (1 - )G (%) (1)

where o is a constant used as a smooth factor («=0.01 in our tests). The variance
of the gradient power for the #th block is computed over all pixels in the block,

oi = B(Gy — B(GYy))* (2)

where E(-) is the expectation. Since most blocks have smooth local neighbor-
hoods, the corresponding variances Uf)i are small. From the histogram of Jf’i over
all blocks in the image, a small threshold value Th can be found such that the
histogram area below this threshold covers ~,,% of image blocks. These blocks
are set as the low resolution blocks. The 1 —,,% blocks that exceed the thresh-
old (i.e., having high local variations) are assigned as high resolution blocks.
Examples of multi-resolution block representation on several scenes are shown
in Figl2l With a fixed 7,,, the memory usage is also fixed.

All blocks are initially set as low resolution when the system starts. The
resolution of each block is then updated every tiqi, seconds by the resolution
management module: For the #-th block, if 07, >Th is satisfied at time ¢ and
block was in low-resolution at ¢ — 1, it is changed to a high resolution block.
Conversely, if the i-th block was in high resolution and O’ii < Th is satisfied at
time ¢, the block is switched to low resolution block.
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Fig. 2. Images contain high/low resolution blocks and their variance of gradient power
values. Row-1: images where small red rectangles denote high-resolution blocks, v, =
90. Row-2: the corresponding sorted histograms of o7 ; (showing the top 16%)

2.2  Multi-resolution Background Modelling

Since the low-resolution blocks represent areas with low local variations, it im-
plies that pixels within these blocks have similar colors and gradients. For PFR-
based method, the features of co-occurrences (M,.), which are employed as the
feature for dynamic background, can be deleted. For a high-resolution block, all
three types of the principal features (M., M., M..) are maintained at each pixel
in the block. The number of these principal features is described in Table [T

Table 1. Values of parameters

Parameter Value
M_.: number of principle colors 30
M, : number of principle gradients 30
M¢.: number of color co-occurrence 60

(Wg, Hg): width and height of each block (4,4)

Let B; be a high-resolution block, and Ng = W x Hpg be the size of the block
(4x4 in our tests). The tables for the PFR algorithm can be expressed as

To(By) = {To(x;)};4 3)

for the j-th pixel x; € B;, its feature vector contains 3 component vectors: color,
gradient and color co-occurrence (v = ¢, e and cc). For each component feature
vector, the table can be expressed by

To(xi) = {p" (0), {S5* (D) = (o, Pl v0) Y121} (4)

All together, 3x Np tables are used for each block. We use unsigned char (1 byte)
for color vector ¢ and color co-occurrence vector cc, short integer (2 bytes) for
gradient vector e and floating point (4 bytes) for all the possibilities p. The size
of the features are shown in Table[ll We can estimate the memory space required
for the three principal features at a pixel in a high resolution block by:

me = (25; +257)x M. + Sy = 364 bytes

me = (3Sc + 2S55)x M. + S5 = 334 bytes (5)
Mee = (6Sc + 2S7)xMec+ Sy = 844 bytes
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If the block B; is assigned as a low-resolution block, then there is one table
for principal colors and one table for principal gradients in the block:

Te(Bi) = {pi' (0). {SE () = (b, Pl )} 125}
T.(Bi) = {pi (b), {Se"(1) = (P, L, s ) }ios }

Based on this, we can compute the storage space for different types of block,
which is myp = me + me. = 698 bytes for a low resolution block and mp, =
(WexHp)x(me +m. + me.) = 24672 bytes for a high resolution block.

Let Ny = M xN be the image size, 7,,% be proportion of the low-resolution
blocks, Ny, and Ny, be the number of high-resolution and low-resolution blocks,
respectively, where

(6)

th: WAQHBX(]-_’YW%% (7)
N = o lm, X¥m%

Set % = 90%, from Table [Il one can obtain Np, = 0.00625N; and Ny, =
0.05625N;. Hence, the total memory consumption for the background in the
multi-resolution PFR-based models is memy;r = mipy X Nijp+mpp X Npp ~ 193N7.
Original single resolution PFR method equivalents to treating all blocks as in
high resolution, the required memory space is memyorma; = 1542N7. Hence, the
required memory space of the multi-resolution PFR-based method is reduced to

193N, 1

1542N; ~ g'Me! M inermal ®)

mempmyr ~

2.3 Multi-resolution Background Subtraction

Under multi-resolution background modelling, the background model of the
block is used for background and foreground classification if a pixel is in a low-
resolution block. If a pixel is in a high-resolution block, the background model
of that pixel is used. Since the computational in feature matching is high for the
PFR-based method, the following coarse to fine process is proposed.

First, background differencing (BD) between input frame and the maintained
background image, and temporal differencing (TD) between two consecutive in-
put frames are performed at a lower resolution. The results are then zoomed-in
to the original resolution to yield an initial coarse foreground mask. In most
scenarios captured by a surveillance camera, a large portion of the image does
not contain foreground objects. As a result, much CPU power can be saved. To
keep small objects of interest in scene, a quarter-sized image is used for the BD
and TD operations (i.e., W = (1/2)W, H, = (1/2)H).

Next, Bayesian classification is performed pixel by pixel on the obtained fore-
ground mask to refine the segmentation. For a pixel in a low-resolution block,
only color and gradient are used. For a pixel in a high-resolution block, all three
features, color, gradient, and color co-occurrence, are taken into consideration.



Efficient Adaptive Background Subtraction 123

2.4 Multi-resolution Background Maintenance

Different updating strategies are applied to the blocks of different resolutions. For
a high-resolution block, pixel by pixel updating operation is applied. However,
for a low-resolution block, the following sequential sampling method is proposed
since the visual features from different pixels inside the block are similar and
stable through the time: at each time step, the background model of the block
is updated by the features from one pixel sequentially sampled from the block,
as indicated by Fig[3l

® OO0 O@®@0OO0 O0O0O0
OO0OO0O0 OO0OO0O0 OO0O0O0
OO0OO0O0 0000 OO0O0O0
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I_16n I_16n+1 1_16n+15

Fig. 3. Updating the background model for a 4x4 block using the sequential sampling

Using 4x4 blocks, a pixel in a low-resolution block is sampled once every
16 frames to update the block background model. Similarly, we can obtain the
computational cost for the updating with respective to conventional method,

Npp+(Wp xHp xNpp) U

UpdateMR = N pdatenormal = 6%4 XUpdatenormal (9)

That implies that only 15.6% of the updating time is needed as compared to
conventional single resolution updating routine.

3 Experimental Results

The proposed method has been tested on image sequences from several open data
sets, including PETS 2001 and 2006 data sets, and some sequences captured in
the public places at Santosa (Singapore). In our tests, 10% of the blocks are
set as high resolution (i.e., 7, % = 90%). Our tests were conducted using both
multi-resolution PFR~based method and multi-resolution MoG-based method.

3.1 Evaluation: Computational Cost and Memory Usage

The text results in Table [2] shows the average memory consumption and frame
rate of PFR-based and MoG-based background subtraction operations on the
PETS data set with the conventional single resolution and the proposed multi-
resolution technique. The results were obtained using a 3.0GHz Dell Desktop
with 1GB memory. In the real implementation, some extra memories are needed
to save temporal results. Therefore, the obtained memory usage is higher than
the theoretical analysis.
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Table 2. Average memory consumption for the PETS dataset (image size 768 x576):
the conventional single resolution (SR) technique vs. the proposed multi-resolution
(MR) technique

Method Using SR Using MR
Principal Feature Representation (PFR) 870MB, 1.62fps 180MB, 5.5fps
Mixture of Gaussians (MoG) 63MB, 6.3fps 23MB, 11.0fps

One can observe that by employing multi-resolution strategy, the processing
speed of the PFR-based algorithm is increased by 3.4 times, with only about
20.7% of the memory space consumption as compared with the conventional
single resolution method. That is, to reach real-time processing (>8fps) using
PFR-based algorithm, previously one system can only process one input color
stream at a small resolution of 176x144. With the proposed multi-resolution
technique, the same system can now process two input color streams of 352x288
resolution at 11fps each without any hardware upgrading. For some cases where
a lower frame rate is acceptable, the reduced memory requirement enables one
system to process even more inputs at same time.

For the multi-resolution MoG-based method, we achieved less significant im-
provements, with nearly doubling the processing speed, and requiring only 36.5%
of memory as compared with conventional single resolution alternative. It is be-
cause the feature matching in MoG algorithm is really simple. It actually takes
less time to perform direct feature matching for foreground and background
classification on image in original resolution than the coarse to fine operations
(image zooming down, “TD”, “BD”, and zooming back to its original size). But
for mass deployment, this 50% resource saving could be rather significant.

Table 3. Detailed processing time for modules: SR technique vs. MR technique

TD BD GD Classification Updating Others

PFR  4.55 7.82 0.54 5.79 37.25 4.36
MR-PFR 1.08 2.07 0.33 3.20 9.19 2.24
MoG - - - 6.87 9.33 -
MR-MoG - - 0.39 4.80 2.94 0.94

Table [ shows some details on how much time each module takes in PFR-
based and MoG-based background subtraction operations with and without the
proposed multi-resolution technique. Each item is average time consumed (in sec-
onds) for processing 100 input frames of 768x576 resolution. “TD” and “BD”
represent temporal differencing and background differencing, respectively. “GD”
means gradient detection using Sobel algorithm, “Classification” is foreground
and background classification, “Updating” means background model updating,
and “Others” is for all other processing, such as memory copying to save tempo-
rary results, etc. For original PFR-based method, the “TD” and “BD” operations
are performed on the input resolution images, while those in MR-PFR method
are performed on quarter-size inputs. It clearly shows the proposed MR tech-
nique can well improve the efficiency of both complicated (e.g. PFR) and simple
(e.g. MoG) background subtraction algorithms.
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Fig. 4. Background subtraction: conventional single resolution (SR) method vs. the
proposed multi-resolution (MR) technique. Rows 1 to 2: PETS2001 Dataset-1 Camera-
1; Rows 3 to 4: PETS2006 Scene-3 Clip-1; and Rows 5 to 6: Santosa Dataset-1



126 R. Luo, L. Li, and I.Y.-H. Gu

3.2 Evaluation: Effectiveness of the Method

The performance of the foreground segmentation by adaptive background sub-
traction is evaluated and compared for algorithms using the conventional single
resolution and the proposed multi-resolution technique . The quantitative eval-
uation is performed on three blindly picked sequences from the testing data set,
they are: PETS2001 Dataset-1 Camera-1, PETS2006 Scene-3 Clip-1 and Santosa
Dataset-1.

For each sequence, processing results are sampled on every 100-frame intervals.
The segmentation results of these sample frames are then compared with the
manually generated “ground truths”. The example of the segmented results from
the PFR-based and MoG-based methods with single and multi- resolution, and
the ground truth are shown in Fig[d]

To further evaluate the method, we use the metric defined as the ratio between
the intersection and the union of the ground truth and the segmented regions,
as used in [10],

ANB
S(A,B) = AUB (10)

Table @ includes the resulting metric values for the two methods, PFR and
MoG, with and without applying multi-resolution technique. According to [10],
the performance is rather good if S > 0.5 and is nearly perfect if S > 0.8.
Since the regional information from all pixels is used to update its background
model along the time in the low-resolution blocks, and most blocks belong to
low-resolution, from Table[] it is observed that one can significantly improve the
system efficiency with very little sacrifice of the effectiveness by using the pro-
posed multi-resolution technique. For most cases on the PETS dataset, where the
images have higher quality, the system performance are even slightly improved.

Table 4. The resulting metric values S (defined in Eq.([I0)) for quantitative evaluation
and comparison of the effectiveness of adaptive background subtraction methods: single
resolution (SR) technique vs. multi-resolut (MR) technique

Name of dataset SR-PFR MR-PFR SR-MoG MR-MoG
PETSO01 Dataset-1 Camera-1 0.7 0.8 0.6 0.65
PETS06 Scene-3 Clip-1 0.74 0.76 0.51 0.6
Santosa 0.75 0.73 0.5 0.47
Average 0.73 0.763 0.537 0.573

4 Conclusion

The proposed multi-resolution background maintenance method, aimed at im-
proving the efficiency on memory usage and computational cost in adaptive
background subtraction, has been applied and tested to the principal feature
representation (PFR)- and the mixture of Gaussians (MoG)-based methods. By
dividing each input image into fix-size high and low resolution blocks using a
gradient-based analysis, and using a sequential sampling method for updating
the background model, we have achieved 3.4 times faster speed in computation,
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with only 20.7% memory consumption as compared with the conventional pixel-
based PFR algorithm. For MoG-based method, the proposed multi-resolution
approach has resulted in 1.74 times faster speed, and requires 36.5% of memory
space as compared with its pixel-based correspondence.
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