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Preface

After a vibrant and successful event in Burgos, Spain, last year, this year’s inter-
national conference on Intelligent Data Engineering and Automated Learning—
IDEAL 2007 (http://events.cs.bham.ac.uk/ideal07/)—was held in the second
largest city of the UK, Birmingham. The IDEAL conference has become a unique
multidisciplinary forum for researchers in both theoretical and practical aspects
of learning and information processing, data mining, retrieval and management,
bioinformatics and bio-inspired models, agents and hybrid systems, and financial
engineering. A special feature of the IDEAL conferences is the cross-disciplinary
exchange of ideas in emerging techniques and applications in these areas. Data
engineering and associated learning paradigms are playing increasingly impor-
tant roles in an increasing number of disciplines and fields. The multidisciplinary
nature of contemporary research and modern technology is pushing boundaries
and one of the principal aims of the IDEAL conference is to promote interactions
and collaborations across disciplines.

This volume of Lecture Notes in Computer Science contains accepted papers
presented at IDEAL 2007 held at the University of Birmingham, UK, during
December 16–19, 2007. This year, the conference received over 270 submissions
from around the world, which were subsequently peer-refereed by the Programme
Committee comprising leading scholars in the field. Each paper was rigorously
reviewed by two reviewers and only papers that had received positive comments
from both reviewers were accepted and included in the proceedings in order to
maintain the highest quality of the conference. This resulted in about 110 top
quality papers for the conference and the proceedings. The acceptance rate was
about 40%. The buoyant numbers of submissions in recent years are a clear in-
dication of the importance of the fields related to IDEAL and the popularity
of the IDEAL conference and community. This year’s conference had five reg-
ular themes: Learning and Information Processing, Data Mining and Informa-
tion Management, Bioinformatics and Neuroinformatics, Agents and Distributed
Systems, and Financial Engineering and Modelling. Two special sessions, Agent-
based Approach to Service Sciences and Neural-evolutionary Fusion Algorithms
and Their Application, were also organized by Akira Namatame and Sancho
Salcedo-Sanz, respectively. Many new ideas, novel algorithms and emerging tech-
niques were reported and discussed at the conference.

This 8th IDEAL conference also enjoyed outstanding keynote speeches by dis-
tinguished guest speakers: Piero Bonissone, GE Global Research, Kevin Kelly,
Carnegie Mellon University, Toby Gibson, European Molecular Biology Labora-
tory, and Soo-Young Lee of the Korea Advanced Institute of Science and Tech-
nology. Their in-depth coverage and work on various challenging topics served
as both exceptional examples and inspirations for others.



VI Preface

This year IDEAL also teamed up with two international journals, namely,
the International Journal of Neural Systems and the Journal of Mathematical
Modelling and Algorithm for two special issues. The extended papers, together
with contributed articles received in response to subsequent open calls, will go
through further rounds of peer refereeing in the remits of these two journals.

We would like to thank the International Advisory Committee and the Steer-
ing Committee for the guidance and advice. We would particularly like to ac-
knowledge the diligent work of our Programme Committee members, who
performed review tasks admirably under tight deadline pressures.

Particular thanks go to CERCIA (The Centre of Excellence for Research
in Computational Intelligence and Applications) and the School of Computer
Science (especially Ceinwen Cushway) of the University of Birmingham, for their
support and organization of IDEAL 2007.

We are also grateful to the publisher, Springer, especially Alfred Hofmann
and Anna Kramer at the LNCS Editorial Office, for their continued support and
collaboration in this demanding publication project.

Last but not the least we thank all the authors and participants for their
contributions that made this conference such a successful and enjoyable event.

October 2007 Hujun Yin
Peter Tino

Emilio Corchado
Will Byrne

Xin Yao
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José Adserias Toshio Fukuda
Khurshid Ahmad Colin Fyfe
Nigel Allinson Bogdan Gabrys
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Igor Farkas José F. Mart́ınez
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José Ramirez Thomas Villmann
Omer Rana Lipo Wang
Vic Rayward-Smith Dong-Qing Wei
Perfecto Reguera Ian Wood
Bernadete Ribeiro Gordon Wyeth
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Maŕıa José Ramı́rez-Quintana

Segmentation and Annotation of Audiovisual Recordings Based on
Automated Speech Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 620

Stephan Repp, Jörg Waitelonis, Harald Sack, and Christoph Meinel

Mining Disjunctive Sequential Patterns from News Stream . . . . . . . . . . . . 630
Kazuhiro Shimizu, Isamu Shioya, and Takao Miura



XVI Table of Contents

A New Dissimilarity Measure Between Trees by Decomposition of
Unit-Cost Edit Distance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 643

Hisashi Koga, Hiroaki Saito, Toshinori Watanabe, and
Takanori Yokoyama

Optimizing Web Structures Using Web Mining Techniques . . . . . . . . . . . . 653
Jonathan Jeffrey, Peter Karski, Björn Lohrmann,
Keivan Kianmehr, and Reda Alhajj

A Collaborative Recommender System Based on Asymmetric User
Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 663

Marta Millan, Maria Trujillo, and Edward Ortiz

Stop Wasting Time: On Predicting the Success or Failure of Learning
for Industrial Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 673

J.E. Smith and M.A. Tahir

Parallel Wavelet Transform for Spatio-temporal Outlier Detection in
Large Meteorological Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 684

Sajib Barua and Reda Alhajj

A Tool for Web Usage Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 695
Jose M. Domenech and Javier Lorenzo

An Algorithm to Mine General Association Rules from Tabular Data . . . 705
Siyamand Ayubi, Maybin Muyeba, and John Keane

Intrusion Detection at Packet Level by Unsupervised Architectures . . . . . 718
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Frank Höppner and Alexander Topp

Extracting Meaningful Contexts from Mobile Life Log . . . . . . . . . . . . . . . . 750
Youngseol Lee and Sung-Bae Cho

Topological Tree Clustering of Social Network Search Results . . . . . . . . . . 760
Richard T. Freeman

Bioinformatics and Neuroinformatics

A Framework to Analyze Biclustering Results on Microarray
Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 770
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Support Function Machines
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Abstract. This paper proposes a novel model of support function machine
(SFM) for time series predictions. Two machine learning models, namely,
support vector machines (SVM) and procedural neural networks (PNN) are
compared in solving time series and they inspire the creation of SFM. SFM
aims to extend the support vectors to spatiotemporal domain, in which each
component of vectors is a function with respect to time. In the view of the
function, SFM transfers a vector function of time to a static vector. Similar to
the SVM training procedure, the corresponding learning algorithm for SFM is
presented, which is equivalent to solving a quadratic programming. Moreover,
two practical examples are investigated and the experimental results illustrate the
feasibility of SFM in modeling time series predictions.

Keywords: support vector machine, learning algorithm, support function, proce-
dure neural networks, time series predictions.

1 Introduction

There has been more than ten years since support vector machines(SVM), the most
popular machine learning model, was invented by V. Vapnik [1]. This decade discerned
fast development of research on SVM both in theory and application. SVM as a gen-
eral classifier or regression function has shown its great fascination than other models,
such as neural networks, especially when samples are sparse and the established model
by SVM has good(may be the best) generalization capability. SVM is recently of in-
creasing interest more and more due to its promising empirical performance compared
with other learning techniques [2]. Instead of using empirical risk minimization(ERM),
which is commonly used in traditional learning, SVM is founded on structural risk min-
imization(SRM). ERM only minimizes the error occurred to training data whilst SRM
minimizes an upper bound of the generalization error. This enables SVM to generalize
well. The basic principle of SVM is to map the input space to a high-dimensional fea-
ture space using kernel techniques. A linear discriminant analysis is then formulated in
the feature space to maximize the margin between two classes so as to maximize the
generalization ability. Moreover, a discriminant analysis process is conducted based on
a set of support vectors which are selected automatically from training data [3].

For time series predictions, SVM has been utilized as a regression function [4]. But
while preparing samples for SVM, all functions which are dispersed in a certain inter-
val of time, have to be transferred to spacial vectors. So essentially, SVM still performs

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 1–9, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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functions that map static vectors from one space to another. Recently, procedural neu-
ral networks (PNN) was proposed for spatiotemporal modeling [7]. PNN is a temporal
neural networks model which aims to simulate time series predictions. Different from
the classic neural networks (NN) in which neurons can not change state with respect
to time, PNN combines the spatial and temporal information together, namely neurons
process information both from space and time simultaneously. Based on PNN, some
other models and learning strategies can be modified to simulate time series as well. In
the past years, PNN models, properties and learning algorithms have been approached,
such as complex number procedure neural networks [5], functional procedure neural
networks [6], approximation ability to functional function [8] and trainings [9]. Natu-
rally, the two models, SVM and PNN, inspire the following motivations: Can we find
such a model, which shares the form with SVM, has the function similar to PNN and
simulates time series better? Can we minimize the generalization error of PNN by in-
troducing such support functions? This paper will investigate these problems and try to
construct an efficient model for time series predictions.

The rest of this paper is organized as follows. In section two, a new model named
support function machine (SFM) is established for simulating spatiotemporal problems.
Section three deals with the learning algorithm for classification and regression respec-
tively referring to the quadratic maximum problem of SVM, and for classification prob-
lems detail learning steps are presented. In section four, two examples, harm forecasts
and stock predictions, are investigated. Finally, conclusions are given in section five.

2 Support Function Machines Model

Suppose we have N input patterns, xi ∈ R
n be the i-th input pattern, where n is the

number of the input variables, and yi be the corresponding label of xi. A SVM model
based on the support vectors found through learning is defined as

f(x, α) =
N∑

i=1

αiyiK(x, xi) + α0 (1)

where, K(x, xi) is called a kernel function and α = (α0, α1, · · · , αN ) is the parameter
vector needed to be confirmed.

In contrast to SVM, SFM is based on training data pairs (xi(t), yi), in which t ∈
[T1, T2], input patterns xi(t) = (xi1(t), xi2(t), · · · , xin(t)) and labels yi = (yi1, yi2,
· · · , yim), where i = 1, 2, · · · , N . Here m is the dimension of output, T1 and T2 are
time boundary points. In this paper we only consider the case n � 1, m = 1 which
corresponds to a multi-input and mono-output system. Different from SVM, all training
data in SFM are vector functions of time which are discrete in interval [T1, T2]. In
real world, sometimes data sampled in [T1, T2] are not simultaneously recorded, i.e. in
different dimensions different t ∈ [T1, T2] are used as the sampling time points. This
makes SVM difficult to simulate, because traditionally in SVM all the components of a
vector must be captured simultaneously.
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Fig. 1. Support function machine model

We denote x(t) as a general vector function and xi(t) as the i-th support function
(corresponding to the i-th support vector in SVM). Then a SFM classifier based on the
support functions can be defined as

y = f(x(t), α) =
N∑

i=1

αiyiK(x(t), xi(t)) + α0 (2)

which describes a functional relation between the vector function x(t) and the vector
y. The structure of SFM is much similar to SVM as in Fig. 1. Here, we omit the first
subscripts of input vector x(t) = (x1(t), x2(t), · · · , xn(t)) which denote the sequence
numbers of samples.

A major revision is then made to determine the kernel function using functional
similarity for recognizing different attributes. The kernel functional function of the i-th
support function is defined as

K(x(t), xi(t)) = exp(β
s(x(t), xi(t)) − bi

bi
) (3)

where s(x(t), xi(t)) is a pair-wise similarity between function x(t) and xi(t), bi is the
maximum similarity associated with the i-th support function and β is a constant. It can
be seen that the term in the exponent function, which can be denoted as

c(x(t), xi(t)) =
s(x(t), xi(t)) − bi

bi
(4)

is in general non-positive.
In this study, we revise the form of bio-SVM [3] and promote SFM, which can be

regarded as the generalization of bio-SVM. Actually, there are many ways to define the
similarity of two functions and each similarity corresponds to a distance between two
functions, for example, in Euclid space

s(x(t), xi(t)) =
1

T1 − T2

∫ T2

T1

x(t) · xi(t)
‖x(t)‖‖xi(t)‖

dt (5)
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in which ’·’ denotes the inter-product of two vectors, ‖x(t)‖ denotes a norm of the
vector, while x(t) and xi(t) are continuous in [T1, T2]. If x(t) is a non-numerical se-
ries function, for instance, a sequence of discrete data x(t)|t∈[T1,T2] = {xljk|j =
1, · · · , n; k = 1, · · · , nj} and xi(t) = {xijk|j = 1, · · · , n; k = 1, · · · , nj}, here,
l, i = 1, · · · , N and nj is the hits number of component xij(t) in [T1, T2], the similar-
ity can be defined as

s(x(t), xi(t)) =
‖x(t) ∩ xi(t)‖
‖x(t) ∪ xi(t)‖

(6)

where ‖A‖ denotes the size of the set A.
In this paper, for the case of numerical samples in the Euclid space and xi(tk) =

{xijk|j = 1, · · · , n}, we define the corresponding vector function similarity as

s(x(t), xi(t)) =
1
M

M∑

k=1

x(tk) · xi(tk)
‖x(tk)‖‖xi(tk)‖ (7)

in which M denotes the sampling scale in the temporal domain.
Unfortunately, the similarity definition can not guarantee the corresponding kernel

function to be semidefinite positive, which is a Mercer’s kernel. In fact, it is well known
that the exponential of a distance is not, in general, a Mercer’s kernel. However, the
proposed kernel can always be made semidefinite positive by appropriate choice of pa-
rameter (β as in (3)) [14]. In particular, as long as no two samples in the training set are
exactly alike, it is always possible to make the kernel matrix diagonally dominant, and
therefore semidefinite positive, by making β sufficiently large. Therefore, the positive
definiteness of the kernel can usually be checked by evaluating the positive definiteness
of the kernel matrix obtained with the data sets.

3 Learning Algorithm

Typically, a learning algorithm for SVM is equivalent to solving a quadratic maximum
or minimum problem. This strategy is also valid for SFM except that it is different in
computing the kernel function. In the case of classification, the primal objective func-
tion (which should be minimized) is

E(α) =
1
2

N∑

i,j=1

αiαjyiyjK(xi(t), xj(t)) −
N∑

i=1

αi (8)

subject to the box constraint
0 ≤ αi ≤ C, ∀i (9)

and the linear constraint
N∑

i=1

αiyi = 0 (10)
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Here C is the restriction bound and can be different in each loop of computing α. In the
process of searching optimal αi, for instance, in the s-th iteration, it takes the form as

C(s) = max
i

{αi(s)} + 1 (11)

This is a quadratic restrictive optimal problem with respect to αi and can be solved by
a gradient descend strategy, i.e. update α by

αi(s + 1) = min{C(s), max{0, αi(s) − Δαi(s)}} (12)

where

Δαi(s) = η(yi

N∑

j=1

αj(s)yjK(xi(t), xj(t)) − 1) (13)

Here, η is learning rate, η ∈ (0, 1), and typically η is fixed.
While for regression functional function, similar to [10] SFM minimizes functional

function as follows.

E(α) =
1
N

N∑

i=1

|yi − f(xi(t), α)|ε + ‖α‖2, (14)

where |x|ε is an ε-insensitive error function defined as

|x| =

{
0, if |x| < ε

|x| − ε, otherwise
(15)

and the output of SFM has the following form

f(x(t), α∗, α) =
N∑

i=1

(α∗
i − αi)K(x(t), xi(t)) + α0 (16)

Intuitively, α∗
i and αi are ”positive” and ”negative” Lagrange multipliers (i.e., a single

weight) that obey α∗
i , αi ≥ 0, ∀i, and

∑N
i=1(α

∗
i − αi) = 0.

Referring to the dual theorem [11], the primal form of equation (16) can be written
as

L(α∗, α) =ε

N∑

i=1

(α∗
i + αi) −

N∑

i=1

yi(α∗
i − αi)

+
1
2

N∑

i=1

N∑

j=1

(α∗
i − αi)(α∗

j − αj)K(xj(t), xi(t)),

(17)

where the objective function should be minimized with respect to α∗ and α, subject to
the constraints

⎧
⎪⎪⎨

⎪⎪⎩

N∑

i=1

(α∗
i − αi) = 0

0 ≤ α∗
i , αi ≤ C, ∀i,

(18)
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here the parameter C is the same user-defined constant that represents a balance be-
tween the model complexity and the approximation error.

For the case of classification, the algorithm can be described in detail as follows.

Step 1. Initialize all parameters including SFM structure parameters (e.g. α) and
learning algorithm parameters (e.g. error precision ε).

Step 2. Choose an appropriate β and compute the kernel matrix by equation (3) until
it is semidefinite positive.

Step 3. Compute error function E1 according to equation (8) for all training samples.
Step 4. Update parameters α by equation (12) and equation (13).
Step 5. Compute error function E2 by equation (8).
Step 6. If |E2 − E1| < ε stop, otherwise let E1 = E2, go to step 3.

4 Application Examples

4.1 Harm Forecast of Horsetail Pine Worms

Horsetail pine worm is one of major harms to the forest in the southeast China.
Although much more has been done in development of techniques to protect forest
source, it is necessary to forecast the degree of worm harm in the coming season. The
data is provided by the Institute of Jinhua Epidemic Prevention. Each record includes
four segments, namely, later age through winter(LA), the first age(FA), the second
age(SA), and the anterior age through winter(AA). For each segment there are eight
observation fields including light-degree harm (LDH), middle-degree harm (MDH),
heavy-degree harm (HDH), total amount of worms(TAW), average amount of worm
in one tree (AAW), average amount of tree worm-harmed (AAT), area worm-harmed
(AWH) and area of one degree worm-harmed (AOD). In Table 1 we just give two
records of the horsetail worm harm affection from 1995 to 1996. Data in one year
naturally form one record corresponding to one sample for training SFM. In each
sample the four segments correspond to four values for each field in the temporal
domain. The seven columns of values (except HDH) compose the input vectors for
SFM, and the labels of heavy degree harm (HDH) in the associated seasons are the
desire outputs of SFM (1 denotes heavy and -1 denotes not heavy).

Table 1. Two samples of horsetail worm harm

Segments LDH MDH HDH TAW AAW AAT AWH AOD
LA 22636 899 -1 23535 2.1 42.2 178581 155046
FA 64798 17867 -1 82665 3.5 37.8 262990 180325
SA 113212 50202 1 163414 3.9 42.3 388334 224920
AA 154515 36068 1 192430 4.5 47.1 411479 219049
LA 115497 13665 1 129162 4.2 47.0 353690 224528
FA 147156 27869 1 175025 4.4 57.6 445607 270582
SA 125226 21048 1 146274 3.0 50.0 435536 289262
AA 63182 280 -1 63462 2.4 53.4 313313 249851
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Table 2. Warm harm heavy degree predictions

Training samples Test samples Error samples Accuracy
20 19 10 47.37 %
26 13 4 69.23 %
30 9 2 77.78 %
32 7 1 85.71 %
34 5 0 100 %

Totally 39 samples are used in this experiment including training and test. Five
groups of data are designed and in each group data is randomly divided into two sets:
training and test. The experiment results are summarized in table 2.

4.2 Stock Price Predictions

It is a practically interesting and challenging topic to predict the trends of a stock price.
Fundamental and technical analysis were the first two methods used to forecast stock
prices. Various technical, fundamental, and statistical indicators have been proposed
and used with varying results. However, no one technique or combination of techniques
has been successful enough to consistently ”beat the market”[12]. Much more work
has been done on stock markets predictions. We do not discuss more theories on stock
market here, and we regard it as a typical example of time series. The stock data comes
from Yahoo finance web site[13] in the period from 01/01/2000 to 06/30/2001. Data in
one week or five days composes a sample of SFM. For each sample there are five ob-
servation fields including the open price, the highest price, the lowest price, the closing
price and the stock volume. Table 3 lists two samples of Yahoo stock from 01/03/2000
to 01/14/2000.

In this experiment we choose 100 samples continuously from the data list, and for
each prediction we select 20 samples, which are the closest to the prediction one in
date, in training SFM. Each sample is composed of data from five sequential days. The
prediction and actual values for open price are plotted in Fig. 2, and so are for close
price in Fig. 3.

Table 3. Ten records of a stock price list

Date Open High Low Close Volume
01/03/2000 153.00 153.69 149.19 150.00 22069800
01/04/2000 147.25 148.00 144.00 144.00 22121400
01/05/2000 143.75 147.00 142.56 143.75 27292800
01/06/2000 143.13 146.94 142.63 145.67 19873200
01/07/2000 148.00 151.88 147.00 151.31 20141400
01/10/2000 152.69 154.06 151.13 151.25 15226500
01/11/2000 151.00 152.69 150.63 151.50 15123000
01/12/2000 151.06 153.25 150.56 152.00 18342300
01/13/2000 153.13 154.94 153.00 153.75 14953500
01/14/2000 153.38 154.63 149.56 151.00 18480300
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Fig. 2. Predictive and actual value of open price. Here the solid curve denotes the actual price of
the stock, the dotted curve indicates the prediction value, the horizontal direction shows the date
and the vertical direction presents the stock price.
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Fig. 3. Predictive and actual value of close price. The meanings of the two curves in this figure
are the same as in Fig.2. Here 100 records of daily stock prices are investigated as the test set of
SFM model. For the sake of intuition, all the discrete points are connected with line and each of
the curve tendency is plotted clearly.

5 Conclusions

The purpose of this paper is to generalize SVM and promote SFM in which input pat-
terns are functions of time. In the case of classifications, sometimes we have to deal
with such problems that need to separate vector functions in a function space. While
the task of function regression is to simulate time series in a spatiotemporal domain.
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The main contribution of this paper is to define the similarity between two vector func-
tions and give the kernel function of vector functions. The learning algorithm for SFM
is in no discrimination with that of the traditional SVM except the kernel functions. In
real world, there are many problems associated with a procedure or varied with respect
to time. SFM provides a new attempt to model such time series issues.
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Abstract. In this paper we study the application of Bayesian network
models to classify multispectral and hyperspectral remote sensing im-
ages. Different models of Bayesian networks as: Naive Bayes (NB), Tree
Augmented Naive Bayes (TAN) and General Bayesian Networks (GBN),
are applied to the classification of hyperspectral data. In addition, sev-
eral Bayesian multi-net models: TAN multi-net, GBN multi-net and the
model developed by Gurwicz and Lerner, TAN-Based Bayesian Class-
Matched multi-net (tBCM2) (see [1]) are applied to the classification of
multispectral data. A comparison of the results obtained with the differ-
ent classifiers is done.

1 Introduction

Classification problems (see [2]) occur in a wide range of situations in real life
such as disease diagnosis, image recognition, fault diagnosis, etc.

Probabilistic models, especially those associated with Bayesian networks, are
very popular as a formalism for handling uncertainty. The increasing number of
applications developed these last years show that this formalism has practical
value also.

In this paper we apply different models of Bayesian networks to the classifica-
tion of remote sensing images, considering multispectral and hyperspectral data
sets. In a multispectral image the number of spectral bands for each pixel is less
than 20, otherwise the image is called hyperspectral.

The paper is organized as follows. Section 2 introduces the Bayesian networks
and the Bayesian networks as classifiers. Six models of Bayesian networks are in-
troduced: General Bayesian network(GBN), Naive Bayes (NB), Tree Augmented
Naive Bayes (TAN), TAN Bayesian multi-net, GBN Bayesian multi-net and the
TAN-Based Bayesian Class-Matched multi-net (tBCM2). Section 3 presents the
application of the above models to the classification of remote sensing images.
In Sect. 4 some conclusions are given.

� The author is indebted to the Spanish Ministry of Science and Technology ( Project
MTM2006-15671 ) and to the Junta de Comunidades de Castilla-La Mancha (Project
PAI-05-044) for partial support.

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 10–16, 2007.
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2 Bayesian Networks

A Bayesian Network (BN) (see [3] for further details) over X = (X1, . . . , Xn) is a
pair (D, P ), where D is a directed acyclic graph with one node for each variable
in X and P = {p1(x1|π1), . . ., pn(xn|πn)} is a set of n conditional probability
distributions, one for each variable, given the values of the variables on its parent
set Πi (CP table). Each node in D represents a domain variable (eg, a dataset
attribute) and each arc in D represents a probabilistic dependence between two
variables quantified using the above CP table.

Here xi and πi denote realizations (instantiations) of Xi and Πi, respectively.
The joint probability distribution (JPD) of X can then be written as

p(x1, x2, . . . , xn) =
n∏

i=1

pi(xi|πi) . (1)

2.1 Bayesian Network Classifiers

The application of Bayesian network models to classification involves two sub-
tasks: Learning the BN structure (the graphical structure D) and the BN param-
eters (CP table). It is trivial to learn the parameters for a given structure, simply
use the empirical conditional frequencies from the data (see [4]). Constructing
the BN structure can be performed using expert knowledge or directly from the
data. There are different methods of learning a BN structure, as the score-based
methods (see [4]) and the methods that learn the structure by identifying the
conditional independence relation-ships among the nodes (CI-based methods).
The score-based methods incorporate a search procedure to find a network struc-
ture and a score is employed to evaluate each structure in the search space. The
K2 algorithm, introduced in [4], is a search algorithm for finding a high qual-
ity Bayesian network in a reasonable time. An example of CI-based method is
the algorithm described in Cheng et al. [5]. Cheng et al. in [6] show that the
CI-based learning algorithms are very efficient and the learned BN classifiers
can give very good prediction accuracy. Next we describe the different models
of Bayesian network classifiers used in this paper.

GeneralBayesian Network (GBN). A GBN with JPD p(a1, a2, . . . , an, c)
defined as in (1), can be constructed to solve a classification problem (see Fig.
1). The variables A = (A1, . . . , An) are the attributes of the problem and C
is the class variable having k different states. The resulting model can be used
to classify a given set of attribute values a = (a1, . . . , an) (see [7]). The vector
a belongs to the class c ∈ C that maximizes the posterior probability p(c|a).
The structure of the GBN can be learned using a score-based method as the K2
algorithm (see [4]) or a CI based method as the algorithm introduced in [5]. In
this paper, we use the K2 search algorithm.
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A1

A2 A3

C

Fig. 1. Example of General Bayesian Network (GBN). C is the class variable and
A1, A2, A3 are the attribute variables.

Naive Bayes (NB). A NB is a simple structure of Bayesian network, the
class node C is a parent of all other nodes (attributes) and there are not other
connections between the nodes (see [7]).

Tree Augmented Naive Bayes (TAN). The very strong assumption of in-
dependence of all the attributes given its parents set in the Naive Bayes, is
relaxed in this type of network. The TAN algorithm constructs a tree struc-
ture between the attribute nodes and after that adds a link from the class node
C to the attribute nodes Ai, i = 1, . . . , n (see [7]). This model is based in the
algorithm described by Chow et al. in [8], for learning tree-like Bayesian net-
works.

GBN Bayesian Multi-net. A GBN Bayesian multi-net is a generalization of
the GBN, a different GBN is built for each class value and a set of networks is
used as a classifier (see Fig. 2). For that, we partition the training data set by
classes and for each class value we construct a GBN for the attribute variables.

TAN Bayesian Multi-net. In the TAN model, the relations between the
attributes are the same for all the different instances of the class variable C. A
Bayesian TAN multi-net is a generalization, a different TAN is built for each
class value and a set of networks is used as a classifier (see [7]). This model
allows the relations among the attributes to be different for the different values
of the class. For that, we partition the training data set by classes and for each
class value we construct a TAN for the attribute variables.

C=c1

A2 A3

A1

C=c2

A2 A3

A1

Fig. 2. Example of Bayesian Multi-net. C is the class variable that takes two values c1

and c2, and A1, A2, A3 are the attribute variables.
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TAN-Based Bayesian Class-Matched Multi-net (tBCM2). The tBCM2

is a multi-net classifier that learns each local network (BN associated to each class
value) using a detection-rejection measure (see [1]). The algorithm searches for
the structure maximizing a discrimination-driven score that is calculated using
training data for all the classes. The structure of each local network in tBCM2 is
based on the TAN model and it is learned using the SuperParent algorithm (see
Keogh et al. in [9]). In Gurwicz et al.[1] the average superiority of the tBCM
model in comparison with other classifiers, as the TAN multi-net, is shown.

In the next section the above models of Bayesian network classifiers are applied
to the classification of remote sensing images.

3 Remote Sensing Image Classification

The models of Bayesian networks introduced in Sect. 2.1 can be applied to
classify remote sensing spectral images. For the implementation of the proposed
models, we use the Bayes Net toolbox in matlab (see [10]) and the BNT Structure
Learning Package (see [11]).

A remote sensing spectral image consists of an array of multidimensional
vectors assigned to particular spatial regions (pixel locations), reflecting the
response of a spectral sensor at various wavelengths. Formally these images can
be described as a matrix V ≡ (v11(x1, y1), . . . , vnm(xn, ym)) where vij(xi, yj) ∈
Rl, i = 1, . . . , n, j = 1, . . . , m is the vector of spectral information associated
with pixel location (xi, yj) and the vector components vijk(xi, yj), k = 1, . . . , l
reflects the responses of a spectral sensor at various wavelengths.

In this application all variables (class variable and attributes of the problem)
are assumed to be discrete, that is, each variable has a finite set of possible
values.

3.1 An Example of Multispectral Data Set Analysis

In the present contribution we consider a LANDSAT TM image from Sierra de
Gredos (Spain). This image has been obtained from the GIS IDRISI 32 tuto-
rial (http://www.clarklabs.org/). LANDSAT TM satellite-based sensors produce
images of the Earth in different spectral bands. In this work six bands (bands
1-5 and band 7) are strategically determined for optimal detection and discrim-
ination of water, soil and four different forest type, these are the class values
for the classification problem. Band 6 is often dropped from analysis because
of the lower spatial resolution. The spectral information, associated with each
pixel of a LANDSAT scene is represented by a vector v(x, y) ∈ R6, these vectors
are the attribute values of the problem. This is a classification problem with six
attributes and six class values.

The GBN, NB and TAN models, have been previously applied by the authors,
to the analysis of a multispectral data (see [12]). A GBN multi-net model also
has been previously applied to this problem (see Ouyang et al. in [13]). In this
paper, we apply the GBN multi-net, TAN multi-net and the tBCM2 multi-net
models to the classification of multispectral remote sensing images.
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Table 1. Training and test accuracy (mean (±std) in %) obtained with each classifier
in Sect. 3.1

Classifier Training Test

TAN Multi-net 84.38(±0.11) 84.29(±0.40)

GBN Multi-net 84.84(±0.19) 84.47(±0.68)

tBCM2 Multi-net 85.50(±0.12) 85.20(±0.45)

The above classification problem is analyzed using 5-fold cross-validation
(CV5). We apply the different models of Bayesian multi-net classifiers to classify
the multispectral image, the training and test accuracy obtained are shown in
Table 1. A comparison shows negligible differences between the TAN and the
GBN Bayesian multi-net models. All the models obtain almost 85% of accuracy
with a slight advantage of the tBCM2 multi-net.

3.2 An Example of Hyperspectral Data Set Analysis

For some years, the above application has been limited to data of low dimension-
ality, less than 10 bands (multispectral data). Recent advances in sensor technol-
ogy make possible to work with several hundred bands (hyperspectral data). In
this paper, we do the novel application of the NB, GBN and TAN models to the
classification of hyperspectral data. The hyperspectral data used in our experi-
ments is a section of a scene taken over northwest Indiana’s Pines by the AVIRIS
sensor in 1992 (ftp://ftp.ecn.purdue.edu/biehl/MultiSpec/). The AVIRIS sensor
collects 224 bands of data but four of these bands contain only zeros and con-
sequently they are eliminated. The initial 220 bands are reduced to 200 because
the bands covering the region of water absorption: [104 − 108], [150 − 163], 220
are removed. In this work, 200 bands are considered for optimal detection and
discrimination of 9 different classes: Corn-no till, Corn-min till, Grass/Pasture,
Grass/Trees, Hay-windrowed, Soybean-no till, Soybean-min till, Soybean-clean
till and Woods. From the initial 16 land-cover classes, seven were eliminated,
since only few training samples were available for them. The above is a classifi-
cation problem with 200 attributes and 9 class values.

We analyze the effectiveness of Bayesian networks in classifying hyperspectral
images directly in the original hyperdimensional attribute space. The problem
is studied using 5-fold cross-validation (CV5). We apply the different models
of Bayesian network classifiers (NB, TAN and GBN) to the above classification
problem, the training and test accuracy obtained are shown in Table 2. A com-
parison shows slight differences between the TAN and GBN Bayesian network
models, both are superior on accuracy to the NB model. The very strong as-
sumption of independence of all the attributes given its parents set in the NB
model is not realistic in the case of study.
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Table 2. Training and test accuracy (mean (±std) in %) obtained with each classifier
in Sect. 3.2

Classifier Training Test

NB 58(±0.24) 58(±0.20)

TAN 88(±0.23) 80(±0.58)

GBN 84(±0.34) 80(±0.80)

4 Conclusions

Bayesian networks appear as powerful tools in hyperspectral remote sensing im-
age classification. Different models of Bayesian networks as: Naive Bayes (NB),
Tree Augmented Naive Bayes (TAN) and General Bayesian Network (GBN),
have been applied to the classification of an hyperspectral image. In addition,
several Bayesian multi-net models: TAN multi-net, GBN multi-net and the
model developed by Gurwicz and Lerner, TAN-Based Class-Matched multi-net
(tBCM2) are applied to the classification of multispectral data. Feature (at-
tribute) selection is an important task in remote sensing data processing, partic-
ularly in case of hyperspectral images. Actually, we are studying the application
of Bayesian network models to the classification of hyperspectral data, com-
bined with a band selection method to reduce the dimensionality of the feature
space.
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Abstract. In group decision making with linguistic information, the decision 
makers (DMs) usually provide their assessment information by means of linguis-
tic variables. In some situations, however, the DMs may provide fuzzy linguistic 
information because of time pressure, lack of knowledge, and their limited atten-
tion and information processing capabilities. In this paper, we introduce the  
concepts of triangular fuzzy linguistic variable and its member function, and in-
troduce some operational laws of triangular fuzzy linguistic variables. We pro-
pose a formula for comparing triangular fuzzy linguistic variables, and develop 
some operators for aggregating triangular fuzzy linguistic variables, such as the 
fuzzy linguistic averaging (FLA) operator, fuzzy linguistic weighted averaging 
(FLWA) operator, fuzzy linguistic ordered weighted averaging (FLOWA) opera-
tor, and induced FLOWA (IFLOWA) operator, etc. Based on the FLWA and 
IFLOWA operators, we develop a practical method for group decision making 
with triangular fuzzy linguistic variables, and finally, an illustrative example is 
given to verify the feasibility and effectiveness of the developed method. 

1   Introduction 

Group decision making with linguistic information involves aggregating different 
individual linguistic decision information into the collective linguistic decision infor-
mation, which is a hot research topic having received more and more attention from 
researchers [1-14]. Herrera et al. [1-6], Bordogna et al. [7], Marimin et al. [8], and Xu 
[9-14] have investigated the group decision making problem, in which the decision 
information is expressed as linguistic variables. In some situations, however, the DMs 
may provide fuzzy linguistic information because of time pressure, lack of knowl-
edge, and their limited attention and information processing capabilities. In this paper, 
we shall investigate another kind of group decision making problem, in which the 
DMs can only provide their preferences in the form of triangular fuzzy linguistic 
variables. To do so, the remainder of this paper is structured as follows. In Section 2 
we define the concept of triangular fuzzy linguistic variable and some operational 
laws of triangular fuzzy linguistic variables, and propose a formula for comparing 
triangular fuzzy linguistic variables. In Section 3 we propose some operators for ag-
gregating triangular fuzzy linguistic variables. Section 4 develops a practical method 
for group decision making with triangular fuzzy linguistic variables. Section 5 gives 
an illustrative example, and Section 6 concludes this paper. 
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2   Triangular Fuzzy Linguistic Variables 

In decision making with linguistic information, the DM generally provides his/her 
assessment information by using linguistic scale [1-14]. Suppose that =S  

},...,|{ ttisi −=  is a finite and totally ordered discrete label set. Any label, is , 

represents a possible value for a linguistic variable, and it requires that ji ss <  iff 

ji < . For example, a label set S  could be [12]: 

,,,{ 234 poorspoorveryspoorextremelysS ==== −−−

,, 01 fairspoorslightlys ==−  ,1 goodslightlys =  

},, 432 goodextremelysgoodverysgoods ===  

In the process of aggregating information, some results may do not exactly match 
any linguistic labels in S . To preserve all the given information, Xu [12] extended 

the discrete label set S  to a continuous label set ]},[|{ qqsS −∈= αα , where 

)( tqq >  is a sufficiently large positive integer. If Ss ∈α , then αs  is called an 

original linguistic label, otherwise, αs  is called a virtual linguistic label. In general, 

the DMs use the original linguistic labels to evaluate alternatives, and the virtual lin-
guistic labels can only appear in operation. 
 

Definition 2.1. Let αs , Ss ∈β , then we define the distance between αs  and βs  as: 

                                          βαβα −=),( ssd                                                (1) 

In some situations, however, the DMs may provide fuzzy linguistic information 
because of time pressure, lack of knowledge, and their limited attention and informa-
tion processing capabilities, in the following, we define the concept of triangular 
fuzzy linguistic variable. 

Definition 2.2.  Let Sssss ˆ),,(ˆ ∈= γβα , where αs , βs  and γs  are the lower, modal 

and upper values of ŝ , respectively, then we call ŝ  a triangular fuzzy linguistic vari-
able, which is characterized by the following member function:    

                                

⎪
⎪
⎪
⎪

⎩

⎪⎪
⎪
⎪

⎨

⎧

≤≤

≤≤

≤≤

≤≤

=

−

q

q

s

sss

sss
ssd

ssd

sss
ssd

ssd

sss

θγ

γθβ
γβ

γθ

βθα
αβ

αθ

αθ

θμ

,0

,
),(

),(

,
),(

),(

,0

)(ˆ

                                          (2) 

Clearly, βs  gives the maximal grade of )(ˆ θμ s
( 1)(ˆ =θμ s

), αs and γs  are the 

lower and upper bounds which limit the field of the possible evaluation. Especially, if 

γβα sss == , then ŝ  is reduced to a linguistic variable. 
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Let Ŝ  be the set of all triangular fuzzy linguistic variables. Consider any three tri-

angular fuzzy linguistic variables ),,(ˆ γβα ssss = , ),,(ˆ
1111 γβα ssss = , =2ŝ  

),,(
222 γβα sss , and ]1,0[∈λ , then we define their operational laws as follows: 

1) ),,(),,(),,(ˆ λγλβλαγβαγβα λλλλλ ssssssssss === ; 

2) ),,(),,(ˆˆ
22211121 γβαγβα ssssssss ⊕=⊕ ),,(

212121 γγββαα ssssss ⊕⊕⊕=  

),,(
212121 γγββαα +++= sss ; 

3) 2121 ˆˆ)ˆˆ( ssss λλλ ⊕=⊕ ; 

4) 1221 ˆˆˆˆ ssss ⊕=⊕ . 

In the following, we introduce a formula for comparing triangular fuzzy linguis-
tic variables: 
 

Definition 2.3. Let ),,(ˆ
1111 γβα ssss = , Sssss ˆ),,(ˆ

2222 ∈= γβα , then the degree 

of possibility of 21 ˆˆ ss ≥  is defined as: 
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where the value ρ  is an index of rating attitude. It reflects the DM’s risk-bearing 

attitude. If 5.0<ρ , then the DM is a risk lover. If 5.0=ρ , then the DM’s attitude is 

neutral to the risk. If 5.0>ρ , the DM is a risk avertor. Especially, if both the lin-

guistic variables 1̂s  and 2ŝ  express precise linguistic information (i.e. if  

                                   0),(),(
2211

=+ αγαγ ssdssd                                           (4) 

then we define the degree of possibility of 21 ˆˆ ss >  as:                    
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⎨

⎧

<
=
>

=>

21

21

21

21

ˆˆ,0

ˆˆ,21

ˆˆ,1

)ˆˆ(

ssif

ssif

ssif

ssp                                     (5) 

Obviously, the possibility degree )ˆˆ( 21 ssp ≥  satisfies the following properties: 

1) 1)ˆˆ(0 21 ≤≥≤ ssp ; 

2) 1)ˆˆ()ˆˆ( 1221 =≥+≥ sspssp . Especially, 
2

1
)ˆˆ()ˆˆ( 2211 =≥=≥ sspssp . 
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3   Some Aggregation Operators 

In the following, we develop some operators for aggregating triangular fuzzy linguis-
tic variables.  

Definition 3.1. Let SSFLA n ˆˆ: → , if 

                    ( ) ( )nn sss
n

sssFLA ˆˆˆ
1

ˆ,...,ˆ,ˆ 2121 ⊕⊕⊕= L                           (6) 

where Ssi
ˆˆ ∈ , ni ,...,2,1= , then FLA  is called a fuzzy linguistic averaging (FLA) 

operator.  
 

Definition 3.2. Let SSFLWA n ˆˆ: → , if  

            ( ) nnnw swswswsssFLWA ˆˆˆˆ,...,ˆ,ˆ 221121 ⊕⊕⊕= L                       (7) 

where ( )T
nwwww ,...,, 21=  is the weighting vector of the iŝ , Ssi

ˆˆ ∈ , ,0≥iw  

,,...,2,1 ni = 1
1

=∑
=

n

i
iw  then FLWA  is called a triangular fuzzy linguistic 

weighted averaging (FLWA) operator.  
 
In [15], Yager introduced the ordered weighted averaging (OWA) operator, whose 
fundamental feature is the reordering step. The OWA operator combines the argu-
ments by giving weights to the values in relation to their ordering position, and 
diminishes the importance of extreme values by increasing the importance of cen-
tral ones. In the following, we develop a fuzzy linguistic OWA operator to accom-
modate the situations where the input arguments are triangular fuzzy linguistic 
variables. 
 
Definition 3.3. A fuzzy linguistic ordered weighted geometric (FLOWA) operator of 

dimension n  is a mapping SSFLOWA n ˆˆ: →  that has associated with it a weighting 

vector ( )T
nωωωω ,...,, 21=  such that 1,,...,2,1,0

1

==≥ ∑
=

n

j
jj nj ωω . Furthermore 

           ( ) nnn rrrsssFLOWA ˆˆˆˆ,...,ˆ,ˆ 221121 ωωωω ⊕⊕⊕= L                  (8) 

where jr̂  is the j th largest of iŝ ( 1, 2,..., )i n= , Ssi
ˆˆ ∈ . Especially, if 

( )Tnnn /1,...,/1,/1=ω , then the FLOWA operator is reduced to the FLA operator. 

To rank these triangular fuzzy linguistic variables ( )njs j ,...,2,1ˆ = , we first com-

pare each argument iŝ  with all triangular fuzzy linguistic variables jŝ  
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),...,2,1( nj = by using (3), and let )ˆˆ( jiij sspp ≥= . Then we construct a com-

plementary matrix [16-22] 
nnijpP ×= )( , where  

            njipppp iijiijij ,...,2,1,,5.0,1,0 ===+≥                    (9) 

Summing all the elements in each line of matrix P , we have  

                                 nipp
n

j
iji ,...,2,1,

1

==∑
=

                                         (10) 

Then we can rank the arguments ( )nisi ,...,2,1ˆ =  in descending order in accordance 

with the values of ( )nipi ,...,2,1= . 

Yager and Filev [23] introduced an induced ordered weighted averaging (IOWA) 
operator. The IOWA operator allows the introduction of semantics or meaning in the 
aggregation of arguments, and therefore allows for better control over the aggregation 
stage developed in the resolution process. Below we develop an induced FLOWA 
(IFLOWA) operator to accommodate the situations where the input arguments are 
triangular fuzzy linguistic variables. 
 
Definition 3.4. An IFLOWA operator is defined as: 

( )
n

ssssssIFLOWA nnn γγγω ωωωδδδ ˆˆˆˆ,...,ˆ,,ˆ,
21 212211 ⊕⊕⊕= L         (11) 

where ( )T
nωωωω ,...,, 21=  is a weighting vector, 0≥jω , nj ,...,2,1= , 

1
1

=∑
=

n

j
jω , 

j
sγˆ  is the iŝ  value of the FLOWA pair ii ŝ,δ  having the j th larg-

est iδ  ( 1, 2,...,i n= ), and iδ  in ii ŝ,δ  is referred to as the order inducing vari-

able and iŝ  as the triangular fuzzy linguistic argument variable. Especially, if 

( )Tnnn /1,...,/1,/1=ω , then IFLOWA is reduced to the FLA operator; if ii ŝ=δ , for 

all i , then IFLOWA is reduced to the FLOWA operator; if iNoi .=δ , for all i , 

where iNo.  is the ordered position of iŝ  ( 1, 2,...,i n= ), then IFLOWA is reduced 

to the FLWA operator. 

However, if there is a tie between ii ŝ,δ  and jj ŝ,δ  with respect to order in-

ducing variables. In this case, we can follow the policy presented by Yager and Filev 
[23], that is, to replace the arguments of the tied objects by the average of the argu-
ments of the tied objects, i.e., we replace the argument component of each of 

ii ŝ,δ  and jj ŝ,δ  by their average 2)ˆˆ( ji ss ⊕ . If k  items are tied, then 

we replace these by k  replicas of their average. 
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The IFLOWA operator reflects the fuzzy majority by utilizing a fuzzy linguistic 
quantifier [14] to calculate its weighting vector. In the case of a non-decreasing pro-

portional quantifier Q , the weighting vector can be obtained by the following ex-

pression: 

                                 nk
n

k
Q

n

k
Qk ,...,2,1,

1 =⎟
⎠
⎞

⎜
⎝
⎛ −−⎟

⎠
⎞

⎜
⎝
⎛=ω                             (12) 

where 

                                       

⎪
⎪
⎩

⎪⎪
⎨

⎧

>

≤≤
−
−

<

=

brif

braif
ab

ar

arif

rQ

1

,

,0

)(                                      (13) 

with ]1,0[,, ∈rba . 

4   A Method for Group Decision Making with Triangular Fuzzy 
Linguistic Variables 

Based on the above operators, we develop a practical method for ranking alternatives 
in group decision making with triangular fuzzy linguistic variables as follows. 

Step 1. For a group decision making problem with fuzzy linguistic information. Let 

},...,,{ 21 nxxxX =  be the set of alternatives, and =G }...,,,{ 21 mGGG  be the set of 

attributes. Let T
mwwww ),...,,( 21=  be the weight vector of attributes, where 

∑
=

==≥
m

i
ii wmiw

1

1,,...,2,1,0 . Let },...,,{ 21 mdddD =  be the set of DMs, 

and T
mvvvv ),...,,( 21=  be the weight vector of DMs, where ,,...,2,1,0 mlvl =≥  

∑
=

=
m

l
lv

1

1 . Suppose that nm
k

ij
k aA ×= )ˆ(ˆ )()(  is the fuzzy linguistic decision matrix, 

where Sa k
ij

ˆˆ )( ∈  is a triangular fuzzy linguistic variable, given by the DM 

Ddk ∈ , for the alternative Xxj ∈  with respect to the attribute GGi ∈ .  

Step 2.  Utilize the IFLOWA operator 

      ( ))()2(
2

)1(
1 ˆ,,,ˆ,,ˆ,ˆ l

ijlijijij avavavIFLOWAa Lω= ,                       

                                               njmi ,...,2,1;,...,2,1 ==                            (14) 

to aggregate all the decision matrices ),...,2,1(ˆ )( lkA k =  into a collective decision 

matrix nmijaA ×= )ˆ(ˆ , where T
lvvvv ),...,,( 21=  is the weight vector of DMs, 
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T
l ),...,,( 21 ωωωω =  is the weighting vector of the IFLOWA operator, 

,0≥kω  1,,...,2,1
1

== ∑
=

l

k
klk ω .  

Step 3.  Utilize the FLWA operator 

 )ˆ,...,ˆ,ˆ(ˆ 21 mjjjwj aaaFLWAa = mjmjj awawaw ˆˆˆ 2211 ⊕⊕⊕= L , nj ,...,2,1=  

(15) 

to derive the collective overall preference value jâ  of the alternative jx , where 

T
mwwww ),...,,( 21=  is the weight vector of attributes. 

Step 4.  Compare each jâ  with all ),...,2,1(ˆ niai =  by using (3), and develop a 

complementary matrix nnijpP ×= )( , where )ˆˆ( jiij aapp ≥= .  

Step 5.  Rank ),...,2,1(ˆ nja j =  in descending order in accordance with the values of 

ip ( ni ,...,2,1= ) obtained by using (11).  

Step 6.  Rank all the alternatives ),...,2,1( njx j =  and select the best one(s) in 

accordance with ),...,2,1(ˆ nja j = . 

Step 7. End.  

5   Illustrative Example 

In this section, a group decision making problem of evaluating university faculty for 
tenure and promotion (adapted from [24]) is used to illustrate the proposed proce-
dure. 

A practical use of the proposed approach involves the evaluation of university fac-
ulty for tenure and promotion. The criteria (attributes) used at some universities are 

1G : teaching, 2G : research, and 3G : service (whose weight vector w =  

(0.36,0.31,0.33)T ).  Five faculty candidates (alternatives) )5,4,3,2,1( =jx j  are 

evaluated using the label set (listed in Section 2) by three DMs )3,2,1( =kdk  

(whose weight vector Tv )1.0,5.0,4.0(= ) under these three attributes, as listed in 
Tables 1-3. 

Table 1. Fuzzy linguistic decision matrix )1(A  

iG  1x  2x  3x  4x  5x  

1G  (s-2, s-1, s0) (s-1, s0, s1) (s-2, s-1, s1) (s1, s3, s4) (s0, s1, s3) 

2G  (s0, s2, s3) (s1, s3, s4) (s-3, s-1, s0) (s-1, s1, s2) (s1, s2, s3) 

3G  (s1, s2, s4) (s2, s3, s4) (s1, s3, s4) (s-2, s-1, s1) (s0, s1, s2) 
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Table 2. Fuzzy linguistic decision matrix )2(A  

iG  1x  2x  3x  4x  5x  

1G  (s-1, s0, s1) (s1, s2, s4) (s1, s2, s3) (s1, s2, s4) (s-1, s1, s2) 

2G  (s-2, s-1, s0) (s-1, s0, s2) (s1, s2, s3) (s0, s1, s2) (s2, s3, s4) 

3G  (s1, s2, s3) (s2, s3, s4) (s0, s1, s3) (s0, s1, s2) (s-1, s0, s1) 

Table 3. Fuzzy linguistic decision matrix )3(A  

iG  1x  2x  3x  4x  5x  

1G  (s-1, s0, s2) (s-1, s0, s1) (s-1, s1, s2 ) (s2, s3, s4) (s0, s1, s3) 

2G  (s1, s3, s4) (s-2, s-1, s0) (s0, s2, s3) (s-1, s1, s3) (s1, s2, s4) 

3G  (s2, s3, s4) (s1, s2, s3) (s-2, s0, s1) (s2, s3, s4) (s-1, s0, s1) 

In what follows, we utilize the method developed in this paper to get the most 
desirable alternative(s): 

Step 1. Utilize (11) (by using the linguist quantifier “most”, with the corresponding 

weighting vector T)154,1510,151(=ω ): 

( ))3(
3

)2(
2

)1(
1 ˆ,,ˆ,,ˆ,ˆ ijijijij avavavIFLOWAa ω= , 5,4,3,2,1;3,2,1 == ji  

to aggregate all the decision matrices )3,2,1(ˆ )( =kA k  into a collective decision 

matrix 43)ˆ(ˆ
×= ijaA (see Table 4). 

Table 4. The collective Fuzzy linguistic decision matrix Â  

iG  1x  2x  3x  4x  5x  

1G  (s-1.67, s-0.67, s0.60) (s-0.87, s0.13, s1.20) (s-1.53, s-0.27, s1.40 ) (s1.27, s2.93, s4.00) (s-0.07, s1.00, s2.93) 

2G  (s0.13, s2.07, s3.07) (s0.07, s1.73, s2.80) (s-1.93, s0.00, s1.00) (s-0.93, s1.00, s2.27) (s1.07, s2.07, s3.33) 

3G  (s1.27, s2.27, s3.93) (s1.73, s2.73, s3.73) (s0.13, s2.07, s3.13) (s-0.80, s0.20, s1.87) (s-0.38, s0.67, s1.67) 

Step 2.  Utilize the FLWA operator 

)ˆ,ˆ,ˆ(ˆ 321 jjjwj aaaFLWAa = , 5,4,3,2,1=j  

to aggregate )3,2,1(ˆ =ia ij  corresponding to the alternative jx , and then get the 

collective overall preference value jâ  of the alternative jx : 

1â  ),,( 465.2150.1142.0 sss−= , 2â ),,( 531.2484.1279.0 sss= , 3â ),,( 847.1586.0106.1 sss−=  

4â ),,( 761.2431.1095.0 sss−= , 5â ),,( 638.2223.1181.0 sss=  
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Step 3.  Suppose that the DM’s attitude is neutral to the risk, i.e., 5.0=ρ , then com-

pare each iâ  with all the )5,4,3,2,1(ˆ =ja j  by using (3), and develop a comple-

mentary matrix: 

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

5.04765.08094.04444.05649.0

5235.05.08139.04795.05837.0

1906.01861.05.01317.02573.0

5556.05205.08683.05.06179.0

4351.04163.07427.03821.05.0

P
 

Summing all elements in each line of matrix P , we have  

4762.21 =p , 0623.32 =p , 2657.13 =p , 9006.24 =p , 7952.25 =p  

Then we rank )5,4,3,2,1(ˆ =ja j
 in descending order in accordance with the values 

of jp  )5,4,3,2,1( =j ): 31542 ˆˆˆˆˆ aaaaa >>>> . 

Step 4.  Rank all the alternatives )5,4,3,2,1( =jx j  and select the best one(s) in 

accordance with )5,4,3,2,1(ˆ =ja j , then we get 31542 xxxxx ffff , and 

thus, the most desirable alternative is 2x . 

6   Concluding Remarks 

In group decision making with linguistic information, the DMs sometimes provide 
only fuzzy linguistic information because of time pressure, lack of knowledge, and 
their limited attention and information processing capabilities. In this paper, we have 
investigated the group decision making problem with triangular fuzzy linguistic vari-
ables. We have defined the concepts of triangular fuzzy linguistic variable and some 
of its operational laws, and then proposed some operators for aggregating triangular 
fuzzy linguistic variables. Based on these aggregation operators, we have developed a 
practical method for group decision making with triangular fuzzy linguistic variables. 
In future research, our work will focus on the application of triangular fuzzy linguistic 
variables in the field of computing with words.  
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Abstract. A unified approach is proposed for sparse kernel data mod-
elling that includes regression and classification as well as probability
density function estimation. The orthogonal-least-squares forward selec-
tion method based on the leave-one-out test criteria is presented within
this unified data-modelling framework to construct sparse kernel models
that generalise well. Examples from regression, classification and den-
sity estimation applications are used to illustrate the effectiveness of this
generic sparse kernel data modelling approach.

1 Introduction

The objective of modelling from data is not that the model simply fits the
training data well. Rather, the goodness of a model is characterised by its gener-
alisation capability, interpretability and ease for knowledge extraction. All these
desired properties depend crucially on the ability to construct appropriate sparse
models by the modelling process, and a basic principle in practical data modelling
is the parsimonious principle of ensuring the smallest possible model that ex-
plains the training data. Recently considerable research efforts have been focused
on sparse kernel data modelling techniques [1,2,3,4,5,6]. Sparse kernel modelling
methods typically use every training input data as a kernel. A sparse representa-
tion is then sought based on various criteria by making as many kernel weights
to (near) zero values as possible. A different approach to these sparse kernel
modelling methods is the forward selection using the orthogonal least squares
(OLS) algorithm [7,8], developed in the late 80s for nonlinear system modelling,
which remains highly popular for data modelling practicians.

Since its derivation, many enhanced variants of the OLS forward-selection
algorithm have been proposed by incorporating the new developments from ma-
chining learning and the approach has extended its application to all the areas of
data modelling, including regression, classification and kernel density estimation
[9,10,11,12,13,14,15]. This contribution continues this theme, and it presents a
unified framework for sparse kernel modelling that include all the three classes
of data modelling applications, namely, regression, classification and probability
density function (PDF) estimation. Based on this unified data-modelling frame-
work, the OLS forward selection algorithm using the leave-one-out (LOO) test

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 27–36, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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criteria and local regularisation (LR) is employed to construct sparse kernel mod-
els with excellent generalisation capability. Experimental results are included to
demonstrate the effectiveness of the OLS forward selection algorithm based on
the LOO test criteria within the proposed unified data-modelling framework.

2 A Unified Framework for Data Modelling

Given the training data set, DN = {xk, yk}N
k=1, where xk =

[x1,k x2,k · · ·xm,k]T ∈ Rm is an observation sample and yk is the target or
desired response for xk, the task is to infer a kernel model of the form

ŷ = f̂(x; βN , ρ) =
N∑

i=1

βiKρ(x,xi) (1)

to capture the underlying data generating mechanism, where ŷ denotes the model
output, βN = [β1 β2 · · · βN ]T is the kernel weight vector and Kρ(•, •) is the
chosen kernel function with a kernel width ρ. Many types of kernel function can
be employed and a commonly used one is the Gaussian function of the form

Kρ(x, ck) =
1

(2πρ2)m/2 e
−‖x−ck‖2

2ρ2 , (2)

where ck ∈ Rm is the k-th kernel centre vector. For regression and classifica-
tion problems, the factor 1

(2πρ2)m/2 can be combined into kernel weights βi. The
generic kernel model (1) is defined by placing a kernel at each of the training
input samples xk and forming a linear combination of all the bases defined on
the training data set. A sparse representation is then sought by selecting only
Ns significant regressors from the full regressor set, where Ns � N .

The underlying data generating mechanism is governed by y = f(x)+ε, where
ε is a white process representing the observation noise. For regression problems,
the unknown mapping f : Rm → R. Regression is a supervised learning problem,
as the desired response yk ∈ R for the training data point xk is given. For two-
class classification problems, the unknown mapping f : Rm → {−1, +1}. The
estimated class label for the pattern vector xk is given by ỹk = sgn(ŷk) with

sgn(y) =
{

−1, y ≤ 0,
+1, y > 0.

(3)

Classification is also a supervised learning problem, since the correct label
yk ∈ {−1, +1} for the training data point xk is provided. For PDF estimation
problems, the data {xk}N

k=1 are drawn from a unknown density f : Rm → R+.
Because f is a PDF, f(x) ≥ 0 for x ∈ Rm and

∫
Rm f(u) du = 1. Thus, a kernel in

a kernel density estimate must satisfy Kρ(x, ck) ≥ 0 and
∫
Rm Kρ(u, ck) du = 1.

Moreover the kernel weights must satisfy the nonnegative constraint

βk ≥ 0, 1 ≤ k ≤ N, (4)
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and the unity constraint
βT

N1N = 1, (5)

where 1N denotes the vector of ones with dimension N . Kernel density estimation
is an unsupervised learning problem because the desired response is unknown
for each training data point xk. This difficult is circumvented by “inventing” a
target function yk for xk, so that the problem becomes a constrained regression
one with the constraints (4) and (5). In particular, we choose yk to be the value
of the Parzen window estimate [16,17] at point xk. This choice of the desired
response for density estimation is fully justified in [13].

Let the modelling error at training data point xk be εk = yk − ŷk, where

ŷk = [Kρ(xk,x1) Kρ(xk,x2) · · · Kρ(xk,xN )] βN = φT (k)βN . (6)

Define Φ = [φ1 φ2 · · · φN ] with φk = [Kρ(x1,xk) Kρ(x2,xk) · · · Kρ(xN ,xk)]T

for 1 ≤ k ≤ N , y = [y1 y2 · · · yN ]T and ε = [ε1 ε2 · · · εN ]T . The regression model
(1) over the training data set DN can then be expressed in the matrix form

y = ΦβN + ε. (7)

Let an orthogonal decomposition of the regression matrix Φ be Φ = WAN ,
where AN is the N × N upper triangular matrix with unity diagonal elements,
and W = [w1 w2 · · ·wN ] with orthogonal columns satisfying wT

i wj = 0, if i �= j.
The regression model (7) can alternatively be expressed as

y = WgN + ε, (8)

where the weight vector gN = [g1 g2 · · · gN ]T satisfies the triangular system
ANβN = gN . The model (6) is equivalently expressed by

ŷk = wT (k)gN , (9)

where wT (k) = [wk,1 wk,2 · · · wk,N ] is the k-th row of W.

3 Orthogonal-Least-Squares Algorithm

As established in the previous section, the regression, classification and PDF
estimation can all be unified within the common regression modelling framework.
Therefore, the OLS forward selection based on the LOO test criteria and local
regularisation (OLS-LOO-LR) [10] provides an efficient algorithm to construct
a sparse kernel model that generalise well.

3.1 Sparse Kernel Regression Model Construction

The LR aided least squares solution for the weight parameter vector gN can be
obtained by minimising the following regularised error criterion [11]

JR(gN , λ) = εT ε + gT
NΛgN , (10)
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where λ = [λ1 λ2 · · · λN ]T is the vector of regularisation parameters, and Λ =
diag{λ1, λ2, · · · , λN}. Applying the evidence procedure results in the following
iterative updating formulas for the regularisation parameters [9]

λnew
i =

γold
i

N − γold

εT ε

g2
i

, 1 ≤ i ≤ N, (11)

where gi for 1 ≤ i ≤ N denote the current estimated parameter values, and

γ =
N∑

i=1

γi with γi =
wT

i wi

λi + wT
i wi

. (12)

Typically a few iterations (less than 10) are sufficient to find a (near) optimal λ.
The use of LR is known to be capable of providing very sparse solutions [2,11].

For regression, the OLS-LOO-LR algorithm selects a sparse model by incre-
mentally minimising the LOO mean square error (MSE) criterion, which is a
measure of the model’s generalisation performance [10,14,18]. At the n-th stage
of the OLS selection procedure, an n-term model is selected. The LOO test error,
denoted as ε

(n,−k)
k , for the selected n-term model is defined as [10,14]

ε
(n,−k)
k = ε

(n)
k /η

(n)
k , (13)

where ε
(n)
k is the usual n-term modelling error and η

(n)
k is the associated LOO

error weighting. The LOO MSE for the model with a size n is then defined by

Jn =
1
N

N∑

k=1

(
ε
(n,−k)
k

)2
=

1
N

N∑

k=1

(
ε
(n)
k

)2
/

(
η
(n)
k

)2
. (14)

This LOO MSE can be computed efficiently due to the fact that ε
(n)
k and η

(n)
k

can be calculated recursively according to [10,14]

ε
(n)
k = ε

(n−1)
k − wk,ngn (15)

and
η
(n)
k = η

(n−1)
k − w2

k,n/
(
wT

nwn + λn

)
, (16)

respectively, where wk,n is the k-th element of wn. The selection is carried out
as follows. At the n-th stage of the selection procedure, a model term is selected
among the remaining n to N candidates if the resulting n-term model produces
the smallest LOO MSE Jn. The selection procedure is terminated when

JNs+1 ≥ JNs , (17)

yielding an Ns-term sparse model. The LOO statistic Jn is at least locally convex
with respect to the model size n [14]. Thus, there exists an “optimal” model size
Ns such that for n ≤ Ns Jn decreases as n increases while the condition (17)
holds. The sparse regression model selection procedure is now summarised.
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Initialisation: Set λi = 10−6 for 1 ≤ i ≤ N , and set iteration index I = 1.
Step 1: Given the current λ and with the following initial conditions

ε
(0)
k = yk, η

(0)
k = 1, 1 ≤ k ≤ N, and J0 = yT y/N, (18)

use the OLS-LOO procedure [10] to select a subset model with NI terms.
Step 2: Update λ using (11) and (12) with N = NI . If the maximum iteration

number (e.g. 10) is reached, stop; otherwise set I+ = 1 and go to Step 1.

3.2 Sparse Kernel Classifier Construction

The same LOO cross validation concept [18] is adopted to provide a measure of
classifier’s generalisation capability. Denote the test output of the LOO n-term
model evaluated at the k-th data sample of DN not used in training as ŷ

(n,−k)
k .

The associated LOO signed decision variable is defined by

s
(n,−k)
k = sgn(yk)ŷ(n,−k)

k = ykŷ
(n,−k)
k , (19)

where sgn(yk) = yk since the class label yk ∈ {−1, +1}. The LOO misclassifica-
tion rate can be computed by

Jn =
1
N

N∑

k=1

Id

(
s
(n,−k)
k

)
, (20)

where the indication function is defined by Id(y) = 1 if y ≤ 0 and Id(y) = 0 if
y > 0. The LOO misclassification rate Jn can be evaluated efficiently because
s
(n,−k)
k can be calculated very fast [15]. Specifically, express the LOO signed

decision variable as s
(n,−k)
k = ψ

(n)
k /η

(n)
k . The recursive formula for η

(n)
k is given

in (16), while ψ
(n)
k can be represented using the recursive formula [15]

ψ
(n)
k = ψ

(n−1)
k + ykgnwk,n − w2

k,n/
(
wT

nwn + λn

)
. (21)

The OLS-LOO-LR algorithm described in Subsection 3.1 can readily be ap-
plied to select a sparse kernel classifier with some minor modifications. Moreover,
extensive empirical experience has suggested that all the regularisation param-
eters λi, 1 ≤ i ≤ N , can be set to a small positive constant λ, and there is no
need to update them using the evidence procedure. The sparse kernel classifier
selection procedure based on this OLS-LOO algorithm is now summarised.

Setting λ to a small positive number, and with the following initial conditions

ψ
(0)
k = 0 and η

(0)
k = 1 for 1 ≤ k ≤ N, and J0 = 1, (22)

use the OLS-LOO procedure [15] to select a subset model with Ns terms.

The LOO misclassification rate Jn is also locally convex with respect to the
classifier’s size n. Thus there exists an optimal model size Ns such that for
n ≤ Ns Jn decreases as n increases, while JNs ≤ JNs+1. Therefore the selection
procedure is automatically terminated with a subset classifier containing only
Ns significant kernels.
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3.3 Sparse Kernel Density Estimator Construction

Since the kernel density estimation problem can be expressed as a constrained
regression modelling, the OLS-LOO-LR algorithm detailed in Subsection 3.1
can be used to select a sparse kernel density estimate. After the structure de-
termination using the OLS-LOO-LR algorithm, a sparse Ns-term subset kernel
model is obtained. Let ANs denote the subset matrix of AN , corresponding to
the selected Ns-term subset model. The kernel weight vector βNs

, computed
from ANsβNs

= gNs , may not satisfy the constraints (4) and (5). However, we
can recalculate βNs

using the multiplicative nonnegative quadratic programming
(MNQP) algorithm [3,6]. Since Ns is very small, the extra computation involved
is small. Formally, this task is defined as follows. Find βNs

for the model

y = ΦNsβNs
+ ε, (23)

subject to the constraints

βi ≥ 0, 1 ≤ i ≤ Ns, (24)

βT
Ns

1Ns = 1, (25)

where ΦNs denotes the selected subset regression matrix and βT
Ns

=
[β1 β2 · · · βNs ]. The kernel weight vector can be obtained by solving the following
constrained nonnegative quadratic programming

min
βNs

{ 1
2βT

Ns
CNsβNs

− vT
Ns

βNs
}

s.t. βT
Ns

1Ns = 1 and βi ≥ 0, 1 ≤ i ≤ Ns,

(26)

where CNs = ΦT
Ns

ΦNs = [ci,j ] ∈ RNs×Ns is the related design matrix and
vNs = ΦT

Ns
y = [v1 v2 · · · vNs ]T . Although there exists no closed-form solution

for this optimisation problem, the solution can readily be obtained iteratively
using a modified version of the MNQP algorithm [3].

Specifically, the iterative updating equations for βNs
are given by [6,13]

r<t>
i = β<t>

i

⎛

⎝
Ns∑

j=1

ci,jβ
<t>
j

⎞

⎠
−1

, 1 ≤ i ≤ Ns, (27)

h<t> =

(
Ns∑

i=1

r<t>
i

)−1 (
1 −

Ns∑

i=1

r<t>
i vi

)
, (28)

β<t+1>
i = r<t>

i

(
vi + h<t>

)
, (29)

where the superindex <t> denotes the iteration index and h is the Lagrangian
multiplier. During the iterative procedure, some of the kernel weights may be
driven to (near) zero [3,6]. The corresponding kernels can then be removed from
the kernel model, leading to a further reduction in the subset model size.
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Table 1. Comparison of modelling accuracy for the Boston housing data set. The
results were averaged over 100 realizations and quoted as the mean±standard deviation.

algorithm model size training MSE test MSE

OLS-LOO-LR 58.6 ± 11.3 12.9690 ± 2.6628 17.4157 ± 4.6670
SVM 243.2 ± 5.3 6.7986 ± 0.4444 23.1750 ± 9.0459

4 Empirical Data Modelling Results

Boston Housing Data Set. This was a regression benchmark data set, avail-
able at the UCI repository [19]. The data set comprised 506 data points with
14 variables. The task was to predict the median house value from the remain-
ing 13 attributes. From the data set, 456 data points were randomly selected
for training and the remaining 50 data points were used to form the test set.
Because a Gaussian kernel was placed at each training data sample, there were
N = 456 candidate regressors in the full regression model (1). The kernel width
for the OLS-LOO-LR algorithm was determined via a grid-search based cross
validation. The support vector machine (SVM) algorithm with the ε-insensitive
cost function was also used to construct the regression model for this data set,
as a comparsion. The three learning parameters of the SVM algorithm, the ker-
nel width, error-band and trade-off parameters, were tuned via cross validation.
Average results were given over 100 repetitions, and the two sparse Gaussian
kernel models obtained by the OLS-LOO-LR and SVM algorithms, respectively,
are compared in Table 1.

For the particular computational platform used in the experiment, the
recorded average run time for the OLS-LOO-LR algorithm when the kernel
width was fixed was 200 times faster than the SVM algorithm when the kernel
width, error-band and trade-off parameters were chosen. It can be seen from
Table 1 that the OLS-LOO-LR algorithm achieved better modelling accuracy
with a much sparser model than the SVM algorithm. The test MSE of the SVM
algorithm was poor. This was probably because the three learning paremeters,
namely the kernel width, error-band and trade-off parameters, were not tuned
to the optimal values. For this regression problem of input dimension 13 and
data size N ≈ 500, the grid search required by the SVM algorithm to tune the
three learning parameters was expensive and the optimal values of the three
learning parameters were hard to find.

Diabetes data. This two-class classification benchmark data set was originated
in the UCI repository [19] and the data set used in the experiment was obtained
from [20]. The feature space dimension was m = 8. There were 100 realisations
of the data set, each having 468 training patterns and 300 test patterns. Seven
existing state-of-the-art radial basis function (RBF) and kernel classifiers were
compared in [20,21]. The results given in [20] were reproduced in Table 2. For
the first 5 methods studied in [20], the nonlinear RBF network with 15 opti-
mised Gaussian units was used. For the SVM algorithm with Gaussian kernel,
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Table 2. Average classification test error rate in % over the 100 realizations of the
diabetes data set. The first 7 results were quoted from [20].

algorithm test error rate model size

RBF-Network 24.29 ± 1.88 15
AdaBoost RBF-Network 26.47 ± 2.29 15

LP-Reg-AdaBoost 24.11 ± 1.90 15
QP-Reg-AdaBoost 25.39 ± 2.20 15

AdaBoost-Reg 23.79 ± 1.80 15
SVM 23.53 ± 1.73 not available

Kernel Fisher Discriminant 23.21 ± 1.63 468
OLS-LOO 23.00 ± 1.70 6.0 ± 1.0

no average model size was given in [20] but it could safely be assumed that it was
much larger than 40. The kernel Fisher discriminant was the non-sparse optimal
classifier using all the N = 468 training data samples as kernels.

The OLS-LOO algorithm was applied to construct sparse Gaussian kernel
classifiers for this data set, and the results averaged over the 100 realisations
are also listed in Table 2. It can be seen that the proposed OLS-LOO method
compared favourably with the existing benchmark RBF and kernel classifier
construction algorithms, both in terms of classification accuracy and model size.

Six-dimensional density estimation. The underlying density to be estimated
was given by

f(x) =
1
3

3∑

i=1

1

(2π)6/2

1

det1/2 |Γ i|
e−

1
2 (x−μi)

T Γ −1
i (x−μi) (30)

with
μ1 = [1.0 1.0 1.0 1.0 1.0 1.0]T ,

Γ 1 = diag{1.0, 2.0, 1.0, 2.0, 1.0, 2.0},
(31)

μ2 = [−1.0 − 1.0 − 1.0 − 1.0 − 1.0 − 1.0]T ,

Γ 2 = diag{2.0, 1.0, 2.0, 1.0, 2.0, 1.0},
(32)

μ3 = [0.0 0.0 0.0 0.0 0.0 0.0]T ,

Γ 3 = diag{2.0, 1.0, 2.0, 1.0, 2.0, 1.0}.
(33)

A training data set of N = 600 randomly drawn samples was used to construct
kernel density estimates, and a separate test data set of Ntest = 10, 000 samples
was used to calculate the L1 test error for the resulting estimate according to

L1 =
1

Ntest

Ntest∑

k=1

∣∣∣f(xk) − f̂(xk; βN , ρ)
∣∣∣ . (34)

The experiment was repeated Nrun = 100 different random runs.
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Table 3. Performance comparison for the six-dimensional three-Gaussian mixture

method L1 test error kernel number

Parzen window estimate (3.5195 ± 0.1616) × 10−5 600 ± 0

SKD estimate of [12] (4.4781 ± 1.2292) × 10−5 14.9 ± 2.1

OLS-LOO-LR/MNQP (3.1134 ± 0.5335) × 10−5 9.4 ± 1.9

Simulation was used to test the proposed combined OLS-LOO-LR and MNQP
algorithm and to compare its performance with the Parzen window estimator as
well as our previous sparse kernel density (SKD) estimation algorithm [12]. The
algorithm of [12], although also based on the OLS-LOO-LR regression frame-
work, is very different from the current combined OLS-LOO-LR and MNQP
algorithm. In particular, it transfers the kernels into the corresponding cumula-
tive distribution functions and uses the empirical distribution function calculated
on the training data set as the target function of the unknown cumulative dis-
tribution function. Moreover, in the work of [12], the unity constraint is met by
normalising the kernel weight vector of the final selected model, which is nonop-
timal, and the nonnegative constraint is ensured by adding a test to the OLS
forward selection procedure, which imposes considerable computational cost.

The optimal kernel width was found to be ρ = 0.65 for the Parzen window
estimate and ρ = 1.2 for both the previous SKD algorithm and the combined
OLS-LOO-LR and MNQP algorithm, respectively, via cross validation. The re-
sults obtained by the three density estimator are summarised in Table 3. It
can be seen that the proposed combined OLS-LOO-LR and MNQP algorithm
yielded sparser kernel density estimates with better test performance.

5 Conclusions

A regression framework has been proposed for sparse kernel modelling, which
unifies the supervised regression and classification problems as well as the un-
supervised PDF learning problem. An OLS algorithm has been developed for
selecting sparse kernel models that generalise well, based on the LOO test crite-
ria and coupled with local regularisation. For sparse kernel density estimation,
a combined approach of the OLS-LOO-LR algorithm and multiplicative non-
negative quadratic programming has been proposed, with the OLS-LOO-LR
algorithm selecting a sparse kernel density estimate while the MNQP algorithm
computing the kernel weights of the selected model to meet the constraints
for density estimate. Empirical data modelling results involving regression,
classification and density estimation have been presented to demonstrate the
effectiveness of the proposed unified data modelling framework based on the
OLS-LOO-LR algorithm, and the results shown have confirmed that this unified
sparse kernel regression framework offers a state-of-the-art for data modelling
applications.
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Abstract. Prediction and classification of particular faults in rotating 
machinery, based on a given set of measurements, could significantly reduce 
the overall costs of maintenance and repair. Usually the vibration signal is 
sampled with a very high frequency due to its nature, thus it is quite difficult to 
do considerably long forecasting based on the methods, which are suitable for 
e.g. financial time series (where the sampling frequency is smaller). In this 
paper new forecasting and classification technique for particular vibration 
signal characteristics is proposed. Suggested approach allows creating a part of 
control system responsible for early fault detection, which could be used for 
preventive maintenance of industrial equipment. Presented approach can be 
extended to high frequency financial data for the prediction of “faults” on the 
market. 

Keywords: fault analysis and prevention, artificial neural networks, artificial 
intelligence, rotating machinery, ball bearing failures, predictive monitoring. 

1   Introduction 

The faults in particular parts of industrial equipment could cause serious problems 
such as production losses, expensive repair procedures or even the personnel injures. 
Therefore the problem of fault analysis and prevention is very important. One of the 
main reasons of breakdowns of rotating machinery is the bearing failures. Plenty of 
papers, during the last decades, were devoted to the analysis of such kinds of faults by 
different methods of vibration analysis [11, 12, 13, 15]. The aim of this paper is to 
present the combination of forecasting and classification techniques, which could be 
used for the fault analysis and prevention. 

In case the sampling rate is measured in kHz (for the dataset used in this paper 
sampling rate was equal to 40kHz), it is possible to estimate that prediction, achieved 
by the forecasting based on the pure time signal from the vibration sensors, will be 
only some microseconds ahead, which seems to be useless in terms of practical 
applications. Therefore in order to achieve applicable prediction for overcoming the 
problem described above should be introduced. 
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Let us consider the measurements obtained from rotating equipment containing 
ball bearings. Wide range of vibration analysis techniques could be used for analysis 
of the given measurements. The main idea of the traditional approaches is to analyze 
the peaks existence for particular frequencies and their multipliers (for more 
information regarding calculation of these frequencies and analysis methods [4, 5])  

This paper will be devoted to the method which could be used for estimation of 
some particular defect frequency components evolution by using the artificial 
intelligence methods. The artificial neural networks, Neural Clouds [9] (further NC) 
and an advanced method of signal decomposition would be used in this research 
together with a trick of the particular fault related features extraction from Fourier 
spectrum. 

It is out of the scope of this paper to describe the procedure of vibration data 
acquisition, for more information authors refer to [4]. In the following it would be 
assumed that a given time signal T  was measured using vibration sensor for some 
ball bearing based system. The measurement strategy for efficient application of the 
presented method would be proposed in the following. 

2   Preparation of Inputs for the Predictor 

In this section data preprocessing and the preparation of the inputs for the forecasting 
and classification algorithms will be discussed. Following the work [6], it is a very 
important and challenging problem. 

Let us divide given time sequence T into the set of equidistant sub sequences { it } 

so that the time interval between them is equal to t
)

. For the generalization of 
presented approach this procedure corresponds to the process of collecting the number 
of measurements periodically. It should be mentioned that dealing with a limited 
amount of measurements one should always remember about the tradeoff between 
how far one wants to forecast (it would be shown that it is related to the time interval 
between consequent measurements) and how many patterns one needs to make the 
prediction. 

For every subsequence it  the Fourier spectrum iF  is computed. Having the set of 

“consequent” Fourier spectra { } NiiF ,1=  the frequency dynamics, if any, could be 

observed. So that the monitoring of the important changes in signal frequency 
characteristic over the time can be done. This approach is related to the time 
frequency analysis (see fig. 1). Each of the obtained spectra could be used for analysis 
of the bearing conditions for the corresponding time interval. The idea here is to do 
forecasting in order to get the estimation of future spectral characteristic. In order to 
do it the particular frequency component changes over the sequence of spectra would 
be considered. 

The problem is that the spectrum itself contains too many data and, moreover, not 
all these data are used for particular faults detection. Therefore it would be consistent 
to extract few features of the great importance regarding the particular type of fault  
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Fig. 1. Data preprocessing stage illustration 

from the overall frequency data set and to do forecasting only for them (see fig.2.). As 

a possible feature here an analogue of a crest factor measure k
jC  (see eq.1) can be 

used. 
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where if are the frequencies from selected window and M is the number of features 

for every spectrum and N  is the number of spectra. For ],1[ Mj ∈∀ values 

{ }
Nk

k
jC

,1=
 form time series with a sampling rate inversely proportional to the time 

interval t
)

 introduced above. 
The overall spectrum feature extraction scheme could be described as a selection of 

important frequencies (e.g. the defect frequencies or the frequencies of particular 
interest), choosing an appropriate window around each of the frequencies, and then 
calculating the mentioned above crest factor analogues values for those windows (see 
fig. 3). Situation when the selected measure is close to 1 corresponds to the absence of 
peak within the window considered, while relatively high value corresponds to the 
existence of peak respectively. 

Finally as an input for the predictor a set of the time series { }
Nk

k
jC

,1=
 is used, each 

of them corresponds to the selected particular frequency component j  and has a 
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Fig. 2. Feature extraction idea 

sampling rate, defined by the time interval t
)

 determined as a gap between two 
measurements. The aim of this process is to increase the time intervals between the 
data points, without loosing the important high frequency information. 

One of the most important restrictions of the scheme presented is that all the 
measurements should be done within approximately similar conditions, such as 
rotation speed, external noise etc. Therefore one could expect that the defect growth 
will be observable within a selected frequency interval. Overcoming of this restriction 
is theoretically possible and could be considered as one of the further steps to extend 
the presented approach. 

An example of the time series { }
Nk

k
jC

,1=
 is shown at the figure 3. 

 

Fig. 3. Example of features time series we are going to predict 

Then the Empirical Mode Decomposition [1, 2, 6] (further EMD) should be used in 
order to decompose initial signal into the set of orthogonal and non correlated time 
series (modes). The sum of the modes is equal to the initial signal (with an error of 
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order 10-16). Let us assume that the next state of the system will depend mainly on the 
current state of the system and depend also on few previous states with smaller 
weights (see fig.4). Therefore, the intrinsic mode functions [1, 2] at the current 
moment t  and the current state of the system with a few lagged intrinsic mode 
functions (with smaller weights) should be used as inputs for the ANN. The result is 
shown in the figure 4. 

 

Fig. 4. Visualization of all inputs for ANN 

As one can see from figure 4, some of the inputs (e.g. #6 and #7) are not of the 
great importance in comparison with the others. Nevertheless all of them have to be 
taken into account in order to avoid border effects of EMD method which could be 
rather strong [1]. Since the next state depends mainly on the current state (according 
to the assumption above) neural network have to be retrained to maintain the 
conditions of such specific process and to neglect border effects of EMD filter. 

3   Forecasting Technique and Predictor Architecture 

Due to the fact that constructed time series are very specific, the architecture of 
predictor should be chosen properly. There are two main properties which the 
predictor should have. First one is good approximation capabilities; second one is 
presence of embedded memory, since time series represent some dynamical model. 
So far instead of simple feed-forward artificial neural network (further ANN), namely 
perceptron, which stands for the static mapping from the input to the output space (see 
fig.5. left hand side) it would be more convenient to use recurrent ANN, namely 
Elman ANN [7] (see fig.5. right hand side), since it implies the dynamic memory. 
Elman networks are also well known for their ability to extract features from time 
series. Moreover, recurrent networks are more robust in sense of over fitting, since 
this type of ANN corresponds to the so called infinite impulse response filter and 
require less parameter to describe system dynamics. Feed forward network 
corresponds to finite impulse response filter and need more parameters for mapping 
and therefore can lead to over fitting. Further the comparison of three architectures, 
namely time delay neural networks, linear regression and recurrent networks will be 
presented. 
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Fig. 5. {xi}-input vector; {yi} – output vector; {wij} – parameters (weights), Left hand side - 
Feed forward ANN; right hand side – RNN 

All parameters of the network, such as a number of layers and number of neurons 
were obtained from computational experiment. Number of layers was chosen to be 2. 
In each layer the number of neurons was chosen to be 40. Then the neural network 
committee which consisted of 10 ANN’s was constructed. The result over the 
committee was simple averaging of the each network outputs. The length of the data 
was chosen to be 1000 time steps (1000 points). Training algorithm for Elman 
network was chosen to be BFGS algorithm [10], for time delay neural network 
training algorithm was chosen to be Levenberg-Marquardt [14]. Results of the 
forecast are presented in figure 6. 

 

 

Fig. 6. One step forecast for the selected feature. The procedure was repeated 30 times to 
estimate statistical quality of prediction for one step. 

As it could be noticed from figure 6 (bottom picture), non delayed forecast for the 
frequency component development (see table 1) has been obtained. Below the 
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comparison of linear regression and time delay neural network (further TDNN), with 
the proposed advanced forecasting technique based on RNN (further AFT) is given.  

Table 1. Comparison of the quality of the forecast provided by different methods 

 r  2R  MSE 

Linear regression 0,30  0,06  0,03 
TDNN 0,38 0,14 0,02 
AFT 0,66 0,30 0,01 

Table 1 gives a brief overview of the quality of the forecast for the following 

statistics: mean squared error (MSE), determination coefficient ( 2R , see eq.2) and 
correlation coefficient ( r ). 
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where iŷ  - is a forecast, iy - is a true value and iy - is an average over all training 

patterns. As one can see from table 1 AFT has a better correlation with the target than 

TDNN, and 2R  measure shows that determination of the forecast provided by AFT is 
better. The bigger determination means the lower probability of the forecast delay. 

Moreover using 2R  measure the optimal number of neurons in hidden layer could be 

estimated. The optimal number of neurons corresponds to the saturation of 2R  
measure, so that the increasing of the hidden layer does not improve the forecast. 

The forecast was performed in a same manner for all features being extracted from 
Fourier spectrum, so that for all selected signal characteristics the future values were 
obtained. By analyzing the obtained values future machine state could be estimated. 
To make the procedure of classifying the machine condition as normal or abnormal 
automatic, the usage of a novel classification technique would be proposed in next 
section. 

4   Classification Technique and Overall Scheme 

To make process fully automatic and suitable for implementation of fault prevention 
system it was decided to add mechanism for classification. For this purpose the novel 
technique which is called “Neural clouds” [9] was chosen. Since the details of NC are 
not published at the moment, its main ideas will be briefly discussed in the following. 

The concept which stands behind the NC term consists of creating an efficient data 
encapsulation mechanism for the so called one-side classifier, using the advanced 
clustering algorithm and extended Radial Basis functions network approach. The 
basic idea of the one-side classification usage in field of condition monitoring, fault 
analysis and prevention is that the real industrial data, which could be collected on the 
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plant, usually correspond to the normal conditions, while the bad data collection is 
expensive, and fault modeling is not always available. The system is trained on a 
given dataset which corresponds to the normal operating conditions of the plant and 
stands for the detection of the fluctuations from these conditions.  

The simple example of classification is shown in figure 7. Here the data points are 
displayed with circles and confidence levels are displayed with lines. The plateau on 
the fig.7 right hand side corresponds to the conditions which suppose to be normal 
with probability equal to 1 and the slopes shows how the probability decreases down 
to 0. 

After obtaining a new forecast one just “drops” or project it on the classifier (see 
fig.7.) and chooses the nearest confidence level. Then one should decide whether  
 

 

Fig. 7. Left hand side: Classification in 2D space for 2 selected features (normalized density), 
right hand side: classifier in 3D space (normalized density) 

 
Fig. 8. Overall scheme of the system 
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forecasted state induces alarm or not, using the simple formula: ,1 ConfPf −=  

where fP  is probability of failure and Conf  is confidence level. 

The overall scheme of the system is like following: first extract features from 
Fourier spectrum, then comes AFT to provide forecast of particular Fourier spectrum 
features and NC to recognize whether the predicted state is normal or abnormal. After 
the system is trained in back testing mode, AFT has to be retrained after each step, 
while NC remains the same if the normal conditions do not change. Overall scheme is 
shown in figure 8. 

5   Conclusions and Outlook 

The most of the neural network applications in the field of vibration diagnostic are 
devoted to the classification problem. In the presented paper authors made an attempt 
to apply it to the forecasting problem. The approach presented above could be 
considered as an additional part of the vibration analysis and monitoring system. 
System offers the experts a possibility to analyze the evolution of the particular 
defect, introduced by the bearings components and to perform predictive monitoring 
of the future state of the system. Additional classification stage makes the abnormal 
behavior detection process automatic. Together with a suitable measurement strategy 
it could be used for a considerably long term prediction of frequency characteristics of 
the vibration signal and therefore the prediction of the system conditions. 

According to the set of experiments it was found that the proposed technique could 
be used for the prediction of the introduced frequency features. 

As a possible extension of the suggested approach a forecasting for the additional 
values could be considered (e.g. forecasting enveloping spectrum features, some 
additional measurements and calculated statistical values (for instance kurtosis, 
skewness)). This will allow covering the forecasting of the main characteristics of 
vibration signal used for the analysis of the equipment conditions. Taking into 
account changing rotation speed one should consider as the thing of a great 
importance simplifying the data acquisition process. 

The extension of the forecasting horizon to middle range could be considered on 
the basis of the paper [8]. 
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Abstract. The dependence of the classification error on the size of a
bagging ensemble can be modeled within the framework of Monte Carlo
theory for ensemble learning. These error curves are parametrized in
terms of the probability that a given instance is misclassified by one
of the predictors in the ensemble. Out of bootstrap estimates of these
probabilities can be used to model generalization error curves using only
information from the training data. Since these estimates are obtained
using a finite number of hypotheses, they exhibit fluctuations. This im-
plies that the modeled curves are biased and tend to overestimate the
true generalization error. This bias becomes negligible as the number of
hypotheses used in the estimator becomes sufficiently large. Experiments
are carried out to analyze the consistency of the proposed estimator.

1 Introduction

In many classification tasks, bagging [1] improves the generalization performance
of individual base learners. However, due to need of repeated executions of the
underlying algorithm, the computational requirements to estimate generalization
error of this algorithm by traditional statistical techniques, such as cross vali-
dation, can be quite expensive. In order to address this problem we investigate
the properties of an efficient estimator based on the Monte Carlo approach to
ensemble learning developed in [2,3,4]. Assuming that the probability of select-
ing a hypotheses that misclassifies a given instance is known, the average error
on that instance of a Monte Carlo ensemble of arbitrary size can be computed
in terms of the binomial distribution [2,3,4]. Using this analysis, it is possible
to model error curves that describe the error of the ensemble as a function of
the number of predictors in the ensemble. In this work we propose an out of
bootstrap estimator for the generalization error of a bagging ensemble based
on computing the misclassification probabilities on out of bootstrap data. The
estimator is shown to be biased. Nonetheless, the bias component decreases as
the size of the ensemble used to perform estimations grows.
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2 Monte Carlo Ensemble Learning

Monte Carlo (MC) algorithms [5,2,3,4] provide a useful framework for the analy-
sis of learning ensembles. In order to introduce some notation and basic concepts,
we provide a brief review of Monte Carlo algorithms applied to classification
problems.

A Monte Carlo algorithm is a stochastic system that returns an answer to an
instance of a problem with a certain probability. The algorithm is consistent if
does not generate two different correct answers to the same problem instance.
Different executions of the algorithm are assumed to be statistically independent,
conditioned to some known information (in classification, this known information
is the training data). A Monte Carlo algorithm is said to be α-correct if the
probability that it gives a wrong answer to a problem instance is at most p =
1−α. The advantage of such an algorithm is defined to be γ = α− 1

2 = 1
2 −p. The

accuracy of a consistent Monte Carlo (MC) algorithm with positive advantage
can be amplified to an arbitrary extent simply by taking the majority answer of
repeated independent executions of the algorithm. In B independent executions
of the algorithm, the probability of b failures follows a binomial distribution

Pr(b) =
(

B

b

)
pb(1 − p)B−b. (1)

Assuming that B is odd, the answer of the amplification process would be wrong
only if more than half of the responses of the base algorithm were wrong. The
probability of such an event is

π(p, B) =
B∑

b=�B
2 �+1

(
B

b

)
pb(1 − p)B−b. (2)

If p < 1
2 and B → ∞ (2) tends to 0 or, equivalently, the probability of a correct

output from the algorithm tends to one. On the other hand, if p > 1
2 , the

algorithm does not asymptotically produce a correct answer.
Consider a binary classification learning problem characterized by the fixed

joint probability distribution P(x, y), where x ∈ X ,and y ∈ Y = {−1, +1}. For
simplicity, X is assumed to be discrete and finite with cardinality N . This in
turn implies that the space of hypothesis H is also finite with cardinality J . The
results can be readily extended to continuous infinite spaces. In these conditions
Table 1 summarizes the performance of a set of hypotheses H. The nth row
in this table corresponds to the nth vector xn ∈ X , which has a probability
P(xn). The jth column corresponds to the jth hypothesis hj ∈ H, which has a
probability qj of being applied. The element ξj(xi) ∈ {0, 1} at row i and column
j of the inner matrix is an indicator whose value is 1 if hypothesis hj misclassifies
instance xi and 0 otherwise.

To classify instance x, the Monte Carlo algorithm defined in [4] proceeds by
selecting one hypothesis hj from H with probability qj . It then assigns the class
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label hj(x) ∈ Y. Elements on the right-most column of Table 1 are defined as

p(xi) =
J∑

j=1

qjξj(xi), (3)

where p(xi) is the probability of extracting a hypothesis that misclassifies in-
stance xi. With this definition, the algorithm is (1 − p(xi))-correct on xi. If
p(xi) < 1

2 then, the advantage of the algorithm on instance xi is strictly pos-
itive. This means that we can amplify the answer to this instance by running
the algorithm B times and taking a majority vote among the classifications gen-
erated. However, if p(xi) > 1

2 this same procedure would actually worsen the
results and make the probability of generating a right answer tend to zero.

If all the hypotheses in H are available, the classification produced after B
executions of the algorithm is a random variable whose average is

H(x) = sign

⎛

⎝
J∑

j=1

qjhj(x)

⎞

⎠ . (4)

As B → ∞ the distribution of this random variable becomes more peaked around
this mean. The expected error of the Monte Carlo algorithm is

E(B) =
∑

x∈X
π (p(x), B) P(x), (5)

where π (p(x), B) is given by (2). The limit of the error as B approaches ∞ is

E∞ = lim
B→∞

E(B) =
∑

x∈XA

P(x), (6)

where XA = {x ∈ X : p(x) > 1
2} is the set of instances over which the algorithm

cannot be amplified.
As noted in [4] bagging and the Monte Carlo algorithm we have just described

are closely related. Assume that a labeled training dataset T (tr) = {(xi, yi), i =
1, . . . , Ntr} is available. Suppose that H is the set of hypotheses that can be gen-
erated by training a base learner on independent bootstrap samples extracted

Table 1. Elements in a Monte Carlo Ensemble Algorithm

h1 h2 · · · hJ

q1 q2 · · · qJ

x1 ξ1(x1) ξ2(x1) · · · ξJ (x1) p(x1)

x2 ξ1(x2) ξ2(x2) · · · ξJ (x2) p(x2)
...

...
...

. . .
...

...

xN ξ1(xN) ξ2(xN) · · · ξJ(xN ) p(xN)
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from the original training data. Bagging can be described as a Monte Carlo
algorithm that first draws B hypotheses from H at random using a uniform
probability distribution, and then uses the same B hypotheses to classify all
data instances. From a statistical point of view, when classifying a single in-
stance x, the Monte Carlo algorithm described and bagging are equivalent. This
observation means that Table 1 can also be used to analyze the generalization
properties of bagging.

In particular, it can be shown [4] that the expected error of bagging with B
hypotheses is given by (5). This expression provides a model for the error curves
of bagging ensembles. These curves display the dependence of the classification
error as a function of the ensemble size. In [4] the test and train error curves
are modeled using (5), where the values of p(x) and P(x) are estimated on the
training and test samples, respectively. In the present investigation it is shown
that the generalization error curves can be can be modeled using information
only from the training data by computing bootstrap estimates of p(x) in (5).

3 Error Curves for Bagging Ensembles

Ensemble methods such as bagging [1] have demonstrated their potential for
improving the generalization performance of induced classifier systems. The suc-
cess of bagging is related to its ability to increase the accuracy of a (possibly
weak) learning algorithm A. Bagging constructs a set of different hypotheses
H = {hm; m = 1, 2, . . . , M} using in the learning algorithm A different surro-
gate training sets

{
T (tr)

m ; m = 1, 2, . . . , M
}

obtained by bootstrap sampling from

the original training data T (tr) [6]. Provided that the base learning algorithm
is unstable with respect to modifications in the training data, this procedure
has the effect of generating a set of diverse hypotheses. Each instance is then
classified by using majority voting scheme. If the errors of the different base
learners are not fully correlated, the composite hypothesis should have a lower
error than the individual hypotheses. Experimental analysis of bagging is given
in [7,8,9,10].

As described in Section 2, the dependence of the classification error of a bag-
ging ensemble on its size can be modeled within the framework of Monte Carlo
theory for ensemble learning. The analysis is based on averages computed using
the elements of Table 1. Assume that H is the set of hypotheses included in a
bagging ensemble of size M . The classification error of a bagging ensemble of
size B on a given dataset T = {(x1, y1), . . . , (xN , yN )} can be estimated using

ET (B) =
1

|T |
∑

xi∈T
π(p̂(xi), B), (7)

which corresponds to (5) with P(x) replaced by the empirical distribution of the
examples in T and with the value of p(xi) estimated on H as

p̂(xi) =
1
M

M∑

m=1

ξm(xi). (8)
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The indicator ξm(xi) is the error of each hypothesis hm ∈ H on instance xi ∈ T .
Note that B and M can be different. That is, one can use the hypothesis in the
bagging ensemble of size M to estimate the generalization error of an ensemble
of arbitrary size B. Because (7) has a smooth dependence on B it can be used
to estimte the convergence level of bagging with B hypotheses. In fact one can
take B → ∞ to approximate the asymptotic limit of the error of bagging.

3.1 Bias Analysis

The estimator of the ensemble error ET (B) given by (7) is biased because the
value of M , the number of hypotheses used to estimate p(xi), is finite. In contrast
with B, whose value can be made arbitrarily large, M is at most as large as
the size of the bagging ensemble constructed. The dependence of the bias of
E(B) with M can be estimated within the Monte Carlo framework. The value
computed in (8) using a set of hypothesis of finite size M is a realization of a
random variable p̂(xi) that follows a binomial distribution with parameter p(xi).
The average of (7) over this random variable is

Ep̂(x) [ET (B)] =
1

|T |

|T |∑

i=1

Ep̂(xi) [π(p̂(xi), B)] , (9)

where, for an ensemble of size M ,

Ep̂(xi) [π(p̂(xi), B)] =
M∑

m=0

(
M

m

)
p(xi)m(1 − p(xi))M−mπ(

m

M
, B), (10)

As a result of the non linearity of (2), the value of (10) need not be equal to
π(p(xi), B). Fig. 1 (left) illustrates this effect. The discontinuous curves corre-
spond to (10) and display the expected value of the estimator of the ensemble
error on a single instance as a function of p(xi) for different values of M . The
continuous line plots the M → ∞ limit of the discontinuous curves, which corre-
sponds to π(p(xi), B). The graphs are drawn for an ensemble of size B = 1001.
Similar results are obtained for different values of B. In the limit B → ∞ the
M = 1 curve remains unchanged (a straight line) and the M → ∞ curve tends
to a step function.

This figure illustrates that for M > 1 and a fixed value of B the Monte Carlo
amplification is more effective the further the value of p(xi) is away from 1

2 . For
a given value of p(xi), the bias of the finite M estimate is the vertical distance
between the corresponding (discontinuous) line and the continuous one. The
smaller the values of M the larger the variance of p̂(xi), and, in consequence,
the larger the bias of the estimator. The sign of the bias is positive for p(xi) < 1

2
and negative for p(xi) > 1

2 . Since examples correctly classified by the ensemble
of size M have p(xi) < 1

2 and incorrectly classified examples have p(xi) > 1
2 ,

some bias cancellation should be expected when computing (7). Assuming that
the ensemble error rate is smaller than 1/2, the total bias for finite M is typically
positive.
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Fig. 1. (left) Expected value of π(ρ(xi), B) as a function of the true misclassification
probability p(xi) for B = 1001 and different values of M . Discontinuous lines corre-
spond to finite values of M . The continuous line corresponds to the M → ∞ curve,
π(p(xi), B). (right) Ensemble error measured over a test set (continuous) and out of
bootstrap estimation computed by means of (7) and (11) (discontinuous).

As a result of the reduction in the variance of p̂(xi) the bias component can
be made arbitrarily small provided that sufficiently large ensembles are used.
Therefore the estimator (7) is consistent in the limit M → ∞. In particular, if
one wishes to estimate the error of a subensemble composed of B ≤ M different
hypotheses extracted at random from the original ensemble of size M one should
use all the M elements in the original ensemble to compute (8).

3.2 Out of Bootstrap Estimation

In this section we propose an out of bootstrap estimator for the generalization
error of bagging ensembles of arbitrary sizes. In bootstrap sampling examples are
selected at random from the original set with replacement. On average, 36.8%
of the extractions in a bootstrap sample of the same size as the original set
correspond to repeated elements. This means that there are 36.8% examples in
the original set which are not present in a particular bootstrap sample. Out
of bootstrap techniques take advantage of these data to perform estimations of
the generalization properties of the predictors constructed with the bootstrap
sample.

Estimates of the generalization error of bagging ensembles based on out of
bootstrap data have been considered in [11,12]. In [11] a bias-variance decompo-
sition of the generalization error of bagging ensembles for regression problems is
carried out. Out of bootstrap data is used to estimate the bias component of the
error, which is equal to the asymptotic error of the ensemble. In [12] out of boot-
strap data is used to estimate the generalization error of bagging ensembles. The
classification error for a given instance in the original training set is estimated
using only the classifiers trained with bootstrap samples that do not include such
instance (on average, 36.8% of the total ensemble members). The generalization
error of the ensemble is obtained by averaging these error estimates for single
instance over the whole training set. Notice that this procedure provides only a
single estimate, while the estimator proposed in the current article models the
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complete error curve. The estimator proposed in [12] is a particular case of the
one given in the present work. Breiman’s estimator is recovered when all the hy-
potheses in the ensemble are used for the estimation of (8), and the asymptotic
limit B → ∞ of (7) is taken.

Error curves estimated on the training set typically underestimate the true
generalization error. To avoid this training bias, it is possible to give an estimate
EV AL(B), where (8) is computed using a validation set independent of the train-
ing data. Alternatively, an out of bootstrap estimator EOB(B) that uses only
training data can be designed. For each instance in the training set xi ∈ T (tr),
p(xi) is estimated as the average of ξm(xi) over the set of hypotheses trained on
bootstrap samples that do not include xi

p̂(xi) =
1∣∣H\i

∣∣
∑

hm∈H\i

ξm(xi), (11)

where H\i = {hm : hm ∈ H, (xi, yi) /∈ T (tr)
m }. The set T (tr)

m is the bootstrap
sample of T (tr) used to train hm. On average H\i contains 36.8% of the initial
hypotheses in bagging . The out of bootstrap estimate proposed in [12] corre-
sponds to the limit B → ∞ and is given by (6) with p(xi) estimated by (11).

Fig. 1 (right) displays generalization error curves of a bagging classification
ensemble for the synthetic problem Twonorm, as a function of its size. The
ensemble is trained using Ntr = 300 labeled instances. The continuous line traces
the actual error on an independent test set with Ntest = 1000 elements. The
dashed line corresponds to EOB(B) estimated on M = 370 bagging hypotheses
using out of bootstrap data. Note that the proposed out of bootstrap estimator
(7) has a smooth dependence on B.

4 Experiments

In order to assess the reliability of the proposed out of bootstrap estimator ex-
periments are carried out in several real world and synthetic binary classification
problems from the UCI repository [13] (see Table 2). Each real world problem
data set is split into three subsets: train, validation and test. The size of the
training set is set to 4

9 of the total data while the size of the validation and
test set are set to 2

9 and 1
3 respectively. For the synthetic problems Twonorm

and Ringnorm, train, test and validation sets are randomly built as described in
Table 2. The validation set is used to provide an independent check on whether
using out of bootstrap data has an undesired effect in the estimation of the
misclassification probabilities p̂(xi).

The experimental protocol consist of the following steps:

(i) Data examples are partitioned at random into train, validation and test
sets.

(ii) A bagging ensemble of 1000 CART trees [14] is built using the training set.
(iii) Estimates of the error by the procedure described in Section 3.2 are com-

puted for subensembles of different sizes (B = 1, 2, . . . , 1000). A first set of
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Table 2. Description of the problems and data sets used in the experiments

Problem Train Test Val. Classes

Ringnorm 300 1000 300 2

Twonorm 300 1000 300 2

Sonar 63 69 49 2

Ionosphere 156 117 78 2

Breast 310 233 155 2

Pima 341 256 171 2
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Fig. 2. Average ensemble error as a function of the ensemble size for the classification
problem Twonorm. Plotted curves depict test set error alongside with out of bootstrap
(left-hand side) and validation (right-hand side) estimates of the generalization error
for different values of M .

Table 3. Averages and standard deviations of the validation and out of bootstrap
estimates of the generalization error and test errors (in %) for bagging ensembles of
size B = 1000.

Ringnorm Twonorm Sonar Ionosphere Breast Pima

M = 18 VAL 14.8±3.4 12.0±3.2 28.5±7.2 10.6±3.7 5.3±2.1 25.6±3.2

M = 50
OB 14.9±1.9 12.2±2.1 28.8±5.1 10.5±2.2 5.2±1.0 25.5±2.1
VAL 13.2±3.4 10.2±3.2 27.9±7.1 10.3±3.8 5.1±2.0 25.5±3.1

M = 135
OB 13.5±2.0 10.5±2.3 27.9±4.8 10.2±2.1 5.1±0.9 25.4±2.0
VAL 12.8±3.2 9.5±3.1 27.6±6.9 10.21±3.8 5.1±1.9 25.4±3.2

M = 368
OB 12.9±2.0 9.8±2.3 27.8±4.8 10.1±2.2 5.0±0.9 25.3±2.0
VAL 12.6±3.3 9.3±3.2 27.5±6.8 10.1±3.8 5.1±1.9 25.4±3.1

M = 103 OB 12.8±2.0 9.5±2.6 27.7±4.7 10.1±2.2 5.0±0.9 25.3±2.0
VAL 12.5±3.3 9.2±3.1 27.4±6.8 10.1±3.7 5.1±1.9 25.4±3.2

Test Error 12.4±3.1 9.2±3.0 27.7±5.7 9.9±3.2 5.1±1.6 25.4±2.5

out of bootstrap estimators (OB) that use out of bootstrap data is built
using a random selection of M = 50, M = 135, M = 368 and M =
1000 trees from the ensemble generated in (ii). A second set of validation
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estimators (VAL) is constructed using validation data and a random selec-
tion of M = 18, M = 50, M = 135, M = 368 and M = 1000 trees from
the ensemble built in (ii). Note that the out of bootstrap estimate effec-
tively uses only 36.8% of the classifiers to estimate a given value of p(xi).
This means that the out of bootstrap estimator with MOB trees should
be compared with the validation estimator that uses MV AL ≈ 0.368 MOB

trees, so that both estimators are computed on the same effective number
of hypotheses. In fact, the values M1 = 18 M2 = 50, M3 = 135, M4 = 368
and M5 = 1000 are chosen so that Mi−1 = round(0.368 Mi), starting from
M5 = 1000.

(iv) Finally, the error in the test set is calculated for subensembles containing
the first B elements of the bagging ensemble generated in (ii), with B =
1, 2, . . . , 1000.

The curves plotted and figures reported correspond to averages over 500 itera-
tions of the steps (i)-(iv) for each problem.

Fig. 2 depicts the ensemble error as a function of ensemble size (B = 1, 2, . . .,
1000) for the classification problem Twonorm. The continuous lines correspond
to test set errors. The discontinuous lines are out of bootstrap (on the left-hand
side) and validation estimates (on the right-hand side) of the generalization
error with different values of M . Note that, in agreement with the results of
Section 3.1, the bias of the Monte Carlo estimators in (2) becomes smaller as M
increases and is fairly small for M = 1000 in all problems. As predicted, the error
curves for the pairs MOB = round(0.368 MV AL) are very similar. Finally, we
point out that the bias of the estimator is typically positive. This is because, on
average, the misclassification probabilities of the base learners over the problem
instances are smaller than 1

2 as shown in Section 3.1. The error curves for the
other classification problems exhibit similar features.

Table 3 summarizes the values for the different estimators of the ensemble er-
ror with B = 1000 and different values of M . The values tabulated are the mean
and standard deviation over 500 executions carried out with different random
partitions of the data. The average and standard deviation of the error on the
test set are displayed in the last row of the table. These results illustrate that for
sufficiently high values of M the out of bootstrap method provides a consistent
estimate for the generalization error of the ensemble. The values displayed in
boldface correspond to cases in which the difference between the expected value
of the error estimate and the actual test error is not statistically significant at a
confidence level of 1%.

As expected, for MV AL = MOB the validation estimator is more accurate
than the out of bootstrap one. This behavior is particularly noticeable in the
synthetic problems Ringnorm and Twonorm. However, the average estimates for
MV AL = 0.368 MOB are similar. Variances are roughly independent of M . They
tend to be smaller for EOB because of the presence of correlations between the
out of bootstrap estimates of the misclassification probability of the different
training examples [15].
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5 Conclusions

An estimator of the generalization error for bagging ensembles of arbitrary size
has been developed within a Monte Carlo framework for ensemble learning. This
framework allows to model the dependence of the ensemble error with smooth
curves parametrized in terms of estimates of the probability that an ensemble
member misclassifies a given example. The method proposed in this work com-
putes these estimates on the out of bootstrap data, using information only from
the training data. This avoids setting apart an independent dataset for valida-
tion. These estimates can be calculated efficiently, avoiding the cost of classical
ensemble generalization error estimation techniques like cross validation.

Estimates of the misclassification probabilities exhibit fluctuations. This im-
plies that error curves are biased and tend to overestimate the true error. How-
ever, this bias is shown to tend to zero as the size of the ensemble used to perform
estimations grows. Experiments over several classification problems provide em-
pirical support for the theoretical analysis of the properties of the estimator.
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Abstract. This paper proposes a model of semantic labeling based on the edit 
distance. The dynamic programming approach stresses on a non-exact string 
matching technique that takes full advantage of the underlying grammatical 
structure of 65,000 parse trees in a Treebank. Both part-of-speech and lexical 
similarity serve to identify the possible semantic labels, without miring into a 
pure linguistic analysis. The model described has been implemented. We also 
analyze the tradeoffs between the part-of-speech and lexical similarity in the 
semantic labeling. Experimental results for recognizing various labels in 10,000 
sentences are used to justify its significances. 

1   Introduction 

Automatic information extraction has received a great deal of attention in the latest 
development of information retrieval. While a plethora of issues relating to questions 
of accuracy and efficiency have been thoroughly discussed, the problem of extracting 
meaning from natural language has scarcely been addressed. When the size and quan-
tity of documents available on the Internet are considered, the demand for a highly 
efficient system that identifies the semantic meaning is clear. Case frame is one of the 
most important structures that are used to represent the meaning of sentences (Fill-
more, 1968). One could consider a case frame to be a special, or distinguishing, form 
of knowledge structure about sentences. Although several criteria for recognizing case 
frames in sentences have been considered in the past, none of the criteria serves as a 
completely adequate decision procedure. Most of the studies in natural language proc-
essing (NLP) do not provide any hints on how to map input sentences into case 
frames automatically. As a result, both the efficiency and robustness of the techniques 
used in information extraction is highly in doubt when they are applied to real world 
applications.  

Any high level language understanding process, such as semantic labeling, must 
involve chunking sentences into segments. Motivated by the psycholinguistic evi-
dence which demonstrates that intonation changes or pauses would affect the lan-
guage understanding processes in humans, Abney (1991) proposes the concept of text 
chunking as a first step in the full parsing. A typical chunk of a text is defined as con-
sisting of a single content word surrounded by a constellation of function words, 
matching a fixed template. Church uses a simple model for finding base non-recursive 
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NPs in sequence of POS tags (Church, 1988). Turning sentence chunking into a 
bracketing problem, Church calculates the probability of inserting both the open and 
close brackets between POS tags. Each chunking alternative is ranked and the best 
alternative is selected. Using transformation-based learning with rule-template refer-
ring to neighboring words, POS tags and chunk tags, Ramshaw & Marcus (1995) 
identify essentially the initial portions of non-recursive noun phrases up to the head, 
including determiners. These chunks are extracted from the Treebank parses, by se-
lecting NPs that contain no nested NPs. While the above approaches have been pro-
posed to recognize common subsequences and to produce some forms of chunked 
representation of an input sentence, the recognized structures do not include any re-
cursively embedded NPs. As the result, the resultant fragments bear little resemblance 
to the kind of phrase structures that normally appear in our languages.  

In this research, we propose a mechanism in shallow semantic labeling as well as 
sentence chunking by matching any input sentence with the trees in a Treebank 
through a two-phase feature-enhanced string matching. The objective of this research 
is twofold. First, a shallow but effective sentence chunking process is developed. The 
process is to extract all the phrases from the input sentences, without being bogged 
down into deep semantic parsing and understanding. Second, a novel semantic label-
ing technique that is based on the syntactic and semantic tags of the latest Treebank is 
being constructed (CKIP, 2004). One of our primary goals in this research is to design 
a shallow but robust mechanism which can annotate sentences using a set of semantic 
labels. The annotation will provide piecemeal the underlying semantic labels of the 
sentence. The organization of the paper is as follows. In our approach, each word in 
sentences has two attributes, i.e. part-of-speech (POS) and semantic classes (SC). Any 
input sentence is first transformed into a feature-enhanced string. A two-phase fea-
ture-enhanced string matching algorithm which is based on the edit distance is de-
vised. Section 2 shows how the algorithm can be applied in the semantic labeling 
using 65,000 parse trees in a Treebank. The system has already been implemented 
using Java language. In order to demonstrate the capability of our system, an experi-
ment with 10,000 sentences is conducted. A detailed evaluation is explained in Sec-
tion 3 followed by a conclusion. 

2   Two-Phase Feature-Enhanced String Matching Algorithm 

In this section, we will first outline the concepts of edit operations which are essential 
components of our feature-enhanced string matching algorithm. The two-phase shal-
low semantic labeling will be discussed thoroughly in Section 2.2. 

2.1   Edit Operations  

Our algorithm is essentially accomplished by applying a series of edit operations to 
an input sentence to change it to every tree in the Treebank. Every edit operation 
has been associated with a cost and the total cost of the transformation can be calcu-
lated by summing up the costs of all the operations. This cost reflects the dissimilar-
ity between the input sentence and the trees. Instead of analyzing the exact words in 
the sentence, extended attributes of each word in both input sentence and the trees, 
with their POS and semantic classes, are used. The closely matched tree, i.e., the 
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one with minimum cost, or called edit distance, is selected and the corresponding 
phrase structures and semantic labels delineated in the tree are unified with the 
input sentence.  

Let two given feature-enhanced strings A and B denoted as A = a1a2a3... am and B = 
b1b2b3... bn, where are ai, bj the ith and jth attributed symbols of A and B respectively. 
Each attributed symbol represents a primitive of A or B. Generally speaking, to match 
a feature-enhanced string A with another B means to transform or edit the symbols in 
A into those in B with a minimum-cost sequence of allowable edit operations. In gen-
eral, the following three types of edit operations are available for attributed symbol 
transformation.  

(a) Change: to replace an attributed symbol ai with another bj, denoted as ai → bj. 
(b) Insert: to insert an attributed symbol bj into a feature-enhanced string, denoted 

as λ → bj where λ denotes a null string. 
(c) Delete: to delete an attributed symbol ai from a feature-enhanced string, de-

noted as ai →λ.  

Definition 1. An edit sequence is a sequence of ordered edit operations, s1, s2,... sp 
where si is any of the following three types of edit operations, Change, Insert, Delete. 

Definition 2. Let R be an arbitrary nonnegative real cost function which defines a cost 

R(ai→bj) for each edit operation ai→bj. The cost of an edit sequence S = s1, s2,... sp to 
be 

( ) ( )∑
=

=
p

i
isRSR

1

 (1) 

Definition 3. For two strings A ad B with length m and n respectively, D(i, j) denotes 
the edit distance, which is the minimum number of edit operations, needed to trans-
form the first i characters of A into first j characters of B, where 1 ≤ i ≤ m and 1 ≤ j ≤ 
n. 
 

In other words, if A has m letters and B has n letters, then the edit distance of A and B 
is precisely the value D(m, n). Wagner & Fischer (1974) had proposed the following 
algorithm for computing every edit distances D(i, j). 

[Algorithm] 
D(0, 0) := 0; 
for i := 1 to len(A) do D(i, 0):=D(i-1, 0)+R(ai→λ); 
for j := 1 to len(B) do D(0, j):=D(0, j-1)+R(λ→bj); 
for i := 1 to len(A) do 

for j := 1 to len(B) do 
begin 

 m1 := D(i, j-1) + R(λ→bj); 
 m2 := D(i-1, j) + R(ai→λ); 
 m3 := D(i-1, j-1) + R(ai→bj); 
 D(i, j) := min (m1, m2, m3); 
end 
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Our feature-enhanced string matching in shallow semantic labeling is to make use 
of the algorithm above and modify the cost function R(.) for various edit operations.  

2.2   Shallow Semantic Labeling as Two-Phase Feature-Enhanced String 
Matching  

Our labeling is defined as a two-phase feature-enhanced string matching using the edit 
operations. For every input sentence, a coarse-grained syntactic matching is conducted 
in our first phase of matching. The matching relies on a set of coarse-grained but 
global part-of-speech (POS) tags. The major objective of this phase is to shortlist all 
the potential trees among 65,000 parse trees in the CKIP Treebank, which are relevant 
to the input sentence, without getting bogged down into computational complexity 
with other linguistic details. The second phase of the matching is followed to compute 
the dissimilarity measure between the input sentence and every short-listed candidate 
that is identified in the first phase. Detailed POS and semantic class (SC) tags will be 
employed. As a result, a candidate tree which has the minimum dissimilarity with the 
input sentence will be identified. The underlying semantic labels and phrases of the 
candidate tree are used to determine the shallow language patterns of the input sen-
tence. The details of the two-phase matching are explained in the folloing. 

2.2.1   Coarse-Grained Syntactic Matching 
In the first phase of matching, each word is represented by its corresponding POS. Let 
S be an input sentence and the T be a tree in a Treebank, si and tj be two tokens in S 
and T with attribute POSi and POSj respectively. We define the cost function for the 

change operation si → tj to be 

( ) ),( jiji POSPOSutsR =→  (2) 

where u(POSi, POSj) defines the cost due to the difference between the POS of the 
two tokens. The POS tags from the Chinese Knowledge Information Processing 
Group (CKIP) of Academia Sinica are employed (Chen et al., 1996). The tags are 
subdivided into 46 major POS classes which are further refined into more than 150 
subtypes. However, in this coarse-grained matching, only the major POS classes will 
be considered. To figure out the cost function u(⋅,⋅) in the coarse-grained matching, all 
the major POS tags are organized into a hierarchical structure with an associated hard-
coded cost function. Figure 1 shows the structure of notional words and describes the 
relative distances between the adjectives (A), verbs (V), status-verbs (VH), measure-
words (Nf), nouns (N), position-words (Ng), time-words (Nd) and place-words (Nc). 
All notional words have definite meanings in the language. The cost function is based 
on their interchangeability, the degree of flexibility in placement in the syntax, and 
the similarity of their acceptable modifiers. For example, Chinese verbs and adjec-
tives share a lot of common features syntactically, i.e. both can be predicates or  
modified by adverbs and the word, not. All these features fail to appear in nouns. The 
abbreviations in bracket indicate the original POS tags marked by the CKIP. The 
corresponding tree structure of the XML is shown in Figure 2. The cost function u(⋅,⋅) 
reflects the difference based on the tag toll encoded in the XML as shown in  
Figure 1. The function also indicates the degree of alignment between the syntactic 
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structure of the input sentence and the trees in the Treebank. Although two feature-
enhanced strings with the same POS sequence do not imply they will share the same 
syntactic structure, this coarse-grained syntactic matching shortlists the potential trees 
by imposing a necessary, even not sufficient, constraint on its syntactic structure and 
limits the potential search space in the subsequent stage of semantic matching. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. XML illustrating the relative distances 
between 8 different types of POS 

    Fig. 2. Corresponding tree structure of the 
XML shown in Fig.1 

2.2.2   Computation of Semantic Dissimilarity 
What this second phase matching basically does is to make a detailed comparison 
between the input sentence and the short-listed trees in its earlier stage. In this phase, 
each Chinese token has two attributes, i.e. a detailed part-of-speech (POS) and seman-
tic class (SC). Similar to the approach in Section 2.2.1, we define the cost function for 

the change operation si → tj to be 

( ) ( )),(),,( jijiji SCSCvPOSPOSuftsR =→  (3)

where the function f is the dissimilarity function relied on two major components. The 
first component u(POSi, POSj) defines the partial cost due to the difference between 
the detailed POS of the words. The detailed POS tags are organized in XML format, 
similar to the approach demonstrated in Figure 1. For example, the further breakdown 
of the nouns (Na) which are divided into in-collective (Nae) and collective (Na1) 
nouns. The collective nouns are then subdivided into in-collective concrete uncount-
able nouns (Naa), in-collective concrete countable nouns (Nab), in-collective abstract 
countable nouns (Nac), and in-collective abstract uncountable nouns (Nad). The 
second term in Eqn. (3) defines another partial cost due to the semantic differences. In 
our approach, the words in the input sentences and the trees are identified using a 
bilingual thesaurus similar to the Roget’s Thesaurus. The is-a hierarchy in the bilin-
gual thesaurus, shown the underlying ontology, can be viewed as a directed acyclic 
graph with a single root. While the upward links correspond to generalization, the 
specialization is represented in the downward links. The ontology demonstrated in the 

<Head toll="5"> 
  <NodeB toll="2"> 
    <NodeC toll="2"> 
      <Adjective toll="5"/> 
      <Verb toll="5"/> 
    </NodeC> 
    <Status-Verb toll="7"/> 
  </NodeB> 
  <NodeD toll="2"> 
    <Measure-Word toll="7"/> 
    <NodeE toll="2"> 
      <Noun toll="5"/> 
      <NodeF toll="2"> 
        <Position-word toll="3"/> 
        <NodeG toll="1"> 
          <Time-word toll="2"/> 
        ... 
</Head>  
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thesaurus is based on the idea that linguists classify lexical items in terms of similari-
ties and differences. They are used to structure or rank lexical items from more gen-
eral to the more special. Based on the is-a hierarchy in the thesaurus, we define the 
conceptual distance d between two notional words by their shortest path lengths. 
Given two words t1 and t2 in an is-a hierarchy of the thesaurus, the semantic distance 
d between the tokens is defined as follows: 

d(t1, t2) =     minimal number of is-a relationships in the shortest path between 
t1 and t2  

(4)

The shortest path lengths in is-a hierarchies are calculated. Initially, a search fans 
out through the is-a relationships from the original two nodes to all nodes pointed to 
by the originals, until a point of intersection is found. The paths from the original two 
nodes are concatenated to form a continuous path, which must be a shortest path be-
tween the originals. The number of links in the shortest path is counted. Since d(t1, t2) 
is positive and symmetric, d(t1, t2) is a metric which means (i) d(t1, t1) = 0; (ii) d(t1, t2) 
= d (t2, t1); (iii) d(t1, t2) + d(t2, t3)  ≥  d(t1, t3). At the same time, the semantic similarity 
measure between the items is defined by: 

⎩
⎨
⎧ ≤

=
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where dmax is proportional to the number of lexical items in the system and MaxInt is a 
maximum integer of the system. This semantic similarity measure defines the degree 
of relatedness between the words. Obviously, strong degree of relatedness exists be-
tween the lexical tokens under the same nodes. On the other hand, for the cost of the 
insert and delete operations, we make use the concept of collocation that measures 
how likely two words are to co-occur in a window of text. To better distinguish statis-
tics based ratios, work in this area is often presented in terms of the pointwise mutual 
information (MI), which is defined as  
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where tj-1 and tj are two adjacent words (Manning & Schütze, 1999). While P(tj-1, tj) is 
the probability of observing tj-1 and tj together, P(tj-1) and P(tj) are the probabilities of 
observing tj-1 and tj anywhere in the text, whether individually or in conjunction. Note 
that tokens that have no association with each other and co-occur together according 
to chance will have a MI value close to zero. This leads to the cost function for inser-
tion and deletion shown in Eqns. (7) and (8) respectively. 
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where z =min {MI(tj-1 , tj), MI(tj , tj+1)} 
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where k, l, ε are three constants relied on the size of the active corpus. 
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Obviously, the insertion operation will be penalized if the co-occurrence between 
the newly inserted word and its neighbors is low. Similarly, the deletion operation is 
most likely to happen if there is a high co-occurrence between the adjacent pairs after 
the deletion. Using the above cost functions for the three types of edit operations, the 
tree in the Treebank with minimum cost is being chosen to be the best approximation 
of the input sentence and its associated semantic labels will be adopted. Shallow lan-
guage patterns are then extracted based on the recursive structures and semantic labels 
appeared in the Treebank. The experimental results of the semantic labeling are 
shown in the section below. 

3   Experimental Results 

As mentioned in Eqn. (3), several approaches have been used to define the dissimilar-
ity function f by combining the semantic differences and the detailed POS tags in our 
second phase feature-enhanced string matching. In our evaluations, five different 
types of dissimilarity function f are applied. They are  

(i) f1(u, v)  = u(POSi, POSj) 
(ii) f2(u, v)  = v(SCi, SCj)  
(iii) f3(u, v)  = u(POSi, POSj) + v(SCi, SCj) 
(iv) f4(u, v)  = max (u(POSi, POSj) ,  v(SCi, SCj)) 

Dissimilarity function f1(u, v) provides a detailed version of our coarse-grained 
syntactic matching. Detailed POS tags are used as the dissimilarity measure in the 
labeling. Similarly, f2(u, v) considers only the semantic class of the words. The other 
two combine both syntactic and semantic features in defining the dissimilarity meas-
ures. We have tested our shallow semantic labeling with 10,000 sentences with the 
Treebank. Since this research is concerning with shallow semantic labeling, we have 
no incentive to match the trees/subtrees in the Treebank with very complicated struc-
tures. The average sentence length is around 13.7 characters per sentence.  

Table 1. Sentence analysis in the experiment. Edit distance is defined as a minimum cost in 
transforming the input sentence with the closest sentence pattern in the Treebank. 

Dissimilarity func-
tion f 

Range of 
Edit distance

% of sen-
tences 

Average edit 
distance 

% of sentences w/ 
incomplete info. 

0-25 13.9 19.2 2.1 
26-50 16.3 40.5 2.1 

f1(u, v) 

51-75 19.7 63.6 4.7 
0-25 11.3 19.3 2.3  

26-50 15.6 41.4 3.8  
f2(u, v) 

51-75 17.7 65.2 6.4  
0-25 24.1 17.9 2.2  

26-50 31.6 38.2 4.1  
f3(u, v) 

51-75 22.7 62.3 6.9  
0-25 20.5 19.6 1.9  

26-50 22.4 40.9 3.8  
f4(u, v) 

51-75 26.9 58.2 7.3  
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Table 1 summarizes the results of our system evaluation. The third and fourth col-
umns in the table are number of sentences in each range of edit distance and their aver-
age edit distances. The edit distance is defined as a minimum cost in transforming the 
input sentence with the closest sentence pattern in the Treebank. In other words, the 
smaller the distance, the higher similarity they have. If it is considered as a good match 
where the edit distances are equal to or less than 50, then it can be observed, in Table 
1, that the dissimilarity functions f3 and f 4 all produce higher percentage of sentences 
with lower edit distance. This reflects both the information from syntactic tags and 
semantic classes provide useful clues in our shallow semantic labeling. Our experi-
ments are not conducted with perfect information. It is worthwhile to mention that, as 
shown in right-most column of Table 1, more than 530 sentences have incomplete 
information which mainly comes from proper nouns, or out-of-vocabulary (OOV) 
words. Both of them have neither defined POS nor semantic class. All these informa-
tion will be annotated with a default value which will certainly induce errors in our 
labeling. While it is inevitable to have OOV words in any real corpus, the performance, 
due to the coverage of POS and semantic classes, does not deteriorate much in our 
system. The labeling is still feasible over the sentences with OOV words. This toler-
ance ability provides the graceful degradation in our shallow semantic labeling. While 
other systems are brittle and working only in all-or-none basis, the robustness of our 
system is guaranteed. At the same time, while real text tends to have grammatical mis-
takes and error-prone, these problems can be tackled with an acceptable tolerance in 
our system. In our second evaluation, we have tested our algorithm in recognizing 
several major semantic labels that appear in our sentences. The semantic labels include 
theme, goal, property, range, agent, and predication. As with other text 
analysis, the effectiveness of the system appears to be dictated by recall and precision 
parameters where recall (R) is a percentage of how many correct labels can be identi-
fied while precision (P) is the percentage of labels, tackled by our system, which are 
actually correct. In addition, a common parameter F is used as a single-figure measure 
of performance which combines recall (R) and precision (P) as in follows, 

RP

RP
F

+×
××+=

2

2 )1(

β
β  (9) 

We set β = 1 to give no special preference to either recall or precision. The recall, 
precision and F-score for the semantic labels in dissimilarity function f3 are shown in 
Table 2.  

Table 2. Evaluation of some semantic labels in the dissimilarity function f3. An elementary 
subtree spans only on a sequence of words while a derivation subtree contains at least one 
branch of elementary subtree. 

 Elementary Subtree Derivation Subtree 
Semantic Label R P F-score R P F-score 
theme 0.79 0.82 0.805 0.88 0.85 0.865 
goal 0.80 0.79 0.795 0.78 0.76 0.770 
property 0.89 0.91 0.900 0.78 0.83 0.804 
range 0.94 0.92 0.930 0.93 0.91 0.920 
agent 0.92 0.87 0.894 0.92 0.85 0.884 
predication 0.76 0.81 0.784 0.80 0.78 0.790 
all labels 0.81 0.83 0.821 0.78 0.81 0.801 
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As shown in the last row in Table 2, the precision and recall of all semantic labels 
are calculated by considering all the semantic labels that appear in the sentences, rather 
than by averaging the measures for individual semantic labels. It is worth noting that 
the greatest differences in performance are the recall while the precision remains rela-
tively steady in most semantic labels. One possible explanation is that the low recall 
rates in some labels are due to less complete coverage of linguistic phenomena. In 
addition, we define an elementary subtree that spans only on a sequence of words, as 
well as a derivation subtree that contains at least one branch of elementary subtree. It 
may be expected the F-score of the derivation subtrees will be much worse than its 
counterpart, however, Table 2 shows surprisingly the differences in the overall accu-
racy in two main types of subtrees are not significant. An explanation is that we have 
approached chunking as well as assigning the most salient semantic label to the chunks 
based on the POS and semantic tags. Even though there may be some misclassification 
in the terminal nodes, this will not hinder the system to tag the semantic labels in the 
longer chunks. In other words, the longer chunks are less error prone in our semantic 
labeling. This shallow semantic labeling technique produces an output that abstract 
away the details but retains the core semantic structure of the actual sentence. To fur-
ther evaluate our system, we compare its performance with other approaches, even 
though the relevant experimental results in Chinese language are not easy to obtain in 
the literature.  We compare our system with those systems participated in the CoNLL, 
the Conference on Natural Language Learning. The training data used in the CoNLL-
2005 consists of sections from the Wall Street Journal with information on predicate-
argument structures (Carreras & Màrquez, 2005). Table 3 shows the performance 
comparison with the top five participating systems in the conference. Even though our 
system cannot compare head-to-head with their models since their training and test 
data is totally disparate with our experiment, this paper has suggested one of the alter-
natives in semantic labeling, with F-score over 0.8 shown in Table 2. Certainly, further 
explorations are needed to improve the system performance. 

Table 3. Overall precision (P), recall (R) and F-scores of the top five systems in CoNLL-2005. 
While the second column, ML-Method, illustrates the related machine learning techniques, the 
third column shows whether they involve any post-processing method. 

System ML-Method Post P  R F 
Punyakanok et al (2005) Winnow-based Network No 0.823 0.768 0.794 
Haghighi et al (2005) Maximum Entropy No 0.795 0.774 0.785 
Marquez et al (2005) AdaBoost Algorithm No 0.795 0.765 0.780 
Pradhan et al (2005) Support Vector Machines No 0.819 0.733 0.774 
Surdeanu & Turmo (2005) AdaBoost Algorithm Yes 0.803 0.730 0.765 

5    Conclusion 

We have illustrated a shallow technique in which semantic labels are extracted in 
forms of chunks of phrases or words using a two-phase feature-enhanced string 
matching algorithm. This shallow technique is inspired by the research in the area of 
bio-molecular sequences analysis which advocates high sequence similarity usually 
implies significant function or structural similarity. It is characteristic of biological 
systems that objects have a certain form that has arisen by evolution from related 
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objects of similar but not identical form. This sequence-to-structure mapping is a 
tractable, though partly heuristic, way to search for functional or structural universal-
ity in biological systems. With the support from the results as shown, we conjecture 
this sequence-to-structure phenomenon appears in our sentences. The sentence se-
quence encodes and reflects the more complex linguistic structures and mechanisms 
described by linguists. While our system does not claim to deal with all aspects of 
language, we suggest an alternate, but plausible, way to handle the real corpus. 

Acknowledgments. The work described in this paper was partially supported by the 
grants from the Research Grants Council of the Hong Kong Special Administrative 
Region, China (Project Nos. CUHK4438/04H and CUHK4706/05H). 
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Abstract. This paper investigates the application of novelty detection
techniques to the problem of drug profiling in forensic science. Numerous
one-class classifiers are tried out, from the simple k-means to the more
elaborate Support Vector Data Description algorithm. The target appli-
cation is the classification of illicit drugs samples as part of an existing
trafficking network or as a new cluster. A unique chemical database of
heroin and cocaine seizures is available and allows assessing the methods.
Evaluation is done using the area under the ROC curve of the classifiers.
Gaussian mixture models and the SVDD method are trained both with
and without outlier examples, and it is found that providing outliers
during training improves in some cases the classification performance.
Finally, combination schemes of classifiers are also tried out. Results
highlight methods that may guide the profiling methodology used in
forensic analysis.

1 Introduction

Analytical techniques such as gas chromatography are becoming widespread in
forensic science in order to find underlying patterns in crime-related data, espe-
cially in the analysis of illicit drugs composition. Indeed, it has become largely
accepted that the chemical signature of drug samples can provide information
about the origin or the distribution network of the products and producers. An
important issue that arises in this application is, given a set of chemical samples
which can be related to known criminal investigations, how can one characterize
this dataset in order to determine if a new sample can be linked to a known data
cluster. If it cannot, it could be part of a “new” cluster. To this end, one-class
classification is a novel and efficient way of approaching this problem.

In this paper, we perform a comparison of several popular one-class classifiers
to the problem of drug profiling. The aim is to determine the most promising
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methods for this application, and to find potential strengths and weaknesses of
the novelty detectors. A remarkable characteristic of the datasets is that class
labels corresponding to links confirmed by investigators are available and allow
a real evaluation of the performance of the methods and of the relevance of the
chemical composition of drugs in order to classify samples.

2 Related Work

Introductory work on chemical drug profiling in forensic science can be found in
[1] and [2]. In these papers, no “true” class labeling is available; only chemical
similarities are used as class membership criteria. Nonetheless, a profiling method
based on samples correlation is devised. Several distance measures are used, and
results are good when considering only chemical links as class criteria.

The datasets used here have been previously studied by the present authors
in [3] and [4] using nonlinear dimensionality reduction techniques and various
classification algorithms. In [5], authors apply the SVDD algorithm to novelty
detection in mass spectra data. However, since no class labels are available, the
performance of SVDD is assessed using a comparison with a clustering method.

3 Novelty Detection

Novelty detection, also called one-class classification, is usually defined as the
task of detecting a signal or pattern that a learning system is not aware of during
training. Broad reviews of the subject can be found in [6], [7] and [8]. Even
though the problem of outlier detection is a classical one in statistics, one-class
classifiers have only been popularized recently. Most statistical approaches, such
as Mahalanobis distance or extreme value theory, rely on strong assumptions,
which are not always respected when dealing with small and noisy datasets.
Many machine learning approaches, apart from density-based methods, go round
these assumptions by trying to model the support of the data rather than its
whole distribution. As suggested by Tax [9], one-class classifiers usually fall into
one of these categories: density estimation methods, boundary methods and
reconstruction methods.

3.1 Density Estimation Methods

Density estimation methods aim at estimating the whole distribution of the
target data. A rejection threshold is then fixed so that points located in the far
tails of the distribution are rejected. We shortly describe here the three density-
based methods used in this study.

Gaussian Distribution. Here, a single Gaussian distribution is fitted to the
target data. The mean and covariance matrix is estimated from the data, and the
points comprised in the two tails are considered outliers. The rejection threshold
is set such that 5% of the target data is rejected.
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Parzen Density Estimation. The Parzen density estimator is a mixture of
kernels - typically Gaussian - with each of them centered on one training point.
It can be expressed simply as

p (x) =
N∑

i=1

K

(
x − xi

h

)
(1)

N is the size of the target training set and K is the kernel. One parameter, the
width h (smoothing parameter), has to be tuned. Again, the rejection threshold
is set such that 5% of the target data is rejected.

Gaussian Mixture Models. Gaussian mixture models (GMM) are used to
characterize the target data distribution by using a linear combinations of Gaus-
sian distributions. Generally speaking, the likelihood of a mixture of Gaussians
can be expressed as

p (x) =
K∑

i=1

πkN (x|μk,Σk) (2)

The πk’s are scalar weights. Unlike Parzen density estimation, the number of
Gaussians is specified and usually much smaller than the size of the training set.
The means μk and covariances Σk are estimated by maximum likelihood using
the expectation-maximization (EM) algorithm.

Two variants of GMM are tested: Gaussians with a diagonal covariance ma-
trix and with a full covariance matrix. In the former case, elliptic clusters are
assumed, while the latter case can take into account arbitrary-shaped clusters.

3.2 Boundary Methods

Boundary methods, rather than estimating the distribution, aim at constructing
a boundary - such as a sphere - around the target data. Points that fall outside
the limits of the boundary are rejected. Here, k-nearest neighbors and SVDD
are used.

K-Nearest Neighbors. KNN first calculates the distances of the test point to
its k neighbors, and averages these distances in order to have a single measure. It
then computes the distances from these k neighbors to their k-nearest neighbors.
Based on these distances, the local density of each point is computed, and the
new point is rejected if its local density is inferior to that of its neighbors in the
training set.

Support Vector Data Description. Support vector data description
(SVDD), introduced in [10], is a method for characterizing the target data dis-
tribution without explicitely estimating the distribution parameters. It works by
fitting the smallest possible hypersphere around the target data in the feature
space induced by a specified kernel, typically a Gaussian kernel. Data points that
fall outside the hypersphere when projected in the feature space are rejected.
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This method has many similarities with the support vector method for novelty
detection presented in [11]. However, in the latter work, an optimal hyperplane
is built between target and outlier data, while SVDD builds a hypersphere.

3.3 Reconstruction Methods

The goal of reconstruction methods is to develop a simplified representation of
the data via clusters or principal components. These methods are numerous: k-
means, principal components analysis, self-organizing maps, etc. Only k-means
has been chosen among the reconstruction methods.

K-means. In order to perform k-means clustering, the number of clusters in
the target data has to be specified. Following this, boundaries are constructed
around each cluster such that a certain fraction (5% here) of the target data is
rejected. Again, points that fall outside the boundaries are considered outliers.
It can be supposed that this type of method will work best for clusters that are
well-separated.

3.4 Combination of Classifiers

Ensemble methods have become increasingly popular when dealing with noisy
real-world problems. This is also true for the problem of one-class classification,
for which combination schemes have been proposed [12]. In this paper, we test
two approaches: average and product of the posterior probabilities of the classi-
fiers. These probabilities are either directly obtained when using a density-based
method, or estimated when using reconstruction or boundary methods.

3.5 ROC Analysis

A very useful assessment tool in classification and novelty detection tasks is the
well-known receiver operating characteristic (ROC) curve. This curve represents
the true positives (targets accepted as such) plotted against the false positives
(outliers accepted as target), when varying the acceptation threshold. The area
under the ROC curve (AUC) is thus a good measure of the classification per-
formance. A random guess classifier is expected to have an AUC of 0.5, if the
number of samples is large enough, while a classifier achieving a perfect separa-
tion will have an AUC of 1. Consequently, the AUC criterion must be maximized
in order to obtain a good separation between targets and outliers.

4 Datasets and Methodology

4.1 The Data

Many types of substances can be found in a drug sample, and each of these
can possibly provide information about a certain stage of drug processing. The
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Fig. 1. An example of a chromatogram for a heroin sample. Each feature corresponds
to the proportion of a constituent, estimated by the area under its corresponding peak.

interested reader may find a thorough description of this processing in [13]. This
study focusses on the major chemical constituents, measured using GC/FID (gas
chromatography and flame ionization detector). Details regarding the experi-
mental procedure can be found in [1]. Each sample is characterized by features
corresponding to the proportion of each chemical it contains. The first dataset
(heroin) has 7 features, while the second (cocaine) has 13 features. The propor-
tions of the chemical constituents have been estimated for each sample by using
the area under the peaks in its chromatogram, after removal of the background
noise. Figure 1 shows a typical chromatogram of a heroin sample.

Fig. 2 shows the labeled datasets projected on their two first principal com-
ponents, in order to give an indication of the type of clusters that might be
encountered. These figures show that the classes vary in shape and exhibit dif-
ferent scales. This could be expected, since the class labeling corresponds to
networks of people involved in trafficking, while the input data corresponds to
chemical constituents. It is thus of no surprise that the correlation between chem-
ical profiles may not always match the links found by investigation, since two
persons linked within a network do not necessarily share identical products from
a chemical perspective.

The data consist of 323 heroin samples (with originally 3 classes) and 310 co-
caine samples (10 classes). Each class corresponding to a distinct case (regardless
of the chemical content of the samples), we have drawn out and tagged as out-
liers one case from the heroin dataset and two cases from the cocaine dataset,
the number of classes being superior for the latter. Each dataset thus contains
1 target class (containing the remaining original classes) and 1 outlier class (the
drawn out cases). The rationale for this is that we want to classify a sample as
being linked to a known network or not.
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Fig. 2. Projection on the two first principal components of heroin (left) and cocaine
(right)

4.2 Experimental Setup

All experiments have been performed in Matlab. The Data Description toolbox
(DDTools) [14] has been used. When necessary, parameter values (σ or k) were
assigned using line search and a k-fold cross-validation scheme. The main dif-
ference with normal k-fold cross-validation is that, outliers being available, the
outlier set was also split into k folds, but not used for training. The procedure
can be summarized as follows:
1: for i = 1 to k do
2: Remove partition pT

i of target dataset T to obtain T ′.
3: Remove partition pO

i of outlier dataset O.
4: Train the one-class classifier on T ′.
5: Compute the AUC ai for dataset pT

i ∪ pO
i .

6: end for
7: Compute the cross-validation error e = 1

K

∑K
j=1 ai.

As the datasets are rather small given the number of variables, using only half
of the training targets to test the classifiers may not allow a good characterization
of the target data. Two measures are thus given:

1. AUC on training target data and independent test outliers (called training
AUC or simply AUC below).

2. AUC by the k-fold cross-validation method previously described (using 5
folds, and called AUC-CV).

The first method obviously overestimates the AUC, while the second might be
both pessimistic or optimistic. However, our prime goal here is to compare the
methods one against another.

5 Results and Discussion

Tables 1 and 2 show the obtained results, which are averaged over 10 runs.
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Table 1. AUC for the heroin and cocaine dataset, without outliers in the training
process. GMM I designates the Gaussian mixture model with a diagonal covariance
matrix, and GMM II the model with the full matrix.

Heroin Cocaine
AUC AUC-CV param. AUC AUC-CV param.

K-means 64.6 ± 0.0 51.5 ± 4.5 k = 2 95.4 ± 5.3 84.9 ± 4.1 k = 8
KNN 97.7 ± 0.0 62.2 ± 0.0 k = 2 96.6 ± 0.0 87.7 ± 0.0 k = 9
Gauss 64.0 ± 0.0 45.7 ± 0.0 - 98.4 ± 0.0 90.8 ± 0 -
Parzen 92.1 ± 0.0 58.7 ± 0.0 h = 0.5 94.8 ± 0.0 89.0 ± 0.0 h = 1.5
GMM I 55.3 ± 0.2 41.5 ± 8.7 2 clusters 87.7 ± 0.0 86.4 ± 2.2 8 clusters
GMM II 84.7 ± 3.9 62.5 ± 7.1 2 clusters 98.1 ± 1.5 83.2 ± 2.1 8 clusters
SVDD 59.6 ± 12.0 66.4 ± 7.8 σ = 2 88.6 ± 3.6 90.2 ± 1.1 σ = 3
all-mean 91.0 ± 0.8 60.0 ± 1.2 - 98.2 ± 1.2 87.2 ± 2.2 -
all-product 91.1 ± 0.7 60.1 ± 1.3 - 99.1 ± 0.8 87.2 ± 2.2 -

Table 2. AUC for the heroin and cocaine dataset, with outliers in the training process

Heroin Cocaine
AUC AUC-CV param. AUC AUC-CV param.

GMM I 70.9 ± 9.4 42.7 ± 8.3 2 clusters 98.3 ± 0.8 86.0 ± 3.0 8 clusters
GMM II 84.8 ± 3.0 64.8 ± 7.1 2 clusters 99.8 ± 0.1 84.7 ± 2.0 8 clusters
SVDD 78.4 ± 2.4 40.5 ± 4.1 σ = 2 96.2 ± 0.3 86.7 ± 1.5 σ = 3
all-mean 83.3 ± 4.6 60.2 ± 4.1 - 98.6 ± 0.4 86.0 ± 1.9 -
all-product 82.2 ± 2.1 57.2 ± 7.7 - 99.7 ± 0.2 85.4 ± 1.9 -

Figure 3 shows ROC curves on test outliers and training target data for the
best and the worst classifier. Since the test AUC was estimated with cross-
validation, the corresponding curves cannot be illustrated. It can be seen that
the performances for the second dataset are located within a smaller interval.

Results show a surprising difference between the two datasets regarding the
general performance of the methods. First, for the heroin dataset, the gap be-
tween AUC and AUC-CV is considerably larger than that of the cocaine dataset.
KNN and Parzen perform best at achieving a good separation between target and
outlier data, but they both provide an average performance on cross-validation.
The GMM with a full covariance matrix has produced above average results for
both AUC and AUC-CV, while the GMM with a diagonal matrix has performed
poorly. The SVDD method, even though providing a poor training AUC, seems
to be by far the most robust. The AUC has not decreased at all between the
training AUC and AUC-CV. In fact, the performance improved, but this can
probably be explained by an “optimistic” partitioning during cross-validation.
K-means and the Gaussian distribution performed below average. The latter
even performed worse than random guessing on AUC-CV, as did GMM I.

On the cocaine dataset, most methods are more consistent. Indeed, the AUC-
CV is much more closer to the training AUC for all the methods. All algorithms
performed reasonably well, although SVDD has again appeared slightly more



74 F. Ratle et al.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

outliers accepted

ta
rg

et
s 

ac
ce

pt
ed

 

Gauss

GMM I

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

outliers accepted

ta
rg

et
s 

ac
ce

pt
ed

KNN

GMM I

Fig. 3. ROC curves for the best and the worst classifiers obtained on training target
data and independent outliers, for both datasets (heroin on the left and cocaine on
the right). Since the test AUC was estimated using cross-validation, the corresponding
ROC curves cannot be obtained. For the second dataset, the classification performance
is comprised within a smaller interval.

robust. Some methods have improved significantly when applied to this dataset.
While the Gaussian distribution was among the worst classifiers for heroin data,
it outperforms all the other methods on cocaine data. Some of these observations
are summarized in Table 3.

Results of classifier combinations are somewhat mitigated. The ensemble clas-
sifier performs well above the average of the base classifiers for both training and
cross-validation AUC. However, the result reaches at best the performance ob-
tained with the best one-class classifier. The product combination rule gives
slightly superior results, but the difference is not significant. Considering the
additional computational cost induced by using more than one classifier, combi-
nations are not extremely interesting on these datasets if the base classifiers are
already good. However, combinations might still be interesting when no knowl-
edge of the methods’ performance is known (i.e., with unlabeled data).

The addition of outliers in the training process significantly increased the
training AUC of SVDD and GMM I and II on both datasets. However, when
looking at the AUC-CV, there is no significant change in the performance of the

Table 3. Comparison of the methods with respect to AUC, AUC-CV, computational
cost, robustness and easiness. Easiness is defined as the number of parameters to tune
(the smaller the better).

Heroin dataset Cocaine dataset
best worst best worst

AUC KNN GMM I Gauss GMM I
AUC-CV SVDD GMM I Gauss GMM II
Computational cost Gauss SVDD Gauss SVDD
Robustness SVDD KNN SVDD GMM II
Easiness Gauss GMM I-II Gauss GMM I-II
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one-class classifiers, given the standard deviations of the results. Oddly enough,
the CV performance of SVDD decreases when outliers are presented during
training. This, however, is likely a particularity of this specific dataset. The
same remarks can be made regarding combination of classifiers. At best, the
AUC reaches that of the best classifier.

From these results, it can be inferred that the structure of cocaine data is
close to well-separated Gaussian-like clusters. Indeed, the simple Gaussian dis-
tribution performed very well, and the prediction performance of all the methods
is in general very high. The class separation in heroin data seems to be quite
more complicated. All methods, whilst sometimes achieving a good separation
(Parzen, KNN, GMM II), have a poor prediction performance. In both cases, the
SVDD method has shown to be the most robust. Most importantly, given these
results, it is reasonable - at least for cocaine data - to suppose that information
regarding the network from which comes a sample might be extracted on the
basis of its chemical composition.

6 Conclusion

Several one-class classifiers have been applied and assessed using the AUC crite-
rion for novelty detection in chemical databases of illicit drug seizures. The two
datasets have proven very different: far better prediction performance has been
obtained with the cocaine dataset, as it could be seen with cross-validation. In
most cases, the SVDD method has appeared more robust, even though other
methods have outperformed it in some cases. No significant difference was noted
between general types of outlier detectors, i.e., density-based, boundary or re-
construction methods. Combinations of classifiers provided better than average
results, but at best a similar performance as the best classifier. In addition, pro-
viding outliers during training improved the training AUC, but did not change
significantly the cross-validation AUC.

In general, results suggest, especially for cocaine, that information regarding
the origin of a sample (more precisely, the distribution network) might be ex-
tracted from its chemical constituents. This is a very interesting result, since
nothing would indicate a priori that this is the case. Indeed, products circu-
lating in the same network could come from different producers. Overall, these
results have highlighted one-class classification methods that could contribute
to the profiling methodology in forensic analysis. Future research topics include
considering the time variable. Chemical compositions might exhibit seasonality,
and integrating time would likely provide different results.
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Abstract. Generative Topographic Mapping (GTM) is a non-linear la-
tent variable model that provides simultaneous visualization and clus-
tering of high-dimensional data. It was originally formulated as a con-
strained mixture of distributions, for which the adaptive parameters
were determined by Maximum Likelihood (ML), using the Expectation-
Maximization (EM) algorithm. In this paper, we define an alternative
variational formulation of GTM that provides a full Bayesian treatment
to a Gaussian Process (GP)-based variation of GTM. The performance
of the proposed Variational GTM is assessed in several experiments with
artificial datasets. These experiments highlight the capability of Varia-
tional GTM to avoid data overfitting through active regularization.

1 Introduction

Manifold learning models attempt to describe multivariate data in terms of low
dimensional representations, often with the goal of allowing the intuitive visual-
ization of high-dimensional data. Generative Topographic Mapping (GTM) [1]
is one such model, whose probabilistic setting and functional similarity make it
a principled alternative to Self-Organizing Maps (SOM)[2]. In its basic formu-
lation, the GTM is trained within the ML framework using EM, permitting the
occurrence of data overfitting unless regularization is included, a major draw-
back when modelling noisy data. Its probabilistic definition, though, allows the
formulation of principled extensions, such as those providing active model regu-
larization to avoid overfitting [3,4].

The regularization methods in [3,4] were based on Bayesian evidence ap-
proaches. Alternatively, we could reformulate GTM within a fully Bayesian ap-
proach and endow the model with regularization capabilities based on variational
techniques [5,6]. In this paper, we define a novel Variational GTM model based
on the GTM with GP prior outlined in [3], to which a Bayesian estimation of
its parameters is added.

Several preliminary experiments with noisy artificial data were designed to
show how Variational GTM limits the negative effect of data overfitting, improv-
ing on the performance of the standard regularized GTM [3] and the standard
GTM with GP prior, while retaining the data visualization capabilities of the
model.

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 77–86, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



78 I. Olier and A. Vellido

The remaining of the paper is organized as follows: First, in section 2, an intro-
duction to the original GTM, the GTM with GP prior and a Bayesian approach
for the GTM, are provided. This is followed, in section 3, by the description of
the proposed Variational GTM. Several experiments for the assessment of the
performance of the proposed model are described, and their results presented
and discussed, in section 4. The paper wraps up with a brief conclusion section.

2 Generative Topographic Mapping

2.1 The Original GTM

The neural network-inspired GTM is a nonlinear latent variable model of the
manifold learning family, with sound foundations in probability theory. It per-
forms simultaneous clustering and visualization of the observed data through
a nonlinear and topology-preserving mapping from a visualization latent space
in �L(with L being usually 1 or 2 for visualization purposes) onto a manifold
embedded in the �D space, where the observed data reside. The mapping that
generates the manifold is carried out through a regression function given by:

y = WΦ (u) (1)

where y ∈ �D, u ∈ �L, W is the matrix that generates the mapping, and Φ is
a matrix with the images of S basis functions φs (defined as radially symmetric
Gaussians in the original formulation of the model). To achieve computational
tractability, the prior distribution of u in latent space is constrained to form a
uniform discrete grid of K centres, analogous to the layout of the SOM units, in
the form:

p (u) =
1
K

K∑

k=1

δ (u − uk) (2)

This way defined, the GTM can also be understood as a constrained mixture
of Gaussians. A density model in data space is therefore generated for each
component k of the mixture, which, assuming that the observed data set X
is constituted by N independent, identically distributed (i.i.d.) data points xn,
leads to the definition of a complete likelihood in the form:

P (X|W, β) =
(

β

2π

)ND/2 N∏

n=1

{
1
K

K∑

k=1

exp
(

−β

2
‖xn − yk‖2

)}
(3)

where yk = WΦ (uk). From Eq. 3, the adaptive parameters of the model, which
are W and the common inverse variance of the Gaussian components, β, can be
optimized by ML using the EM algorithm. Details can be found in [1].

2.2 Gaussian Process Formulation of GTM

The original formulation of GTM described in the previous section has a hard
constraint imposed on the mapping from the latent space to the data space due to
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the finite number of basis functions used. An alternative approach is introduced
in [3], where the regression function using basis functions is replaced by a smooth
mapping carried out by a GP prior. This way, the likelihood takes the form:

P (X|Z,Y, β) =
(

β

2π

)ND/2 N∏

n=1

K∏

k=1

{
exp

(
−β

2
‖xn − yk‖2

)}zkn

(4)

where: Z = {zkn} are binary membership variables complying with the restric-
tion

∑K
k=1 zkn = 1 and yk = (yk1, . . . , ykD)T are the column vectors of a matrix

Y and the centroids of spherical Gaussian generators. Note that the spirit of
yk in this approach is similar to the regression version of GTM (Eq. 1) but
with a different formulation: A GP formulation is assumed introducing a prior
multivariate Gaussian distribution over Y defined as:

P (Y) = (2π)−KD/2 |C|−D/2
D∏

d=1

exp
(

−1
2
yT

(d)C
−1y(d)

)
(5)

where y(d) is each one of the row vectors of the matrix Y and C is a matrix
where each of its elements is a covariance function that can be defined as

C (i, j) = C (ui,uj) = ν exp

(
−‖ui − uj‖2

2α2

)
, i, j = 1 . . .K (6)

and where parameter ν is usually set to 1. The α parameter controls the flexibility
of the mapping from the latent space to the data space. An extended review of
covariance functions can be found in [7]. An alternative GP formulation was
introduced in [8], but this approach had the disadvantage of not preserving
the topographic ordering in latent space, being therefore inappropiate for data
visualization purposes.

Note that Eqs. 3 and 4 are equivalent if a prior multinomial distribution over
Z in the form P (Z) =

∏N
n=1

∏K
k=1

( 1
K

)zkn = 1
KN is assumed.

Eq. 4 leads to the definition of a log-likelihood and parameters Y and β
of this model can be optimized using the EM algorithm, in a similar way to
the parameters W and β in the regression formulation. Some basic details are
provided in [3].

2.3 Bayesian GTM

The specification of a full Bayesian model of GTM can be completed by defining
priors over the parameters Z and β. Since zkn are defined as binary values, a
multinomial distribution can be chosen for Z:

P (Z) =
N∏

n=1

K∏

k=1

pzkn

kn (7)
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where pkn is the parameter of the distribution.
As in [9], a Gamma distribution1 is chosen to be the prior over β:

P (β) = Γ (β|dβ , sβ) (8)

where dβ and sβ are the parameters of the distribution. Therefore, the joint
probability P (X,Z,Y, β) is given by:

P (X,Z,Y, β) = P (X|Z,Y, β) P (Z)P (Y) P (β) (9)

This expression can be maximized through evidence methods using the
Laplace approximation [10] or, alternatively, using Markov Chain Monte Carlo
[11] or variational [5,6] methods.

3 Variational GTM

3.1 Motivation of the Use of Variational Inference

A basic problem in statistical machine learning is the computation of the
marginal likelihood P (X) =

∫
P (X, Θ) dΘ, where Θ = {θi} is the set of pa-

rameters defining the model. Depending of the complexity of the model, the
analytical computation of this integral could be intractable. Variational infer-
ence allows approximating the marginal likelihood through Jensen’s inequality
as follows:

ln P (X) = ln
∫

P (X, Θ) dΘ = ln
∫

Q (Θ)
P (X, Θ)
Q (Θ)

dΘ

≥
∫

Q (Θ) ln
P (X, Θ)
Q (Θ)

dΘ = F (Q) (10)

The function F (Q) is a lower bound function such that its convergence guar-
antees the convergence of the marginal likelihood. The goal in variational meth-
ods is choosing a suitable form for the density Q (Θ) in such a way that F (Q)
can be readily evaluated and yet which is sufficiently flexible that the bound is
reasonably tight. A reasonable approximation for Q (Θ) is based on the assump-
tion that it factorizes over each one of the parameters as Q (Θ) =

∏
i Qi (θi).

That assumed, F (Q) can be maximized leading the optimal distributions:

Qi (θi) =
exp 〈ln P (X, Θ)〉k �=i∫

exp 〈ln P (X, Θ)〉k �=i dθi
(11)

where 〈 . 〉k �=i denotes an expectation with respect to the distributions Qk (θk)
for all k �= i.

1 The Gamma distribution is defined as follows: Γ (ν|dν , sν) =
sdν

ν νdν −1 exp−sν ν

Γ (dν) .
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3.2 A Bayesian Approach of GTM Based on Variational Inference

In order to apply the variational principles to the Bayesian GTM within the
framework described in the previous section, a Q distribution of the form:

Q (Z,Y, β) = Q (Z)Q (Y) Q (β) (12)

is assumed, where natural choices of Q (Z), Q (Y) and Q (β) are similar dis-
tributions to the priors P (Z), P (Y) and P (β), respectively. Thus, Q (Z) =
∏N

n=1
∏K

k=1 p̃zkn

kn , Q (Y) =
∏D

d=1 N
(
y(d)|m̃(d), Σ̃

)
, and Q (β) = Γ

(
β|d̃β , s̃β

)
.

Using these expressions in Eq. 11, the following formulation for the variational
parameters Σ̃, m̃(d), p̃kn, d̃β and s̃β can be obtained:

Σ̃ =

(
〈β〉

N∑

n=1

Gn + C−1

)−1

(13)

m̃(d) = 〈β〉 Σ̃
N∑

n=1

xnd 〈zn〉 (14)

p̃kn =
exp

{
− 〈β〉

2

〈
‖xn − yk‖2

〉}

∑K
k′=1 exp

{
− 〈β〉

2

〈
‖xn − yk′‖2

〉} (15)

d̃β = dβ +
ND

2
(16)

s̃β = sβ +
1
2

N∑

n=1

K∑

k=1

〈zkn〉
〈
‖xn − yk‖2

〉
(17)

where zn corresponds to each row vector of Z and Gn is a diagonal matrix of size
K × K with elements 〈zn〉. The moments in the previous equations are defined
as: 〈zkn〉 = p̃kn, 〈β〉 = d̃β

s̃β
, and

〈
‖xn − yk‖2

〉
= DΣ̃kk +

∑D
d=1

(
xnd − m̃(kd)

)2
.

Finally, and according to Eq. 10, the lower bound function F (Q) is derived
from:

F (Q) =
∫

Q (Z)Q (Y) Q (β) ln
P (X|Z,Y, β) P (Z) P (Y)P (β)

Q (Z)Q (Y)Q (β)
dZdYdβ (18)

Integrating out, we obtain:

F (Q) = 〈ln P (X|Z,Y, β)〉 + 〈ln P (Z)〉 + 〈ln P (Y)〉 + 〈ln P (β)〉
− 〈ln Q (Z)〉 − 〈ln Q (Y)〉 − 〈ln Q (β)〉 (19)
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where the moments are expressed as:

〈ln P (X|Z,Y, β)〉 =
ND

2
〈ln β〉 − ND

2
ln 2π

−〈β〉
2

N∑

n=1

K∑

k=1

〈zkn〉
〈
‖xn − yk‖2

〉
(20)

〈ln P (Z)〉 =
N∑

n=1

K∑

k=1

〈zkn〉 ln pkn (21)

〈ln P (Y)〉 = −KD

2
ln 2π − D

2
ln |C| − 1

2

D∑

d=1

〈
yT

(d)C
−1y(d)

〉
(22)

〈ln P (β)〉 = dβ ln sβ − ln Γ (dβ) + (dβ − 1) 〈ln β〉 − sβ 〈β〉 (23)

〈ln Q (Z)〉 =
N∑

n=1

K∑

k=1

〈zkn〉 ln p̃kn (24)

〈ln Q (Y)〉 = −KD

2
ln 2π − D

2
ln

∣∣∣Σ̃
∣∣∣ − KD

2
(25)

〈ln Q (β)〉 = d̃β ln s̃β − ln Γ
(
d̃β

)
+

(
d̃β − 1

)
〈ln β〉 − s̃β 〈β〉 (26)

and

〈ln β〉 = ψ
(
d̃β

)
− ln s̃β (27)

〈
yT

(d)C
−1y(d)

〉
= tr

[
C−1

(
Σ̃ + m̃(d)

(
m̃(d)

)T
)]

(28)

In the previous expressions, Γ (·) are Gamma functions, and ψ (·) is the
Digamma function. Details of these calculations can be found in [12].

4 Experiments

4.1 Experimental Design

The main aim of the set of experiments presented and discussed in this section
is the preliminary assessment of the robustness of the proposed model in the
presence of noise. Moreover, the performance of Variational GTM is compared
with that of the standard GTM (with a GP formulation).

The models used in all the experiments were initialized in the same way to al-
low straightforward comparison. The matrix centroids of the Gaussian generators
Y and the inverse of the variance β were set through PCA-based initialization
[1] and the parameters {pkn} are fixed and were initialized using the posterior
selection probability of the latent node k given data point xn, defined using
Bayes’ theorem as:

pkn =
exp

(
−β

2 ‖xn − y∗
k‖2

)

∑K
k=1 exp

(
−β

2 ‖xn − y∗
k‖2

) (29)
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where y∗
k is the initial value obtained previously for each centroid k. The param-

eter sβ was set to dβ/β and dβ was initialized to a small value close to 0. For
each set of experiments, several values of K and α were used.

4.2 Robustness of the Variational GTM in the Presence of Noise

The goal of this first set of experiments was assessing and comparing the ro-
bustness of both the standard GTM using GP and the proposed Variational
GTM models in the presence of increasing levels of noise, as well as compar-
ing it to the robustness of the standard regularized GTM with single regu-
larization term [3] trained by EM (GTM-SRT). The artificial data sets used
to this end consisted of 700 points sampled from a circumference to which
different levels of random Gaussian noise were added (standard deviations of
{0.01, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35}). For each noise level, 10 data sets were
randomly generated and used to train every model. All training runs used the
following settings: K = 36 for all models, α = 0.1 for the GTM-GP and the
Variational GTM and dβ = 0.01 for the Variational GTM. Furthermore, the
number of basis functions for GTM-SRT was set to 25. Different values of K
and α were considered with similar results.

Two measures were employed to gauge the regularization capabilities of the
models: The mean square error between the centroids {yk} and the underlying
circumference without noise, and the standard deviation of the square error.
The results for these measures, displayed in Fig. 1, indicate that, as the levels
of noise increase, the mean and standard deviation square errors grow to be
much higher for the standard GTM using GP than for the proposed Variational
GTM, although in the case of the mean error this difference cannot be clearly
appreciated for very low levels of noise. Furthermore, Variational GTM is shown
to outperform GTM-SRT at all noise levels, while being far less sensitive to the
increase of such levels.

These results are a preliminary but clear indication that the proposed Varia-
tional GTM provides better regularization performance than both the standard
GTM using GP and GTM-SRT. This is neatly illustrated in Fig. 2, for the first
two models, where two samples of the artificial data sets used in this experiments
and their corresponding results (represented by the connected centroids) are dis-
played. Although at low noise levels, both models perform similarly, at higher
levels the standard GTM using GP fits the noise to a great extent, whereas
Variational GTM is much less affected by it and is capable of reproducing the
underlying data generator far more faithfully. This should lead to a model with
better generalization capabilities.

4.3 Data Visualization Using Variational GTM

A second set of experiments was carried out with the aim of verifying the topo-
graphic preservation capabilities of the proposed Variational GTM and conse-
quently, its data visualization capabilities on a low-dimensional discrete latent
space. For that, an artificial data set consisting of 12 hetereogenously separated



84 I. Olier and A. Vellido

0 0.1 0.2 0.3
0

0.02

0.04

0.06

0.08

0.1

noise

A
ve

ra
ge

 M
ea

n 
S

qu
ar

e 
E

rr
or

 

 

GTM−SRT GTM−GP VGTM

0 0.1 0.2 0.3
0

0.1

0.2

0.3

0.4

noise

A
ve

ra
ge

 S
td

 D
ev

 E
rr

or

 

 

GTM−SRT GTM−GP VGTM

Fig. 1. Plots of the average mean square error between the centroids {yk} and the
theorical circumference whithout noise (left plot) and the average standard deviation
of the square error (right plot) for GTM-SRT (dashed line), for the standard GTM
using GP (dashed-dotted) and the proposed Variational GTM (solid). The vertical
bars indicate the standard deviation of these averages.
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Fig. 2. Left column: two of the artificial data sets generated from a circumference
(dashed line) to which noise of levels 0.1 (top row) and 0.25 (bottom row) was added.
Middle column: including results after training using standard GTM with GP prior.
Right column: including results after training using the proposed Variational GTM.
The resulting manifold embedded in the data space is represented by the connected
centroids {yk} (filled squares) in the centres of circles of radius 2

�
β−1) (common

standard deviation).

clusters was generated by means of an equivalent number of radial Gaussian dis-
tributions. The following settings were used to train the model: K = 64, α = 0.1
and dβ = 0.01. The resulting data visualization is accomplished through the
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Fig. 3. (Left) 600 points randomly sampled for 12 Gaussians, forming clusters artifi-
cially labeled as ’o’ and ’+’. These labels are only used for visualization purposes and
were not included in the training. (Right) The resulting membership map correspond-
ing to the mode projection into a latent space of K = 64 latent points (represented
as squares). The relative size of each square is proportional to the number of data
assigned to its respective latent point and the hue of gray indicates the ratio of the
data belonging to each cluster label: white for ’+’ and black for ’o’. The arabic num-
bers (1 to 12), signaling specific data points, show how their neighbouring relations are
preserved in the latent space. The romanic numbers (I to IV) signal with ambiguous
cluster allocation. They are all mapped into grey points in latent space.

membership map generated by means of the mode projection [1] of the data into
the latent space, given by umode

n = argmax
k

(p̃kn), where the variational parameter

p̃kn was used.
The data set and its corresponding membership map are displayed in Fig.

3, where several interesting data points, some of these placed well within the
clusters and others in the edge between two clusters, are singled out for illustra-
tion. It is clear that their representation in latent space faithfully preserves the
existing topographic ordering and neighbouring relations in data space.

5 Conclusions

Details of a variational formulation of GTM have been provided in this paper.
Through several experiments, Variational GTM has been shown to endow the
model with effective regularization properties, enabling it to avoid, at least par-
tially, fitting the noise and, therefore, enhancing its generalization capabilities.
This regularization has been shown to be more effective than that provided by
the standard GTM with GP formulation and the standard regularized GTM.

The experiments reported in this brief paper are necessarily limited by space
availability and therefore preliminary. A much more detailed experimental de-
sign, including more datasets spanning a wider range of characteristics, as well
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an explicit testing of its generalization capabilities, would be required to com-
plete the assessment of the model. The current study should be understood as
a first step towards that end.

A variational treatment of parameter α is difficult and, therefore, it was fixed
a priori in the reported experiments. However, an interesting approach to its
calculation in the context of variational GP classifiers, using lower and upper
bound funtions, was presented in [13] and could be considered in future work
with the proposed Variational GTM.
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Abstract. Recently researchers have introduced methods to develop reusable 
knowledge in reinforcement learning (RL). In this paper, we define simple 
principles to combine skills in reinforcement learning. We present a skill 
combination method that uses trained skills to solve different tasks in a RL 
domain. Through this combination method, composite skills can be used to 
express tasks at a high level and they can also be re-used with different tasks in 
the context of the same problem domains. The method generates an abstract 
task representation based upon normal reinforcement learning which decreases 
the information coupling of states thus improving an agent’s learning. The 
experimental results demonstrate that the skills combination method can 
effectively reduce the learning space, and so accelerate the learning speed of the 
RL agent. We also show in the examples that different tasks can be solved by 
combining simple reusable skills. 

1   Introduction 

Reinforcement learning offers a fundamental framework for intelligent agents to 
improve their behavior through interacting with the environment. In a delayed 
feedback environment, RL proves to be a feasible way to train an agent to perform at 
a high standard. Recently within the RL domain, there has been increased interest in 
transferable learning which attempts to reuse learned control knowledge across 
different problems. In recent research, one outlined method is to build portable 
knowledge in the option framework using agent space [1]. Another method uses rule 
transfer to assist learning that target tasks from source tasks [2]. These methods show 
promising results. However, they do not provide methods to represent tasks on a 
higher level in reinforcement learning. In this paper, we address the problem of how 
to represent and combine learned skills to make it suitable for different tasks. Thus an 
agent can learn quickly. Moreover, this assists the agent to construct a suitable and 
more compact representation for tasks, which guides the agent’s learning process. 

2   Skills in Reinforcement Learning 

In this section we introduce the problem domain. In the context of reinforcement 
learning, a problem domain is an environment which consists of more than one  
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sub-problem, and each of the sub-problems can be learned by an agent independently. 
An agent attempts to solve a sub-problem as a task in the problem domain. 

Given an environment modeled as MDP - Markov Decision Process [3], a problem 
domain can be denoted as ( , , , )M S A P R= . State space S represents a finite set of 

states in the environment. A set of actions that can be executed by the agent is 
denoted as A . R is denoted as the reinforcement values receive from environment, 
and P is representing the state transition probability.  

Environmental features are properties that can be observed and measured by the 
agent. In this paper, we concentrate on those environment features which can be 
independently perceived and interacted with by the learning agent. Hence, the agent 
can learn to interact with each of the features separately to form skills. Suppose there 
are k numbers of features in the environment. Each of these features indicates an 
object in the environment. When the agent perceives the ith object, the agent naturally 
forms a state space representing the condition of this specific object in the 
environment. The state space of the object is denoted as iS . All these k number of 
objects form an MDP’s state space S , so we have: 

{ } { }1 2 3, , , | 1,...,k iS S S S S S i k= = =L  

From this definition, we know iS  is a sub-state space of S , so iS S⊂ . Each of these 
sub-state spaces represents an independent feature of the environment.  

If an agent can learn each iS ’s value separately without being affected by or 
interfering with other sub-states spaces, we call this learning process skill training. 
Formally, a skill is an ability of the agent, learned or acquired through training, to 
perform actions to achieve a desired goal within a problem domain. So the agent can 
be trained to develop a skill to execute optimal actions in a sub-state space iS . 

:i i iSkill S Aa  

A skill of an agent can be provided by a supervised instructor or learned by 
unsupervised learning [4]. In this paper, our experimentations are in the reinforcement 
learning context, so all skills are trained using RL algorithms. In the next section we 
present our methods to use the combination of these skills to solve more complex 
tasks within a problem domain. 

3   Skills Combination 

In this section, we will define three basic principles to combine skills. These 
principles provide fundamental operators between two skills on a higher level of 
representation, which are independent from low level skill learning. 

Sequential Combination: If skill g finishes then consequently skill h begins. We 
denote the sequential combination as: 

                              seqC g h= →                                                      (1) 

The sequential operator → is weakly constrained between two skills. The 
requirements for it are the following properties: 
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1. Termination exists - if β is the termination condition of skill g and gS  is the 

state space of skill g, then there at least exists one terminal state gs  satisfying 

condition β : ,    g gs S where is satisfiedβ∃ ⊂  

2. Initialization exists - similarly, if ω is the initialization condition of skill h, and 
hS  is the state space of skill h, then there at least exists one initialization state hs  

satisfying ω : ,    h hs S where is satisfiedω∃ ⊂  

3. State inheritable - if terminal state gs is a sub-state of problem domain’s state s, 

then initialization state hs is also a sub-state of s. This property ensures termination 

state gs  can be inherited by initialization state hs  of the consequences skill: 

( ) ( )g hs s s s⊂ ⇒ ⊂  

4. A sequential combination links one skill after another. When skill g finishes, the 
condition of the agent will pass to subsequence skill h. Consequently the agent’s 
action is determined by the subsequence skill, the features relating to skill g can be 
ignored. 

Concurrent Combination: Skill g and skill h will be performed by the agent 
concurrently. We denote concurrent combination as: 

                conC g h= ∩                                                          (2) 

The concurrent operator ∩ is a tight binding between the skills, and satisfies the 
following properties: 

1. Combined action – if skill g generates action a and skill h generates action b at 
the same time, then the combined action is denote as: ab  

2. State compatible- if 's is the successor state after a combined action ab , then the 

successor state 's must be a state in both state spaces and  h gS S . This property 
makes sure that when two skills are executed at the same time by the agent, they 
won’t generate a new state that does not exist in both of the skills. ' ( , ) h gs S S∀ ⊂  

3. When skills are concurrently combined, the agent’s action is determined by the 
combined action ab .  

Optional Combination: Nondeterministic branch - skill g or skill h to be selected. 
We denote optional combination as: 

                          optC g h= ∪                                                        (3) 

The optional operator ∪ is a weak binding of skills. It has the following properties: 

1. Initialization exists - if β , ω  are the initialization conditions of skill g and h, 

and gS , hS  are the state spaces of skill g and h, then at least there exists one 

initialization state s satisfies β and ω at the same time: ,    gs S where is satisfiedβ∃ ⊂  

and ,    hs S where is satisfiedω∃ ⊂  

2. Comparable selection – if β , ω are the initialization conditions of skills g and h, 

then β and ω can be compared:  or β α α β≥ ≥  
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3. After comparing the initialization conditions of skills, the agent will select and 
perform one of the skills. Hence the agent’s action is determined by the selected skill. 
The features relating to the other skills can be ignored. 

A common example of using skill combination is in the car driving domain. 
Suppose a driver learns the following skills: turnRight, turnLeft, goFoward, 
slowDown and signalLight. Then the driver can combine these skills to solve different 
tasks. For example, before a crossroads, a car driver needs to determine which way to 
go. This task can be represents as: 

slowDown (turnRight turnLeft goFoward)∩ ∪ ∪  

If the driver decides to go right, the composite task would be: 

signalLight turnRight→  

If all the driving skills are well trained, the driver can use them to solve complex 
tasks on the road. We can see from the examples that by using skill combination, a 
more flexible knowledge representation can be used to represent different tasks in 
standard reinforcement learning method, and skills can be reused on different tasks. 

4   Experiments  

4.1   Cat and Mouse Domain Introduction 

In the cat and mouse domain, we have a reinforcement learning agent - Mouse (A). 
We also have predator - Cat (C), food - Cheese (Z) and Home (H).  The cat and 
mouse can each move one step forward in any direction – vertically, horizontally or 
diagonally. They can also choose to stay still. So there are nine possible movements. 
From the point of view of the mouse agent, objects in its environment - cat, cheese 
and home - are features of the domain. 

In order to learn skills, the agent has sensors to detect the direction and distance 
from every feature in the environment. In this experimental setting, the agent has 
sensors to perceive the cat, cheese, and home in the environment. The agent can 
detect an object in 8 directions in the grid world (See Fig. 1). The object gives signal 
sharing its distance to the agent. Using the direction and distance data from the 
sensor, the agent can form the state space of a basic skill related to that feature. 

4.2   Skill Training 

Skills are independent, low-level learning problems in the environment, so they can 
be acquired before being applied to tasks. We design three types of skills: skill to get 
cheese, skill to keep away from cat and skill to store cheese. In the experiments, all 
skills are trained in a 10*10 grid environment using the Q-learning algorithm [5, 6] 
with the following standard learning parameters: ε -greedy policy, alpha (α ) =0.1, 
gamma ( γ ) =0.9, epsilon ( ε ) =0.2. To facilitate our subsequence experiments with 

more comparative results, all these skills are trained to different degrees. Each of the  
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skills is saved on the following training episodes: 200, 400, 600, and 800. So in our 
task learning experiments below, we can equip the agent with skills that have 
different levels of proficiency. All experiences of trained skills will be saved for 
further use on the subsequence tasks. 

 

Fig. 1. Left: a skill training environment for getting cheese. Right: a skill training environment 
for keeping away from cat. 

4.3   Task 1: Get Cheese 

In this section, we demonstrate how to use skills in a task. In task 1 (See figure 2 left), 
the mouse agent target is to complete a 2-skill task to get a piece of cheese in a 20*20 
grid environment, in the mean time the agent should try its best to avoid being caught 
by an approaching cat. To finish this task, the agent needs to combine the concurrent 
skills of getting the cheese and keeping away from the cat. Following the definition of 
skill’s concurrent combination above (2), this task can be expressed as: 

( ) ( )GC Z KA C∩  

( )GC Z represents a skill of getting the cheese and ( )KA C represents a skill of 

keeping away from the cat. They are concurrently performed by the agent, so the 
concurrent operator ∩ is used to express the relationship between the two skills. 

 

Fig. 2. Left: An example environment for task 1.  Right: An example environment for task 2. 
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Experimental Settings 
Experiments of task 1 are carried out on randomly generated grid environments. The 
initial positions of the mouse, cat and cheese are randomly selected for each 
experiment. The mouse agent will receive a reward of +100 when it gets a cheese. If 
the cat catches the mouse, a punishment of -100 will be received by the agent, and the 
episode will end. Any other action taken by the mouse will get a step penalty of -1. 

We first evaluate the performances of three different types of learning agents. The 
first type is the agents without skills. Agents without skills will perform Q-learning on 
the task and basically they seek to learn task 1 in its entirety. The second type is 
agents with skills, but their skills are not trained before performing the task. The third 
type is agents with trained skills. For each type of agent, we generate 20 randomly 
initialized experiments. The experiments are stopped at episode 30000 and the data is 
recorded. Figure 3 (left) illustrates the learning curve of the experiments. 

To compare agents with different experiences of skills, our second experiment of 
task 1 involved equipping the agent with different proficiencies of trained skills. We 
ran the agent with no trained skills and then with trained skills of 200, 400, 600 and 
800 episodes. Figure 3 (right) compares the learning curves of the experiments. 

Experimental results 
In this part, we show and explain the experiment results of task 1. 

 

Fig. 3. Left: task 1 performance comparison of agents with combined skill, without skills and 
with trained skills. Right: task 1 performance comparison of agents with no trained skills and 
with trained skills of 200, 400, 600 and 800 episodes. All curves are smoothed using sampling 
proportion 0.2. 

Figure 3 (left) compares the average learning curves of agents with combined 
skills, without skills and with trained skills. We can see from the left figure that 
agents with sufficient trained skills show significant better performance in task 1 than 
the other type of agents, especially at the early stages of learning (episodes 1- 5000). 
Agents using skills with no prior experience also show much better performance than 
agents without skills. Although these skills are not trained before applying to task 1, 
our skill combination method gives the agents a higher level of expression of the task. 
In a long run over 20000 episodes, agents with skills also gained more reward on 
average than standard learning agents. Figure 3 (right) compares average learning 



 Skill Combination for Reinforcement Learning 93 

curves of agents with different experiences of skills. This graph shows that gradually 
agents with more experience on skills perform better at the early state of learning. 
These experiments show that the skill combination method is stable for learning. 

4.4   Task 2: Cheese Storage 

Task 2 is more complex than task 1 in the cat and mouse domain (See figure 2 right). 
In this task, the mouse agent is required to get the cheese in the grid environment and 
then carry the cheese to the mouse’s home. In the setting of task 2, an additional two 
homes - home1 ( 1H ) and home2 ( 2H ) are added into the environment. When a 

mouse is carrying a cheese, either of the two homes can be selected to store the 
cheese. 

From this task description, we can define task 2 as follow: 

( ) ( )GC Z KA C∩                                                      (4) 

1( ) ( )PC H KA C∩                                                     (5) 

2( ) ( )PC H KA C∩                                                     (6) 

1 2( ) ( )PC H PC H∪                                                    (7) 

( ) ( )GC Z PC H→                                                     (8) 

Expression (4) actually is the same as task 1. Expressions (5) and (6) represent 
concurrent skill combination of storing a cheese and keeping away from cat. 
Expression (7) represents the optional combination of storing cheese into home 1 or 
home 2. Expression (8) represents the sequential combination of getting the cheese 
and storing the cheese into a home. Hence, we can use knowledge reasoning methods 
to get the following expression of task 2: 

1 2( ( ) ( ( ) ( ))) ( )GC Z PC H PC H KA C→ ∪ ∩  

Experimental Settings 
We carried out experiments of task 2 on randomly generated grid worlds. The initial 
positions of mouse, cat, cheese and homes are randomly selected during each of the 
experiments. The mouse agent receives a medium reward of +10 when it gets a 
cheese, and when it successfully puts the cheese into one of the homes, it gets a 
positive reward of +100. If the cat catches the mouse, a punishment of -100 will be 
received by the agent, and the episode ends. Any other actions taken by the mouse 
gets a step penalty of -1. 

As task 1, we did two types of experiments in task 2. The first type of experiment 
compares agents with skills, without skill and with trained skills. Figure 4 (left) shows 
the learning curve of the first type of experiments. The second type of experiment 
compares agents with skills that have different levels of proficiency. Figure 4 (right) 
shows the graph of results. 

Experimental Results 
In this part, we present and explain the experimental results of task 2. 
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Fig. 4. Left: Task 2 performance comparison of agents with skills, without skill and with 
trained skills. Right: Task 2 performance comparison of agents with no trained skills and with 
trained skills of 200, 400, 600 and 800 episodes. All curves are smoothed using sampling 
proportion 0.2. 

Figure 4 (left) compares average learning curves of agents with combined skills, 
without skills and with trained skills. In task 2, we find that agents using skills, no 
matter if they are trained or not, show remarkably better performance than agents 
without skills throughout the whole test (from episode 1-30000). Agents using skills 
with no prior experience reach a high standard of average reward (roughly +58) 
before episode 5000, while agents without skills still have a large amount of negative 
reward (roughly -122) at that stage. Even in a long run to episode 30000, agents 
without skills only make a small improvement to reward -106 which is far from 
optimal. Figure 4 (right) compares average learning curves of agents in task 2 with 
different skill experience. This graph shows that gradually agents with more 
experience on skills perform better at the early stage of learning. These experiments 
show that the skill combination method exhibits stable improvement for learning. 

4.5   Compare Task 1 and Task 2 

We will compare the learning efficiency of task 1 and task 2 in this section. 

 

Fig. 5. Left: Compare learning curve of agents without skill between task1 and task2. Right: 
Compare learning curve of agents with skill between task1 and task2.  
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Figure 5 (left) compares the learning curves of agents without skills between task 1 
and task 2. The graph shows that task 2 is a much more difficult problem compared to 
task 1. Although only 2 more features (Home 1 and Home 2) were added into task 2, 
the performance of the agent decreases dramatically. Agents without skills only 
improve nearly +1 more average reward in every 5000 episode of learning. On the 
other hand, task 2 is not a hard problem to agents with skills. Figure 5 (right) show 
that skilled agent performs very well in task 2. They reach a high standard of average 
reward between episodes 4000 to 5000. The learning curve of task 2 shows a steeper 
rise than task 1 and also gives a higher average reward when the learning is stable. 
The reason is that the settings of task 2 sets a medium reward of +10 when the agent 
gets cheese and +100 for the agent putting cheese to the home, so the sum of task 2’s 
reward is +10 more than task 1’s. 

5   Discussion 

From the previous section’s comparison, we find that agents with skills show much 
better performance than agents without skills, especially when the problem becomes 
complex as in task 2. We use the big O notation to describe the asymptotic bound of 
the agent’s state space and use n to denote the number of learning features in the task 
and k as the size of a learning feature. Then the scalability of state space of agents 
with skills can be denoted as ( )O kn which is a linear function of n and k. Agents use 

appropriate skills to deal with each of the learning features in the problem. The 
relations of these learning features are abstracted to a higher level which can be 
solved by combined skills. So the size rise of state space from task 1 to task 2 is a 
linear growth. On the other hand, the state space of agents without skill is n( )O k . 

Every new learning feature added to the problem will make the state space grow 
exponentially in respect of the feature’s size k. We know that ( ) ( )nO kn O k when 

k>10, n>2. So the learning efficiency of agent with skills is much better than agents 
without skills.  

The trained skills in our work are reusable in the same problem domain. Trained 
skills are given to agents in task 1 and task 2 in the cat and mouse domain, and they 
generate better performance than an agent with no skill. Skills represent transferable 
knowledge to different tasks in the problem domain. In recent work, [7] proposes a 
method to construct mapping to value function based transfer in RL. Using policy 
based transfer, [8] utilizes transfer through inter-task mappings to construct a transfer 
functional from a source task to a target task. Another approach is to use shaping. [9] 
introduces the use of learned shaping reward in RL tasks, where an agent uses prior 
experience on a sequence of task to learn a portable predictor. These researches show 
that using transfer learning can markedly reduce learning time on different task. 

Our work can also be viewed as a kind of model based learning method which uses 
tasks to represent problems at a high level and uses skills to construct a model of 
tasks. [6] provides an introduction of models and planning. A recent approach 
described in [10] uses a designed environment model to generate a selection of policy 
reinforcement learning. 
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Finally, we define principles for combining skills in RL, but we did not specify 
how these principles are implemented in different problem domain. We need a 
flexible representation at a high level, so that implementation can be carried out on 
further problems. 

6   Conclusion and Future Work 

In this paper, we present a skills combination method for high level knowledge 
representation in reinforcement learning. The experimental results and analysis shows 
that our method gives the learning agents a flexible way to express and solve different 
tasks. Our method can also reduce the learning space of the problems which 
significantly improves the learning speed of agent. In this study, agents use skills as 
predefined knowledge. But we believe that agent can automatically generate task 
representation. This is a topic for our future work. 
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Abstract. This paper introduces a new approach, called recurring mul-
tistage evolutionary algorithm (RMEA), to balance the explorative and
exploitative features of the conventional evolutionary algorithm. Unlike
most previous work, the basis of RMEA is repeated and alternated ex-
ecutions of two different stages i.e. exploration and exploitation during
evolution. RMEA uses dissimilar information across the population and
similar information within population neighbourhood in mutation opera-
tion for achieving global exploration and local exploitation, respectively.
It is applied on two unimodal, two multimodal, one rotated multimodal
and one composition functions. The experimental results indicated the
effectiveness of using different object-oriented stages and their repeated
alternation during evolution. The comparison of RMEA with other al-
gorithms showed its superiority on complex problems.

Keywords: Evolutionary algorithm, exploration, exploitation and opti-
mization problem.

1 Introduction

Evolutionary algorithms, such as evolution strategies (ES) [1], evolutionary pro-
gramming (EP) [3,4], and genetic algorithms (GAs) [6], have been widely used in
global optimization problems that have a great importance in science, engineer-
ing and business fields. The basic difference between EP (or ES) and GAs is the
evolutionary operator used in producing offspring. Although EP was first intro-
duced as an approach to artificial intelligence, it was extended later and applied
successfully to many practical and continuous parameter optimization problems.

The mutation is the main operator in EP [3,4]. Thus a number of innovative
mutation operators e.g. Cauchy mutation [14], a combination of Cauchy and
Gaussian mutation [2] and Lévy mutation [8] have been proposed to improve the
performance of EP. The aim of such mutations is to introduce large variations in
evolving individuals so that they can explore a wider region of the search space
globally. This means that the improvement has been sought by increasing the
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exploration capability of EP, which is very much important for problems with
many local optima. However, both global exploration and local exploitation are
necessary during evolution depending on whether an evolutionary process gets
stuck into local optima or finds some promising regions in the search space. It
is, therefore, necessary for an algorithm to maintain a proper balance between
exploration and exploitation in finding a good near-optima for complex problems.

This paper introduces a new recurring multistage evolutionary algorithm
(RMEA) based on mutation. RMEA attempts to maintain a proper balance
between exploration and exploitation by its two recurring stages. It uses object-
oriented mutation operators and selection strategies in achieving exploration-
exploitation objectives of the two stages. Although there are many algorithms
that use GAs [6] for exploration and local methods for exploitation (see review
paper [7]), RMEA is the first algorithm, to our best knowledge, that uses only
mutation. Its emphasis on using different recurring stages can increase the solu-
tion quality of an evolutionary algorithm.

RMEA differs from most EP [4] based algorithms (e.g. [2], [8] and [14]), and
memetic algorithms [11] on two aspects. First, RMEA emphasizes on achieving
global exploration and local exploitation by executing object-oriented operations
repeatedly and alternatively. This approach is different from the one used in
EP [4] and memetic algorithms [11]. EP does not execute exploration and
exploitation operations separately rather it uses single stage execution module
with self-adaptation rules. Memetic algorithms generally executes exploration and
exploitation operations one by one or they use some heuristics to decide when and
where exploration and exploitation operations are to be executed within the evo-
lutionary process. The difficulty of this approach lies in avoiding deep local optima
and realizing the potentials of very promising regions or finding good heuristics.

Second, RMEA uses only mutation operators for achieving the exploration
and exploitation objectives of an evolutionary process. It is argued in this pa-
per that mutation is a better candidate than crossover for achieving exploration
and exploitation objectives. For example, the global exploration and local ex-
ploitation can easily be achieved by using mutations with large and small step
sizes, respectively. Memetic algorithms generally use GAs [6] for exploration and
local search methods or specially designed crossover for exploitation. However,
it would be difficult to find a proper integration method in order to achieve
synergistic effect of different methods or operators.

The rest of this paper is organized as follows. Section 2 describes RMEA in
detail and gives motivations and ideas behind various design choices. Section 3
presents experimental results of RMEA and their comparison with other work.
Finally, section 4 concludes with a summary of the paper and a few remarks.

2 Recurring Multistage Evolutionary Algorithm

A recurring two-stage evolutionary approach based on mutation is adopted in
RMEA to ensure a proper balance between global exploration and local exploita-
tion during evolution. The exploration and exploitation stages in RMEA use the
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distance of dissimilar and similar individuals, respectively, as the standard de-
viation for mutation. In fact, the motivation behind such an idea is inspired by
observing the following important facts.

– Exploration is a non-local operation so mutation involving the distance of
dissimilar individuals, which is expected to be large, may guide an evolu-
tionary process toward the unexplored regions of a search space.

– Exploitation is a local operation so mutation involving the distance of sim-
ilar individuals, which is expected to be small, may guide the evolutionary
process toward the local neighborhoods.

The major steps of RMEA can be described as follows.

Step 1) Generate an initial population consisting of μ individuals. Each indi-
vidual

→
xi, i = 1, 2, . . . , μ, is represented as a real valued vector. It is

consisted of n independent components

→
xi= {xi(1), xi(2), . . . xi(n)} (1)

Step 2) Randomly initialize two parameters K1 and K2 within a certain range.
These user specified parameters control the behavior of RMEA by
defining how many generations the exploration and exploitation oper-
ations to be executed repeatedly during evolution.

Step 3) Calculate the fitness value of each individual
→
xi, i = 1, 2, . . . , μ, in the

population based on the objective function. If the best fitness value is
acceptable or the maximum number of generations has been elapsed,
stop the evolutionary process. Otherwise, continue.

Step 4) Repeat the following steps 5-8 for K1 generations, which constitutes a
single pass of the exploration stage.

Step 5) For each individual
→
xi, i = 1, 2, . . . , μ, select φ individuals from the

population in such a way that the fitness value of them is very different
comparing to that of

→
xi. The φ individuals, therefore, can be considered

as strangers i.e., distant individuals for
→
xi. Here the parameter φ is

specified by the user.
Step 6) Create μ offspring by applying mutation on each individual

→
xi, i =

1, 2, . . . , μ, of the population. Each individual
→
xi creates a single off-

spring
→′
xi by: for j = 1 to n

k = 1 + rj mod n (2)
x′

i(k) = xi(k) + σi(k)Nj(0, 1) (3)

Here rj is a random number generated anew for each value of j. Its
value can be from zero to any positive number. xi(k) and x′

i(k) are
the k-th component of

→
xi and

→′
xi , respectively. σi(k) is the standard
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deviation for mutating the k-th component of
→
xi. It is set as the av-

erage genotype distance between the k-th component of
→
xi and its

φ strangers. Nj(0, 1) denotes a normally distributed one-dimensional
random number with mean zero and standard deviation one for each
value of j.
The essence of using modulo operation is that it may produce n or less
than n distinct values for k depending on rj . This arises two different
scenarios for mutation. First, mutation changes all components of

→
xi

one time when there are n distinct values for k. Second, when there are
less than n distinct values, mutation does not change all components of→
xi rather it changes some components one time and some components
few times.

Step 7) Compute the fitness value of each offspring
→′
xi , i = 1, 2, . . . , μ. Select μ

individuals from parents and offspring for the next generation. If the
fitness value of

→′
xi is at least equal to its parent

→
xi, discard

→
xi and

select
→′
xi for the next generation. Otherwise, discard

→′
xi .

Step 8) If the best fitness value is acceptable or the maximum number of gen-
erations has been elapsed, stop the evolutionary process. Otherwise,
continue.

Step 9) Repeat the following steps 10-13 for K2 generations, which constitutes
a single pass of the exploitation stage.

Step 10) For each individual
→
xi, i = 1, 2, . . . , μ, select φ individuals from the

population in such a way that the fitness value of them is very similar
comparing to that of

→
xi. The φ individuals, therefore, can be considered

as neighbors i.e., nearest individuals for
→
xi.

Step 11) Create μ offspring in the same way as described in step 6. However,
the genotype distance of neighbors are used here instead of strangers
used in step 6.

Step 12) Compute the fitness value of each offspring
→′
xi , i = 1, 2, . . . , μ. Select μ

individuals from parents and offspring for the next generation. If the
fitness value of

→′
xi is better than its parent

→
xi, discard

→
xi and select

→′
xi

for the next generation. Otherwise, discard
→′
xi .

Step 13) If the best fitness value is acceptable or the maximum number of gen-
erations has been elapsed, stop the evolutionary process. Otherwise,
go to Step 4.

It is seen that RMEA uses the genotype distance of individuals as the stan-
dard deviation for mutation. The advantage of such an approach is that it makes
the mutation operation self adaptive without using any adaptation scheme. The
individuals in a population are spread over the entire search space at the begin-
ning of an evolutionary process. As the evolutionary processes progresses, the
population converges toward the optimal solution and the genotype distance be-
tween individuals reduces. This means mutation will explore a wider region of
the search space at the beginning and a smaller region at the end of the evo-
lutionary process. The necessary details of different stages and components of
RMEA are given in the following subsections.
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2.1 Exploration Stage

This stage facilitates to explore the wider region of a search space so that the
chance of finding a good near-optimum solution by an evolutionary process is
increased. RMEA uses the average genotype distance between an individual

→
xi,

that is going to be mutated, and the other φ individuals in the population as the
standard deviation for mutation. The φ individuals are selected in such a way
that they are very different with respect to

→
xi based on the fitness value. Since

the fitness value of
→
xi and the φ individuals is very different, it is expected that

their genotypes are likely to be very different. The population diversity tends
to rise for using the average genotype distance of very different individuals and
allowing offspring that have same fitness values as their parents for the next
generation.

2.2 Exploitation Stage

It is quite natural to realize the potentials of already explored regions be-
fore further explorations. RMEA, therefore, executes several exploitation op-
erations after exploration operations. The aim of exploitation stage is to reach
the peaks of different explored regions so that the optimum solution, if exist
in any peak, can easily be achieved. Like exploration stage, the same mutation
is also used here. However, it differs from exploration stage in the way that
the average genotype distance between an individual

→
xi, that is going to be

mutated, and its neighbors, is used as the standard deviation for mutation. It
is expected that the the genotype of φ individuals and

→
xi is very similar re-

sulting a small average distance i.e., standard deviation. This is beneficial for
exploiting the local neighborhood because mutation produces offspring around
parents.

2.3 Recurring Approach

It is known that executing exploration and exploitation operations separately,
and combining them in one algorithm is beneficial for improving the performance
of evolutionary algorithms. A number of approaches have been proposed in the
literature that use GAs [6] for exploration and local search methods or specialized
crossover operators for exploitation. According to [7], the following four issues
must be addressed when exploration and exploitation operations are executed
separately. First, when and where a local search method should be applied within
the evolutionary cycle. Second, which individuals in the population should be
improved by local search, and how they should be chosen. Third, how much
computational effort should be allocated to each local search. Fourth, how genetic
operators can be best integrated with local search in order to get a synergistic
effect. It is here worth mentioning that the aforementioned four questions need
also to be addressed even when the same method or operator is used for both
exploration and exploitation.

To address these questions, a number of heuristics and of user specified param-
eters need to employ in any classical evolutionary algorithm. The employment
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of many user specified parameters and heuristics requires a user to know rich
prior knowledge, which often does not exist for complex real-world problems.
Furthermore, it reduces the autonomy of an evolutionary process thereby may
guide the process in the wrong direction resulting poor performance. A scheme
that does not employ many heuristics and user specified parameters is clearly
preferable. The repeated and alternated execution of exploration and exploita-
tion operations on all individuals in a population could be the simple solutions
for the first three questions, which is adopted in our proposed approach RMEA.
The execution of exploration and exploitation operations on all the individuals
is not problematic if the operations can be done adaptively by using the same
evolutionary operator. Since RMEA uses only mutation for both exploration and
exploitation operations, the fourth question is not arisen here.

3 Experimental Studies

The aim our experimental studies is to evaluate the performance of RMEA and
to observe the effect of separating the exploration and exploitation operations
in an evolutionary approach based on mutation. Both RMEA and CEP [3] are
applied on six benchmark test functions. These are unimodal (f1 and f2), un-
rotated multimodal (f3 and f4), rotated multimodal (f5) and composition (f6)
functions. The method described in [12] is used here to create the rotated func-
tion. It left multiples the variable x in the original function by the orthogonal
matrix M to get a corresponding new variable y of the rotated function. The
composition function CF3 proposed in [9] is used here. It is constructed by com-
bining ten f3s. The following is the the analytical forms of the six functions.

1) Sphere function: f1(x) =
∑D

i=1 x2
i

2) Schwefel’s function: f2(x) =
∑D

i=1(
∑i

j=1 xj)2

3) Griewanks’s function: f3(x) = 1
4000

∑D
i=1 x2

i −
∏D

i=1cos
(

xi√
i

)
+ 1

4) Rastergin’s function: f6(x) =
∑D

i=1

[
x2

i − 10cos(2πxi) + 10
]

5) Rotated Griewanks’s function:
f5(x) = 1

4000

∑D
i=1 y2

i −
∏D

i=1cos
(

yi√
i

)
+ 1 y = M ∗ x

6) Composition function (CF3 [9]):
f6(x) =

∑10
i=1 {wi ∗ [f3((x − oinew + oiold)/λi ∗ Mi) + biasi}] + fbias

A. Experimental Setup
It is seen from section 2 that three user specified parameters K1, K2 and φ

are used in RMEA. Among them, K1 and K2 are most important in the sense
that they controls the behavior of RMEA. Three different sets of value are used
to investigate the effect of K1 and K2. They are 1 and 1, 2 and 4, and 4 and
8. The value of φ is set 3 for all functions. The value of different parameters in
function f6 was set same as used in [9]. CEP [3] is implemented in this work
according to [5].
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Table 1. Performance of RMEA with different values for K1, K2 and CEP [4] on six
different functions. The number of function evaluation and the dimension of functions
were set 150,000 and 30, respectively.

Mean best result for function
f1 f2 f3 f4 f5 f6

RMEA(1,1) 5.50e-017 1.44e-014 6.89e-014 3.59e-005 5.49e-014 1.36e-008
RMEA(2,4) 1.05e-017 2.21e-015 6.41e-020 1.47e-007 7.99e-017 1.39e-010
RMEA(4,8) 9.44e-018 1.96e-015 8.90e-020 1.21e-007 9.10e-017 3.25e-010

CEP 9.14e-004 2.16e+002 8.73e-002 4.37e+001 8.45e+001 7.66e-004

The population size μ was set 50 for both RMEA and CEP. The tournament
size and the initial standard deviation used by CEP were set 5 and 3, respectively.
The number of function evaluations (FEs) was set 150,000 for functions f1 − f5
and 50,000 for function f6. The dimension of functions f1 − f5 was set 30, while
it was set 10 for f6. These values were chosen to make fair comparison with other
work.

B. Results and Comparison
Table 1 shows the mean best result and standard deviation of RMEA and CEP

on six functions over 50 independent runs. The numbers inside the parenthesis
along RMEA indicate the values of K1 and K2 used in experiments. Fig. 1 shows
the convergence characteristics of each function in terms of the mean best fitness.

It is clear that RMEA with different values for K1 and K2 performs much
better than CEP [5]. The mean best fitness of RMEA with any value for K1
and K2 is better than CEP by several order magnitude. The t-test shows that
the worst RMEA is significantly better than CEP for all six problems. The con-
vergence characteristics of RMEA with different values for K1,K2 and CEP is
similar at the very beginning of an evolutionary process (Fig. 1). As the evolu-
tionary process progresses, the difference is very much clear. CEP appears to be
trapped at the poor local optima or progresses very slowly. RMEA, on the other
hand, successfully gets rid of local minima and progresses very aggressively to-
ward a good near-optima. It is also clear from Table 1 that either RMEA(2,4) or
RMEA(4,8) is better than RMEA(1,1). This indicates the necessity of executing
exploration and exploitation operations repeatedly. The t-test shows that either
RMEA(2,4) or RMEA(4,8) is significantly better than RMEA(1,1) for complex
functions f3 − f6.

Tables 2 and 3 compare the performance of RMEA(2,4) with that of im-
proved fast EP (IFEP) [14], adaptive EP with Lévy mutation (ALEP) [8] and
real coded mematic algorithm (RCMA) with crossover hill climbing (XHC) [10].
To make the fair comparison, RMEA is reimplemented with the same number of
function evaluation and problem dimension as used in RCMA with XHC. Like
RMEA, both IFEP and ALEP use only mutation in producing offspring. IFEP
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Fig. 1. Convergence characteristics of RMEA with different values for K1, K2 and
CEP [4] on six functions: (a) f1, (b)f2, (c) f3, (d) f4, (e) f5 and (f) f6

Table 2. Comparison among RMEA, IFEP [14] and ALEP [8] on four functions.
All results have been averaged over 50 independent runs. The number of function
evaluation and the dimension of functions were set 150,000 and 30, respectively.

Mean best result for function
f1 f2 f3 f4

RMEA(2,4) 1.05e-017 2.21e-015 6.41e-020 1.47e-007
IFEP 4.16e-005 - 4.53e-002 -
ALEP 6.32e-004 4.18e-002 2.4e-002 5.85e+000
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Table 3. Comparison between RMEA and RCMA with XHC [10] on four functions.
All results have been averaged over 50 independent runs. The number of function
evaluation and the dimension of functions were set 100,000 and 25, respectively.

Algorithm Mean best result for function
f1 f2 f3 f4

RMEA(2,4) 1.25e-013 1.63e-011 1.08e-015 9.86e-004
RCMA with XHC 6.50e-101 3.80e-007 1.3e-002 1.4e+000

mixes Cauchy and Gaussian mutations in one algorithm, while ALEP mixes
Lévy mutations with four different distributions. RCMA with XHC executes
exploration and exploitation operations separately. It uses PBX crossover [10]
and BGA mutation [13] for exploration and a specialized crossover operator XHC
[10] for exploitation.

It is clear from Table 2 that the performance of RMEA is better than IFEP and
ALEP on all four functions we compared here. RCMA with XHC outperforms
RMEA on one unimodal function (Table 3). However RMEA outperforms RCMA
with XHC with one unimodal and two multimodal functions (Table 3). Although
we could not perform t-test, the better performance of RCMA with XHC and
RMEA seems to be significant.

4 Conclusions

RMEA introduces a recurring multi-stage framework for evolutionary algorithms
in order to unravel the conflicting goals of exploitation and exploration during
evolution. It has demonstrated very promising results, outshining some other
algorithms on complex problems. Such an inspiring performance by RMEA is
quite reasonable, because RMEA employs quite a different mechanism than the
others. While most algorithms seem to stagnate during evolution especially at
the late generation, RMEA still continues optimization process at a graceful
rate. In fact, RMEA achieves log-linear convergence rate for all the six tested
functions. This is because the alternating and repeating stages in RMEA ensure
better immunity from stagnation. The principle characteristics of RMEA are
controlled by three user-specified parameters K1, K2 and φ. Future work on
RMEA includes making these parameters self-adaptive taking into account their
effects on both fitness and diversity.
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Abstract. In this paper, the effect of possible missing data on wind
power estimation is examined. One−month wind speed data obtained
from wind and solar observation station which is constructed at Iki Ey-
lul Campus of Anadolu University is used. A closed correlation is found
between consecutive wind speed data that are collected for a period of
15 second. A very short time wind speed forecasting model is built by
using two−input and one−output Adaptive Neuro Fuzzy Inference Sys-
tem (ANFIS). First, some randomly selected data from whole data are
discarded. Second, 10%, 20% and 30% of all data which are randomly
selected from a predefined interval (3−6 m/sec) are discarded and dis-
carded data are forecasted. Finally, the data are fitted to Weibull distri-
bution, Weibull distribution parameters are obtained and wind powers
are estimated for all cases. The results show that the missing data has
a significant effect on wind power estimation and must be taken into
account in wind studies. Furthermore, it is concluded that ANFIS is a
convenient tool for this kind of prediction.

1 Introduction

Wind is expected to be an important source of electric energy in the future
in many regions. Many research groups in different countries have undertaken
the development of commercial wind power plants. Wind speed is extremely
important for electricity generation from wind turbine. The distribution of wind
speeds is important for the design of wind farms, power generators. It is very
important for the wind industry to be able to describe the variation of the wind
speeds. The effective utilization of wind energy entails a detailed knowledge of the
wind speed characteristics at a particular location. The characteristics of wind
must be determined by using at least one year wind speed and wind direction
data. The missing data should not exceed 10% according to the standards [1].
It is not possible to collect the data without any defect. There are a lot of
studies for such numerical weather prediction problems in literature such as
autoregressive moving average models (ARMA), Kalman filters [2], bilinear
and smooth threshold autoregressive models, artificial intelligence techniques
including the use of Multi Layered Perceptrons [3], Radial Basis Functions [4]
and Recurrent Neural Networks [5] as well as Adaptive Neuro Fuzzy Systems.
In [6] some of these models and different artificial intelligence based approaches
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are reviewed and compared in terms of Root Mean Square Error(RMSE) criteria
for wind speed time series forecasting and better prediction results were obtained
by ANFIS in most cases. The aim of this study is to minimize the effect of missing
data on wind power estimation for a region which has not been taken into account
in wind power estimation studies yet [7,8,9]. In this scope, one−month wind
speed data with almost no defect that is measured and collected for a period of
15 seconds is studied. Some randomly selected data from whole data and from the
interval (3−6)m/sec are discarded to represent missing data. According to high
prediction capability at such studies an ANFIS model as described at Section 2
is built and the missing data are predicted for all cases. All data are fitted to
the Weibull distribution mentioned in Section 3. The results are presented and
discussed at Section 4 and 5 ,respectively.

2 ANFIS

ANFIS can incorporate fuzzy if−then rules and also, provide fine−tuning of the
membership function according to a desired input−output data pair [10,11]. The
ANFIS structure that is used for this study is given in Fig. 1.

In Fig. 1; first layer is known as input layer, each neuron in the second layer
corresponds to a linguistic label and the output equals the membership function
of this linguistic label, each node in layer 3 estimates the firing strength of a rule,
which is found from the multiplication of the incoming signals, each node in layer
4 estimates the ratio of the i th rule’s firing strength to sum of the firing strength
of all rules, j, the output of layer 5 is the product of the previously found relative
firing strength of the i th rule, the final layer computes the overall output as the
summation of all incoming signals from layer 4. In this study weighted average
procedure is used for defuzzify operation, a back−propagation training method
is employed to find the optimum value for the parameters of MF(membership
functions) and a least squares procedure is employed for the linear parameters
on the fuzzy rules, in such a way as to minimize the error between the input and

Fig. 1. The ANFIS structure
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Fig. 2. The MFs of input1 before and after training, respectively

the output pairs, both input1 and input2 are divided into four MFs. The shapes
of the MF’s before and after training procedure are given in Fig. 2.

3 Weibull Distributions

To test the accuracy of the prediction operation the Weibull distribution which is
the most popular due to its ability to fit most accurately the variety of wind speed
data measured at different geographical locations in the world is used. Statistical
estimation of unknown parameters from random sample is an important problem
that can be solved by many establish methods, such as, the least square method
(LSM), the weighted least square method (WLSM), the maximum likelihood
method (MLM), the method of moments (MM), the method based on quantiles
(QM) and a lot of modifications of these methods. The 2−parameter Weibull
probability density function (p.d.f.) is given by equation. 1.

fw(v) = (
k

c
)(

v

c
)k−1 exp(−(

v

c
)k) (1)

where fw(v) is the probability of observing wind speed v, k is shape parameters
of Weibull p.d.f., c is scale parameters of Weibull p.d.f. the k values range from
1.5 to 3. for most wind conditions. The cumulative distribution of the Weibull
distribution is given as follows:

Fw(v) = 1 − exp(−(
v

c
)k) (2)

Hennessey [12], Justus at al. [13], discussed a lot of estimation methods for
Weibull distribution. In here, MLM is used. If x1, ..., xn is random sample from
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Weibull distribution, then the log−likelihood function, L(c)can be written as in
equation. 3 and equation. 4 for MLM.

L(c, k) =
n∏

i=1

fW (xi, c) (3)

L(c, k) =
n∏

i=1

(
k

c
)(

v

c
)k−1 exp(−(

v

c
)k) (4)

Taking the natural logarithm of likelihood function, we obtain equation, 5.

ln L(c, k) =
n∑

i=1

ln(
k

c
) + (k − 1) ln(

k

c
) − k

vi

c
(5)

any value c and k maximizing 5 is called maximum likelihood estimator (MLE),
denoted by k̂MLE .

d ln L(c)
dc

=
n∑

i=1

−1
c

+ (k − 1)(−1
c
) + k

vi

c2 = 0 (6)

d ln L(c)
dk

=
n∑

i=1

1
k

+ ln(
k

c
) + (k − 1)(

1
k
) − vi

c
= 0 (7)

k̂MLE , ĉMLE which maximizes 5 can be obtained from the solution of 6 and 7.

4 Results

The correlation coefficient between consecutive wind speeds are obtained to be
0.9857. The distributions of all data are given in Fig.3.
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Fig. 3. The distributions of the data
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Fig. 4. The distributions after discarding

It is obtained that, when randomly selected data discarded from whole data
the distributions did not change a lot and so power estimations from Weibull
distribution did not change much more. From the interval 3−6 (m/s); 10%, 20%
and 30% randomly selected data are discarded. The distributions of wind speed
after discard are given in Fig. 4

It is obvious from Fig.5 that the distributions of the data are changed sig-
nificantly. An ANFIS structure is built to predict the missing data. Two data
sets, namely, the training and the testing set are employed for the ANFIS. Fig. 5
shows that the constructed ANFIS structure is convenient for the prediction
operation.

The former data set is used during the identification process of the fuzzy
model while the latter one is used to evaluate the forecast capabilities of the

  

Fig. 5. The outputs that are found by ANFIS after training and actual data outputs
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Table 1. The distributions after the prediction procedure

Wind speed(m/s) Original P10 P20 P30

0-1 1.5466 1.5466 1.5467 1.5466

1-2 7.9644 7.9644 7.9645 7.9644

2-3 12.3792 12.4144 12.4406 12.4721

3-4 15.4269 15.4761 15.5339 15.5417

4-5 18.394 18.3764 18.3948 18.4196

5-6 14.3402 14.2984 14.2148 14.1905

6-7 9.6117 9.5911 9.5748 9.5438

7-8 6.9590 6.9559 6.9530 6.9457

8-9 6.1508 6.1495 6.1502 6.1484

9-10 3.6011 3.6011 3.6012 3.6012

10-11 2.0509 2.0509 2.0509 2.0509

11-12 0.9296 0.9296 0.9296 0.9296

12-13 0.3556 0.3556 0.3556 0.3556

13-14 0.2021 0.2021 0.2021 0.2021

14-15 0.0607 0.0607 0.0607 0.0607

15-16 0.0121 0.0121 0.0121 0.0121

16-17 0.0152 0.0152 0.0146 0.0152

Table 2. Weibull distribution parameters and power estimations from Weibull distri-
bution before and after data predictions

k̂ ĉ v̂m σ̂ v̂mod vmax

Original 5.5242 2.0331 4.8944 2.5209 3.9597 7.7373

10% Missing 5.5531 1.9985 4.9214 2.5742 3.9242 7.8567

After 10% pre. 5.5242 2.0335 4.8944 2.5205 3.9603 7.7365

20% Missing 5.5851 1.963 4.9516 2.6321 3.8857 7.9885

After 20% pre. 5.5095 2.0082 4.8824 2.5428 3.9093 7.7728

30% Missing 5.6211 1.9255 4.986 2.697 3.8422 8.1375

After 30% pre. 5.5237 2.0328 4.894 2.5211 3.9587 7.7373

obtained model. The data sets contain patterns formulated from historical data.
The prediction values are incorporated to the discarded data and distributions
are obtained as given in Table 1

Where P10, P20 and P30 represent the distributions after incorporation of the
predict of discarded 10%, 20% and 30% data into remaining data respectively.
The values of the estimated powers after data prediction and the value of actual
power are given on Fig.6 For all cases, the data are fitted to Weibull distribution,
parameters are obtained and powers are estimated. The results are given in
Table 2.

Finally, estimated wind powers after data prediction are obtained and given
in Fig.6.
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Fig. 6. The power values for actual data, missing data and forecasted data

5 Discussions and Conclusions

In this paper, the effect of missing data on determining the wind power esti-
mation for a region is examined. It is thought that there can occur any fault
in the data collection unit at random short time intervals. In this scope firstly,
some randomly selected data are discarded from whole data. It is seen that the
distributions of data did not change a lot. Then from the interval (3−6)m/sec
randomly selected 10%, 20% and 30% of all data are discarded and it is observed
that the distributions are changed significantly. It is obtained that if there are
randomly occured faults they can be tolarated but if the faults are occured at
specificaly time intervals in which the wind speed regime is in a specific inter-
val that times it is necessary to consider the missing data effect on wind power
estimation. In this paper, to consider the effect of the missing data an ANFIS
structure is built. The missing data are predicted. The distributions of data are
obtained by incorparating the missing data to remaining. Considering the Root
Mean Square(RMS) Energy of the distribution of original data to be 38.1035,
the RMS Errors between actual distribution and P10, P20, P30 are obtained
to be 0.0190, 0.0436 and 0.0541, respectively. Also to test the accuracy of the
model, the data are fitted to Weibull distribution and wind power estimations
are obtained for all situations. The MLM is used to find the parameters of the
Weibull distribution. Actual wind power per square meter is obtained to be 124
where the powers per square meters are obtained for the missing 10%, 20%and
30% data 129, 133 and 139 respectively. After incorporating the missing data
to remaining, wind powers per square meter are obtained to be 124.8, 126 and
125.2, respectively. According to litrature, it is tolarable for 10% missing but
it is concluded that if the missing data is sourced from a specific interval, the
estimated wind power from Weibull distribution is obtained with 4.03% error.
In conclussion, it is obvious from the results that, missing data has a signifi-
cant effect on wind power estimation and must be taken into account in wind
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power studies and ANFIS is a convernient tool for this kind of a study. Other
known models such as latent variable modelling, bayesian estimation, bilinear
and smooth threshold autoregressive models, kalman filters, ARMA models etc.
may also be used to determine the effect of missing wind speed data together
with ANFIS and best model may be established according to prediction results.
Such studies can be regarded as a future work of this study.
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Abstract. An application of cluster analysis to identify topics in a col-
lection of posters abstracts from the Society for Neuroscience (SfN) An-
nual Meeting in 2006 is presented. The topics were identified by selecting
from the abstracts belonging to each cluster the terms with the highest
scores using different ranking schemes. The ranking scheme based on log-
entropy showed better performance in this task than other more classical
TFIDF schemes. An evaluation of the extracted topics was performed by
comparison with previously defined thematic categories for which titles
are available, and after assigning each cluster to one dominant category.
The results show that repeated bisecting k-means performs better than
standard k-means.

1 Introduction

An increasing amount of published documents like research papers, computer
programs, analyzed data or related references are gathered in databases or repos-
itories in order to enable quick access to literature from a given field of research.
The development of such databases in the field of neuroscience is a major goal in
neuroinformatics [1]. The resulting large amounts of documents give rise to the
need for tools that automatically organize them into indexing structures. These
structures may fasten the retrieval for searched information as well as provide an
overview of a corpus and help navigation. A subsequent task is the organization
of the keywords in a structure reflecting the semantic contents of the documents.
To this purpose, the general structure of a documents collection can be detected
by clustering the documents into groups covering similar topics. This work is
devoted to the analysis of the posters presented at the Annual Meeting of the
Society for Neuroscience (SfN) in 2006. SfN is, with more than 37, 500 members,
the world’s largest organization of scientists devoted to the study of neuroscience
and the brain science. Its Annual Meeting is the largest event in neuroscience.
The primary goal of this work was the automatic discovery of topics covered in
poster sessions, on the basis of the posters abstracts and titles. Another potential
application is the automatic partitioning into sessions of the posters submitted
to future SfN Annual Meetings.

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 115–124, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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2 Construction of the Vector Space Model

The most widely used approach in Natural Language Processing is the vector
space model. In this model, a set of terms T is first built by extracting all words
occurring in a collection of documents D, followed by stop words removal and
stemming steps [2]. The number of occurrences of each term in each document
(usually called frequency) is counted and denoted fij . Then a frequency matrix
F is built with the {fij} as entries. As we will cluster documents in this work,
it is more convenient to build F as a [documents × terms] matrix, where each
document is a row vector in the space of all terms, called the term space later on.
Depending on the purpose of the application, terms occurring too often or very
seldom can also be discarded. When the number of documents N in the collection
is in the range of a few thousands, the number of extracted terms M is often
larger than a few tens of thousands, leading to very high dimensional space for
the documents. In order to remove less semantically significant terms and also to
enable further processing, it is necessary to reduce the term space dimension by
selecting a smaller subset of terms, usually using a ranking of the terms according
to their Document Frequency (DF ). In general, we are interested in selecting the
terms that best represent the semantic content of the documents. This intuitive
feature is however very difficult to catch only by statistical means. In the present
application, the terms were extracted from the posters’ abstracts and titles. The
preprocessing scheme and extraction of candidate terms was the same as in [3].
From the abstracts and titles of the N = 12844 posters, we obtained directly
M = 40767 terms, which is a too large value to allow further processing. 3 term
spaces were built by selecting terms occurring in at least 2, 13 and 45 documents
for the following reasons: (a) selecting terms with DF ≥ 2 allows to decrease
the term space size roughly by a factor of two, leading to M = 19794 terms;
(b) selecting terms with DF ≥ 13 leads to M = 6127, this is the maximal size
allowing the application of Matlab’s kmeans function in section 5, (c) selecting
terms with DF ≥ 45 decreases again by two the number of terms, ending up
with M = 3006 terms. Only unigrams (single words) were considered for the
terms in this preliminary study.

3 Exploratory Analysis of Existing Categories

The posters abstracts and titles were extracted from a CD-ROM distributed to
all the participants of the Annual Meeting. Four types of categories are provided
by the Meeting’s organizing committee: theme, subtheme, topic and session, and
a name is given to each category. Each of the 12844 posters for which an abstract
and a title (called hereafter documents) were available was also assigned by the
organizers to one poster session, one topic, subtheme and theme. A summary of
basic statistics of this collection of documents is given in Table 1. The purpose
of this analysis is to check whether the various originally defined groupings of
posters into categories can be observed in the term spaces that we defined in the
previous section.
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Table 1. Summary data of the Society for Neuroscience 2006 Annual Meeting

1 Number of themes 7
2 Number of subthemes 71
3 Number of topics 415
4 Number of poster sessions 650
5 Number of poster abstracts 12844
6 Number of words / abstract (average) 278
7 Number of extracted terms 40767

3.1 Average Cosine Measures Between Documents

The frequency matrix F is a sparse contingency table where each row represents
one document, and the similarity of two documents can be evaluated by the
cosine of the angle between the two document vectors. In order to balance the
frequencies of terms occurring in long abstracts with respect to terms occurring
in shorter abstracts, a normalization of the rows of matrix F is performed af-
ter the term weighting (see [4] for a review of weighting schemes). The cosine
between 2 vectors in the high-dimensional term space is defined as

cos(d1,d2) =
d1 · d2

‖d1‖‖d2‖
, (1)

where · is the dot product. As vectors {di} are of unit length, expression (1)
simplifies to the dot product. The mean cosine for all pairs of documents within
each category is a measure of how dense are the categories in the term space.
Similarly, for each category, the mean of the cosines between each document in
the category and all the documents in all other categories measures to which
extend this category is separated from the others. The averages of these two
means for all the categories were computed efficiently using the centroid vec-
tors of each category, as described in [5]. The results are presented in Figure 1.
Note that the cosine function is a similarity measure (i.e. the more similar two
documents are, the higher is their cosine) and not a distance (or dissimilarity).
The average cosines within categories are clearly higher than between categories
in each term space, especially for the topic and session categories, which indi-
cates that these categories are also well defined in the 3 term spaces. The above
two average cosines among categories are equivalent to clusters’ cohesion and
separation, some internal measures of clusters validity presented e.g. in [6].

3.2 MDS Layouts of the Original Categories

As it was seen above, the differences in average cosines between and within
categories are larger for topic and session categories, which indicates that those
categories are better separated in the terms space. This can be confirmed by
visualizing the different categories. To this purpose, we processed the data as
follows:
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Fig. 1. Mean cosines among original categories in the 3006, 6127 and 19794 term
spaces

1. Build a similarity matrix C with mean cosines between categories as entry
and mean cosines within categories on its diagonal,

2. Compute a dissimilarity matrix D = −log(C), in order to have squared
distance measures instead of similarities,
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Fig. 2. MDS layouts of original categories in the 3006 terms space. The different num-
bers represent the dominant themes in each category.
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3. Map the categories using multidimensional scaling (MDS) [7] or Spherical
Embedding algorithm [8] (using the dissimilarity matrix D as input dis-
tances) into a 2-D or 3-D space. 1

4. Plot the 2-dimensional layout of categories, marked according to the domi-
nant theme, that is the theme, which has the largest number (majority) of
abstracts among all the abstracts belonging to that category.

The layouts resulting from least squares MDS mapping of 2 types of categories
(subtheme and session) are presented in Figure 2. We observe that the items
of these 2 types of categories are mapped in good agreement with the theme
categories because their marks are clustered. This also confirms the conclusion
of section 3.1.

4 Identification of Documents Subsets

4.1 Proposed Approach for Topic Identification

We assume that documents belonging to a given category refer to a common
topic. The topics of the categories are naturally best described by their given
titles, so we just wanted to check to what extend are we able to retrieve these
titles. The topic of a set of documents was identified by extracting the most im-
portant terms occurring in these documents. To this purpose, 3 ranking schemes
were used: a) the Document Frequency (denoted hereafter DF ), b) the Term
Frequency-Inverse Document Frequency, or TF-IDF (hereafter TI), c) the Log-
Entropy (hereafter LE). They are defined for each term tj , j = 1, ..., M as follows:

DF (tj) =
N∑

i=1
χ (fij), with χ(t) = 1 if t > 0 and χ(0) = 0

TI (tj) =
N∑

i=1
fij . log

(
N�N

i=1 χ(fij)

)
,

LE (tj) =
N∑

i=1
log (1 + fij) .

(
1 +

N∑
i=1

pij log pij

log N

)
, with pij = fij/

N∑
i=1

fij

(2)

For each type of category, the top 20 terms were selected using the 3 rankings
defined above, in the 3 term spaces built in section 2. The numbers of terms
(among the top 20 ranked or all the terms) matching after stemming one term
of the category title were counted. Table 2 presents the results. We get naturally
the best possible results when taking all the terms (NO ranking) extracted from
the abstracts. We can see that the log-entropy ranking (LE) performs the best
among the 3 rankings, with an average retrieval score of 54.0 % (against 53.1 %
for DF and 13.0 % for TI). Another result is that there is no significant decrease
of performance when the term space size k decreases, which means that the
strategy based on Document Frequency for building the terms space is sensible.

1 MDS was used rather than PCA because the feature matrix F is too large to allow
its direct decomposition by the classical (non-sparse) versions of PCA calculations.
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Table 2. Numbers of retrieved terms of the categories titles among the top 20 terms us-
ing different rankings (TI, DF, LE) or among all terms (NO ranking). The percentages
in parenthesis are calculated wrt the numbers of title terms in the fourth column.

M
Category titles Top 20 terms rankings All terms

name (# cat.) # terms DF (%) TI (%) LE (%) NO (%)

3006

theme ( 7) 16 3 (18.8) 3 (18.8) 4 (25.0) 15 (93.7)

subtheme ( 71) 168 87 (51.8) 43 (25.6) 88 (52.4) 151 (89.9)

topic (415) 1111 606 (54.5) 163 (14.7) 610 (54.9) 976 (87.8)

session (650) 2191 1138 (51.9) 289 (13.2) 1163 (53.1) 1883 (85.9)

6127

theme ( 7) 16 3 (18.8) 3 (18.8) 4 (25.0) 15 (93.7)

subtheme ( 71) 168 89 (53.0) 40 (23.8) 90 (53.6) 158 (94.0)

topic (415) 1111 615 (55.4) 154 (13.9) 619 (55.7) 1022 (92.0)

session (650) 2191 1152 (52.6) 256 (11.7) 1179 (53.8) 1968 (89.8)

19794

theme ( 7) 16 3 (18.8) 3 (18.8) 4 (25.0) 15 (93.7)

subtheme ( 71) 168 89 (53.0) 39 (23.2) 90 (53.6) 160 (95.2)

topic (415) 1111 615 (55.4) 141 (12.7) 617 (55.5) 1041 (93.7)

session (650) 2191 1153 (52.6) 222 (10.1) 1179 (53.8) 2000 (91.3)

4.2 Identified Topics for the Original Categories

Table 3 presents a list of the 10 first session titles for which all title terms are
among the top 20 log-entropy ranked terms, extracted from the posters’ titles
and abstracts belonging to this session. There were 130 entirely retrieved titles
among the 650 sessions.

5 Clustering of the Abstracts and Evaluation

5.1 Clustering Experiments

The primary rationale for clustering the abstracts is to try to build the differ-
ent thematic categories in an automatic manner. For this reason, and to allow
a comparison with the original categories, the abstracts were clustered into k
clusters, for k = 7, 71, 415 and 650. Among the numerous existing clustering al-
gorithms, we chose k-means for this analysis, because it was reported to perform
well on documents [5]. K-means was used in two versions: (i) standard (naive)
k-means and (ii) bisecting k-means (or repeated bisections) introduced in [5].
The k-means algorithm has been successfully applied to cluster large collections
of documents as it scales relatively well with the space dimensionality, especially
when the cosine similarity is used and the vectors are normalized [9], in the so-
called spherical k-means. Matlab kmeans function with cosine distance measure
was used as spherical k-means, and the repeated bisections k-means used was
the vcluster function (with default parameters) from CLUTO clustering pack-
age [10]. In a purpose of comparing these two versions of k-means clustering,
the clusters resulting from both functions have been evaluated by comparison
with previously defined classes, namely the thematic categories provided by the
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Table 3. 10 session titles with the selected terms in the 3006 term space. Boldface
terms matched one title word after stop word removal and stemming. Title words like
and, other, neural or numbers are in the stop list.

Session title Top 20 terms (log-entropy ranking)

Serotonin Receptors I receptors HT proteins rats functional agonist signals antagonist
serotonin regulation Inhibition drugs brain dose injecting path-
way assay coupled OH DPAT

Ion Channels: Trafficking
and Other

channel proteins membrane subunits functional ions regulation
interaction voltage form hippocampal domains gating dendritic
cultured potentials conductance local surface trafficking

Dopamine Transporters I DAT transport dopamine DA regulation proteins uptake func-
tional phosphorylated surface terminal interaction synaptic inter-
nal site Inhibition cocaine membrane trafficking kinase

Short-Term Plasticity synaptic potentials synapse presynaptic action depolarized record-
ings short release term regulation plasticity Layer cortical In-
hibition vesicle trains amplitude form transmission

LTD I LTD receptors synaptic depressant mGluRs hippocampal long
term CA1 proteins form plasticity stimulation synapse NMDAR
AMPA glutamate DHPG required AMPAR

Neural Oscillators membrane potentials intrinsic oscillation spike models dynamics
depolarized recordings properties voltage hyperpolarizing channel
synaptic mV clamp conductance thresholding slowing low

Retina I retinal light photoreceptors functional visual recordings mice
bipolar rods proteins processes cones Dark synapse determined
membrane receptors degeneration rats synaptic

Retina II retinal ganglion receptors functional RGCs light pathway ON
Layer visual recordings dendritic stimulus properties signals mice
stimulation modulation field photoreceptors

Eye Movements: Saccades saccadic eye monkey stimulus fixating visual movements er-
ror direct anti located field instructed pro cue reaction SC points
signals Inhibition

Trigeminal Processing trigeminal rats pain injecting receptors nociception regions mod-
ulation behavioral stimulation chronic central ganglion formalin
nucleus processes hyperalgesia sensitive sensory spinal

meeting’s organizers. We used the following external measures of clusters va-
lidity: purity, entropy, F-measure and Mutual Information, as proposed in [11].
These measures assess to which extend two objects from the same class (cate-
gory) are in the same cluster and vice-versa. Table 4 summarizes the evaluation
of clusters obtained by standard and repeated bisections k-means in 3006 and
6127 term spaces, clustering in the 19794 term space was not performed due
to excessive memory requirements. It can be observed that repeated bisecting
k-means algorithm performs better in terms of Entropy and Mutual Informa-
tion, whereas spherical k-means is better in terms of Purity and F-measure.
Relying primarily on Mutual Information, which is a theoretically well founded
and unbiased measure, we conclude that our experiments confirm that repeated
bisection performs better than spherical k-means, as reported in [5]. For both
of the applied clustering techniques, the quality of the clusters increases with
a decreasing k, indicating that categories theme and subtheme correspond in
these term spaces to real clusters in a better way than topic and session cate-
gories. The results are slightly better in the 6127 term space in terms of Purity,
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Table 4. External measures of cluster validity for the clusterings obtained from spher-
ical k-means and repeated bisecting k-means. An up arrow ↑ (resp. down arrow ↓)
below the measure name indicates that a higher (resp. lower) value means a better
clustering. Boldface entries identify the best result according to each measure, for each
(M, k) pair.

clustering
M k

Purity Entropy F-measure Mut. Inf.
algorithm ↑ ↓ ↑ ↓

spherical
k-means

3006

7 0.543 0.344 0.486 0.251
71 0.441 0.510 0.359 0.404
415 0.285 0.608 0.253 0.559
650 0.240 0.641 0.242 0.635

6127

7 0.565 0.363 0.517 0.270
71 0.448 0.512 0.363 0.407
415 0.299 0.617 0.266 0.568
650 0.255 0.648 0.252 0.642

repeated
bisecting
k-means

3006

7 0.505 0.300 0.427 0.207
71 0.380 0.459 0.302 0.353
415 0.248 0.578 0.216 0.528
650 0.206 0.612 0.207 0.606

6127

7 0.507 0.301 0.434 0.208
71 0.384 0.464 0.298 0.359
415 0.253 0.581 0.219 0.532
650 0.210 0.615 0.209 0.609

whereas the 3006 term space performs better in terms of Entropy and Mutual
Information, this last term space having a lower amount of ’noisy’ terms.

5.2 Identification of Topics for the Clusters

Once we have performed the clustering of the documents, we extracted terms
from the abstracts of each obtained cluster in a similar manner as in section
4.1, in order to identify the topics covered by the clusters. We selected again the
top 20 terms according to a log-entropy ranking of the terms occurring in the
cluster’s documents. Finally, we assigned each cluster to one original category,
in order to check the selected terms against the category’s title (for k = 7
clusters, we assigned each cluster to one of the 7 themes, for k = 71, we assigned
to one of the 71 subthemes, and so on...). The assignment was done to the
dominant category: For all the documents in a cluster, the original categories
of the documents were counted (we built the histogram of the categories) and
the cluster was assigned to the category for which the number of documents was
the largest. The top 10 terms, according to the LE ranking, were selected in the
3006 and 6127 term spaces. The numbers of retrieved title terms of the assigned
categories is expectedly lower than for the original categories (we select only 10
terms instead of 20 and we don’t use the original categories defined by human
experts), but still satisfying with an average of 32.1% retrieved title terms in the
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Table 5. Selected terms identifying topics of 10 clusters among the 66 category titles
entirely retrieved (out of the 415 topic categories) in the 3006 terms space

Assigned title Top 20 terms (log-entropy ranking)

Maternal behavior maternal behavioral pups rats care offspring lactate mothers mice receptors

Opioid receptors morphine opioid receptors tolerance rats mice analgesia injecting analgesic
dose

Motor unit muscle contract Forced motor isometric voluntary unit EMG rate variables

Aggression aggression behavioral social mice Intruder receptors brain models rats Resident

Alcohol ethanol rats alcohol intake consumption receptors drinking behavioral water
dose

Metabotropic glu-
tamate receptors

mGluRs receptors glutamate metabotropic III rats synaptic mGluR5
synapse regulation

Reward NAc rats accumbens nucleus behavioral DA reward drugs dopamine shell

Cocaine cocaine drugs exposure rats receptors brain behavioral abstinence withdrawal
regions

Transplantation grafting rats transplants axonal regenerate cord nerves Survival spinal injury

Parkinson’s
disease Models

MPTP mice Parkinson disease models PD DA dopamine dopaminergic stri-
atal

3006 term space, and 34.0% in the 6127 terms space. This demonstrates that the
k-means approach is well suited to this practical application. As an illustration,
a list of top 10 terms for 10 clusters (for which all the assigned title’s terms were
retrieved) obtained by repeated bisections with k = 415 is presented in Table 5.
Boldface terms matched, after stemming, one word from the assigned category
title.

6 Conclusions

This preliminary analysis of abstracts of posters presented at SfN 2006 Annual
Meeting shows that the original thematic categories are to some extend separated
in the term spaces extracted from posters abstracts and titles: it was possible
to extract from the documents 54.0% of all the titles words of these categories.
The log-entropy ranking scheme performed better than TF-IDF or DF rankings.
A clustering of the abstracts using two versions of k-means algorithm resulted
in clusters of higher average quality for repeated bisections in terms of Entropy
and Mutual Information. An identification of topics, performed by selection of
terms from the abstracts was also performed. Each of the obtained clusters was
assigned to one original thematic categories by choosing the category with the
majority of abstracts. These clusters were also evaluated in terms of their ca-
pacity to retrieve their assigned category titles. The achieved performance is
satisfying as compared to the retrieval rates for original categories. The results
can be further improved, e.g. by applying more elaborate methods for the selec-
tion of relevant terms, in particular by using bigrams. By construction, k-means
algorithms assume that the clusters are spherical and of similar densities, which
might be untrue in the case of documents. An effort towards finding clustering
techniques that are better suited to documents collections is noticeable in the
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literature, among others based on Nonnegative Matrix Factorization. A compar-
ison of these techniques with the approach adopted in the present research is
envisaged.
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Abstract. Due to the non-stationarity of EEG signals, online training and 
adaptation is essential to EEG based brain-computer interface (BCI) systems. 
Asynchronous BCI offers more natural human-machine interaction, but it is a 
great challenge to train and adapt an asynchronous BCI online because the 
user’s control intention and timing are usually unknown. This paper proposes a 
novel motor imagery based asynchronous BCI for controlling a simulated robot 
in a specifically designed environment which is able to provide user’s control 
intention and timing during online experiments, so that online training and 
adaptation of motor imagery based asynchronous BCI can be effectively 
investigated. This paper also proposes an online training method, attempting to 
automate the process of finding the optimal parameter values of the BCI system 
to deal with non-stationary EEG signals. Experimental results have shown that 
the proposed method for online training of asynchronous BCI significantly 
improves the performance. 

Keywords: Adaptation, asynchronous BCI, brain-computer interface, online 
training, automated learning. 

1   Introduction 

A brain-computer interface (BCI) is a communication system in which an individual 
sends commands to the external world by generating specific patterns in brain signals 
and a computer detects and translates the brain signal patterns into commands that 
accomplish the individual’s intention. BCI systems can be categorised into systems 
operating in cue-paced (synchronous) or self-paced (asynchronous) mode. The 
majority of the existing EEG-based BCI systems are synchronous [1]-[3], in which 
the analysis and classification of brain signals is locked to predefined time windows. 
This means that users are supposed to generate commands only during specific 
periods determined by the BCI system. The advantage of synchronous BCI systems is 
that the onset of mental activity is known in advance and associated with a specific 
cue or trigger stimulus, and thus any signal outside the predefined time windows is 
treated as idling and ignored by the BCI system. On the other hand, asynchronous 
BCI systems offer a more natural mode of human-machine interaction than 
synchronous BCIs [4]-[9]. In asynchronous BCIs, no cue stimulus is used, the users 
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control the BCI output whenever they want by intentionally performing a specific 
mental/cognitive task, and the EEG signals have to be analysed and classified 
continuously. The disadvantage of asynchronous BCI is that the lack of indications of 
the user’s control intention and timing brings about challenges in asynchronous BCI 
design and performance evaluation. 

It is well-known that EEG signals, particularly in EEG-based BCI systems, are 
non-stationary. The non-stationarities may be caused by the subject’s brain conditions 
or dynamically changing environments. To some extent, a realistic BCI system has to 
be trained online and adaptive even in application phases where the true labels of 
ongoing EEG trials are unknown [10]-[17]. It is a great challenge to train and adapt an 
asynchronous BCI online because the user’s control intention and timing are usually 
unknown to the BCI system. Existing methods for obtaining the user’s control 
intention and timing in asynchronous BCI are to analyse continuous EEG data 
consisting of defined cue-triggered mental states (simulated asynchronous BCI) [4], 
use self-report by subjects [5][6], rely on subjects to perform a predefined sequence of 
mental tasks [5][7], or analyse real movement EEG data recorded along with time 
stamp of actual movements [8][9]. It should be noted that the above methods are not 
so suitable for online training purpose, except for the latter approach which assumes 
that the imagined movements will have enough similarity to actual movements. 
However, realistic BCI applications should be based on motor imagery or other 
mental activities rather than real movements. 

This paper proposes a novel motor imagery based asynchronous BCI control of a 
simulated robot in a specifically designed environment, which is able to provide 
user’s control intention and timing during online experiments, so that online training 
and adaptation of motor imagery based asynchronous BCI can be effectively 
investigated. This paper also proposes an online training method, attempting to 
automate the process of finding the optimal parameter values of the BCI system to 
deal with non-stationary EEG signals. Experiments have been conducted, producing 
promising results on performance improvement of asynchronous BCI by online 
training in terms of accuracy and deviation of real paths from optimal paths. 

2   Methods 

2.1   BCI Experiment Setup 

The experiments were carried out with able-bodied subjects who sat on an armchair at 
1m distance in front of a computer screen. The EEG recording was made with a g.tec 
amplifier (Guger Technologies OEG Austria). Five bipolar EEG channels using 10 
electrodes, as shown in Fig. 1, were measured over C3 (FC3 vs. CP3), C1 (FC1 vs. 
CP1), Cz (FCz vs. CPz), C2 (FC2 vs. CP2), and C4 (FC4 vs. CP4). The EEG was 
sampled at 250Hz.  

2.2   Offline Training 

A simple synchronous BCI paradigm, proposed by the Graz BCI Lab [3], was used to 
record data for training classifiers offline before online experiments. The subjects 
were asked to imagine left versus right hand movements. The experiment consisted of  
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Fig. 1. Five bipolar electrode positions 

6 runs with 40 trials each. In each trial the subjects relaxed until a green cross 
appeared on screen at t = 2s (s for second). At t=3s, a red arrow (cue) pointing either 
left or right direction appeared on screen for 2 seconds. The subject’s task was to 
respond to the arrow by imagine left or right hand movements until the green cross 
disappeared at t = 8s. The order of left and right cues was random, and there was a 
random interval of 2~3 seconds between trials. 

Logarithmic band power features were extracted from EEG signals and used to 
classify the imagery movements into left or right class. Two frequency bands that 
give good separation were manually selected for each subject. Using the selected 
frequency bands, EEG signals were digitally bandpass filtered, squared, averaged 
over a 1 second sliding window, and a natural logarithm was then applied to obtain 
the features. Using the extracted features and their corresponding class labels (from 
the cue signals), two linear discriminant analysis (LDA) classifiers were trained, with 
one to distinguish left imagery movement from others (right imagery movement or no 
imagery movement) and the other to separate right imagery movement from others. 

It was shown in the BCI competition 2003 and 2005 that LDA performs as well as 
(sometimes even outperforms) non-linear classifier, and almost all the winning 
classifiers are linear [18]. Therefore, we chose to use LDA in our design. 

2.3   Online Asynchronous Event Detection 

During online asynchronous BCI experiments, the extracted features, which are 
related to the user’s control intent, were continuously classified by the offline trained 
LDA classifiers and used to control a robot simulator that is described in detail in 
section 2.4. The online asynchronous event detection system used in the experiments 
is shown in Fig. 2, which works as follows. LDA outputs below a threshold will be set 
to zero. If a LDA output, used as a class’s confidence value, is above the threshold 
long enough (>Dwell_Length), the dwell requirement of an event onset is met, a class 
(either left or right) will be selected as a command to control the simulated robot, and 
a refractory period will be switched on at the same time to reject new class/action to 
be triggered until the refractory period ends. The threshold and dwell mechanism plus 
refractory period are effective methods for reducing false positive rate. Refractory 
period also introduce a competition mechanism for the two LDA classifiers because 
selection of one LDA’s output will reject the other LDA’s output during the refractory 
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period. A simple principle of ‘first come first serve’ is used here for the class 
selection. The idea of using dwell and refractory period for asynchronous event 
detection was first introduced in [4] for offline event-by-event analysis of simulated 
asynchronous BCI, and then used in [19] for binary detection of beta oscillation. Here 
we use dwell and refractory period for online detection of imagery movements in real 
asynchronous BCI systems. 
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If a class
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Fig. 2. An online asynchronous event detection system 

It is important that the thresholds and dwell lengths are chosen for each class and 
each subject separately in order to optimise the performance of the whole system. 
This can be achieved by trial-and-error method or offline Receiver Operating 
Characteristic (ROC) optimisation. It is because EEG signals are non-stationary that it 
is also important to adapt these parameters by online training or adaptation. In the 
following sections an online training method is described, which adapts the threshold 
and dwell length values when false positive command is detected.  

2.4   A Robot Simulator and Its Specifically Designed Environment 

During online training, in order to detect whether there is false positive command 
generated by the BCI system, information about the user’s control intention and 
timing is needed. For this purpose, a robot simulator that runs in a specifically 
designed environment, as shown in Fig. 3, is proposed and implemented for online 
asynchronous BCI experiments.  

The environment is filled with hexagon grid, and robot movements are railed to the 
grid line. The robot simulator executes 2 commands: “turn left then move forward to 
the next node” or “turn right then move forward to the next node”, thus the event 
detection system operates in 2 class mode. The task of the BCI control is to drive the 
simulated robot to a given target position. There is no obstacle in the environment, but 
the user is supposed to drive towards the target all the time. An explicit instruction is 
given to subjects: At each node the user should always turn the robot to the direction 
that the target is located. In the scenario given in Fig. 3, according to the above  
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instruction, the ideal sequence of commands to control the robot from “start” to the 1st 
target should be: left, right, left, right, left, right, left, right, right, left, left, right and 
right. It is unnecessary for subjects to plan the whole sequence in advance, as long as 
the subjects follow the instruction at each node. The simulator executes every 
detected command, including false positive ones, but the result of a false positive 
event will not affect future events in evaluation. This is because the correctness of 
each event is evaluated locally. 

 

Fig. 3. (left): Hexagon grid, where the circle with a heading indicator represents the robot and 
the squares are targets. (right): Illustration of a “turn right then move forward to the next node” 
command executed. 

By assuming a subject will follow the instruction, it is possible to predict what 
command the subject tries to send or what motor imagery movement the subject tries 
to perform at each node. This prediction can be used to check whether the 
event/command detected by the BCI is true positive or false positive. This is 
particularly useful for online training and performance evaluation of asynchronous 
BCI systems. 

The key part of the user’s intent prediction is the calculation of the target direction 
at each node. Since the robot position and target position are known. The current 
direction of the robot, CD, and the target direction, TD, with respect to the centre of 
the robot can be calculated by: 

atan 2( 2 1, 2 1) .

atan 2( 1, 1) .

CD X X Y Y

TD TX X TY Y

= − −

= − −
 (1) 

where (X1,Y1) is the centre of the robot, (X2,Y2) is the robot heading point, and 
(TX,TY) is the target location. Prediction can be obtained by comparing the values of 
CD and TD. However, because the output of atan2 lies in the closed interval [ ,π π− ], 
simple comparison is only valid when both CD and TD are >0 or <0. To avoid this 
limitation, CD and TD are rotated together to the point where CD is aligned to the 
axis of /π π− , as shown in Fig. 4. 
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Fig. 4. Rotation of CD and TD for making a prediction  

The rotation angle is as follows: 
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After rotation the target direction is updated as follows: 
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Finally, the prediction of command that the user is supposed to produce at each 
node can be obtained based on the target direction as follows: 

{ .
0

0

right TD
predict

left TD

>
=

≤
 (5) 

2.5   Online Training 

To further make use of the advantage of the robot simulator and its running 
environment in online asynchronous BCI experiments, an adaptation scheme was 
implemented for online training in attempt to find the optimal parameter settings to 
deal with the non-stationarity of EEG signals. The general idea behind the adaptation 
scheme is: “If it works, do not change it”, but adaptation is required when false 
positive is detected. We choose to adapt the dwell and threshold parameters, because 
they both affect the asynchronous BCI performance greatly.  

During the online training period, if the detected event does not match the 
prediction, the following adaptation will be conducted: 

• Higher threshold and dwell are set for the triggered (false) class to prevent 
next false detection. 

• On the other hand, lower threshold and dwell are set for the predicted (but not 
triggered) class. 
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• If the system cannot detect a command for a certain period, called maximum 
no control allowance, lower threshold and dwell are set for the predicted 
class. 

The adaptation will be controlled by learning rates. Another important issue is 
when to start or stop the training. Without a stopping rule, the adaptation could 
potentially destroy a well tuned BCI system when a minor false positive event is 
detected. The start and stop rules are as follows: 

• Training starts at the beginning of the online training period. 
• Training ends when the number of consecutive true positive detections is over 

a preset value called #CTP. 
• Training re-stared when the number of consecutive false positive detections is 

over a preset value called #CFP. 

How to choose the learning parameters will be explained in the next section in 
connection with experimental results. 

3   Results 

The system was tested online with 2 male subjects. Subject 1 had a little BCI 
experience before, and subject 2 was experienced in synchronous BCI experiment. 
Several runs of online asynchronous BCI experiments were carried out for each 
subject. In each run, subjects were asked to drive the robot simulator to reach 3 
targets. The robot starting point and target positions were fixed and unchanged 
between runs in order to compare performances in a fair manner. The scenarios used 
in the experiments are shown in Fig. 3. However, the subjects saw only one target at a 
time. The current target disappeared as soon as the robot reached it, and the next 
target appeared at the mean time. The numbers of true positive (TP), false positive 
(FP), and events triggered were recorded. The performance is evaluated by accuracy 
defined as (TP/(TP+FP)) and the total number of events (TP+FP) happened in 
comparison with the minimum number of events needed (ME). The difference 
between the total number of events and the minimum number of events indicates the 
deviation of the real path from the optimal path. 

3.1   Performance of the Asynchronous BCI without Online Training 

The system was first tested without online training. Each subject performed 2 runs. 
Prior to the formal experiments, subjects took some trial runs with the present of the 
experiment conductor, so that the subjects understood the paradigm and requirement, 
and a suitable parameter setting could be found. For subject 1 (S1), 11-14 Hz and 15-
30 Hz bandpass features were extracted from each channel, initial thresholds for the 
two LDA classifiers were set to 2.0, and initial dwell lengths were set to 1.6 seconds. 
For subject 2 (S2), frequency bands were chosen as 11-14 Hz and 15-25 Hz, initial 
thresholds were set to 1.0 for left imagery and 2.0 for right imagery, and initial dwell 
lengths were set to 1.4 and 1.6 seconds for left imagery and right imagery 
respectively. The results are shown in Tab.1 (Top). 
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Table 1. (Top) Performance without online training. (Bottom) Performance with online 
training. TP: Number of true positive event. FP: Number of false positive events. ME: 
Minimum number of events required to reach the target. ACC: Accuracy TP/(TP+FP). #A: 
Number of adaptations during online training. E/Min: Number of events per minute. 

 

3.2   Performance of the Asynchronous BCI with Online Training  

The above experiment was repeated, except that the first part of the experiment (from 
start to the 1st target) was used for online training. During online training, the system 
adapts the thresholds and dwell lengths based on the method described in Section 2. 
The initial parameter settings were the same as used in 3.1. The learning rates for 
threshold and dwell adaptation were set to 0.25 and 0.14 seconds respectively for both 
subjects. Maximum no control allowance was set to 20 seconds. #CTP and #CFP 
were set to 5 and 3. 

The results are given in Tab.1 (Bottom), which show that Subject 1 produced 
significantly better performance after online training. For instance, the averaged 
accuracy of the 3rd part of the experiment (from the 2nd target to the 3rd target) is 
significant improved, increased from 66.67% to 81.67%, and the number of events 
detected (TP+FP) is greatly reduced (close to optimal). The 2nd part of the experiment 
also shown improvement with averaged accuracy increased from 70.82% to 75.30% 
with a slightly higher number of events detected. However, first part of the 
experiment (start to 1st target) cannot be compared, because target position was 
known to the BCI system during online training. 

The result from Subject 2 has also shown some improvement after online training, 
but not as significant as Subject 1. The reason could be that Subject 2 was very 
experienced in imagery arm movements, and did not make many mistakes during 
online training. Hence, the number of adaptations (#A) was small. Nevertheless, the 
averaged accuracy of the 3rd part of the experiment (from the 2nd target to the 3rd 
target) was increased from 75% to 83.98%.  

For readers who are interested in more detailed results, some playback videos of 
the above online asynchronous BCI experiments are available from 
http://cswww.essex.ac.uk/staff/jqgan/IDEAL2007_VIDEOS/. 
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4   Conclusion 

This paper has presented an asynchronous BCI system with online training for control 
of a simulated robot. Taking up the challenge in online training of asynchronous BCI 
systems, this paper has proposed a novel method for providing information about 
class labels (user’s control intention and timing), which is essential for training and 
adapting asynchronous BCIs so as to improve the performance. This paper has also 
developed a method for online adaptation of the thresholds and dwell lengths of the 
classifiers in asynchronous BCI systems. Initial experimental results have shown the 
effectiveness of the proposed methods. More experiments will be conducted to further 
justify the methods. The current work is limited to 2 classes. The proposed 
experimental paradigm can be easily extended to multiple classes. Further research 
will be focused on online asynchronous BCI adaptation, including adaptation of all 
the parameters of the LDA classifiers and unsupervised adaptation during online 
testing when event labels are unavailable.  
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Abstract. Fuzzy regression models has been traditionally considered
as a problem of linear programming. The use of quadratic programming
allows to overcome the limitations of linear programming as well as to
obtain highly adaptable regression approaches. However, we verify the
existence of multicollinearity in fuzzy regression and we propose a model
based on Ridge regression in order to address this problem.

1 Introduction

Regression analysis tries to model the relationship among one dependent variable
and one or more independent variables. During the regression analysis, an esti-
mate is computed from the available data though, in general, it is very difficult
to obtain an exact relation.

Probabilistic regression assumes the existence of a crisp aleatory term in order
to compute the relation. In contrast, fuzzy regression (first proposed by Tanaka
et al. [15]) considers the use of fuzzy numbers.

The use of fuzzy numbers improves the modeling of problems where the output
variable (numerical and continuous) is affected by imprecision. Even in absence
of imprecision, if the amount of available data is small, we have to be cautious in
the use of probabilistic regression. Fuzzy regression is also a practical alternative
if our problem does not fulfill the suppositions of probabilistic regression (as, for
example, that the coefficient of the regression relation must be constant).

Fuzzy regression analysis (with crisp input variables and fuzzy output vari-
able) can be categorized in two alternative groups:

– Proposals based on the use of possibility concepts [10,11,12,13,16,17].
– Proposals based on the minimization of central values, mainly through the

use of the least squares method[7,9].

Possibilistic regression is frequently carried out by means of the use of linear
programming. Nevertheless, implemented in such a way, this method does not
consider the optimization of the central tendency and usually derives a high
number of crisp estimates.

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 135–144, 2007.
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In this work we introduce a proposal where both approaches of fuzzy regression
analysis are integrated. We also show that the use of quadratic programming can
improve the management of multicollinearity among input variables. To address
this problem, we propose a new version of Fuzzy Ridge Regression.

The paper is organized as follows: next section presents new regression models
based on the use of quadratic programming, section 3 describes a new version of
Fuzzy Ridge Regression based on the methods of section 2, section 4 is devoted
to presents and example, and, finally, section 5 concludes the paper.

2 Fuzzy Linear Regression

Let X be a data matrix of m variables X1, ..., Xm, with n observations each one
(all of them real numbers), and Yi (i = 1, .., n) be a fuzzy set characterized by a
LR membership function μYi(x), with center yi, left spread pi, and right spread
qi (Yi = (yi, pi, qi)).

The problem of fuzzy regression is to find fuzzy coefficients Aj = (aj , cLj, cRj)
such that the following model holds:

Yi =
m∑

j=1

AjXij (1)

The model formulated by Tanaka et al. [15] considers that the (fuzzy) co-
efficients which have to be estimated are affected by imprecision. This model
intends to minimize the imprecision by the following optimization criterion [14]:

Min

n∑

i=1

m∑

j=1

(cLi + cRi)|Xij | (2)

subject to usual condition that, at a given level of possibility (h), the h-cut of
the estimated value Ỹi contains the h-cut of the empiric value Yi. This restriction
can be expressed by means of the following formulation[1]:

m∑

j

ajXij + (1 − h)
m∑

j

cRj |Xij | ≥ yi + (1 − h)qi for i = 1, ..., n (3)

m∑

j

ajXij − (1 − h)
m∑

j

cLj |Xij | ≤ yi − (1 − h)pi for i = 1, ..., n (4)

cRj , cLj ≥ 0 for j = 1, ..., m (5)

where h is a degree of possibility for the estimate, such that

μ(Yi) ≥ h for i = 1, ..., n (6)

The aforementioned formulation arises from the application of Zadeh’s Ex-
tension Principle[18] and has been proved by Tanaka[15].
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2.1 Use of Quadratic Programming

Our first approximation to the use of quadratic programming in fuzzy regression
analysis is based on the interval model proposed by Tanaka and Lee[14].

If we want to minimize the extensions, taking into account that we use non
symmetrical triangular membership functions, and we want to consider the min-
imization of the deviation with respect to the central tendency, we have the
objective function

J = k1

n∑

i=1

(yi − a
′
Xi)2 + k2(cLX

′
Xc

′

L + cRX
′
Xc

′

R) (7)

where k1 and k2 are weights ∈ [0, 1] that perform a very important role: they
allow to give more importance to the central tendency (k1 > k2) or to the
reduction of the estimate’s uncertainty (k1 < k2) in the process.

The model with this objective function (7) and restrictions (3)-(5) will be
called Extended Tanaka Model (ETM) in this paper and, with the parameters,
ETM(k1, k2).

Let us now focus not in the minimization of the uncertainty of the estimated
results but on the quadratic deviation with respect to the empiric data. That is,
we will contrast the estimated spreads with respect to the spreads of the output
data (pi and qi).

According to this new criterion, the objective function represents the
quadratic error for both the central tendency and each one of the spreads:

J = k1
∑n

i=1(yi − a
′
Xi)2+

+ k2(
n∑

i=1

(yi − pi − (a
′ − c

′

L)Xi)2 +
n∑

i=1

(yi + qi − (a
′
+ c

′

R)Xi)2) (8)

The model with objective function (8) and restrictions (3)-(5) will be called
Quadratic Possibilistic Model (QPM) in this paper and, with the parameters,
QPM(k1, k2). It can be proben that this last model does not depend on the data
unit.

One of the main criticisms to possibilistic regression analysis is that as the
number of available data increases the length of estimated spreads also increases.

In this context, we propose a third new model, called Quadratic Non-Possibi-
listic (QNP), which considers the objective function (8) and which only incor-
porates the restriction (5).

Example 1. We experiment with data taken from Tanaka’s paper[14], where X
goes from 1 to 8.

First, we have applied the model of Kim[8] and Chang[2] with X varying from 1
to 22. The results of this analysis are depicted in Fig. 1. As can be observed, when
X=15, the three curves converge (ai = ai − cLi = ai + cRi). With values higher
than 15, the relationship among extreme points in the estimated membership
functions reverses, so that the left extreme is higher than the right extreme
(which has no sense).
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Fig. 1. Predictions with methods of Kim [8] and Chang [2]

The same experimentation with Model QNP is depicted in Figure 2. Model
QNP forces the estimate’s structure to be the same for both the central ten-
dency and the fuzzy extremes. This fact, which can be seen as a restriction in
the behavior of the spreads, guarantees that the inconsistencies of the previous
example do not appear.

This predictive capability of the proposed model overcomes the limitation
analyzed by Kim et. al [8], where the capability of prediction is restricted only
to probabilistic models.

Outliers pay a determining role in the estimation of the extensions in
possibilistic regression. That is the reason why we propose the use of an alter-
native model, the aforementioned QNP, where restrictions 3-5 are reduced to
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Fig. 2. Predictions with method QNP
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only restriccion 5. In this new model, the estimations of extensions represent the
whole set of data extensions, and not only outliers, as in the possibilistic case.

3 Fuzzy Ridge Regression

The approach based on quadratic programming analyzed in previous sections
has the additional advantage of allowing the management of multicollinearity.
With this approach, we can set regression methods which deal with the problem
of multicollinearity among input variables, as for example, fuzzy ridge regression.

In the seminal paper of fuzzy regression, Tanaka et al. [15] stated about their
concrete example “the fact that A4 and A5 are negative depends on the strong
correlations between variables X4 and X5”. Actually, the correlation between
X1 and X5 is 0.95, much higher than any other value of correlation in Y and
Xi, which indicates a very high multicollinearity. It can be assumed that the
same distortion effect that affects probabilistic regression can be found in fuzzy
regression.

The most popular probabilistic regression techniques that are usually used to
deal with multicollinearity are Principal Component Regression and the Ridge
Regression. Recently, papers about Fuzzy Ridge Regression has appeared in the
literature which use an approach closely related to the support vector machine
proposed by Vapnik[5,6].

In the area of probabilistic regression, Ridge regression can be seen as a correc-
tion of the matrix X‘X. This matrix, in presence of multicollinearity, has values
close to zero. It can be proven that the expected value for estimations ã

′
ã is

E(ã
′
ã) = a

′
a + σ2

∑

i

( ct

λi

)
(9)

where λi are the eigenvalues values of X’X and ct is a constant. If these values
are close to 0, the expected value for a ′a increases a lot, producing coefficients
with high absolute value and with the opposite sign, as the comment of Tanaka
et al. suggests.

The introduction of a small positive value in the diagonal of X’X moves the
least value of λi far from zero, and, thus, the expected value for ã

′
ã decreases.

The Ridge Regression can be seen as the addition of a new factor to the
objective function. This factor depends on a parameter λ, called Rigde parame-
ter. Ridge regression minimizes the conventional criterion of least squares in the
following way [4]:

aridge = min
a

[∑

i

(yi −
∑

j

Xijai)2 + λ
∑

j

a2
j

]
(10)

The Ridge solutions are not equivariant under changes in the scale of the
inputs.

The model of Fuzzy Ridge Regression (FRR), introduced firstly in our work
[3], is formalized with the following objective function:
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k1
∑n

i=1(yi − a
′
Xi)2 + k2(

∑n
i=1(yi − pi − (a

′ − c
′

L)Xi)2+

+
n∑

i=1

(yi + qi − (a
′
+ c

′

R)Xi)2) + λ(a′a) (11)

where the penalty only acts on the vector of central values. This model will be
called FRR (fuzzy ridge regression).

An extension of the model, including the extensions, is
k1

∑n
i=1(yi − a

′
Xi)2 + k2(

∑n
i=1(yi − pi − (a

′ − c
′

L)Xi)2+

+
n∑

i=1

(yi + qi − (a
′
+ c

′

R)Xi)2)+λ(
m∑

j=1

(k3a
2
j +k4((aj − cLj)2 +(aj + cRj)2)) (12)

where k3yk4 are constants to weight the terms, and the spreads are aj − cLj

and aj + cRj . This model will called EFRRλ(k3, k4) (extension of fuzzy ridge
regression with parameters λ, k3 y k4).

There exist many proposals to choose λ. Many of them suggest varying the
parameter in a certain interval, checking the behavior of the coefficients, and
choosing λ when the estimates remain stable.

A more general approach can be proposed, where the λ Ridge parameter
depends on each variable (λj with j = 1, .., m). In this case, the objective function
is as follows

k1
∑n

i=1(yi − a
′
Xi)2 + k2(

∑n
i=1(yi − pi − (a

′ − c
′

L)Xi)2+

+
n∑

i=1

(yi+qi−(a
′
+c

′

R)Xi)2)+(
m∑

j=1

λj(k3a
2
j +k4((aj −cLj)2+(aj +cRj)2)) (13)

called GFRR (generalized fuzzy regression model) with the parameters λj , k3
and k4.

3.1 Examples

Let use introduce an example of use of the previously described methods.

Example 2. The example, similar to the one used for Tanaka [15] to illustrate
the problem of multicollinearity, will be used here to experiment with the previ-
ously defined Fuzzy Ridge Regression model. We will use the method QPM, with
k1 = 1 and k2 = 1 for our calculus.

Figure 3 depicts the trajectory of the coefficients’ centers, when the λi parame-
ters are function of the diagonal of the matrix X’X (from 0 to 1 with increments
of 0.1).

According to the example of Tanaka et al. (Y is the price of a house), all
the coefficients must be positive (maybe with the exception of the number of
Japanese rooms) because as the value of the variable increases the value of the
house must also increase. The regression analysis, either of least squares or our
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Fig. 3. Central coefficients, ai, as λi increases

fuzzy regression, initially produces some negative coefficients. However, three
coefficients, which initially have negative values, reach positive values.

If we suppose that the λ coefficients are constant, varying from 0 to 55, we have
the trajectory for the coefficients’ centers depicted in figure 4. As can be observed,
one of the coefficient remains negative while the other two become positive.

In any case, the availability of more reliable coefficients permits a better
knowledge of the function we are looking for, and, consequently, better con-
ditions for the use with predictive aims.

In order to end this section, let us compare our model with the model of Hong
and Hwang[5,6]. These authors do a dual estimation of the coefficients, with the
relation:

βdual = Y ′(XX ′ + Iλ)−1X (14)

where I is the identity matrix of range n and λ is a constant, the Ridge coefficient,
whose values increase in value from 0.
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Fig. 4. Ridge central coefficients, ai, as λ increases
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If we take the same data, and make λ increase from 0 to 1.5 (with increments
of 0.1) we obtain the results depicted in figure 5.

These results must be contrasted with those of figure 4, where the ridge pa-
rameter is also constant. As can be observed, central coefficients have a similar
behavior in both graphics: there is a positive coefficient which converges to (ap-
proximately) 1300 and a negative coefficient which converges to (approximately)
-600. The other coefficients are close to zero.

However, the main difference is in the central coefficient a1. With the method
of Hong and Hwang, this coefficient has a high value when λ = 0 and is -600
when λ = 0.1. This fact does not occurs with our method.

Fig. 6. Ridge tracing, example 2
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Let us now present a second example with a higher amount of variables. We
have ten demographic groups as input data and the output is the saving (positive
or negative) of the whole population. For the sake of space we omit the table
with numerical data.

Results with model EFRR(1,1), normalizing data according to the maximum
value, have been computed with lambda varying from 0 to 1 and are shown in
figure 6.

As we can see, the step from 0 to 0.1 produces the best coefficients adjustment,
which, on the other hand, have a quite stable behavior. Notice that coefficients
of variables x3 and x10 increase their value from aprox. 0 and 0.1 to the highest
values among the coefficients.

4 Conclusions

In this paper we have tried to validate the use of quadratic programming in
order to obtain a good fitness in fuzzy linear regression.

To accomplish this task, we have adapted one existing model (ETM) and we
have proposed two new models (QPM and QNP). Method QPM is a good choice
when possibilistic restrictions are important in the problem. If we do not want
to pay special attention to the possibilistic restriccions, QNP is an appropriate
alternative.

We have proposed a special version of Fuzzy Ridge Regression based on our
previous study on quadratic methods in order to cope with the multicollinearity
problem.
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Abstract. Group decision making with preference information on alternatives 
has become a very active research field over the last decade. Especially, the in-
vestigation on the group decision making problems based on different prefer-
ence formats has attracted great interests from researchers recently and some 
approaches have been developed for dealing with these problems. However, the 
existing approaches can only be suitable for handling the subjective preference 
information. In this paper, we investigate the multiple attribute group decision 
making (MAGDM) problems, in which the attribute values (objective informa-
tion) are given as non-negative real numbers, the information about attribute 
weights is to be determined, and the decision makers have their subjective pref-
erences on alternatives. The provided subjective preference information can be 
represented in three well-known exact preference formats: 1) utility values; 2) 
fuzzy preference relations; and 3) multiplicative preference relations. We first 
set up three constrained optimization models integrating the given objective in-
formation and each of three preference formats respectively, and then based on 
these three models, we establish an integrated constrained optimization model 
to derive the attribute weights. The obtained attribute weights contain both the 
subjective preference information given by all the decision makers and the ob-
jective information. Thus, a straightforward and practical method is provided 
for MAGDM with multiple types of exact preference formats. 

1   Introduction 

Decision making is a common activity in everyday life. In many real-world situations, 
such as economic analysis, strategic planning, medical diagnosis, and venture capital, 
etc. [1], multiple decision makers are usually involved in the process of decision mak-
ing, and needed to provide their preference information over a finite set of feasible 
alternatives. Due to that each decision maker has his/her unique characteristics with 
regard to knowledge, skills, experience and personality, the different decision makers 
may express their preferences by means of different preference representation for-
mats, such as utility values [2], fuzzy preference relation [3], multiplicative prefer-
ence relation [3], etc. The issue has attracted great attention from researchers recently, 
and a variety of approaches have been developed to dealing with various group  
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decision making problems with nonhomogeneous preference information. In [4], 
some representation models were established for group decision making problems 
based on the concept of fuzzy majority for the aggregation and exploitation of the 
information represented by means of preference orderings, utility functions, and fuzzy 
preference relations. For the group decision making problem, where the information 
about the alternatives provided by the decision makers can be presented by means of 
preference orderings, utility functions, and multiplicative preference relations, Herrera 
[5] presented a multiplicative decision model based on fuzzy majority to choose the 
best alternatives, taking the multiplicative preference relation as the uniform element 
of the preference representation. In the case where the decision makers provide their 
evaluations by means of numerical or linguistic assessments, Delgado et al. [6] intro-
duced a fusion operator of numerical and linguistic information by designing two 
transformation methods between the numerical and linguistic domains based on the 
concept of characteristic values. Based on some aggregation operators (the linguistic 
weighted arithmetic averaging (LWAA) operator, linguistic arithmetic averaging 
(LAA) operator, linguistic weighted geometric averaging (LWGA) operator and lin-
guistic geometric averaging (LGA) operator), Xu [7] presented two procedures for 
group decision making with multiple types of linguistic preference relations (includ-
ing additive linguistic preference relations, uncertain additive linguistic preference 
relations, multiplicative linguistic preference relations, and uncertain multiplicative 
linguistic preference relations). Ma et al. [8] constructed an optimization model to 
integrate the four preference structures (utility values, preference orderings, multipli-
cative preference relations, and fuzzy preference relations) and to assess ranking val-
ues of alternatives. The prominent characteristic of the model is that it does not need 
to unify different structures of preferences or to aggregate individual preferences into 
a collective one, and it can obtain directly the ranking of alternatives. 

However, the existing approaches dealing with different preferences over alterna-
tives can only be suitable for handling the subjective preference information. That is, 
they can only be used to handle group decision making problems with single attribute 
(or criterion) and multiple alternatives, but unsuitable for the multiple attribute group 
decision making (MAGDM) problems which involves finding the most desirable 
alternative(s) from a discrete set of feasible alternatives with respect to a finite set of 
attributes. The MAGDM problems with preference information on alternatives gener-
ally contain both the subjective preference information given by all the decision mak-
ers and the objective information described by attribute values. In this paper, we  
propose a subjective and objective integrated method for the MAGDM problems with 
multiple types of exact preference formats in which the attribute values (objective 
information) are given as non-negative real numbers, and the decision makers have 
their subjective preferences on alternatives. The provided subjective preference in-
formation can be represented in three well-known exact preference formats: 1) utility 
values; 2) fuzzy preference relations; and 3) multiplicative preference relations. To do 
so, we organize the paper as follows. In Section 2, we present the studied MAGDM 
problems. Section 3 sets up three constrained optimization models integrating the 
given objective information and each of three preference formats respectively. Based 
on these three models Section 4 establishes an integrated constrained optimization 
model to derive the attribute weights, and then utilizes the overall attribute values to 
get the ranking of alternatives, and finally, Section 5 concludes the paper. 
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2   Problem Presentation 

In this section, we describe the multiple attribute group decision making (MAGDM) 
problems under consideration with three exact preference formats: 1) utility values; 2) 
fuzzy preference relations; and 3) multiplicative preference relations. For conven-
ience, we first let },...,2,1{ mM = , },...,2,1{ nN = , and },...,2,1{ tT = . 

For a MAGDM problem, let X )2(}...,,,{ 21 ≥= nxxx n  be a discrete set of 

n  feasible alternatives, },...,,{ 21 tdddD =  be a finite set of decision makers, and 
T

t ),...,,( 21 λλλλ =  be the weight vector of decision makers, where 0,kλ ≥  

1

, 1
t

k
k

k T λ
=

∈ =∑ , kλ  denotes the weight of decision maker kd  (Ramanathan and 

Ganesh [9] proposed a simple and intuitively appealing eigenvector based method to 
intrinsically determine the weights for group members using their own subjective 

opinions). Let { }mGGGG ...,,, 21=  be a finite set of attributes, T
mwwww ),...,,( 21=  

be the weight vector of attributes to be determined, where iw  reflects the relative 

importance degree of the attribute iG , ,0≥iw  Mi ∈ , and ∑
=

=
m

i
iw

1

1. Let A=  

( )ij m na ×  be the data matrix, where ija  is an attribute value, which is expressed with 

positive real number, of the alternative Xxj ∈  with respect to the attribute 

GGi ∈ .  

In general, there are benefit attributes and cost attributes in the MAGDM problems. 
In order to measure all attributes in dimensionless units and to facilitate inter-attribute 
comparisons, we introduce the following formulas to normalize each attribute value 

ija  in data matrix nmijaA ×= )(  into a corresponding element in data matrix 

nmijrR ×= )( : 

,
1
∑

=
=

n

j
ijijij aar  for benefit attribute iG , NjMi ∈∈ ,                      (1) 

,)1()1(
1
∑

=
=

n

j
ijijij aar  for cost attribute iG , NjMi ∈∈ ,               (2) 

Based on the normalized data matrix R , we get the overall attribute value of the 

alternative Xx j ∈  by using the additive weighted averaging operator: 

                                 ∑
=

=
m

i
ijij rwwz

1

)( , Nj ∈                                           (3) 
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In general, if the weight vector 1 2( , ,..., )T
mw w w w=  is completely known, then (3) 

can be used to determine the ranking of all alternatives x_j (j=1,2,...,n). The 

greater the overall attribute value )(wz j , the better the corresponding alternative 

jx  will be. 

In addition, the decision makers also have preference information on alternatives, 
and the preference information provided by each decision maker is represented by one 
of the following exact preference formats: 

1) Utility values [2]. A decision maker provides his/her preference on X  as a set 
of m  utility values, }...,,,{ 21 nuuuU = , where ]1,0[∈ju  represents the utility 

evaluation provided by the decision maker to the alternative jx .  

2) Fuzzy preference relation [3]. A decision maker’s preference information on 

X  is described by a fuzzy preference relation nnijpP ×= )( XX ×⊂  , with 

                            ,0≥ijp ,1=+ jiij pp 5.0=iip , Nji ∈,                            (4) 

where ijp  indicates the preference degree of the alternative ix  over jx . If  

                      ,5.0+−= jkikij ppp  for all Nkji ∈,,                           (5) 

then P  is called a consistent fuzzy preference relation, which is given by [1]: 

                          ),1(5.0 +−= jiij wwp  for all Nji ∈,                                   (6) 

3) Multiplicative preference relation [3]. A decision maker’s preference informa-

tion on X  is described by a multiplicative preference relation mmijbB ×= )( XX×⊂  

satisfying the following condition: 

,0>ijb ,1=jiij bb ,1=iib  Nji ∈,                                 (7) 

where ijb  indicates the preference degree of the alternative ix  over jx , it is inter-

preted as ix  is ijb  times as good as jx . If  

                                ,kjikij bbb =  for all Nkji ∈,,                                     (8) 

then B  is called a consistent multiplicative preference relation, which is given by  

                                   ,jiij wwb =  for all Nji ∈,                                          (9) 

In the next section, we shall develop three constrained optimization models based 
on the objective information contained in the normalized data matrix R  and each of 
three preference formats (utility values, fuzzy preference relations, and multiplicative 
preference relations) respectively. 
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3   Constrained Optimization Models Based on Data Matrix and 
Each Different Exact Preference Format 

In the following, we establish the relationships between the given objective informa-
tion and subjective preference information. In order to do so, we make the objective 
decision information (the normalized data matrix) uniform respectively with each 
format of the subjective decision information (utility values, fuzzy preference rela-
tions, and multiplicative preference relations). 

1) Model Based on Data Matrix and Utility Values:  

We first consider a special case where the information in the normalized data matrix 

nmijrR ×= )(  is consistent with the utility values ju ),...,2,1( nj = , then all the 

overall attribute values )(wz j ),...,2,1( nj =  of the alternatives jx ),...,2,1( nj =  

should be equal to the utility values ju ),...,2,1( nj = , respectively, that is, 

                            j

m

i
iji rw μ=∑

=1

,  for all nj ,...,2,1=                              (10) 

which is equivalent to the following form: 

                                                μ=wR T                                                        (11) 

where T
nuuu )...,,,( 21=μ .  

However, in general, the condition (10) (or (11)) does not hold. That is, the infor-

mation in the normalized data matrix nmijrR ×= )(  is generally inconsistent with the 

utility values ju ),...,2,1( nj = . Here, we introduce the deviation variable je  : 

                       j

m

i
ijij rwe μ−= ∑

=1

,  for all nj ,...,2,1=                          (12) 

Clearly, it is desirable that the overall attribute values )(wz j ),...,2,1( nj =  of 

the alternative jx ),...,2,1( nj =  should be as closer to the utility values ju  

),...,2,1( nj =  as possible. Thus, we need to minimize the deviation variables je  

),...,2,1( nj = , and then construct the following constrained optimization model: 

(M-1)  ∑
=

=
n

j
jeMinJ

1

2*
1  

       1..
1

=∑
=

m

i
iwts , miwi ,...,2,1,0 =≥  

where 2

1

2 )( j

m

i
ijij rwe μ−= ∑

=

,  for all nj ,...,2,1= . 



150 Z. Xu and J. Chen 

2) Model based on Data Matrix and Fuzzy Preference Relations:  

In order to make the information uniform, we can utilize (6) to transform all the over-

all values )(wz j ( nj ,...,2,1= ) of the alternatives jx ( nj ,...,2,1= ) into a con-

sistent fuzzy preference relation nnijpP ×= )(  by using the following transformation 

function: 

                ),1)()((5.0 +−= wzwzp jiij  for all nji ,...,2,1, =                   (13) 

i.e.,  

),1)((5.0)1(5.0
111

+−=+−= ∑∑∑
===

m

k
kjkik

m

k
kjk

m

k
kikij rrwrwrwp  for all nji ,...,2,1, =     (14) 

If the information in the normalized data matrix nmijrR ×= )(  is consistent with 

the fuzzy preference relation nnijpP ×= )( , then the consistent fuzzy preference rela-

tion nnijpP ×= )(  should be equal to nnijpP ×= )( , i.e., 

                
ij

m

k
kjkik prrw =+−∑

=
)1)((5.0

1

,  for all nji ,...,2,1, =                 (15) 

However, the condition (15) does not always hold. That is, the information in the 

normalized data matrix nmijrR ×= )(  is generally inconsistent with the fuzzy prefer-

ence relation nnijpP ×= )( . Then we introduce the deviation variable ije  such that 

           ij

m

k
kjkikij prrwe −+−= ∑

=

)1)((5.0
1

,  for all nji ,...,2,1, =        (16) 

Clearly, it is desirable that the consistent fuzzy preference relation nnijpP ×= )(  

should be as closer to the fuzzy preference relation nnijpP ×= )(  as possible. Thus, 

we need to minimize the deviation variables ije ),...,2,1,( nji = , and then construct 

the following constrained optimization model: 

 (M-2)  ∑∑
= =

=
n

i

n

j
ijeMinJ

1 1

2*
2  

       1..
1

=∑
=

m

i
iwts , miwi ,...,2,1,0 =≥  

where 2

1

2 ])1)((5.0[ ijkj

m

k
kikij prrwe −+−= ∑

=

,  for all nji ,...,2,1, = . 
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3) Model Based on Data Matrix and Multiplicative Preference Relations:  

To integrate the decision information in the normalized data matrix nmijrR ×= )(  and 

the multiplicative preference relation nnijbB ×= )( , we utilize (9) to transform all 

the overall values )(wz j  ( nj ,...,2,1= ) of the alternatives jx ( nj ,...,2,1= ) 

into a consistent multiplicative preference relation nnijbB ×= )(  by using the follow-

ing transformation function: 

                             ,)()( wzwzb jiij =   for all nji ,...,2,1, =                       (17) 

i.e.,  

                       ∑∑
==

=
m

k
kjk

m

k
kikij rwrwb

11

,   for all nji ,...,2,1, =                    (18) 

If the information in the normalized data matrix nmijrR ×= )(  is consistent with 

the multiplicative preference relation nnijpP ×= )( , then the consistent multiplica-

tive preference relation nnijbB ×= )(  should be equal to the multiplicative preference 

relation nnijbB ×= )( , i.e., 

                     ij

m

k
kjk

m

k
kik brwrw =∑∑

== 11

,  for all nji ,...,2,1, =                  (19) 

For the convenience of calculation, (19) can be transformed as: 

                  ∑∑
==

=
m

k
kjkij

m

k
kik rwbrw

11

,  for all nji ,...,2,1, =                     (20) 

However, the condition (20) does not always hold. That is, the information in the 

normalized data matrix nmijrR ×= )(  is generally inconsistent with the multiplicative pref-

erence relation nnijbB ×= )( . Then we introduce the deviation variable ijf  such that 

∑∑ ∑
== =

−=−=
m

k
kjijkik

m

k

m

k
kjkijkikij rbrwrwbrwf

11 1

)( ,  for all nji ,...,2,1, =   (21) 

Clearly, it is desirable that the consistent multiplicative preference relation 

nnijbB ×= )(  should be as closer to the multiplicative preference relation =B  

nnijb ×)( as possible. Thus, we need to minimize the deviation variables ijf  

),...,2,1,( nji = , and then construct the following constrained optimization model: 

(M-3)  ∑∑
= =

=
n

i

n

j
ijfMinJ

1 1

2*
3  
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  1..
1

=∑
=

m

i
iwts , miwi ,...,2,1,0 =≥  

where 2

1

2 ))((∑
=

−=
m

k
kjijkikij rbrwf ,  for all nji ,...,2,1, = . 

4   Constrained Optimization Models Integrating Data matrix and 
All Three Different Preference Structures 

Now we consider the MAGDM problem with three different exact preference struc-
tures, namely, utility values, fuzzy preference relations, and multiplicative preference 
relations. Without loss of generality, we suppose that: 

1) The decision makers ),...,1( 1tkd k =  provide their preference information 

on n  alternatives ),...,2,1( njx j =  by means of the utility values )(k
ju  

;,...,2,1( nj =  ),...,1 1tk = .  

2) The decision makers ),...,1( 21 ttkd k +=  provide their preference infor-

mation on n  alternatives ),...,2,1( njx j =  by means of the fuzzy preference rela-

tions nn
k

ij
k pP ×= )( )()(

, 21 ,...,1 ttk += .  

3) The decision makers ),...,1( 2 ttkd k +=  provide their preference infor-

mation on n  alternatives ),...,2,1( njx j =  by means of the multiplicative prefer-

ence relations nn
k

ij
k bB ×= )( )()( , where ttk ,...,12 += . 

In the previous section, we have established three constrained optimization models 
based on the data matrix and each of the three different exact preference structures, 
namely, utility values, fuzzy preference relations, and multiplicative preference rela-
tions. Based on these three constrained optimization models, in the following we 
establish an integrated model to reflect both the objective decision information  

contained in the normalized data matrix nmijrR ×= )(  and the group opinion of all 

the decision makers ),...,1( tkd k = : 

(M-4)  ∑∑ ∑
= = =
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⎝ ⎠⎣ ⎦

∑ ∑ ∑ ∑  
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3

1 1 1 1
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k t i j l
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 1..
1

=∑
=

m

i
iwts , miwi ,...,2,1,0 =≥  

where 1 2( , ,..., )T
tλ λ λ λ=  be the weight vector of the decision makers kd  

),...,1( tk =  , with ,,0 Tkk ∈≥λ and ∑
=

=
t

k
k

1

1λ . 

By the linear equal weighted summation method [10], the model (M-4) can be 
transformed into the following single objective constrained optimization model: 

 

(M-5)  *
1 2 3( )J M in J J J= + +  

       1..
1

=∑
=

m

i
iwts , miwi ,...,2,1,0 =≥  

where  

∑∑ ∑
= = =

⎟
⎠

⎞
⎜
⎝

⎛ −=
1

1

2

1

)(

1
1

t

k

n

j

k
j

m

i
ijik rwJ μλ  

2

1

2

2
1 1 1 1

0.5 ( ) 1
t n n m

k l li lj ij
k t i j l

J w r r pλ
= + = = =

⎡ ⎤⎛ ⎞= − + −⎢ ⎥⎜ ⎟
⎝ ⎠⎣ ⎦

∑ ∑∑ ∑  

2

2

3
1 1 1 1

( )
t n n m

k l li ij lj
k t i j l

J w r b rλ
= + = = =

⎡ ⎤= −⎢ ⎥
⎣ ⎦

∑ ∑ ∑ ∑  

which has m  weight variables, a linear equality constraint, m  linear inequality 
constraints, and a nonlinear objective function which is to be minimized.  

Solving the model (M-5) by the well-known optimization software Lingo 9.0, we 

get the optimal objective function value *J , the optimal attribute weight vector 
T

mwwww ),...,,( **
2

*
1

* = . After that, by (3), we calculate the overall attribute values 

)( *wz j ),...,2,1( nj = , by which we can rank all the alternatives jx )( Nj ∈  

and then select the best one(s). 

5   Concluding Remarks 

In this paper, we have established an integrated constrained optimization model to 
solving the multiple attribute group decision making (MAGDM) problems with pref-
erence information on alternatives. The model integrates all the given objective in-
formation contained in the data matrix and the subjective preferences given by the 
decision makers over alternatives represented by three well-known exact preference 
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formats: 1) utility values; 2) fuzzy preference relations; and 3) multiplicative prefer-
ence relations. Structurally, the model consists of a linear equality constraint and a 
system of linear inequality constraints, and a nonlinear objective function which is to 
be minimized. We can solve the model easily by using some existing optimization 
software packages such as the well-known optimization software Lingo 9.0. On the 
basis of the attribute weights derived from the established model, we have utilized the 
overall attribute values of alternatives to achieve the final ranking of the given alter-
natives so as to get the desirable decision result.  
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Abstract. It is well known that global sustainability must begin with
human actions. A reduction of the consumed energy in the heating sys-
tems is one of such possible actions. The higher the society prosperity
the higher the required houses comfort, and the higher amount of energy.
In Spain it is especially important as the construction rate is almost the
half of that in Europe. To save energy is urgent, which means that the
energy losses must be reduced.

In this paper, a multi agent system solution for the reduction of the
energy consumption in heating systems of houses is presented. A control
central unit (CCU) responsible of minimising the energy consumption
interacts with the heaters. The CCU includes a Fuzzy Model (FM) and
a Fuzzy controller (FC) and makes use of the concept of energy balance
to distribute the energy between the heaters.

Results show the proposed system as a very promising solution for
energy saving and comfort tracking in houses. This solution is the pre-
liminary study to be included in a heating system product of a local
company.

1 Introduction

The building rate is increasing all over the world, and this determines the re-
sources consumption in the planet. The emerging economies are the high re-
sources consumers, so they produce a huge impact in environment pollution [10].
For instance, the 28.4% of buildings in Europe were constructed in Spain during
2005 [1]. According to this, from 1990-2007 the trend of emissions in Spain will
surpass in 20 percentual points the spanish limit in the Kyoto Agreement [2].

A direct consequence are the policies to impulse the reduction of energy con-
sumption. In particular, the energy consumption reduction in the construction
of buildings is not defined yet [4,9,17]. In buildings, heating systems represent
the main energy consumption source. The thermal comfort in houses is also
increasing, so more energy will be spent in heating systems.

Energy saving systems must manage a lot of variables in order to maximize the
comfort while the energy needs are minimized [6,5,10,12]. Therefore, simulation

� This work was funded by Spanish M. of Education, under the grant TIN2005-08386-
C05.

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 155–167, 2007.
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tools are used for estimating the energy consumption and the comfort measures
in architectural projects. Building design simulation tools can be divided in equa-
tion based models [7,10,9,11], and third part developed tools based, [4,17]. The
equation based models are suitable when building materials or new construction
procedures are analyzed. Simulation tools based on concentrated parameters
models are more suitable when modeling the energy consumption. Some com-
mon tools based on concentrated parameters are HTB2 [18] and HOT2000 [19].

In apart, a new catalogue of dry electrical heaters will be marted by a local
company in late 2007. In this work, a new Fuzzy Energy Saving Domotic System
will be designed as a complement for such a product, with the aim of saving
energy while keeping the comfort in the house.

This proposal includes a distributed architecture based on several distributed
agents (the heaters) and a Central Control Unit (CCU). Both the CCU and
the heaters will communicate using Zigbee technology. An energy saving and
distributor algorithm, which makes use of a fuzzy model and a fuzzy controller,
is implemented in the CCU. The energy requirements of the comfort specifica-
tions in each room is determined by means of the fuzzy model, while the fuzzy
controller is used to calculate the heating power to be applied in each heater.
Finally, this Energy Distribution Algorithm (EDA) determines how to share
the contracted energy between the heaters in the house to achieve the desired
comfort temperature level.

This work is ordered as follows. In the next section the problem is described.
In Sect. 3 the Fuzzy Energy Saving Domotic System is analyzed and explained.
The experiments run and the results obtained can be seen in Sect. 4. Finally,
the conclusions and proposed future works are given.

2 The Problem Definition

The main goal is the design of a system for saving electrical energy for keeping
the comfort level of the house considering the remaining electrical installations
(but the heating installation) and the contracted electrical power. The comfort
level in a house is defined as the ambient variables that the user fixes for each
room: each room temperature, humidity level, etc. Houses can be constructed
using different kinds of materials, different topologies, from different geographical
zone, etc. Thus, here we define the standard house in Spain in Fig. 1.

Each room in the house will have at least one heater, with a given power rate.
The number of heaters and the power installed in each space is defined by the
spanish comfort regulations [3]. It is assumed that each heater will collaborate
with the CCU in order to reduce the consumed energy while keeping the comfort
in the house. The comfort specifications for each room must be given, establishing
the temperature set point for every hour and day of the week. Moreover, the
electrical energy contract for each house limits the amount of energy that could
drain in a house. Currently, the most usual rate in Spanish houses is 4.4 KWh.
Besides, the sum of the electrical power of each heater plus the power of the rest
of the electrical devices in the house must not exceed the former limit. Finally,
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Fig. 1. The standard house designed and the architecture schema. The heaters are the
gray boxes close to the windows. The CCU is in the corridor. The multiagent system
schema. The CCU receives all of the information about the comfort variables from each
heater. The CCU also computes and distributes the instantaneous maximum power for
each heater.

the whole saving energy system must be economically viable so that consumers
can afford it. Also, the system must be robust so failures in the CCU do not
collapse the system.

As stated above, the model is to be included in a heating system product of
a local company. The possible power rates for the heaters are fixed by fabric
catalogue, and they could be 500, 1000, 1200 and 1500 Watts.

3 The Fuzzy Model for Energy Saving and Comfort

In this work, a multiagent system is proposed as a solution for the problem de-
fined in the previous section. In few words, the heaters send to the CCU the
temperature from the room, and its power rate. The CCU measures the instan-
taneous consumed current and the outdoor temperature. The CCU also stores
the set point temperature profiles for all of the rooms in the house, and the asso-
ciation between rooms and heaters. Finally, the CCU computes and distributes
the instantaneous maximum power for each heater. This power distribution is
calculated to optimize the energy consumption in the house. In the right of Fig.
1 it is shown a schema of the system.

The power distribution between the heaters is carried out by means of an
energy distribution algorithm, which makes use of a fuzzy model and a fuzzy
controller to fit the maximum power for each radiator. A block diagram of the
whole process is shown in Fig. 2. There are two stages in the solution: the design
stage and the run stage. In the design stage, a fuzzy model (FM) and a fuzzy
controller (FC) are generated. The FM has to estimate the power requirements
of a generic room, and the fuzzy controller (FC) has to fit the power of a heater.
To generate the learning datasets for the FM the simulation software tool HTB2
[18] has been used. The FC was designed ad hoc.
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Fig. 2. The prototype black boxes diagram. In the design stage, the fuzzy model (FM)
and the fuzzy controller (FC) are designed. In the run stage, the instantaneous maxi-
mum power for each heater is computed and distributed.

The instantaneous maximum power for each heater has to be determined in
the run stage. The CCU receives the power rate and the temperature of the
room from all of the heaters, and estimates the power requirements of each one
by means of the FM. Then, the estimated energy required for heating the room
and the energy used in heating the room are calculated. Finally, a balance of
energy is used to infer the instantaneous heating power for each heater. The FC
is used to calculate the heating power required for each heater, knowing already
the room temperature error and the energy error.

The whole solution is detailed as follows. The next subsection deals with the
analysis of the solution, while in Sect. 3.2 the multiagent system is roughly
described. The FM and the energy distribution algorithm are detailed in Sect.
3.3 and Sect. 3.4.

3.1 The Solution Analysis

Before providing a solution for the problem, some definitions must be explained.
For example, the actual definition of comfort, or the physical variables that must
be measured, as well as the system architecture, or the degree of parameterization
of the prototype.

Comfort is defined as the state of physical ease and absence of pain and con-
straint. In the problem that concerns us, comfort means the conditions of the
environment of a house which helps the inhabitants to relax. There are several



Energy Saving by Means of Fuzzy Systems 159

methods to measure the level of comfort. For example, measuring the temper-
ature and the humidity of a room could be used to infer the level of comfort.
When talking about heating systems, the constructing regulations establish the
use of the temperature in a room to measure the level of comfort. The tem-
perature is the only data used to measure the comfort. Further studies should
be carried out including other date, as the humidity, for measuring the comfort
level. In apart, in each heated room there is at least one heater. As each heater
includes a temperature sensor, the temperature measured in each heater will be
used as the room temperature. Each heater also includes a microcontroller, and
a human interface.

Besides, the outdoor temperature and the instantaneous power consumption
have to be measured. The outdoor temperature should to be measure in order
to reduce the energy waste as much as possible, while the power consumption
should be known so the energy supplier contract limit is not exceeded.

Some hints about costs are to be considered when deciding the system archi-
tecture. First, the cost for installing the connections must be kept as low possible,
not only of materials but also in manpower. Second, the cost of configuring the
system should be also low: the installer must configure in a limited period of
time. The configuration must be simple, with a reduced set of parameters.

The electric heaters to be installed are autonomous, that is, they are the same
heaters that could be installed in a house without the energy saving system. Each
heater includes a microcontroller, a temperature sensor and a human machine
interface for setting it up. As stated before, a CCU would be installed to control
the whole saving system. But also, the CCU would be the common interface
with the system, storing the set point temperature schedule, the configuration
of the house, etc.

A wireless network is used with the aim of reducing the installing costs. If
the heaters are extended with such capability, then they can send to the CCU
the room temperature data, and their power rate data too. Also, the outdoor
temperature sensor and the instantaneous power consumption sensor could be
wireless, but now both are considered wired.

The configuration costs in a wireless network of heaters are reduced to the
following parameters: a network address is given to each heater, provided that
it is unique in the neighbourhood of the systems; then the heater can send and
receive data from the CCU.

There are some more parameters to set up in the CCU. First, assign a unique
network address to the CCU. Also, name the number of rooms and their type -
kitchen, living room, etc.-, and the association table between rooms and heaters.
The default set point temperature schedule -in following, temperature profile-
can be given by software, and the final user can easily customize. A total of 27
parameters should be given for a house as that described in Sect. 2: 8 network
addresses, with 6 rooms, 6 rooms types, and 7 associations room-heaters.

The Zigbee model [15] of wireless network has been chosen as all the nodes in
the network are microcontrollers, and Zigbee is a low cost microcontroller net-
work. In this network each heater acts as a node, but also could act as a repeater
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when needed, in order to get all the nodes reaching the CCU. This behaviour is
dynamically determined in the network, and could not be parametrized.

3.2 The Multi Agent System

As stated before, in a Zigbee network each heater decides when to behave as a
repeater. Moreover, a heater will be governed by the CCU when the network is up.
But when the network is down, or when it detects that the CCU is out of service,
the heater must act as a normal stand alone heater until the system recovers.

This is the reason why a mutiagent system paradigm is adopted in a similar
way as proposed in [7]. In Fig. 1-right, it is shown the schema of the multiagent
system, where the data flows between heaters and CCU. A heater could act as a
stand alone heater, as in the network heater with or without repeater behaviour.
The goal is that the house reaches the predefined comfort level.

3.3 The Estimation of the Power Requirement in a Room

The power requirements of a room is the instantaneous electric power needed
to heat up the room, so it could reach the comfort level. But it is not possible
to have a model for each different room. In the hypothetical case that it could
be possible, there were too many parameters to be configured in the CCU that
would made the installation unfeasible. That is the reason why the behaviour of
the heating dynamics in a generic room is modeled. The estimation of the power
requirements of a generic room has to deal with uncertain dynamics.

There are several reasons that induce the uncertainty. First, the geometric
dimensions of a room are represented by the power rating of the heater or heaters
installed in because this is the only known data from the room. Second, heating
up a room depends on the weather, it is not the same to heat up a room in a
cold winter than in a warm autumn. Finally, the occupancy profile, or the small
power profile in each room introduces vagueness in the behaviour of a heating
system. As a conclusion, the estimation of the power requirements of a generic
room needs a model suitable to manage such vagueness.

Fuzzy logic is a well known technique for managing uncertainty [16]. By means
of a fuzzy model, the power requirements of a generic room estimation is to be
accomplished. The learning of the fuzzy model is carried out in the design stage.
The ANFIS model [13] has been chosen to model the power requirements of a
generic room, which has been proved suitable when the dataset includes data
from all kind of events need to be learned, and when it is to be used in short-mid
term [8,14]. The generation of the ANFIS model is shown in a block diagram
in the Fig. 2. The HTB2, postprocessing and training steps are described in the
following subsections.

Creating the Dataset from Realistic Simulations. As stated in [8,14], to
successfully train an ANFIS model it is needed a dataset sufficiently large to
include all of the situations and events be modeled. At the moment this paper
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was written, the production of the heaters in the fabric is just initiating, so that
it was not possible to have a physical installation as a test bed. The dataset must
be generated from simulations. The HTB2 simulation software [18], in following
HTB2, is a well known tool suitable to analyze the dynamics of heating systems
with concentrated parameter problems as the one that concerns us [4,17].

The HTB2 is a totally parametrized simulation tool. The main output of a
HTB2 simulation is the heating power requirements for each heater and room in
the modeled house, but also the temperature in each room, both logged at each
time interval. The materials in the construction, the volumetric measures of each
room, the neighbourhood of the rooms, the orientation and geographical earth
zone, the solar radiation profile, the environment data, the heating subsystems,
the occupancy profile, the temperature profile for each heating subsystem, the
small power devices and the light ON profiles can be fixed for each room and space.
Different sample periods and the length of the simulations could be fixed too.

For generating the dataset, all of the topologies of houses and geographical
zones to be covered must be defined, which are market decisions. Then, each
topology and geographical zone must be defined for the HTB2, and a set of sim-
ulations for each season must be carried out using realistic profiles of occupancy,
set point temperature, small power devices consume, etc.

The Postprocessing Stage. The HTB2 software generates a huge dataset.
Each line of the HTB2 output dataset includes data from all of the rooms at
certain time interval. This dataset must be postprocessed, so each of the exam-
ples in it contains relevant data from one room only. First, a grouping step is
run, so each line in the dataset contains data from only one room. Then the
grouped dataset is resampled, so only relevant examples are taken into account.
Relevant examples are those that include information of dynamics. For example,
when a room set point temperature is 0 there is no need to be modeled as it
does not have information of the dynamics.

The outcome of the postprocessing stage is the dataset for training and test-
ing purposes, each line in such dataset contains values of the following variables
for a certain room: the temperature in the room Ti, the room set point tem-
perature profile TSP , the heating power installed in the room Pmax

i , the power
requirements for the room heater P̂i, the outside temperature Tout, the occu-
pancy rate of the room Oi, the light power consume of the room Li, and the
small power devices consume of the room Si. The Ti is one of the outputs of the
HTB2 simulations. The values of TSP , Tout, Oi, Li, and Si are the same used in
the HTB2 simulation. The Pmax

i represents all of the knowledge about a specific
room, but also the maximum amount of power to be employed. The P̂i and the
Ti are the mayor outcome of the HTB2 simulations.

The Learning Stage. The learning phase of the ANFIS FM has been developed
in Matlab [20]. The postprocessing output dataset will be used in training and
validation, it is stratified in a 10-k fold cross validation schema, and the training
and testing of 10 ANFIS models is carried out, provided that the dataset is large
enough to contain sufficient relevant information.
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As a result, 10 ANFIS models are obtained, so statistical analysis could be
done. The best suite model will be chosen. The ANFIS model will estimate the
power requirements of a generic room for a given environment condition. The
input variables of the FM are the instantaneous inroom temperature given from a
heater, the outdoor temperature, the heater power rate and the room set point
temperature as stated in the comfort profile. The output of the model is the
estimation of the power requirements for the room.

3.4 The Energy Distribution Algorithm

In Spain, the heating power in a house easily surpasses the 7 KW, despite the
most common electric power rate contract in Spain is 4.4 KW of instantaneous
consume per hour. Moreover, there are always some small power devices drawing
energy: the fridge, computers, etc., so that the real instantaneous available power
is lower than the contract rate. At any moment a another small power device
can be in use, as example, a microwave oven.

As a conclusion, the power requirements for each room should be estimated,
but also the available power should be determined, in order to distribute along
the active heaters and not surpass the contracted power limit. An active heater
is a heater for which its associate room has a higher temperature set point than
a certain threshold. Obviously, the power distribution will be efficient if the pre
defined house comfort level is reached with the minimum electric energy waste.

The solution makes use of the concept of energy balance. Energy is the capac-
ity of the heating system to keep the comfort level. The heater required power
is the power that the heater must spent to keep the comfort in the room. The
heater required energy is its required power by time unit. A distribution algo-
rithm is used, so each heater is given with a fraction of the required energy that
it is allowed to spent. The heating energy is the fraction of the required power
that a heater is allowed to spent (heating power) by time unit. If it is desired
that the room reaches the comfort level, then the heating energy must equal the
required energy for each room, that is, there must be a balance between both
energies. The energy balance is carried out over a predefined period of time in
order to eliminate the accumulative errors. A predefined window of 20 minutes
has been adopted. This time window size would be also a requisite of the imple-
mentation in microcontrollers, where the memory is limited. For computing the
energy balance over de time slicing window it is needed to store the instanta-
neous values of power requirements and heating power for each heater. Finally,
this slicing window will reduce the impact of both lost and error values.

It is important to take into account the heaters thermal dynamics and ca-
pacity. A typical heater has a 6 minutes period from cold to full power state.
From full power to cold state it takes typically 5 minutes. This means heaters
do not heat with full power until the end of the dynamics. Also, it gets cold
quickly because of its low thermal capacity. In the distribution algorithm those
facts must be taken into account. The former could be solved with a certain
correction factor. The latter implies that the active heaters must be always as-
signed with a minimum heating power to keep it hot. This threshold must be
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determined empirically. Finally, to reduce the dynamic periods, the duty cycle
must be reduced, provided it is large enough to allow them to reach the perma-
nent state. This parameter must be determined empirically also, and it has been
fixed to 3 minutes.

The adopted energy distribution algorithm is shown in the box diagram in Fig.
2, and its flow chart can be seen in Fig. 3. The first time the algorithm runs the
initialization of the required energy (Er), the heating energy (Eh) and the energy
error (ΔE) are carried out. Each minute the algorithm is run. In each run, the
required power (Pr) for each heater are estimated by means of the FM. Then, all of
the energy variables are updated. When the duty cycle runs out the heating power
(Ph) for each heater is calculated. It is needed to determine the current power
consumption (Pc), and to calculate the available power (Pa) as 0.85 times the
contract power limit without the Pc. A FC is used for computing the heating power
of each heater. The FC has been designed ad hoc for this problem. Finally, the
Pa must be distributed between the active heaters attending to the Ph assigned
to each heater, and taking into account the correction factors described before.
Doing so, the Ph is updated by each three minutes, while the rest of variables Pr,
Er, Eh and ΔE are updated by each minute.

The FC is a mandani fuzzy model with two inputs and one output. The
temperature error in a room and the ΔE are the inputs. The temperature error
is the difference between the room temperature and the set point temperature
for such room. The output of the FC is the percentage of heating power to be
assigned to the room heater. The variables partitions and the rules have been
designed intuitively, following the ideas the experts gave. The inference method
is the mean of the maximums. Future work will deals with the design of the FC
by means of hybrid learning techniques.

Er={0,…, 0}

Eh={0,…,0}

Ph={0,…,0}

E=Er-Eh

Start Up

Calculate Pri i=0
i nH

Update Eri with Pri i=0
i nH

Update Ehi with Phi i=0
i nH

Update Ehi i=0
i nH

duty cicle

ends

Calculate Pc, Pa

Calculate Phi i=0
i nH

Distribute Pa

Update Phi i=0
i nH

yes

Energy update

Energy balance

Fig. 3. The energy distributor algorithm
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4 Experiments and Results

In order to test the performance of the solution, a typical Spanish construction
was designed and simulated making use of the house shown in Fig. 1, which is
located in the north of Spain. Future works will extend the design of the FM for
each area of Spain. The weather data, such as outdoor temperature, sun hours
and sun radiation are taken from statistical data in the same location. The data
was gathered from a cold year in winter time.

The study was designed for a mid height house, consequently, there must be
simulated houses above and under the studied house and their corresponding
heat interchange. The materials and the construction type are those considered
standard in an actual house building in Spain, i.e., two 6 mm thick glasses with
thermal isolation and standard windows.

A suitable profile was designed for each variable in the house that is human
dependent. These variables are: the temperature set point in each room, the oc-
cupancy in the house, the small power devices schedule of use, the ventilation,
and the switch on lights profile. The different profiles and timetables are accord-
ing to the timetable in Spain. As an example, the temperature set point profile,
and the occupancy profile for a living room are shown in Fig. 4.

The simulation carried out by means of the HTB2 generated data about the
power needs of each room in the house, with a sample period of 1 minute long.
With the data from all of the rooms obtained from simulation, the postprocessing
stage is carried out, and then the learning phase of the ANFIS FM. A 10 k-folds
cross validation was used, and the validation and test errors are presented in Fig. 5.

!HEATSYS ’1 Living Space’
!POWER OUTPUT = 1.5
!SPLIT = 1.0 , 0.0 , 0.0
!CONVECTIVE CONNECTIONS

#1 = 1.0
}
!CLOCK START TIME #1 = 12:00:00 | -----ss
!CLOCK STOP TIME #1 = 14:00:00 | -----ss
!CLOCK START TIME #2 = 18:00:00 | mtwtf--
!CLOCK STOP TIME #2 = 23:00:00 | mtwtf--
!CLOCK START TIME #2 = 16:00:00 | -----ss
!CLOCK STOP TIME #2 = 23:00:00 | -----ss

!STAT TYPE IDEAL
!SETPOINT HEATING= 21.0
!TIME CONSTANT = 1200.0, 1200.0
!DELAY LAG = 10.0
!STAT TYPE PROPORTIONAL
!DEADBAND = 1.0
!BANDWIDTH = 5.0
!STAT AIR CONNECTIONS

#1=1.0
}

!END

!OCCUPANCY SPACE = 1
!ACTIVITY LEVEL #1 = 50.0 , 0.0
!ACTIVITY LEVEL #2 = 90.0 , 0.0
!ACTIVITY LEVEL #3 = 150.0 , 0.0

!SPLIT = 0.80 , 0.20
!INITIAL = 0.0
!CLOCK START TIME #1 = 12:00:00 | -----ss
!CLOCK STOP TIME #1 = 14:00:00 | -----ss
!CLOCK ACTIVITY LEVEL #1 = 2
!CLOCK OCCUPANCY #1 = 2

!CLOCK START TIME #2 = 16:00:00 | -----ss
!CLOCK STOP TIME #2 = 18:00:00 | -----ss
!CLOCK ACTIVITY LEVEL #2 = 2
!CLOCK OCCUPANCY #2 = 1

!CLOCK START TIME #2 = 22:00:00
!CLOCK STOP TIME #2 = 23:30:00
!CLOCK ACTIVITY LEVEL #2 = 2
!CLOCK OCCUPANCY #2 = 2

!END

Fig. 4. HTB2 configuration file: the temperature set point -left- and the occupancy
profile -rigth- for the living-room. The day of the week is specified by means of the
initial letter of the day noum. A character ’-’ ignores the day. When no day of the week
pattern is given, then the rule works for the whole week.
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Fig. 5. The boxplot representation for the mean square error from training and testing
the FM
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Fig. 6. In the left, the control action and the energy evolution for a room and time
zone: dashed line is from HTB2, continuous line is from FM, and dotted continuous
line is from EDA. In the right, the Mean Square Error of the FM for different time
zones and room types.

Finally, all the system has been implemented in Matlab and simulations of
the behaviour of the house have been carried out. Some facts have been taken
into account, i.e., the variation in a room temperature with the power rate of
a heater. In order to validate the model and algorithm above detailed the error
between the temperature in each room and the corresponding HTB2 simulation
room temperature are to be analyzed, but also the required energy is to be
compared against the heating energy. The simulations are carried out in three
different day time zones.

In Fig. 6 the control action evolution for the same room an time zone is shown.
In the left side, the evolution of the instantaneous power is shown. It can be seen
that the FM follows the HTB2 estimation. Finally, in Table shown in the left
side of Fig. 6 the mean square error for all of the rooms and time zones can be
seen.
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Fig. 7. The distribution and bounding action of the algorithm can be observed in the
figure: bold continuous is from HTB2, dashed is from EDA, dotted is from EDA plus
the small power devices profile. Straight line is the Contractual Power limit of 4400 W.

In Fig. 7 an example of energy savings can be seen. In the shown period of 240
seconds, EDA saves 378.54 kW respect contracted power energy 4.4x240 kW (a
reduction of 35.85%) and 94.082 kW respect HTB2 (a reduction of 9.86%) that
waste 31.847 kW above the 4.4x240 kW limit (energy losts of 3.02%).

5 Conclusions

Two mayor contributions can be extracted from the experimentation. First, it is
possible to save energy by means of distributing the power between heaters. The
consumed energy keeps lower than the contracted limits . On the other hand,
the house ergonomics is preserved by means of the energy distribution when it is
possible, that is, when the required energy is lower than the one available by the
energy provider. Also, a percentage of available energy is preserved to perform
contingencies.

Future work includes several ideas. The use of several geographical areas,
different house topologies and data from different seasons must be analyzed.
Also, the hybrid learning techniques must be employed to obtain a better FC.
Different techniques, such as Fuzzy Genetic Systems, are expected to obtain a
better result. Also, interchanging more information between the heaters and the
CCU will allow a better required energy estimation and a better performance of
the heating system. The humidity, as a comfort variable, must be studied as well.
Finally, a real test bed must be implemented and the system must be validated.
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Abstract. In this article different approximations of a local classifier
algorithm are described and compared. The classification algorithm is
composed by two different steps. The first one consists on the clustering
of the input data by means of three different techniques, specifically a
k-means algorithm, a Growing Neural Gas (GNG) and a Self-Organizing
Map (SOM). The groups of data obtained are the input to the second step
of the classifier, that is composed of a set of one-layer neural networks
which aim is to fit a local model for each cluster. The three different
approaches used in the first step are compared regarding several param-
eters such as its dependence on the initial state, the number of nodes
employed and its performance. In order to carry out the comparative
study, two artificial and three real benchmark data sets were employed.

1 Introduction

Both function approximation and classification problems can be approached in
one of two general ways: (a) constructing a global model that tries to fit all
the input data points, or (b) dividing the input data points into several groups
and learning a separate model that tries to fit in each of the local patches [3].
There are several well-known algorithms for local modelling, such as Adaptive
Resonance Theory (ART) [4], Self-Organizing Maps (SOM) [5], or Radial Basis
Functions (RBF) [6]. One of the first proposals of this kind of methods was the
Counterpropagation model [1], that is a three-layer feed-forward network based
on a Kohonen linear associator and Grossberg outstar neurons. Other represen-
tative work is the K-Winner Machine (KWM) which selects among a family of
classifiers the specific configuration that minimizes the expected generalization
error [2]. In training, KWM uses unsupervised Vector Quantization and subse-
quent calibration to label data-space partitions. In those cases in which the input
data is clearly non evenly distributed, local modelling can significantly improve
the overall performance. So, the best approach in these cases will consist of train-
ing a learning system for each subset of patterns that could be detected in the
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input data. However, one of the problems with local models is their recognition
speed [7].

On the other hand, there are many learning methods for neural networks. One
of the most popular is the backpropagation algorithm [8] for feedforward neural
networks. This method however, has its drawbacks, namely possible convergence
to local minima and slow learning speed. Several algorithms have been proposed
in order to mitigate or eliminate these limitations [9,10]. One of this proposals
for one-layer neural networks with non-linear activation functions [11] is based
on linear least-squares and minimizes the mean squared error (MSE) before the
output nonlinearity and a modified desired output, which is exactly the actual
desired output passed through the inverse of the nonlinearity. This solution leads
to the obtaining of a global optimum by solving linear systems of equations, and
thus using much less computational power than with standard methods. This
possibility of rapid convergence to global minimum can be taken as an important
advantage for the construction of a local model once the input data is already
clustered by a previous algorithm.

In this paper, a local model for classification that is composed by a clustering
algorithm and a subsequent one-layer neural network of the type described above
is presented. Three different clustering algorithms were tried, a k-means algo-
rithm, a Growing Neural Gas (GNG) and a Self-Organizing Map (SOM). Their
results are compared in several aspects, such as as dependence on the initial
state, number of nodes employed and performance. For the comparison studies,
five datasets were used. Two of them were artificially generated datasets and
the other three correspond to real benchmark datasets from the UCI Learning
Repository [12].

2 The Local Model

The local model designed for classification problems is composed by two different
algorithms. First, a clustering method is in charge of dividing the input data set
into several groups, and subsequently each of these groups is fed to a one-layer
neural network of the type described in [11] with logistic transfer functions, that
constructs a local model for each of them. Beside the advantages of obtaining
the global minimum and a rapid speed of converge, already mentioned in the
Introduction section, these neural networks conform an incremental learning.
This characteristic can be of vital importance in distributed environments, such
as for example in learning new signature attacks in a misuse intrusion detection
system. The clustering method was implemented with three different approaches,
k-means, GNG and SOM, which will be briefly described in section 2.1. Also,
the construction of the local learning model has two different phases: a training
phase and a testing phase, which will be described in section 2.3.

2.1 The Clustering Algorithms Implemented

As mentioned above, three different clustering algorithms were tried: k-means,
GNG and SOM.
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The k-means algorithm: The k-means algorithm [13] is a well-known super-
vised algorithm that divides the input data in k classes. It is simple to implement
and works reasonably well. The main disadvantage is its dependence with the
initial state, and the adjusting parameter is the number of nodes of the algo-
rithm.

The Growing Neural Gas (GNG): The GNG is a self-organizing neural
network initially proposed by Fritzke [14]. It is a very flexible structure that
allows for adding/eliminating nodes of the network in execution time. The nodes
of the algorithm cover all data of the input dataset, and so a modification of
the original algorithm is proposed in order to adapt it for our classification
purposes. The aim of the modified algorithm, published in [15], is that the nodes
of the network situate in the decision region, that is, behave as the decision
boundary between the classes. In this way, the modified GNG algorithm creates
subregions that later could be treated by local linear classifiers. The parameters
to be adjusted for this algorithm are the number of nodes, ew (ratio to adapt
the nodes of the map), and lambda (node insertion frequency in the network).

The Self-Organizing Map (SOM): The Self-Organizing Map (SOM) [5] is
a non-supervised and competitive learning model. The SOM defines an ordered
mapping, that is a projection from a set of given input data onto a regular and
usually two-dimensional grid. A data item will be mapped into the node of the
map whose model is most similar to the data item, that is, has the smallest
distance from the data item using a given metric, in our case, a euclidean dis-
tance. In this case, the parameters to be adjusted are the number of nodes, the
number of training steps (trainlen) and four constants (a,b,c,d) that determine
the vector of learning ratios and the values for the learning ratios.

2.2 The One-Layer Neural Networks

The second phase of the system is composed by a set of one-layer feedforward
neural networks, one for each cluster obtained in the previous step. The goal of
each network is to fit locally the data points associated to each cluster. These
networks were trained using a new supervised learning method proposed in [11].
The novelty of this approach is based on the use of an alternative cost function,
similar to the classical mean-squared error (MSE) function, but measuring the
errors before the nonlinear activation functions and scaling them according to
the corresponding operation point of the nonlinearity. The advantage of this al-
ternative cost function is that the global optimum can be easily obtained deriv-
ing it with respect to the weights of the network and equaling these derivatives
to zero. In that case, a system of linear equations can be resolved to obtain
the optimal weights of the neural network. The time consumed by this method
obtaining the solution is considerably lesser than that needed by the fast it-
erative learning methods usually employed for neural networks (quasi-Newton,
conjugate gradient, etc.). This is due to the fact that method is not an iterative
algorithm but rather acquires the solution in just one step.
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2.3 The Construction of the Local Model

In order to obtain a final model, two different phases are needed: a training phase
and a testing phase. Thus, all the datasets employed in this study were divided
in training and testing sets. The training phase consists, in turn, of two stages.
In the first stage, the training dataset is divided in several clusters using one of
the clustering methods described in section 2.1. After this stage, several groups
characterized by its centers are obtained. The second stage consists in training
a set of one-layer neural networks, each one associated with one of the clusters
of the previous stage. The input data for each network is the associated cluster
of the first stage. The aim of this second stage is to obtain the best models
for each of the clusters formed in the first stage. The testing phase consists
also of two stages. In the first one, each new input data of the testing dataset is
classified using the clustering method, and then, subsequently, in a second stage,
that input is processed by the corresponding one-layer neural network that is
determined for its group in the previous training phase.

3 Results

In order to carry out the comparative study, the three clustering algorithms
were tried over five different data sets: two were artificially generated and three
are benchmark data sets. The results on the tables below are obtained using a
training (80% of the data set) and a test set (20% of the data set) and a further
10-fold cross-validation scheme over the training set (training set and validation
set) to select the best model.

3.1 Artificial Data Sets

Data set 1: This data set contains two classes with a sinusoidal distribution
plus some random noise. The set is composed by 1204 patterns, homogeneously
distributed between the two classes. The input attributes correspond to the
spatial coordinates of the points. Figure 1 shows the distribution of the data
points in the input space with each class being represented by a different symbol.
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Fig. 1. Distribution of the nodes in the maps obtained for the clustering methods (a)
GNG, (b) SOM, for the artificial data set 1
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Table 1. Percentage of error of each method for the artificial data 1. The parameter
for k-means is the number of nodes; for GNG Number of nodes/ew/lambda; and for
SOM Number of nodes/trainlen/a/b/c/d.

Method Parameters Training (%) Validation (%) Test (%)

k-means

3 0.52 1.09 1.63
8 0.04 0.20 0.29
12 0.02 0.20 0.23
20 0.07 0.27 0.29
30 0.02 1.09 1.00

GNG

7/0.02/2500 1.88 2.19 3.63
8/0.0005/5000 0.60 0.78 0.13
20/0.0005/5000 0.22 0.47 0.50
30/0.0005/5000 0.19 0.94 0.06

SOM

4/50/1/0.002/0.125/0.005 3.81 3.59 3.56
9/50/1/0.002/0.125/0.005 0.22 0.44 0.50

16/100/1/0.00004/0.000125/0.00125 0.23 0.93 0.44
25/100/1/0.00004/0.000125/0.00125 0.12 0.16 0.69

36/50/1/0.002/0.125/0.005 0.03 0.31 0.19

Table 1 shows the percentage of error of the three implemented clustering
algorithms, for the different sets, employing different configurations of the pa-
rameters. In this case all the methods obtains similar results over the test set.
Morevover, figure 1 shows graphically the distribution of the nodes in the maps
obtained by the modified GNG and SOM methods. As it can be observed in this
figure the behaviour of both methods is completely different. While the SOM
nodes try to expand over the whole dataset, the GNG nodes situate around the
decision region that separates both classes.

Data set 2: The second artificial data set is illustrated in figure 2. In this case,
there are three classes and the distribution of the data set in the input space
is not homogeneous. Moreover, the number of data points in each class in not
balanced (class 1: 1000 patterns, class 2: 250 patterns and class 3: 50 patterns).
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Fig. 2. Distribution of the nodes in the maps obtained for the clustering methods (a)
GNG, (b) SOM, for the artificial data set 2
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Table 2. Percentage of error of each method for the artificial data 2. The parameter
for k-means is the number of nodes; for GNG Number of nodes/ew/lambda; and for
SOM Number of nodes/trainlen/a/b/c/d.

Method Parameters Training (%) Validation (%) Test (%)

k-means

5 0.84 0.67 1.2
9 0.46 0.75 0.77
15 0.45 0.75 0.80
25 0.55 1.00 1.60
36 0.56 1.25 1.77

GNG

5/0.0005/5000 0.40 1.08 0.53
9/0.0005/5000 0.51 0.67 0.40
15/0.0005/5000 0.23 0.50 0.23
25/0.0005/5000 0.21 0.33 1.03
36/0.0005/5000 0.18 0.67 0.80

SOM

4/100/0.00002/0.0000625/0.000625 0.84 0.92 0.63
9/100/0.00002/0.0000625/0.000625 0.29 0.67 0.30
16/100/0.00002/0.0000625/0.000625 0.17 0.42 0.30
25/100/0.00002/0.0000625/0.000625 0.11 0.17 0.17
36/100/0.00002/0.0000625/0.000625 0.09 0.25 0.23

Table 2 shows the percentage of error of the three implemented clustering al-
gorithms. Again, all the methods present a similar performance over the test
set. Furthermore, figure 2 shows graphically the distribution of the nodes in the
maps obtained by the GNG and SOM methods. As in the previous data set,
the modified GNG situates the nodes of the map around the decision region.
Moreover, the map is divided in two different regions: one in the center of the
figure and the other on the bottom.

3.2 Real Data Sets

Pima Diabetes Dataset: The first real data set is the well-known Pima Indian
Diabetes database. This data set contains 768 instances and 8 attributes for each
class. In this case, it is not possible to represent graphically the distribution of the
data and the nodes because it is not a small dimensional space. Table 3 shows the
percentage of error of the three clustering algorithms for the different sets. In this
case, the best results are obtained by the k-means algorithm although the dif-
ferences are not significant. Moreover, all the methods present a good behaviour
in terms of generalization ability. Evidently, if many nodes or clusters are used
the methods tend to overfit the training data and the generalization is affected.

Wisconsin Breast Cancer Dataset: This database was obtained from the
University of Wisconsin Hospitals, Madison from Dr. William H. Wolberg. It
contains 699 instances, 458 benign and 241 malignant cases, but 16 were not
used as they contain incomplete information. Each example is characterized by
9 attributes measured in a discrete range between 1 and 10. Table 4 shows
the percentage of error of the three analyzed algorithms. For this database, the
results over the test set are very similar for the best model of each type (selected
using the validation set).
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Table 3. Percentage of error of each method for the Pima Indian Diabetes dataset. The
parameter for k-means is the number of nodes; for GNG Number of nodes/ew/lambda;
and for SOM Number of nodes/trainlen/a/b/c/d.

Method Parameters Training (%) Validation (%) Test (%)

k-means

4 21.23 22.62 24.42
8 21.21 21.82 26.36
9 22.42 24.58 21.62
20 21.77 24.60 21.56

GNG
4/0.00005/100 20.47 22.14 27.79
8/0.0005/2500 20.21 26.55 20.97
20/0.0005/2500 18.99 27.85 25.19

SOM

4/100/1/0.00004/0.000125/0.00125 20.83 24.08 22.40
9/100/1/0.00004/0.000125/0.00125 18.02 24.57 30.65
16/100/1/0.00004/0.000125/0.00125 16.81 27.38 27.59
25/100/1/0.00004/0.000125/0.00125 14.37 27.51 31.17
36/100/1/0.00004/0.000125/0.00125 12.03 29.13 29.74

Table 4. Percentage of error of each method for Breast Cancer dataset. The parameter
for k-means is the number of nodes; for GNG Number of nodes/ew/lambda; and for
SOM Number of nodes/trainlen/a/b/c/d.

Method Parameters Training (%) Validation (%) Test (%)

k-means

2 3.54 4.38 5.18
5 3.54 4.62 4.26
8 3.59 4.60 3.95
20 4.25 5.05 6.11

GNG

2/0.0005/2500 2.80 4.41 4.30
5/0.0005/2500 1.42 5.28 7.11
8/0.0005/2500 1.66 7.67 5.26
20/0.0005/2500 0.95 5.92 9.12

SOM

4/100/1/0.00004/0.000125/0.00125 2.54 4.83 4.39
9/100/1/0.00004/0.000125/0.00125 1.22 6.14 7.37
16/100/1/0.00004/0.000125/0.00125 0.65 9.00 6.40
25/100/1/0.00004/0.000125/0.00125 0.07 8.56 9.47
36/100/1/0.00004/0.000125/0.00125 0.02 10.76 11.05

Table 5. Percentage of error of each method for the Statlog dataset. The parameter
for k-means is the number of nodes; for GNG Number of nodes/ew/lambda; and for
SOM Number of nodes/trainlen/a/b/c/d.

Method Parameters Training (%) Validation (%) Test (%)

k-means

3 22.00 22.75 22.02
8 21.73 22.27 23.57
15 23.17 23.59 22.32
20 22.35 22.94 25.01
38 23.01 23.56 23.71

GNG

3/0.0002/1000 12.15 13.75 14.27
7/0.00003/900 11.24 14.43 13.44
8/0.0005/2500 10.56 13.47 14.63
38/0.0005/1000 6.69 15.22 15.03

SOM

4/100/1/0.00004/0.000125/0.00125 13.30 15.50 13.29
9/100/1/0.00004/0.000125/0.00125 10.49 13.30 13.03
16/100/1/0.00004/0.000125/0.00125 8.15 13.53 12.46
25/100/1/0.00004/0.000125/0.00125 6.10 13.58 12.74
36/100/1/0.00004/0.000125/0.00125 4.29 12.96 15.30
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StatLog Dataset: This last dataset contains images acquired by the Landsat
satellite in different frequency bands (two from the visible spectra and other
two from the infrared spectra). This database has 4435 patterns for the training
process and 2000 for testing. Each data point is characterized by 36 attributes
(the four spectras × 9 pixels from the neighbourhood). The patterns must be
categorized in 6 classes. Table 5 shows the percentage of error for each method.
In this data set the k-means presents a performance significantly worse than the
other methods. Again as in the previous cases, the analyzed methods present a
good generalization ability.

4 Comparative Results with Other Methods

Finally, in this section a comparative study with other machine learning methods
is included. The results were obtained from [16]. These previous results were
published using a 10-fold cross validation over the whole data set, thus the best
model, selected in the previous section for each data set, was retrained using this
scheme in order to carried out a comparable analysis. Table 6 shows the accuracy

Table 6. Comparative performance for PimaData, WdbcData and StatlogData

Dataset Method Accuracy

Pima

k-means+1NN 77.87
Linear discriminant Analysis (LDA) 77.5-77.2

GNG+1NN 77.33
MLP+Backpropagtion 76.40

SOM+1NN 76.05
Learning vector quantization (LVQ) 75.80

RBF 75.70
C4.5 73.00

Kohonen 72.70

WdbcData

k-means+1NN 77.87
Linear discriminant Analysis (LDA) 77.5-77.2

GNG+1NN 77.33
MLP+Backpropagtion 76.40

SOM+1NN 76.05
Learning vector quantization (LVQ) 75.80

RBF 75.70
C4.5 73.00

Kohonen 72.70

Statlog

Support vector machine (SVM) 97.20
Fisher linear discriminant analysis 96.80

MLP+Backpropagation 96.70
Learning vector quantization (LVQ) 96.60

k-means+1NN 96.31
GNG+1NN 96.31

Linear discriminant analysis (LDA) 96.00
SOM+1NN 95.96

RBF 95.90
C4.5 93.40
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(over the test set) of several methods, included the best results obtained by the
approaches described in this paper, for the Pima Diabetes, Wisconsin Breast
Cancer and Statlog datasets, respectively. As can be seen, the described methods
obtain comparable results and in the case of the Pima Diabetes database they
are among the best classifiers.

5 Conclusions

A two step local model classifier has been described in this work. The first step
of the classifier is a clustering algorithm, and the second is a one-layer neural
network which fits a local model for each of the clusters obtained by the first
step. The one-layer neural network is of a type that obtains a global optimum
by solving linear systems of equations, and thus using much less computational
power than with standard methods. Three different algorithms were used for
the clustering phase: k-means algorithm, GNG and SOM. The local models were
tested over five different datasets. The performance obtained by the models were
adequate, and in fact, are among the best results obtained when compared with
other machine learning methods, as it can be seen on the previous section. In
fact, for the case of the Pima Indian Diabetes dataset, our methods are the ones
that obtain the best results. Regarding the three different clustering algorithm,
k-means is, in average, the one that obtains worst results, probably due to its
high dependence on the initial state. The other two clustering methods, GNG and
SOM, are the ones obtaining best results, although their performance depends
on several parameters is high, and so they are difficult to adjust. Finally, the
generalization ability of all the analyzed methods is good, however it can be
affected if many local models are used in the clustering phase.
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Abstract. Adequate selection of features may improve accuracy and
efficiency of classifier methods. There are two main approaches for fea-
ture selection: wrapper methods, in which the features are selected using
the classifier, and filter methods, in which the selection of features is
independent of the classifier used. Although the wrapper approach may
obtain better performances, it requires greater computational resources.
For this reason, lately a new paradigm, hybrid approach, that combines
both filter and wrapper methods has emerged. One of its problems is
to select the filter method that gives the best relevance index for each
case, and this is not an easy to solve question. Different approaches to
relevance evaluation lead to a large number of indices for ranking and
selection. In this paper, several filter methods are applied over artificial
data sets with different number of relevant features, level of noise in the
output, interaction between features and increasing number of samples.
The results obtained for the four filters studied (ReliefF, Correlation-
based Feature Selection, Fast Correlated Based Filter and INTERACT)
are compared and discussed. The final aim of this study is to select a
filter to construct a hybrid method for feature selection.

1 Introduction

Enhancement of generalization, i.e., the performance of the learning algorithm
over the test set, often motivates feature selection, which consists on detecting
the relevant features and discarding the irrelevant features. Feature selection has
several advantages [1], such as:

– improving the performance of the machine learning algorithm.
– data understanding, gaining knowledge about the process and perhaps help-

ing to visualize it.
– data reduction, limiting storage requirements and perhaps helping in reduc-

ing costs.
– simplicity, possibility of using simpler models and gaining speed.
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There are two main models that deal with feature selection: filter methods
and wrapper methods [2]. While wrapper models involve optimizing a predictor
as part of the selection process, filter models rely on the general characteristics of
the training data to select features with independence of any predictor. Wrapper
models tend to give better results but filter methods are usually computationally
less expensive than wrappers. So, in those cases in which the number of features
is very large, filter methods are indispensable to obtain a reduced set of features
that then can be treated by other more expensive feature selection methods. In
fact, this is the basis of the most recent hybrid algorithms for feature selection,
that try to take the strong points of both previous approaches [1,3]. One of the
problems that is needed to be faced is which filter gives the best relevance index
for each case, and this is not an easy to solve question. Different approaches
to relevance evaluation lead to a large number of indices for ranking and selec-
tion [1]. In this paper, several filter methods are applied over several synthetic
problems to test its effectiveness under different situations: increasing number
of relevant features and samples, noisy output and interaction between features.

2 The Filter Methods Used

As described above, filter methods carry out the feature selection process as a
pre-processing step with no induction algorithm. The general characteristics of
the training data are used to select features (for example, distances between
classes or statistical dependencies). This model is faster than the wrapper ap-
proach and results in a better generalization because it acts independently of the
induction algorithm. However, it tends to select subsets with a high number of
features (even all the features) and so a threshold is required to choose a subset.

In this paper, a comparison over several artificial problems is carried out. The
filter methods selected are the following:

2.1 Relief

The original RELIEF algorithm [4] estimates the quality of attributes according
to how well their values distinguish between instances that are near to each
other. For this purpose, given a randomly selected instance, xi = {x1i, x2i, , xni},
RELIEF searches for its two nearest neighbours: one from the same class, called
nearest hit H, and the other from a different class, called nearest miss M. It then
updates the quality estimate for all the features, depending on the values for xi,
M, and H. The original RELIEF can deal with discrete and continuous features
but is limited to two-class problems. An extension, ReliefF [5], not only deals
with multiclass problems but is also more robust and capable of dealing with
incomplete and noisy data. ReliefF was subsequently adapted for continuous
class (regression) problems, resulting in the RReliefF algorithm [6]. The Relief
family of methods are specially attractive because they may be applied in all
situations, have low bias, include interaction among features and may capture
local dependencies that other methods miss.
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2.2 Correlation-Based Feature Selection, CFS

Correlation based Feature Selection (CFS) is a simple filter algorithm that ranks
feature subsets according to a correlation based heuristic evaluation function [7].
The bias of the evaluation function is toward subsets that contain features that
are highly correlated with the class and uncorrelated with each other. Irrelevant
features should be ignored because they will have low correlation with the class.
Redundant features should be screened out as they will be highly correlated with
one or more of the remaining features. The acceptance of a feature will depend
on the extent to which it predicts classes in areas of the instance space not
already predicted by other features. CFS’s feature subset evaluation function is:

MS =
krcf√

k + k(k − 1)rff

,

where MS is the heuristic ”merit” of a feature subset S containing k features,
rcf is the mean feature-class correlation (f ∈ S) and rff is the average feature-
feature intercorrelation. The numerator of this equation can be thought of as
providing an indication of how predictive of the class a set of features is; and
the denominator of how much redundancy there is among the features.

2.3 Fast Correlated Based Filter, FCBF

The fast correlated-based filter (FCBF) method [8] is based on symmetrical
uncertainty (SU) [9], which is defined as the ratio between the information gain
(IG) and the entropy (H) of two features, x and y:

SU(x, y) = 2
IG(x/y)

H(x) + H(y)
, (1)

where the information gain is defined as:

IG(x/y) = H(y) + H(x) − H(x, y),

being H(x) and H(x, y) the entropy and joint entropy, respectively. This method
was designed for high-dimensionality data and has been shown to be effective in
removing both irrelevant and redundant features. However, it fails to take into
consideration the interaction between features.

2.4 INTERACT

The INTERACT algorithm [10] uses the same goodness measure as FCBF filter,
i.e., SU in (1), but it also includes the consistency contribution (c-contribution).
C-contribution of a feature is an indicator about how significantly the elimination
of that feature will affect consistency. The algorithm consists of two major parts.
In the first part, the features are ranked in descending order based on their SU
values. In the second part, features are evaluated one by one starting from the end
of the ranked feature list. If c-contribution of a feature is less than an established
threshold, the feature is removed, otherwise it is selected. The authors stated in
[10] that INTERACT can thus handle feature interaction, and efficiently selects
relevant features.
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3 Synthetic Datasets

In order to determine the effectiveness of each filter at different situations a syn-
thetic dataset was generated. The idea of this synthetic problem was suggested
by the work in [11]. Consider m pairs of training samples:

{x1, y1}, {x2, y2}, . . . , {xm, ym},

where xi = [x1i, x2i, . . . , xni]T is a n−dimensional feature vector representing the
ith training sample, and yi ∈ [−1, 1] is the class label of xi. The number of sam-
ples considered was 400. In the original problem [11], the features were uniformly
distributed in the rank (0, 1), however most of the filter methods required dis-
crete features in order to work properly. Although discretization methods, such
Fayyad and Irani’s MDL method [12], can be applied as a preprocessing step to
overcome this problem, it was observed that this process discards some features
(for example, by assigning a unique value to them) and therefore different filter
methods can lead to the same set of features. Then, and in order to avoid that,
a set of 200 discrete features uniformly distributed in the rank [0, 5] was used.

Different experiments were carried out based on that set of input features
to test the behavior of the filters. Four different situations were considered:
a)different number of relevant features, b) adding noise to the output, c) inter-
action between features and d) different ratios between the number of samples
and the number of features.

To tackle with the first two situations, the desired output was estimated as:

ŷi =
R∑

j=1

ajxji, (2)

where R is the number of relevant features considered from the whole set and
aj is randomly fixed to −1 or 1. In order to achieve a perfect balanced binary
classification problem, the desired output y was evaluated as:

yi =

{
-1 if yi <median(ŷ) ,

1 if yi >=median(ŷ) .
(3)

The number of relevant features can be 10, 20, 30 or 40, and the percentage
of noise varies from 0% to 20%. Note that, as a binary classification problem,
adding noise to the output means assigning some outputs to the wrong class.

The equation in (2) does not consider interaction between variables. Therefore,
the following variations were taken into account:

yi =
R∑

j=1

ajxji + b1(xf1xf2 ) + b2(xf2xf3), (4)

yi =
R∑

j=1

ajxji + b1(xf1xf2xf3) (5)
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In these cases, R changes from 10 to 20 and the desired output is without noise.
Different problems were proposed based on equations (4) and (5), considering
that the features xf can be in both the set of R relevant features and in the set
of irrelevant features. For example, one of the considered problems was:

yi =
10∑

j=1

ajxji + b1(x3x4) + b2(x4x6),

that involves the features {x3, x4, x6}, and all of them are relevant by its own
because they are included in the first term of the equation (4). The goal of this
kind of problems was to test if the relevance of those features varies. On the
other hand, the following problem adds new relevant features:

yi =
10∑

j=1

ajxji + b1(x13x14) + b2(x14x15).

4 Experimental Results

The filters used for this study, except INTERACT, are available at the data min-
ing software WEKA [13]. INTERACT can be downloaded from [14]. Tables 1, 2

Table 1. Results for ReliefF. R indicates the number of relevant features and N is the
percentage of noisy outputs.

R N (%) 10-first selected features % of success

0 4, 7, 71, 39, 173, 1, 3, 176, 6, 190, 115 . . . 50
5 7, 3,4,8, 71, 109, 139, 190, 161, 176. . . 40

10 10 8, 173, 121, 169, 71, 137, 7, 148, 161, 176. . . 20
15 148, 72, 49, 11, 118, 135, 158, 27, 38, 10. . . 10
20 148, 79, 76, 133, 158, 1, 44, 112, 34, 72. . . 10

0 10,6, 199, 112, 17,18,9, 39, 19, 91 . . . 40
5 18, 112, 199, 10,1, 155, 59, 17,14, 102. . . 30

20 10 1,18, 112, 2, 115, 40, 160, 63, 184, 48. . . 25
15 68, 111, 176, 5, 39, 80, 131, 136, 199, 63. . . 20
20 179, 49, 92, 150, 177, 119, 182, 50, 83, 167. . . 5

0 1, 188, 19, 182, 155, 17, 191, 31, 42, 104. . . 23, 3
5 17,1, 73, 191, 93, 184, 32, 19, 182, 31. . . 23, 3

30 10 191, 17, 182, 104, 1, 174, 138, 144, 75, 107. . . 20
15 13, 75, 177, 71, 44, 19,8,20, 100, 93. . . 16.6
20 91,146,100,162,31,84,184,93,168,150. . . 16, 6

0 32, 44, 17, 107, 90, 128, 33,35, 74, 10. . . 25
5 32, 74, 125, 85, 44, 35, 43, 90, 101, 17. . . 25

40 10 32, 68, 125, 17, 44, 29,35,25, 43, 8. . . 27
15 45, 152, 44, 99, 111, 32, 123, 61, 134, 17. . . 22, 5
20 41, 45, 40, 83, 93, 134, 28, 59, 49, 70. . . 12, 5
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and 3 show the results achieved when different number of relevant features and
degrees of noise are taken under consideration with ReliefF, FCBF and CFS, re-
spectively. INTERACT was not considered because of its similarity to FCBF. In
those tables, R indicates the number of relevant features and N the percentage
of noise considered. The features are consecutively labeled from 1 to 200 and the
relevant features are placed at the beginning. So, if R is equal to 10, the relevant
features are {x1, x2, . . . , x10} and all the others are irrelevant. The percentage of
success shown in the last column of Tables 1-2 indicates the percentage of cor-
rectly selected features between the R relevant ones; for example, in the first row
of Table 1 the features 1 to 10 should be detected as relevant, however only 5 of
them are included {4, 7, 1, 3, 6}.

As it is stated in the literature, ReliefF and FCBF return the whole set of
features ranked according to its ”internal” measures and they require thresholds
to select a subset. Tables 1-2 show the first positions of the ranked lists. It is
important to remark the variability observed in the higher values of the ranked
list from one problem to another. Using ReliefF, the feature placed at the first
position gets a value equal to 0, 0375 when solving the simplest problem, R=10-
N=0, however this first value changes to 0, 0278 in the most difficult case, R=40-
N=20. The differences are even more drastic using FCBF, being the first values

Table 2. Results for FCBF. R indicates the number of relevant features and N is the
percentage of noisy outputs.

R N (%) 10-first selected features %success

0 8,3,4, 7,2,10,6,1, 9,5 . . . 100
5 2,4, 3,8,7, 10,1, 6,9, 25. . . 90

10 10 2, 8, 94, 3,6,1, 38, 71, 145, 7 . . . 60
15 145, 117, 72,11, 8,10,2,6, 168, 94 . . . 40
20 44, 71, 72, 145, 2, 93, 175, 22, 26, 47. . . 10

0 8,17,14,11,6,20, 191, 4, 39, 172. . . 75
5 8,17,20, 14, 172, 16,11,18, 38, 3. . . 70

20 10 17, 38, 11,8,1,18, 172, 104, 3,15. . . 65
15 17,1, 39, 2, 115, 68, 10,16, 93, 29. . . 40
20 8,16, 17, 127, 120, 130, 1, 35, 200, 72. . . 25

0 26,14,8,15, 30,11,28,17,1,19. . . 60
5 14,17,30,11,26,8,15,20, 119, 21. . . 50

30 10 147,8, 17,26, 38, 125, 104, 3,30, 138. . . 43
15 145, 21,8, 189, 18, 83, 17,23, 105, 3. . . 30
20 145, 17, 93, 53, 21,9, 191, 71, 150, 195. . . 17

0 26, 34, 35,17,14, 19, 33, 182, 30, 134. . . 52
5 26, 35,11, 115, 19, 28,14,34,30,33. . . 47

40 10 35, 28, 182, 149, 30, 1432, 102, 17,19. . . 40
15 35, 149, 144, 32, 69, 153, 167, 182, 11,20. . . 35
20 172,193,83,64,169,125,93,87,150,69. . . 25
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Table 3. Results for CFS filter. S is the subset of features that returns, |S| is its
cardinality and %R stands for the percentage of relevant features included in S.

R N (%) Relevant Features ∈ S |S| %R

0 [1-10] 14 100
5 [1-10] 12 100

10 10 [1-10] 35 100
15 1,2,3,6,8,10 35 60
20 2,8 37 20

0 [3-11],[14-20] 22 80
5 1,[3-8],10,11,[11-20] 26 80

20 10 1,2,3,[5-11],[14-18],20 25 80
15 [1-5],[8-11],[13-17],19,20 39 80
20 1, 2, 8, 13, 16, 17, 20 56 35

0 1, 4, 8, 9, 11, 13, 14, 15, 17, 20, 21, 23, 25, 26,28,30 22 50
5 1, 3, 8, 11, 13, 14, 15, 17, 20, 21, 23, 26, 28, 30 27 47

30 10 1, 3, 8, 14, 15, 16, 17, 18, 20, 21, 23, 26, 30 30 43,3
15 3, 4, 8, 10, 13, 17, 18, 21, 23, 26, 27 36 36,3
20 9, 17, 21, 25, 27 36 16,6

0 6, 8, 10, 11, 13, 14, 15, 17, 19, 20, 21, 37 52,5
23, 25, 26, 28, 30, [32- 35], 37

5 4, 8, 10, 11, 14, 15, 17, 19, 20, 43 52,5
21, 23, 25, 26, 28, 29, 30, [32-35], 37

40 10 10, 11, 14, 17, 19, 21, 23, 25, 26, 28, 30, 31, 32, 33, 35, 36 32 40
15 5, 10, 11, 14, 17, 20, 21, 24, 26, 28, 29, 30, 31, 32, 35, 38 46 40
20 1 , 11, 12, 13, 18, 27, 28, 29, 32, 35 43 25

0, 0375 and 0, 0169, respectively. This fact remarks the difficulty of finding a
proper threshold for each problem.

On the other hand, CFS returns a subset of features. In Table 3 can be ob-
served that the features selected are the correct ones for the simplest cases,
R=10, N=0, 5 and 10. However, the size of the selected subset increases con-
siderably when the level of noise increases. Note that the last column of Table
3 shows the percentage of relevant features included in the subset S returned
by the filter method. This performance measure is different from the one used
for ReliefF and FCBF and therefore a fair comparison is not directly possible.
However, it can be stated that both FCBF and CFS exhibit good performance
results in the examples considered.

Tables 4 and 5 show the results obtained with interaction problems (see equa-
tions 4-5). The first columns of both tables present the different interaction prob-
lems considered. Similarly to aj in (2), the values of b1 and b2 in equations (4)-(5)
were equal to 0, 2 or −0, 2, randomly chosen, unless for test number 7 in which
their value was 0, 4. INTERACT was selected instead of FCBF because it is better
suited for this type of problems [10]. Table 4 presents the complete set of features
obtained for INTERACT and CFS. It can be noticed that, in test 2, both methods
are able to detect the added features {x13, x14, x15}. Besides, CFS seems to detect
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Table 4. Results obtained with Interact and CFS using different problems of interac-
tion between features based on equations (4) and (5). f1, f2 and f3 indicate the indexes
of the selected features. Tests shown over the double line use 10 relevant features, while
those below it use 20 relevant features.

Test Eq. f1 f2 f3 INTERACT CFS

1 (5) 1 7 24 2,3,4,5,10,24 [1-5],8,9,10,12,24,35,180

2 (5) 13 14 15 4, 6, 8,13,14, 15 1, 2, 4, [6 − 9],13,14, 15, 24, 123, 129, 138, 149

4 (4) 56 7 64 1,2,3,4,5,10 [1-6],8,9,10,64,149

5 (4) 90 100 - 3,6,8,11,14,17,18 [1-11],[14-21],26,39,44,60,100
,104,112,164,172,180,191

6 (5) 100 200 150 4,6,8,11,17,19 [1-11],[13-20],38,44,100 ,
112,120,123,144,172,180,185,191,197,200

7 (4) 90 100 - 6,8,17,19,100,112 [1-4],6,7,8,10,11,[14-20],34,38,39,51,60,
100,112,113,120,123,164,168,172,180,189,191

8 (5) 100 5 200 3,6,8,11,14,17,18 [1-4],[6-11],[14-21],26,39,44,60,100
,104,112,164,172,180,191

Table 5. Results obtained ReliefF using different problems of interaction between
features based on equations (4) and (5). F stands for the feature index and P stands
for its position at the ranked list. Tests shown over the double line use 10 relevant
features, while those below it use 20 relevant features.

TestEq. f1 f2 f3
Interaction No Interaction

F P F P F P F P F P F P

1 (5) 1 7 24 1 2 7 200 24 8 1 6 7 3 24 193

2 (5) 13 14 15 13 4 14 2 15 5 13 164 14 74 15 89

3 (5) 2 4 6 2 1 4 2 6 6 2 46 4 1 6 9

4 (4) 56 7 64 56 55 7 145 64 26 7 3 56 119 64 140

7 (4) 90 100 - 90 165 100 21 - - 90 147 100 185 - -

the interaction better than INTERACT (tests 5, 6 and 8), although it also returns
a higher number of features. Test 7 suggests that the interaction term should have
a high value in order to be considered for INTERACT.

As ReliefF returns a ranked list of features, the goal was to look for differences
between both lists of ranked features, with and without interaction. This compar-
ison is shown in Table 5. Similarly to the results of INTERACT and CFS, test 2
gets very good results, with the involved variables {x13, x14, x15} getting very high
positions at the list, indicating their relevance. However, test 1 shows some poor
results, because feature 7, included in three terms of the equation (4), gets the last
position. Test 3 and 4 also denote a proper selection of the filter. Regarding the
tests with R=20, some slight differences were observed in the lists, however they
remarkable and only test 7 of table 4 is included in Table 5 to denote the increased
value of feature 100, although feature 90 remains in a similar position.
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Table 6. Results with different number of samples. %success indicates the number of
relevant features placed at the first R features of the list. S is the subset of features
that is returned by INTERACT and CFS, |S| is its cardinality and %R stands for the
percentage of relevant features included in S.

R
Number ReliefF FCBF INTERACT CFS

of samples %success %success |S| R ⊂ S (%) |S| R ⊂ S (%)

100 20 30 5 20 14 50
10 200 20 50 4 10 18 80

400 40 100 8 80 9 90
800 60 100 10 100 10 100

100 25 20 5 0 15 20
20 200 20 50 6 25 22 50

400 30 30 7 15 20 35
800 60 85 14 65 20 90

100 13,3 26,7 4 3,3 9 6,7
30 200 13,3 40 5 6,7 20 30

400 3 70 6 20 35 73,3
800 40 62,5 13 40 21 66,7

100 25 25 5 5 13 10
40 20 15 32,5 5 5 33 32,5

400 27,5 90 6 15 33 55
800 32,5 90 7 17,5 34 30

Finally, table 6 includes the results obtained using different number of samples.
ReliefF and FCBF returned a very different ranked list, and so a different thresh-
old should be used for each. For example, fixing a threshold equal to 0.03 for FCBF
will lead to 53 features in the first case (R = 10 and m = 100), while it will re-
turn an empty list with R = 40 and m = 800. Therefore, the %success was used
instead of the threshold. The %success indicates the number of correct relevant
features placed at the first R positions of the list. R ⊂ S pinpoints the percentage
of relevant features included in S and it is used for CFS and INTERACT. As it can
be seen, CFS and FCBF present good performance results, and that FCBF gets
poorer results than CFS when 40 relevant features are used. INTERACT exhibits
a poor performance, but on the other hand it returns a very small set of features.

5 Conclusions

In this paper, four filter methods for feature selection are applied over a synthetic
data set aimed at studying the performance of the methods regarding the number
of features and samples, the level of noise and the interaction between features . All
the methods work better with a reduced set of features, and the results get worse
when the number of features increases. However, in the case of the CFS and FCBF,
performance in the case of 40 relevant features is much better than for ReliefF. Re-
garding the level of noise, again all methods reduce their performance when the
level of noise increases, but FCBF and CFS are the ones in which this worsening
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is smoother, specially for CFS. Regarding the performance of the filter methods
when considering interaction between features, ReliefF has not a solid behaviour,
and CFS is again the one in which the results are more promising. Finally, CFS
and FCBF exhibits an acceptable performance with a reduced set of samples. So,
in summary, CFS is the filter method more adequate for our purposes, because
it is the one that obtains better performance and maintains a smoother decre-
ment of it when the number of features and the level of noise increment. Besides,
it presents an adequate detection of interaction between features, a complicated
aspect for filters, as can be seen in the results presented on the previous section.
It can be argued that CFS is the method that has a higher cardinality, that is, de-
tects more features than the real relevant ones. Although this is true, the number
of features in excess is not high at all (around 7 more than needed, when noise is
around 5-10%) and this is perfectly assumable when the filter is a previous step
for eliminating irrelevant features, that will be followed by a wrapper method.
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Abstract. Irreducible testors (also named typical testors) are a useful tool for 
feature selection in supervised classification problems with mixed incomplete 
data. However, the complexity of computing all irreducible testors of a training 
matrix has an exponential growth with respect to the number of columns in the 
matrix. For this reason different approaches like heuristic algorithms, parallel 
and distributed processing, have been developed. In this paper, we present the 
design and implementation of a custom architecture for BT algorithm, which 
allows computing testors from a given input matrix. The architectural design is 
based on a parallel approach that is suitable for high populated input matrixes. 
The architecture has been designed to deal with parallel processing of all matrix 
rows, automatic candidate generation, and can be configured for any size of 
matrix. The architecture is able to evaluate whether a feature subset is a testor 
of the matrix and to calculate the next candidate to be evaluated, in a single 
clock cycle. The architecture has been implemented on a Field Programmable 
Gate Array (FPGA) device. Results show that it provides significant 
performance improvements over a previously reported hardware 
implementation. Implementation results are presented and discussed. 

Keywords: Feature Selection, Testor Theory, Hardware Architecture, FPGA. 

1   Introduction 

Although the theoretical aspect of computing irreducible testors is advanced, there are 
not practical hardware implementations reported previously, excepting a brute force 
approach [1]. The intensive computational requirements due to the exponential 
complexity of the algorithms can be met by a combination of technology 
improvements and efficient hardware architectures based on parallel computational 
models. Specific parallel architectures can be designed to exploit the parallelism 
found in the algorithms to speed up the processing. Further optimizations such as 
incremental processing and the use of multiple processing elements are also possible. 

In Pattern Recognition, feature selection is a very important task for supervised 
classification. A useful way to do this selection is through Testor Theory. The concept 
of testor for Pattern Recognition was introduced by Zhuravlev [2] in 1966. He defined 
a testor as a subset of features that allows differentiating objects from different 
classes. Testors are quite useful, especially when an object description contains both 
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qualitative and quantitative features, and maybe they are incomplete (mixed 
incomplete data)[3]. 

However, the algorithms used to compute all irreducible testors have exponential 
complexity which seriously limits their practical use. Since software implementations 
of these algorithms do not provide a reasonable performance for practical problems, 
an option is to migrate to hardware implementations based on programmable logic to 
take advantage of the benefits that they offer. 

This work is a continuation of the work reported in [1] and reports the development 
of a configurable hardware architecture for computing testors using the BT algorithm. 
The architecture is based on a candidate generator that jumps over unnecessary 
candidates, thus reducing the number of comparisons needed. 

The rest of the paper is organized as follows. Section 2 provides the theoretical 
foundation of testor identification and describes the BT algorithm. Section 3 presents 
the proposed hardware architecture. In section 4 the FPGA implementation and 
experimental results are presented. In section 5, the performance improvements are 
briefly discussed and the obtained results are compared against the brute force 
approach, and software implementation. Finally, section 6 presents the concluding 
remarks and directions for further research. 

2   Algorithms for Computing Testors 

Let TM be a training matrix with K objects described through N features of any type 
(x1,…,xN) and grouped in r classes. Let DM be a dissimilarity Boolean matrix 
(0=similar,1=dissimilar), obtained from feature by feature comparisons of every pair 
of objects from T belonging to different classes. DM has N columns and M rows, 
where M>>K. 

Testors and Irreducible Testors are defined as follows: 

Definition 1. A subset of features T is a testor if and only if when all features are 
eliminated, except those from T, there is not any row of DM with only 0´s. 

Definition 2. A subset of features T is an irreducible testor if and only if T is a testor 
and there is not any other testor T ' such that T '⊂T.  

In definition 1, if there is not any row of DM with only 0´s it means that there is not a 
pair of objects from different classes that are similar on all the features of T, that is, a 
testor T allows differentiating between objects from different classes. 

The number of rows in DM could be too large, therefore a strategy to reduce this 
matrix without losing relevant information for computing irreducible testors was 
introduced [4].  

Definition 3. If t and p are two rows of DM, then p is a sub-row of t if and only if: 

a) t has 1 everywhere p has 1 
b) there is at least one column such that t has 1 and p has 0 

Definition 4. A row t of DM is a basic row of DM if and only if DM does not have 
any other row t’ such that t’ is a sub-row of t. 
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Definition 5. The matrix that contains only the basic rows of DM is called basic 
matrix and is denoted by BM. 

Let TT(M) be the set of all irreducible testors of the Boolean matrix M, then [4]:  

Proposition 1. TT(DM)=TT(BM). 

This proposition indicates that the set of all irreducible testors calculated using DM or 
BM is the same. However, BM is smaller than DM and the construction of BM from 
DM is a very fast process, for example, the time for obtaining a BM matrix with 48 
columns and 32 rows from a DM matrix with 48 columns and 193,753 rows, is about 
0.21 seconds on a PC with an Intel Pentium 4 processor running at 3.0GHz with 2GB 
of RAM memory. 

There are two kinds of algorithms for computing Irreducible Testors: the internal 
scale algorithms and the external scale algorithms. The former analyzes the matrix to 
find out some conditions that guarantee that a subset of features is an irreducible 
Testor. The latter looks for Irreducible Testors over the whole power set of features; 
algorithms that search from the empty set to the whole feature set are call Bottom-Top 
algorithms and algorithms that search from the whole feature set to the empty set are 
call Top-Bottom algorithms. The selected algorithm is a Bottom-Top external scale 
algorithm, called BT. In order to review all the search space, BT codifies the feature 
subsets as binary N-tuples where 0 indicates that the associated feature is not included 
and 1 indicates that the associated feature is included. For computing testors, BT 
follows the order induced by the binary natural numbers, this is, from the empty set to 
the whole feature set. The BT algorithm is as follows: 

Step 1.- Generate first no null N-tuple α=(α1,α2,...αΝ)=(0,...,0,1).  
Step 2.- Determine if the generated N-tuple α is a testor of BM.  
Step 3.- If α is a testor of BM, store it and take α’=α+2N-k where k is the index of the 

last 1 in α. 
Step 4.- If α is not a testor of BM, determine the first row ν of BM with only 0´s in 

the columns where α  has 1´s and generate α’ as: 

jα ′ =
⎪
⎩

⎪
⎨

⎧

>
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kjifj
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α
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where k is the index of the last 1 in ν. 
Step 5.- Take α=α’  
Step 6.- If α  is not after (1,1,...,1,1) then, go to step 3 
Step 7.- Eliminate from the stored testors those which are not irreducible testors. 

Step 3 jumps over all the supersets that can be constructed from α by adding 1’s 
(features) after the last 1 in α. For example if n=9 and α=(0,1,1,0,0,1,0,0,0) then k=6 
and the following 2N-k-1=29-6-1=7 N-tuples represent supersets of the feature set 
represented by α, which is a testor, and therefore these supersets are testors but they 
are not irreducible testors, as it can be seen as follows: 
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α feature set   
011001000 
011001001 
011001010 

...... 
011001111 
011010000 

{x2,x3,x6} 
{x2,x3,x6,x9} 
{x2,x3,x6,x8} 
....... 
{x2,x3,x6,x7,x8,x9} 
{x2,x3,x5} 

α 
 
 
 
 
α’=α+2N-k 

 

 
7 non-irreducible testors 

 

Step 4 jumps over all the sets that can not be a testor according to definition 1, 
because for any combination of 0’s and 1’s in those N-tuples, the row ν has 0’s in 
those positions. For example if α=(011001001) and ν=(100100000) following step 4, 
the next N-tuple to be verified will be α’=(011100000) which has 1 in at least one 
position where ν has 1 (x4). Note that all the N-tuples between α and the next N-tuple 
to be verified are not testors, because of ν, as it can be seen as follows: 

ν α feature set   
100100000 011001001 

011001010 
011001011 

...... 
011011111 
011100000 

{x2,x3,x6,x9} 
{x2,x3,x6,x8} 
{x2,x3,x6,x8,x9} 
....... 
{x2,x3,x5,x6,x7,x8,x9} 
{x2,x3,x4} 

α 
 
 
 
 
α’ 

 

 
31 non-testors 

 

In step 4, the jump will be bigger if k is smaller. For this reason the columns and 
rows of BM are sorted is such way that the columns containing more 0´s are placed on 
the right and the rows with more 0´s are placed upper. It is important to remark that 
interchanging columns or rows will not affect the result of computing all irreducible 
testors, just the information about which column corresponds to which feature must 
be preserved [5], and that the process for reorganizing the rows and columns of BM is 
very fast. 

3   Proposed Architecture 

The process of deciding if an N-tuple is a testor of BM involves comparing the 
candidate against each one of the BM’s rows. For software-based implementations, 
this presents a big disadvantage, in particular for large matrices with many rows. The 
proposed hardware architecture exploits the parallelism inherent in the BT algorithm 
and evaluates whether a candidate is a testor or not in a single clock cycle. It is 
composed by two main modules as seen in Fig. 1. The BM module stores the input 
matrix and includes logic to decide if an input N-tuple is a testor. The candidate 
generator module produces the candidates to be evaluated by the BM module. To 
calculate the next candidate according to the BT algorithm, the architecture feedbacks 
the result of evaluating a candidate to the generator module that will generate the next 
candidate as specified by the BT algorithm. This process does not introduce latency, 
thus the architecture is capable of evaluating a candidate in a single clock cycle. 

The BM module is composed of M sub-modules named Vx, as shown in Fig. 2. 
Each Vx module contains a row (N bits) of the BM matrix and logic to perform testor 
evaluation (Fig. 3). To decide if an N-tuple is a testor, a bitwise AND operation is 
performed between the constant stored in each Vx module and the current candidate. 
 



192 A. Rojas et al. 

  

Fig. 1. Top-Level Architecture 

If at least one bit of the AND operation result is TRUE, then the output is_testor of 
that particular Vx sub-module will be TRUE, and if the outputs of all Vx sub-modules 
are TRUE, then the output is_testor of the BM module will be TRUE, which means 
that the candidate is declared a testor of BM.  

  

Fig. 2. BM module 

 

Fig. 3. Vx sub-module 

When a candidate fails to be a testor of BM, the output V of the BM module 
contains the value of the row closest to the top that caused the test to fail. If the 
candidate is declared as testor, the output V is just ignored. The value of V is obtained 
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by using the output of a priority encoder as the select signal of a multiplexer that can 
select among all the rows of BM. This is similar to having a read address in a register 
file to access the value stored in a particular row.  

The candidate generator module uses the feedback from the BM module to 
calculate the next candidate to be evaluated. As specified by the BT algorithm, there 
are two ways of generating the next candidate according to the evaluation result of the 
previous candidate. The candidate generator module consists of two sub-modules, the 
first sub-module (jump_1) generates the next candidate when the previous candidate 
is a testor and the second sub-module (jump_2) generates the next candidate when the 
previous candidate fails to be a testor. The next candidate is selected by a multiplexer 
according to the evaluation result of the previous candidate (Fig.4).  

  

Fig. 4. Candidate generator module 

Fig. 5 shows the jump_1 sub-module. It uses a priority encoder to obtain the index 
of the last ‘1’ in the previous candidate value. The next candidate value is obtained by 
adding 2N-k to the previous candidate as indicated by the step 3 of the BT algorithm.  

  

Fig. 5. Jump_1 sub-module 

Fig. 6 shows the jump_2 sub-module. Besides the value of the previous candidate, 
it uses an input V that contains the value of the row of BM that caused the previous 
candidate not to be a testor. A priority decoder obtains the index k of the last ‘1’ of V. 
By taking the value of the previous candidate, the next candidate is obtained by letting 
all bits to the left of the kth position unchanged, the bits to the right are changed to ‘0’, 
and the kth bit is set to ‘1’. See step 4 of the algorithm.  
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Fig. 6. Jump_2 sub-module 

4   FPGA Implementation and Results 

The proposed architecture was modeled in the VHDL Hardware Description 
Language under a structural approach. The VHDL model of the proposed architecture 
is fully parameterizable in terms of the matrix dimensions (N,M). The VHDL model 
was simulated and validated both functional and post-synthesis with ModelSim v6.0. 
The VHDL model was synthesized with Xilinx ISE v9.0 targeted for a medium size 
state-of-the-art Virtex-II Pro XC2VP30 FPGA device from Xilinx [6]. The use of the 
FPGA technology was chosen because it provides a rapid prototyping platform and is 
specially suited for implementing algorithms based on bit level operations.  

The design was implemented on XtremeDSP Development Kit for Virtex-II Pro 
from Xilinx [7]. This board allows performing hardware-in-the-loop type of 
simulation using the PCI bus [8]. Although the synthesis results for all test cases show 
that the architecture can operate in excess of 50MHz, for the purpose of a fair 
comparison with the work reported in [1], the following results were calculated 
considering 50MHz as the operating frequency. 

In order to show the performance of the proposed architecture, it was compared 
against the brute force implementation reported in [1], and software implementations 
of the BT algorithm and CT algorithms [9]. For experimentation purposes, basic 
matrices from 20 to 30 columns by 100 rows were randomly generated. Figure 7 
shows the resulting processing times and Table 1 shows additionally the percentage of 
candidates tested by the BT algorithm.  
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Fig. 7. Processing time in seconds for randomly generated data 
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Table 1. Processing times in seconds for different implementations of BT and CT algorithms 

Software 
implementations 

Hardware implementations 
Matrix 

BT CT 
[1] (Brute 

Force) 
Proposed 

Architecture 

Percentage of 
candidates  
tested - BT 
algorithm 

20x100 1.55 2.06 0.021 0.004 17.79
21x100 2.23 3.16 0.042 0.006 14.59
22x100 4.73 5.11 0.084 0.009 11.38
23x100 7.61 6.72 0.168 0.016 9.54
24x100 14.50 11.55 0.335 0.027 7.94
25x100 22.56 14.78 0.671 0.047 7.08
26x100 33.80 23.43 1.342 0.079 5.86
27x100 54.68 34.14 2.684 0.140 5.20
28x100 99.34 71.75 5.369 0.209 3.88
29x100 177.25 112.33 10.737 0.316 2.94
30x100 295.92 164.84 21.475 0.517 2.41

The processing time t for a specific matrix is given by:  

⎟
⎠
⎞

⎜
⎝
⎛
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
=

100

2 c

f
t

N

 

where f is the clock frequency of the architecture and c is the percentage of candidates 
tested. Note that the value of c is data dependent, i.e. it varies according to each BM 
matrix. 

These experiments show that the proposed architecture allows running BT 570 
times faster that the software implementation and 318 times faster than software 
implementation of CT for N=30 and M=100. The improvement against the brute force 
for this matrix is 40X, this is because the percentage of candidates tested by BT is 
~2.4%. The software implementations were executed on a PC with an Intel Pentium 4 
processor running at 3.0GHz with 2GB of RAM memory.  

The architecture has been designed to process variable sizes of the BM matrix. The 
maximum size of the matrix that can be implemented is only limited by the available 
resources on the target FPGA. The hardware resources utilization is proportional to 
the size of the matrix, i.e. the total number of elements NxM. Table 2 summarizes the 
FPGA resources utilization for large randomly generated matrices of 100 columns by 
100 to 300 rows. Note that the number of columns was set to 100 as most of the 
practical problems that use testor theory will have at most this number of columns.  

These results show that the hardware resources required to implement the 
architecture are proportional to the total number of elements in the BM matrix, e.g the 
100x200 matrix requires twice as much slices than the 100x100 matrix. Note that 
even for the larger matrix (30,000 elements), the number of slices used is around 71% 
of the total available, which means that matrices up to around 40,000 elements can be 
processed with this modest size FPGA device. In this approach the matrix is declared 
as constant, which means that for any new matrix to be processed the architecture has 
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to be resynthesized and the FPGA configured. However, this process takes only a few 
extra seconds, but as no flip-flops are needed to store the matrix, the FPGA resources 
utilization is considerably reduced.  

Table 2. Hardware resources utilization for large matrices  

Matrix Frec.  (MHz) Slices Flip-Flops 
100x100 87.73 3,391 (24%) 601 (2%) 
100x150 82.37 5,064 (36%) 801 (2%) 
100x200 80.49 6,567 (47%) 966 (3%) 
100x250 75.99 8,060 (58%) 1,288 (4%) 
100x300 77.00 9,778 (71%) 1,704 (6%) 

5   Discussion 

The proposed architecture provides higher processing performance than the 
previously reported hardware implementation as it now performs the complete BT 
algorithm. In spite of the added functionality, the architecture still is capable of 
performing the number of operations needed to test if an N-tuple is a testor of BM in a 
single clock cycle. Thus the performance improvement is directly related to the 
percentage of candidates tested (c), which in turn heavily depends on the values in the 
BM matrix. However, for real data this improvement could be significantly higher. 

Experiments show that the proposed architecture allows computing testors faster 
than software implementations of the BT and CT algorithms, with improvements in 
the range of 2 orders of magnitude. However, for very large real data this 
improvement could be significantly higher. Additionally, an advantage of the 
proposed architecture is that it requires only one clock cycle to test each candidate 
independently of the number of rows, whereas software implementations processing 
time will significantly increase for matrices with a large number of rows.  

It is important to highlight that the proposed architecture computes testors and the 
decision about which of them are irreductible has to be taken after each testor is 
found, this applies also to software-based implementations. 

6   Conclusions 

In this work, an efficient hardware implementation of the BT algorithm for computing 
testors is presented. The high performance of the proposed architecture is feasible due 
to the high level of parallelism implicit in the BT algorithm that can be efficiently 
implemented on a FPGA. The architecture is capable of evaluating a candidate in a 
single clock cycle for any BM matrix, regardless of the number of columns and rows, 
being the only limitation the size of the used FPGA device. The architecture provides 
a good trade-off between performance and hardware resource utilization and it is 
suitable to be used as a high performance processing module in a hardware-in-the-
loop approach.  
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Even though the proposed architecture offers an improvement compared with a 
previously reported hardware implementation, further improvements, such as testing 
two or more candidates per iteration, are still possible. Also, because resource 
requirements are relatively small, a scheme where the processing core can be 
replicated will also be explored; this will effectively reduce the processing times 
proportionally to the number of processing cores that can be accommodated on the 
FPGA device. The final goal is to build a high performance flexible 
hardware/software platform for computing testors. On this direction, we are currently 
exploring the implementation of hardware architectures for more sophisticated 
algorithms like LEX [10].  
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Abstract. Turing machine (TM) theory constitutes the theoretical basis for 
contemporary digital (von Neumann) computers. But it is problematic whether 
it could be an adequate theory of brain functions (computations) because, as it 
is widely accepted, the brain is a selectional device with blurred bounds 
between the areas responsible for data processing, control, and behavior. In this 
paper, by analogy with TMs, the optimal decoding algorithm of recent binary 
signal detection theory (BSDT) is presented in the form of a minimal one-
dimensional abstract selectional machine (ASM). The ASM's hypercomplexity 
is explicitly hypothesized, its optimal selectional and super-Turing 
computational performance is discussed. BSDT ASMs can contribute to a 
mathematically strict and biologically plausible theory of functional properties 
of the brain, mind/brain relations and super-Turing machines mimicking 
partially some cognitive abilities in animals and humans.  

Keywords: neural networks, Turing machine, brain, memory, consciousness. 

1   Introduction 

It is widely accepted that no possible abstract [1] or physically realizing [2] 
computational device can be more powerful than Turing machine (TM) and this fact 
is actually the formal theoretical substantiation for the construction of contemporary 
digital (von Neumann) computers. But lately it has been speculated that in nature such 
physical processes may exist that TM computational abilities are insufficient for their 
simulations. The most famous hypothesis states that Turing computations are not 
strong enough to model human intelligence though there is no consensus of opinions 
on what human mind super-Turing abilities could actually mean [3,4,5]. 

On the other hand, it is widely accepted that the brain is a selectional device [6,7] 
which, in contrast to von Neumann computers, has blurred bounds between its 
hierarchically constructed and often overlapped functional areas and runs as a 
learnable system continuously adapting to its environment, not under the control of a 
given program. The brain demonstrates also its high tolerance to errors (noise) in data 
and damages to computational devices and can provide multiple correct solutions to a 
given problem. Additionally, the brain is profoundly influenced by the human genome 
that defines, to great extent, human dynamic behavior and cognitive abilities [7,8]. 
The traditional concept of information does not consider the meaning of information 
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but in biology it may be clearly defined (that is what 'was selected') though, due to the 
multilevel brain hierarchy, this meaning is extremely difficult to specify [7].  

In recent years, analog recurrent neural networks (ARNNs) were intensively 
studied as possible super-Turing abstract computational devices and it was 
demonstrated that with real-valued weights they can outperform standard TM in terms 
of its computational power [9]. ARNNs are in part motivated by the hypothesis that 
real neurons can hold continuous values with unbounded precision because of 
continuity of their underlying physical and chemical processes. Now the idea of 
analog brain computations continues to attract new adherents [10], though most 
experts doubt whether it is possible to implement analog devices with weights of 
unbounded precision (e.g., because of unavoidable noise, finite dynamic range, 
energy dissipation, or as 'the strength of the synapse is not very important, once it is 
large enough' [11]).  

Taking into account that the brain is a selectional device, by analogy with TMs [1], 
we propose another approach in this paper: a brain-specific biologically relevant 
computational formalism of abstract selectional machines (ASMs), devices extracting 
from their input a given message (pattern or image). For this purpose, we transform 
optimal decoding algorithms of recent binary signal detection theory (BSDT) [12-17] 
into ASMs of different types and find their optimal selectional as well as super-
Turing computational performance. The BSDT ASM's hypercomplexity is explicitly 
hypothesized; biological plausibility of ASMs, their parallels in TMs and some other 
abstract devices (e.g., [9, 18]) are discussed.  

2   BSDT Coding/Decoding and Performance 

The BSDT [12-17] operates with N-dimensional vectors x with their components xi = 
±1, a reference vector x = x0 representing the information stored or that should be 
stored in a neural network (NN), binary noise x = xr (the signs of its components are 
randomly chosen with uniform probability, ½), and vectors x(d) with components 
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where ui is 0 or 1. If m is the number of marks ui = 1 then d = m/N, 0 ≤ d ≤ 1; d is a 
fraction of noise components in x(d), q = 1 – d is a fraction of intact components of x0 

in x(d) or an intensity of the cue, 0 ≤ q ≤ 1. If d = m/N, the number of different x(d) is 
2mCN

m, CN
m = N!/(N – m)!/m!; if 0 ≤ d ≤ 1, this number is ∑2mCN

m = 3N
  (m = 0, 1, …, 

N). As the set of x(d) is complete, always x = x(d). 
The data coded as described are decoded by a two-layer NN with N model neurons 

in its entrance and exit layers which are linked by the rule 'all-entrance-layer-neurons-
to-all-exit-layer-neurons.' Its synapse matrix elements are wij = ξxi

0x
j
0 where ξ > 0 (ξ = 

1 below), wij = ±1. That is a perfectly learned intact NN storing one reference pattern 
x0 only. The NN's input x = xin is decoded (x0 is identified in xin) successfully if xin is 
transformed into the NN's output xout = x0 (such an xin is called a successful input, 
xsucc); an additional 'grandmother' neuron (an integrate-and-fire coincidence neuron 
responding to a precise combination of its inputs, x0) checks this fact. The weighted 
sum of all inputs to the jth exit-layer neuron is hj = ∑wijx

i
in where xi

in is an 
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input/output signal of the ith entrance-layer neuron, a fan-out that conveys its input to 
all exit-layer neurons. The output of the jth exit-layer neuron is  
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jj
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,1                                                  (2) 

where θ ≥ 0 is the neuron’s triggering threshold (for θ < 0 see ref. 14), the value  
xj

out = −1 at hj = θ was arbitrary assigned. If xj
out = xj

0 (j = 1, …, N) then xin is x0 damaged 
by noise; otherwise, it is a sample of noise, xr. The above NN decoding algorithm can 
also be presented in functionally equivalent convolutional and Hamming distance forms 
each of which is the best in the sense of pattern recognition quality [12,14,17]. 

For intact perfectly learned NNs, decoding probability of vectors x = x(d), d = m/N, 
can be calculated analytically [12,17]:  
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where Θ is an even integer θ, −N ≤ Θ < N; if K < K0 then K = m else K = K0 (in this 
context k is the Hamming distance between x and x0, K is its threshold value, and K0 is 
the K for a given Θ). If Θ < −N then P(N,m,Θ) = 1, if Θ ≥ N then P(N,m,Θ) = 0. For 
any θ∈∆θj, the NN decoding algorithm (see Eq. 2) gives P(N,m,θ) = P(N,m,Θj) where 
Θj∈∆θj (here, j = 0, 1, 2,…, N + 1, Θj  = 2j −N − 1). If 0 < j < N + 1 then ∆θj = [Θj − 
1, Θj + 1) and ∆θj = [Θj, Θj + 2) for odd and even N, respectively; if j = 0 and j = N + 
1 then ∆θ0 = (−∞,−N), P(N,m,Θ0) = 1 and ∆θN + 1 = [N,+∞), P(N,m,ΘN + 1) = 0. As 
BSDT decoding algorithm exists in three equivalent forms, many of its parameters 
can be calculated one through the other for a given N, e.g.: m, d, and q or Q (a 
convolution of x and x0, Q = ∑xixi

0, −N ≤ Q ≤ N), ρ (correlation coefficient, ρ = Q/N), 
k (Hamming distance, k = (N + Q)/2), Θ, Θj, θ∈∆θj, Fj (false-alarm probability or the 
probability of identification of a noise vector x = xr as x0), and j (confidence level of 
decisions) [13,16]. For this reason, decoding probability (Eq. 3) can be written in 
some equivalent forms (as functions of different sets of their parameters): P(N,m,Θ) = 
P(N,m,θ) = P(N,m,Θj) = P(N,d,j) = P(N,d,F) = P(N,q,j) = P(N,q,F) etc. 

3   Minimal BSDT ASMs and Their Functions  

The BSDT explicitly defines a finite set of optimally coded objects, x = x(d), and a 
finite-sized tool for their optimal decoding, a learned NN. Consequently, it is 
suitable for solving two broad classes of practical problems: studying a set of x 
given the NN (data mining, e.g. [19]) and studying an NN with the set of x given 
(memory modeling, e.g. [15,17]). To match these problems better, BSDT optimal 
decoding algorithm can be presented in either a feedforward form (the case of data 
mining) or a cyclic form (the case of memory modeling). The former and the latter 
correspond to passive ASMs (Section 3.1) and active ASMs (Section 3.2). For 
simplicity, one-dimensional (dealing with one-dimensional inputs) ASMs will be 
only considered. 
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3.1   Minimal One-Dimensional BSDT Passive ASM 

First, by analogy with TMs, we present BSDT decoding algorithm studying a set of 
vectors x given the NN, as a minimal one-dimensional BSDT passive ASM (PASM, 
Fig. 1A; cf. Fig. 2 of ref. 15). It consists of an N-channel scanner (box 1), the learned 
NN (box 2), and grandmother neuron (diamond 3). The PASM is also supplied by a 
finite-length one-dimensional read-only data tape divided into equal cells bearing 
binary signals only, +1 or −1. The tape is movable (with its drive outside the PASM) 
while the scanner stays still, that is 'passive.' 

 

Fig. 1. Minimal one-dimensional BSDT PASM and conditions defining its selectional 
(classification) quality. A, The architecture of PASMs; arrows near the tape, possible directions 
of its movement; thick arrows, pathways for transferring vectors x (groups of N synchronous 
spikes); learned NN (box 2) plays the role of a filter tuned to select x0; given its prehistory, each 
individual PASM can run in isolation. B, Influence of NN synaptic weights on ASM selectional 
performance (wij = ±1 and wij = ±ξ, if ξ > 0, are functionally equivalent). 

The scanner (box 1) reads out simultaneously N successive signs ±1 constituting 
together the PASM's input string xin, transforms xin into its active form (a set of N 
synchronous pulses or 'spikes' [17]), and conveys it to the learned NN (box 2). Here, 
xin generates the NN's output xout and, then, grandmother neuron (diamond 3) checks 
whether xout = x0. If that is the case, then xin = xsucc, and x0 becomes available for its 
further use in its active form. Afterwards, the tape shifts left or right1, the scanner 
reads out next xin and so forth, generally in a never-stop regime defined by the outside 
driver. Feedforward processing of each input xin always gives the definite PASM 
selectional decision (that is the PASM's goal) during a finite time period, ∆tPASM.  

                                                           
1 To write out 2N different N-dimensional vectors xin (strings of the size N of 1s and −1s), it is 

enough to have in general the tape of 2N + N − 1 cells. If so then these 2N strings have to be 
read out in a definite manner only: for example, from left to right by shifting the tape in the 
scanner one cell left after each act of reading. If the tape of 2NN cells is used then any xin may 
be read out after the reading any other xin.  
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All the PASM's internal connections as well as its environmental disposition were 
hardwired and all its parameters (N, x0, wij, θ) were adjusted during its design process. 
This process (and its final product, a PASM) is defined by the PASM prehistory 
which, as we suppose, may be loosely divided into its evolutionary (genome-specific) 
and developmental (experience- or learning-specific) stages. If the environment 
changes then the PASM may be adapted (by outside factors) to new conditions but 
resulting PASM becomes already another one having already another prehistory. 

A perfectly learned (with wij = ±1) BSDT NN produces selections the best in the 
sense of pattern recognition quality (Section 2). Hence, in contrast to ARNNs [9], for 
the construction of PASMs, NNs with rational or real weights are not required (in this 
case they lead to more complicate computations only). Of computational viewpoint a 
binary NN (as box 2 in Fig. 1A) is equivalent to a finite automaton, the simplest TM 
[9]. For verifying this NN's outputs the PASM uses the string x0, a PASM specific 
advice common for all the inputs xin. Consequently, the PASM may be considered as 
an advice TM [9] with advice sequence x0 completely defined by PASM prehistory 
(the length of x0, N, is the advice TM's noncomputability level [9]). If x0 is known 
then any PASM, using it, may be simulated by a TM which, because any PASM is 
specified by its prehistory at a process level beforehand (as x0 and a given pattern of 
NN connections), will spend for simulating the PASM selections the time ∆tTM  > 
∆tPASM. In that sense PASMs are super-Turing computational devices.  

A contradiction arises: on the one hand, advice TMs define a nonuniform class of 
noncomputability [9] while, on the other hand, the same TMs substantiate the PASMs 
having super-Turing computational abilities. To resolve this contradiction, we recall 
that the tape does not contain any PASM instructions and the PASM's architecture, 
parameters, and advice were completely hardwired ('programmed') in the course of 
PASM prehistory, before the moment when the PASM was placed into operation (it is 
possible because all PASM inputs are finite-sized and their total amount is limited). 
Thus, the source of PASM hypercomputability is decoupling between programming 
and computations: all PASM computations are completely specified ('programmed') 
during the PASM prehistory which, in contrast to TM specifications, has uncertain 
length and may be in general of infinite length (not describable by finite means). 

3.2   Minimal One-Dimensional BSDT Active ASM 

Here, by analogy with TMs we present BSDT decoding algorithm studying an NN 
with the set of its inputs x given, as a minimal one-dimensional BSDT active ASM 
(AASM, Fig. 2; cf. Fig. 2 of ref. 15). It consists, in particular, of an N-channel 
movable (that is 'active') scanner (box 1), the learned NN (box 2), and grandmother 
neuron (diamond 3). The AASM is also supplied by an infinite one-dimensional still 
read-only data tape divided into equal cells bearing binary signals only, +1 or −1. 
This part of the AASM is actually a PASM (Fig. 1A) though AASMs additionally 
have the scanner's drive (box 6, see also footnote 1). Boxes 5 and 8 count NN inputs, 
diamonds 3 and 4 are the points of choice. It is supposed that internal loop (1-2-3-4-5-
6-1) runs due to the scanner's regular shifts while external loop activation (1-2-3-4-7-
8-6-1) leads to a skip of the scanner (in such a way any distant region on the tape 
becomes almost immediately available for the search; whether or not the skip is 
needed, its size and direction are defined by an ASM society, box 9). 
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To identify among AASM inputs xin the one that is xsucc, the AASM successively 
examines each next xin produced by one-step shift of the scanner. Once xsucc happens 
(i.e., xout = x0 in diamond 3), the search is finished, x0 in its active form [17] is passed 
to ASM society (box 9), and the AASM is ready for searching for the next xsucc. If 
among i inputs produced by i successive regular scanner shifts there is no xsucc and i 
exceeds its upper bound2, imax, then diamond 4 interrupts internal loop and requests 
for an advice whether or not to continue the search (diamond 7). If the advice 
produced by ASM society (box 9, a counterpart to an 'oracle' [9] of TM theory) is 'to 
continue' then the scanner skips and the loop 1-2-3-4-5-6-1 is again activated. 

 

Fig. 2. The architecture of minimal one-dimensional BSDT AASMs. Arrows near the scanner, 
its possible movement directions; thick and thin arrows, pathways for vectors x and connections 
for transferring control asynchronous signals, respectively; learned NN (box 2) plays the role of 
memory unit storing the x0; areas xin(0) and xin(i) on the tape are the initial and the ith input 
string, respectively; an individual AASM can run if it is only a member of the ASM society (a 
so far unspecified set of interactive ASMs equipped by sensory and executive devices, box 9). 

Everything what concerns PASM selectional and computational performance 
(Section 3.1) is valid for the part of an AASM shaded in Fig. 2. But in spite of the 
AASM's optimality, no xsucc may be discovered, simply because the series of inputs 
consists of failure strings only (of xin generating xout ≠ x0). Hence, the selectional 

                                                           
2 Parameter imax is specified by AASM prehistory. For possible neurobiological reasons to fix 

imax, see ref. 12, 15, 17;  the BSDT natural value of imax is the amount of different x(d), 3N. 
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process (by shifting the scanner) may never stop in general and the AASM's goal 
(discovering the x0) may not be achieved in finite time ― that is the AASM halting 
problem. To solve it, the search strategy should be sometimes changed according to 
an external advice. For AASMs, such an advice is produced by ASM society having a 
hyperselectional power, i.e., having the capability to generate the advice, in spite of 
its TM noncomputability, during a finite time period, ∆tadv. In reply to the query of 
diamond 4, in the milieu of ASM society, thanks to its collective properties and 
hypercomputational power of PASMs in AASM bodies, the advice is being selected 
(the halting problem is being solved) taking into account that it depends, we suppose, 
on the society's prehistory, its current assessment of rewards (successful selection) 
and punishments (failure selection), previous searching history3, and time constraints.  

The advice is the society history's 'event' produced by the society's current inputs 
and its current internal state given prehistory. On the other hand, this advice is also a 
part of particular AASM (pre)history and, consequently, the (pre)history of the whole 
society is simultaneously a part of (pre)history of its individual member, the AASM. 
Of this fact, a hypercomplexity of ASM/ASM-society (pre)histories follows: they are 
related, may span infinitely back in time and encompass events up to the origin of life 
(or even the Universe). Thus, the ASM society's hyperselectivity is ensured by its 
hypercomplexity: in the realm of ASMs their is no problem of hypercomputations but, 
instead, the problem of ASM/ASM-society hypercomplexity occurs. 

4   Optimal Selectional Performance of Minimal BSDT ASMs 

A PASM generates its definite selectional decision for each input, xin. An AASM 
makes its selectional decisions when among its inputs a successful one, xin = xsucc, is 
encountered. If PASMs and AASMs operate over the same set of their inputs then 
they have common selectional performance. For distinctness, below we define this 
performance using the set of xin = x(d) given a specific d or 0 ≤ d ≤ 1 (Section2).  

We introduce an ASM's absolute selectional power (SP) and relative SP: α(θ,m/N) 
and γ(θ/N), respectively. α(θ,m/N) is the amount of xsucc given θ and d = m/N: 
α(θ,m/N) = P(N,m,θ)2mCN

m where P(N,m,θ) is defined by Eq. 3 (see Section 2, Fig. 
3A and its legend). γ(θ/N) is a fraction of xsucc given θ, N, and all d from the range 0 ≤ 
d ≤ 1: γ(θ/N) = β(θ/N)/βmax(N) where β(θ/N) = ∑α(θ,m/N), βmax(N) = ∑2mCN

m = 3N and 
m = 0, 1, 2, …, N (Fig. 3B). 

Fig. 3A demonstrates, in particular, that the largest number of xsucc is among inputs 
with an 'intermediate' m0/N fraction of noise, though in this case the probability 
P(N,m,θ) of discovering the xsucc is not always maximal (e.g., in Fig. 3A,  m0/N = 3/5 
= 0.6  while  P(5,3,2)  =  1/2 < 1).  As  Fig. 3B   shows,  larger  γ(θ/N) and negative θ 
correspond to 'low-confidence' selections (F > 1/2) while smaller γ(θ/N) and positive  
 

                                                           
3 We distinct prehistory and history. Prehistory is the process (and, eventually, the product) of 

designing the ASM and consists of its evolutionary (genome specific) and developmental 
(learning specific) stages (see also ref. 20). History is a series of ASM 'events' (outputs 
initiated by particular inputs) given its prehistory. Any PASM history is predictive because, 
given prehistory, it is completely defined by PASM inputs (Fig. 1A) while any AASM history 
is unpredictive and may infinitely rich become because, given prehistory, it depends on 
AASM inputs as well as the current state of ASM society (Fig. 2). 
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Fig. 3. Absolute (α) and relative (γ) selectional power for minimal one-dimensional BSDT 
ASMs. A, α(θ,m/N), open circles connected by line segments (θ, neuron triggering threshold; 
m, the number of an input vector's noise components; N = 5); boxed numbers are decision 
confidence levels (the curves' serial numbers), j [16]; unboxed numbers designate middle 
points, Θj/N, of ∆θj/N intervals in C; values of α(2,m/5) lie on the thick solid line (for them 
β(Θj/N) = β(2/5) = ∑α(2,m/5) = 112); dashed line depicts m0/N, a fraction of input noise 
components at maximums of α(θ,m/N). B, γ(θ/N) = γ(Θj/N), different signs (N = 3, 5, 9, 19, and 
39; Θj/N, abscissa of each sign); horizontal dashed line points to that open circle whose γ(θ/N) 
corresponds to thick line in A, γ(2/5) = β(2/5)/βmax(5), βmax(5) = 35 = 243; γ(θ/N < 1) = 1 and 
γ(θ/N ≥ 1) = 0 are not shown. C, False alarms for relative neuron triggering threshold intervals, 
∆θj/N = [(Θj − 1)/N, (Θj + 1)/N); because of their infiniteness, ∆θN + 1/N and ∆θ0/N are not 
shown; vertical dashed lines indicate θ = Θ(N + 1)/2 = 0 and the middle point, (θ/N)0, of the boxed 
interval, ∆θ4/5, that can separate 'low-confidence' and 'high-confidence' selections. In all panels 
signs give the function's values for all θ/N∈∆θj/N, not for separate Θj/N only (cf. [13,14,16]). 
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θ correspond to 'high-confidence' selections (F < 1/2). This result is consistent with 
the fact that neuron thresholds θ ≥ 0 are preferable in  practice.  The  region −∞ < θ/N 
< +∞ may also be divided into areas where the more the N the larger the γ(θ/N) is [θ/N 
< (θ/N)0] and the more the N the smaller the γ(θ/N) is [θ/N > (θ/N)0]. Consequently, 
(θ/N)0 ~ 0.4  may  be  accepted  as  another  definition  of   the   border between 'low-
confidence' and 'high-confidence' selections though this border has an N-dependent 
non-zero width, ∆θ/N  (see Fig. 3B and C). 

5   Discussion and Conclusion 

The BSDT ASM's input (a string of the size N, xin) is an arbitrarily chosen finite 
fraction of in general infinite input data set, the sought-for output (x0) is alsow fixed. 
Hence, any other NN with such properties may be considered as a kind of ASM, 
though no one (except BSDT ASMs) can be 'ideal' [14]. In particular, that concerns 
ARNNs [9] which are hypercomputational machines if real-valued weights are being 
used. In contrast, ASMs use integer weights (Fig. 1B) and, in spite of that, provide 
both optimal selectional performance (due to BSDT optimality) and super-Turing 
computational ability (due to decoupling between programming and computations). 

ASM x0-specificity and the notion of genome/learning-specific ASM prehistory 
allow to define the meaning of a message 'that was selected': the meaning of a 
successful input, xsucc, is the meaning of x0 or the content of prehistory of the ASM 
selected x0, M(x0). The total amount of xsucc may be large (Fig. 3A, B) but, for any 
xsucc, M(xsucc) = M(x0). This may explain why in biology correct decisions are multiple 
and degenerate (many different inputs, xsucc, produce the same output, x0). M(x0) may 
exist in an implicit, Mimpl(x0), or an explicit, Mexpl(x0), form. Mimpl(x0) is implemented 
as an ASM's hardwiring and parameter setting (see also [18, 20]), that is a 'subjective' 
property not available out of the system. To be communicated to other similar (having 
partially the same prehistory) system, M(x0) or its part should be coded/described 
using a (natural) language—a code interpreted in computation theory, e.g. [9], as a 
discrete function defining word/meaning relations. The code/language description 
obtained is Mexpl(x0). The more elaborate the language the more complete Mexpl(x0) 
may be, Mexpl(x0) → Mimpl(x0) but never Mexpl(x0) = Mimpl(x0); when a finite message is 
being coded/decoded, the similarity of communicating systems (of their prehistories) 
ensures the common context for them—an implicitly available and infinite in general 
additional information needed for unambiguous understanding the message. 

For biological plausibility of AASMs considered as memory units, see ref. 15, 17. 
According to them, an AASM's internal loop is interpreted as a minimal structure 
representing implicit (unconscious) memory unit (it is shaded in Fig. 2) while together 
with the external loop it already represents an 'atom' of explicit (conscious) memory or 
an 'atom' of consciousness relying on an explicit ('conscious') advice. Biological 
plausibility of PASMs may be illustrated by BSDT theory for vision where 'a 
hierarchy of tuned local NN units' (i.e., PASMs) extracts 'step-by-step from an initial 
image its more and more general features/properties' [15, p. 149]. Also we draw 
attention to a clear analogy between shift and skip movements of an AASM's scanner 
and, respectively, slow drifts and saccades of the human eye [21]. 



 Minimal BSDT Abstract Selectional Machines 207 

In sum, an original 'selectional' approach to biologically plausible network 
computations has been introduced. BSDT ASMs were defined and it was 
demonstrated that they are hypercomplex hypercomputational learnable (not 
programmable) NN devices providing optimal selectional performance with 
preferably integer synaptic weights. This approach is a natural tool for the description 
of brain/mind functions (spike computations) and could contribute to the construction 
of mathematically strict and biologically relevant future theory of brain cognitive 
abilities and brain/mind relations (for the first explicit example, see ref. 16). Of the 
technical perspective, BSDT ASMs might substantiate a large and diverse family of 
original high-performance artifacts (complex super-Turing selectional machines 
constructed of minimal learned BSDT ASMs as their building blocks, sensory input 
devices and executive output devices) mimicking in part different perceptual and 
cognitive functions in animals and humans.  
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Active Learning for Regression Based on Query

by Committee
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Abstract. We investigate a committee-based approach for active learn-
ing of real-valued functions. This is a variance-only strategy for selection
of informative training data. As such it is shown to suffer when the model
class is misspecified since the learner’s bias is high. Conversely, the strat-
egy outperforms passive selection when the model class is very expressive
since active minimization of the variance avoids overfitting.

1 Introduction

In process control we might wish to identify the effect of factors such as tem-
perature, pH, etc. on output but obtaining such information, for example by
running the system at various temperatures, pHs, etc., may be costly. In query
learning, our goal is to provide criteria that a learning algorithm can employ to
improve its performance by actively selecting data that are most informative.
Given a small initial sample such a criterion might indicate that the system be
run at particular temperatures, pHs, etc. in order for the relationship between
these controls and the output to be better characterized.

We focus on supervised learning. Many machine learning algorithms are pas-
sive in that they receive a set of labelled data and then estimate the relationship
from these data. We investigate a committee-based approach for actively select-
ing instantiations of the input variables x that should be labelled and incorpo-
rated into the training set. We restrict ourselves to the case where the training
set is augmented one data point at a time, and assume that an experiment to
gain the label y for an instance x is costly but computation is cheap. We inves-
tigate under what circumstances committee-based active learning requires fewer
queries than passive learning.

Query by committee (QBC) was proposed by Seung, Opper and Sompolinksy
[1] for active learning of classification problems. A committee of learners is
trained on the available labelled data by the Gibbs algorithm. This selects a
hypothesis at random from those consistent with the currently labelled data.
The next query is chosen as that on which the committee members have max-
imal disagreement. They considered two toy models with perfectly realizable

� Thanks to Hugh Mallinson for initial inspiration. This work is supported by EPSRC
grant reference S47649.

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 209–218, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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targets. The algorithm was implemented in the query filtering paradigm; the
learner is given access to a stream of inputs drawn at random from the input
distribution. With a two-member committee, any input on which the committee
members make opposite predictions causes maximal disagreement and its label is
queried. It was shown under these conditions that generalization error decreases
exponentially with the number of labelled examples, but for random queries (i.e.
passive learning), generalization error only decreased with an inverse power law.

Freund et al. [2] showed that QBC is an efficient query algorithm for the
perceptron concept class with distributions close to uniform. This provided a
rigorous proof of the earlier results, along with some relaxations in the require-
ments. They suggested a reasonable heuristic for filtering of queries would be to
select and label those inputs expected to reduce prediction error. They note that
this could be applied when the labels were not binary or even discrete. This is
related to the variance-based regression methods described below. For the QBC
approach to work, there must be some disagreement over the committee. In the
original work, this was achieved by means of a randomized algorithm. An alter-
native approach is to use different subsets of the data, as in query by bagging
and query by boosting [3]. This is also the approach taken in the regression
framework investigated below.

2 Active Learning of Real-Valued Functions

The aim in active learning of a real-valued function is to query the labels of
inputs such that the generalization error is minimized. The expected error is:

∫

x

ET

[
(ŷ(x; D) − y(x))2|x

]
q(x)dx ,

where ET [·] denotes expectation over P (y|x) and over training sets D, q(x) is
the input distribution and ŷ(x; D) is the learner’s output on input x, given the
training set D. The expectation in the integrand can be decomposed as [4]:

ET

[
(ŷ(x; D) − y(x))2|x

]
= E

[
(y(x) − E[y|x])2

]
+ (ED[ŷ(x; D)] − E[y|x])2

+ ED
[
(ŷ(x; D) − ED[ŷ(x; D)])2

]
,

where ED denotes expectation over training sets and the other expectations are
with respect to the conditional density P (y|x). The first term on the right hand
side is the variance of y given x, i.e. the noise. The second term is the squared
bias. The third term is the learner’s variance. The bias and variance comprise
the learner’s mean squared error (MSE).

Assuming the learner is approximately unbiased, Cohn, Ghahramani and Jor-
dan [5] propose to select inputs for labelling that minimize the variance of the
learner. It is assumed that an estimate of σ2

ŷ , the variance of the learner at x is
available. For a new input x̃, an estimate of the learner’s new variance at x given
x̃ is computed. This requires an estimate of the distribution P (ỹ|x̃), or, at least,
estimates of its mean and variance. This gives an estimate of

〈
σ̃2

ŷ

〉
, the expected
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variance of the learner at x after querying at x̃. This is integrated over the input
space to give an estimate of the integrated average variance of the learner. In
practice, a Monte Carlo approximation was used,

〈
σ̃2

ŷ

〉
was evaluated at 64 ref-

erence points and x̃ chosen to minimize the average expected variance over the
reference points. In [6], this approach was used to select data to train a neural
network. In [5], it was extended to mixtures of Gaussians and to locally weighted
regression. Active data selection based on minimizing variance was superior to
random data selection for a toy 2-degree-of-freedom robot arm problem. This is
a noisy problem where the target function is not perfectly realizable. Note, how-
ever, that this technique of selecting statistically ‘optimal’ training data cannot
be applied to all machine learning algorithms.

Krogh and Vedelsby [7] considered committees of neural networks for learning
real-valued functions. The committee consists of k networks and the output of
network α on input x is ŷα(x). They defined the ambiguity at an input point x̃
as the variance in the predictions of the committee members:

a(x̃) =
∑

α

(ŷα(x) − y(x))2 .

This provided a reliable estimate of the generalization error of the committee,
and to determine the optimal voting weights of the committee members in deter-
mining the committee’s predictions. These two contributions of that work have
subsequently been cited a number of times in the literature. However, a third
aspect of the work that is rarely cited relates to active learning. They propose
to query at each step the label of the input for which the ambiguity is maximal,
i.e. where the committee’s variance is highest. This can be seen to be a minimax
approach to the problem of minimizing the learner’s variance over the input
distribution. The networks were trained on the same set of labelled examples,
starting from one labelled example and adding one labelled example at a time.
The disagreement in the predictions of the individual committee members arises
from the differing random initializations of the network weights. A committee
of five neural networks, each with 20 hidden nodes, was trained to approximate
the univariate square wave function. This is a noise-free problem where the tar-
get function is not realizable. Active selection of training data led to improved
performance compared to random selection.

RayChaudhuri and Hamey [8] used a similar approach to [7]. However, the
disagreement among committee members arose from their being trained on dif-
ferent sub-samples of the available data. An initial random sample of ten points
was queried. Ten neural networks were each trained on random sub-samples of
half the data. An unlabelled input with maximal variance over the committee is
then selected. This approach is similar to query by bagging used in classification
[3]. It was argued that this approach should lead to better performance than [7].
The target function was generated by a univariate neural network with three
hidden nodes. The committee members all had the same architecture. The em-
phasis was not to minimize generalization error, but to minimize data collection.
Active learning was shown to require fewer queries than passive learning to reach
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agreement among the committee members, but its advantage was reduced when
a small amount of noise was added (signal-to-noise ratio (SNR) ca. 40). Passive
learning was superior when more noise was added (SNR ca. 2.5). In [9], a com-
mittee of five neural networks with one hidden node was used to approximate
the step function using the criterion of [8]. Limited evidence was provided that
their approach outperformed that of [7]. In [10], it was demonstrated that this
active learning approach could be used for system identification by training a
neural network on all of the data actively selected and using it as a feed-forward
controller. In [11], RayChaudhuri and Hamey propose a similar criterion to es-
timate the variance of a learner at x. Instead of ambiguity they use a jackknifed
[12] estimate of the variance combined with a noise estimate. Generalization
error when using this selection criterion is not significantly different from that
obtained using ambiguity for the problems considered here.

All of the criteria defined above were proposed within the framework of se-
lective sampling. It is assumed that a set of unlabelled inputs is provided and
we wish to query the labels of as few inputs as possible whilst minimizing the
generalization error. In the toy problems considered in [5,6,7,8,9,10,11], it was
assumed that the input distribution, q(x), was uniform, and that the label of
any input point, x̃, drawn from q(x) could be queried. There are thus two basic
approaches to optimizing the query criterion. As suggested in [5], the criterion
could be optimized by hillclimbing on ∂

〈
σ̃2

ŷ

〉
/∂x̃. The same idea could be ap-

plied to the other two criteria, by using a gradient free search to find a local
maximum. In practice, in low dimensions, it is computationally more efficient to
draw m candidate points from q(x) at each iteration and choose the best x̃ from
these. This is known as pool-based selective sampling. For example, [5] choose
m = 64, [7] choose m = 800 and [8] choose m = 100. In situations where active
learning outperforms passive learning, we would expect a large m to be bene-
ficial. Conversely, in situations where active learning performs badly, a large m
could lead to a substantial deterioration in performance1.

Use of a committee to estimate the variance of a learner as a query criterion for
active learning does not appear to have been pursued further than the foregoing
references2. The aim of this paper is to investigate the performance of these
criteria under various conditions.

3 Numerical Examples

The passive (P) selection strategy selects the next input point, x̃ at random
from the unlabelled examples. For the active strategy, a committee of k = 5
learners is maintained. Each is trained on a subset of the labelled data by leaving
out disjoint subsets of size �n/k�, where n is the number of labelled data. The
1 Expressed in the saying ‘give ’em enough rope and they’ll hang themselves.’
2 According to CiteSeer (http://citeseer.ist.psu.edu/), apart from the work by

RayChaudhuri and Hamey, [7] has only been cited once with reference to active
learning, viz. [13]. The work by RayChaudhuri and Hamey has also only been cited
once, viz. [14]. Neither of these later works took a committee-based approach.
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ambiguity (A) selection strategy selects x̃ to maximize a(x), x̃ is chosen from a
pool of m = 1000 unlabelled examples. Results are averaged over 1000 runs.

We consider the toy 1-d problem described in [15]. The input dimension is
d = 1 and the target function is:

f(x) = 1 − x + x2 + δr(x) .

where

r(x) =
z3 − 3z√

6
with z =

x − 0.2
0.4

.

The number of queries is n = 100 and the labels are corrupted by i.i.d. noise
∼ N(0, 0.32). The test input density is q(x) = N(0.2, 0.42) and is assumed to be
known. The model class is linear regression with a polynomial kernel of order
two. Three cases are considered, δ = 0, 0.005, 0.05, termed correctly specified,
approximately correct, and misspecified, respectively.

The signal-to-noise (SNR) ratio for this problem is 0.42/0.32 = 1.8. This is
roughly the same as the ‘highly noise’ problem in [8]. It was observed therein that
ambiguity criterion did not outperform a passive selection strategy in the ‘highly
noisy’ case. Following [8], we also consider low-noise, σε = 0.1 and zero-noise,
σε = 0.0, versions of the same problem.

High Noise. Box-plots of the generalization error for the high noise case are in
figure 1 (top). The mean and standard deviation of the generalization error are
given in table 1. The passive committee learner does not have significantly dif-
ferent generalization error than reported in [15]. For the correctly specified and
approximately correct cases, active selection does not have significantly differ-
ent performance to passive selection. For the misspecified case, active selection
performs significantly worse than passive learning. We do not necessarily expect
the active strategy to work well in this case since the assumption that the bias
is approximately zero has been violated.

Low Noise. Box-plots of the generalization error for the low noise case are in
figure 1 (middle). The mean and standard deviation of the generalization error
are given in table 2. There are no significant differences in performance between
the passive and active strategies for the correctly specified case. In the misspec-
ified and approximately correct cases, the performance of the active strategy is
significantly worse than that of the passive strategy.

Table 1. The mean and standard deviation of the generalization error in the high-noise
case. The best method and comparable ones by the t-test at 95% are emphasized in
bold. All values in the table are multiplied by 103.

δ = 0 δ = 0.005 δ = 0.05

P 2.86±2.35 2.90±2.62 6.11±3.44
A 2.74±4.24 3.09±4.45 46.5±14.6
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Fig. 1. Box-plots of the generalization error for the passive (P) and ambiguity (A)
selection strategies. The box-plots show the distribution of log10 of the mean squared
error on 1000 test points. The notches indicate robust estimates of the median gener-
alization error.

Zero Noise. Box-plots of the generalization error for the zero noise case are given
in figure 1 (bottom). The mean and standard deviation of the generalization error
are given in table 3.

Active learning outperforms the passive strategy in the correctly specified
case. This confirms the result of [8]. In the approximately correct and misspec-
ified cases the active learning strategy is significantly worse than the passive
strategy. This result is at odds with that reported in [7], although they used

Table 2. The mean and standard deviation of the generalization error in the low-noise
case. The best method and comparable ones by the t-test at 95% are emphasized in
bold. All values in the table are multiplied by 103.

δ = 0 δ = 0.005 δ = 0.05

P 0.31±0.33 0.36±0.28 3.44±1.35
A 0.30±0.48 0.76±0.64 41.8±7.34



Active Learning for Regression Based on Query by Committee 215

Table 3. The mean and standard deviation of the generalization error in the zero-noise
case. The best method and comparable ones by the t-test at 95% are emphasized in
bold. All values in the table are multiplied by 103, except the values for δ = 0, which
are multiplied by 1030.

δ = 0 δ = 0.005 δ = 0.05

P 42.5±139 0.03±0.01 3.11±1.24
A 1.35±1.65 0.42±0.07 41.3±6.18

a different method to create diversity across the ensemble. The generalization
performance actually worsened as more points were queried.

In summary, active learning outperforms the passive strategy when the model
class is correctly specified and there is no output noise. This performance gain
is lost when the outputs are noisy or the model class is misspecified. Further
consideration of this issue is given below.

3.1 Discussion

The problems of stagnation and deterioration in performance for the active learn-
ing strategy could be avoided by tracking the variance. This could be estimated
from the working set, as in [8], or from a separate reference set, as in [5]. If
the variance doesn’t decrease then training can be halted, or the learner can
switch to a passive strategy. A stochastic approach could also be taken, whereby
the learner chooses an active or passive strategy probabilistically based on the
change in average variance induced by the previous query. We do not investigate
these ideas further but consider why the active strategy does not perform well.

In active learning the input density, p(x), of training points differs from the
input density, q(x), of unlabelled points. This is known as the covariate shift.
When δ = 0, σε = 0, the active strategy outperform the passive strategy and
empirically p(x) is as shown in the left of figure 2. For the other cases, the active
strategy does not outperform the passive strategy and p(x) is as shown in the
right of figure 2. In the previous work [7,8,9,10] q(x) was taken to be uniform.
This is likely to be the case in system identification and control [10]. We repeated
the above experiments with q(x) uniform having the same mean and standard
deviation. Passive learning outperformed the active strategy in all cases.

When the model used for learning is correctly specified, the covariate shift
does not matter since ordinary least squares (OLS) regression is unbiased under
a mild condition [15]. In this case the median generalization error3 of (A) is
significantly lower than that of (P). When the model is misspecified, OLS is no
longer unbiased. The active strategy investigated here is a variance-only method
so we do not necessarily expect it to perform well when δ > 0 and it does not.
It is known that a form of weighted least squares is asymptotically unbiased for

3 The expected generalization error of (A) is not significantly different from that of
(P) since the active strategy is more variable in performance (see tables 1–3).
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Fig. 2. Empirical input density, p(x), for the active strategy. For the correctly specified,
zero-noise case (left), the active strategy outperform the passive strategy. For the other
cases (right), the active strategy perform the same or worse as the passive strategy.
The test input distribution, q(x), is superimposed.

misspecifed models [16]. Each training input point, xi, is weighted by q(xi)/p(xi).
This requires an estimate of p(x). We repeated the above experiments, at each
iteration estimating p(x) and using weighted least squares. The density p(x) was
estimated as N(μ, σ) where μ and σ are the maximum likelihood estimates. This
did not improve the performance of the active strategy. It would be preferable
to estimate p(x) as a mixture of Gaussians, but this is not reliable with so few
data, especially in higher dimensions.

For most real-life problems in function estimation and systems control, the
target function or system is noisy and not perfectly realizable. When the model
class is not correctly specified, this variance-only active learning strategy seems
at best useless and at worst counterproductive. We now consider a different
scenario and outline how to avoid the above problems.

When the model class is correctly specified, the active strategy is not sig-
nificantly better than passive learning. When the model class is not correctly
specified, the active strategy may be worse than passive learning. However, we
have only considered cases where the model class is underspecified, i.e. learning
tasks for which the learner is underfitting the available data. In most real-world
situations, the functional form of the system is unknown. Ideally, we would use
a very expressive model class in order to approximate the system as closely as
possible. For example, it is known that a neural network with enough hidden
nodes is able to approximate any function to arbitrary accuracy. This is not pos-
sible with noisy data since it will lead to overfitting. Overfitting occurs when the
model variance is high [17]. Therefore, one way to avoid overfitting is to actively
minimize the variance of the learner. This is exactly the approach taken by the
active learning strategy considered here. Moreover, when the model class is very
expressive the learner’s bias is small.
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Fig. 3. Generalization error after 100 queries for the passive (solid line) and ambiguity
(dotted line) selection strategies with a polynomial kernel as a function of the order of
the polynomial for the toy data set (left) and the Boston housing data set (right). The
error bars indicate 95% confidence limits for the mean.

In the following we consider only the misspecified, highly noisy case as this
is the most realistic. The generalization error of (P) and (A) with polynomial
kernels of order θ = 1, . . . , 9 is illustrated in figure 3 (left). When θ = 1, 2, the
learner underfits and (P) has lower generalization error than (A). As θ increases
the model class becomes more expressive and performance of (P) deteriorates.
However, (A) is robust to overspecification and has lower generalization error
than (P) for θ ≥ 4. The lowest generalization error after 100 queries is for
θ = 3.

The Boston housing data set [18] has 506 examples and 13 attributes. The
passive and active strategies were used to query the label of 100 points with
polynomial kernels of orders θ = 1, . . . , 9. The generalization error averaged
over 1000 runs is shown in figure 3 (right). The lowest error is at θ = 1, when
the passive strategy slightly outperforms the active. However, again the active
strategy is much more robust to overspecification of the model class.

4 Conclusion

We have investigated a seemingly forgotten strategy for active selection of train-
ing data in real-valued function estimation. The main idea is to train a committee
of learners and query the labels of input points where the committee’s predic-
tions differ, thus minimizing the variance of the learner by training on input
points where variance is largest. This approach only works when the learner’s
bias is small. Its main advantage is that it is more robust to overspecification of
the model order and thus less prone to overfitting than the passive strategy. The
attractiveness of a committee-based approach is that there are no restrictions
on the form of the committee members provided they are not identical.
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Abstract. We present a face verification system using Parallel Gabor Principal 
Component Analysis (PGPCA) and fusion of Support Vector Machines (SVM) 
scores. The algorithm has been tested on two databases: XM2VTS (frontal 
images with frontal or lateral illumination) and FRAV2D (frontal images with 
diffuse or zenithal illumination, varying poses and occlusions). Our method 
outperforms others when fewer PCA coefficients are kept. It also has the lowest 
equal error rate (EER) in experiments using frontal images with occlusions. We 
have also studied the influence of wavelet frequency and orientation on the 
EER in a one-Gabor PCA. The high frequency wavelets are able to extract more 
discriminant information compared to the low frequency wavelets. Moreover, 
as a general rule, oblique wavelets produce a lower EER compared to horizontal 
or vertical wavelets. Results also suggest that the optimal wavelet orientation 
coincides with the illumination gradient. 

Keywords: Face Verification, Gabor Wavelet, Parallel Gabor Principal 
Component Analysis, Support Vector Machine, Data Fusion. 

1   Introduction 

Automated face recognition systems are developing rapidly, due to increasing 
computational capabilities, both in speed and storage, and its ease for use compared to 
other biometrics where the user collaboration is mandatory [1, 2]. There are a large 
variety of methods available in the literature for face recognition, such as Principal 
Component Analysis (PCA) [3] or Linear Discriminant Analysis (LDA) [4]. Some 
methods make use of Gabor wavelets [5] due to their similarities in behaviour to the 
human cells in the visual cortex. Following the standard definition given by [6] and 
[7], a Gabor wavelet is a 2D filter defined as a complex wave with a Gaussian 
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envelope (Figure 1). It can be parameterized by a frequency ν (0≤ν≤4) and an 
orientation μ (0≤μ≤7): 
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where r
r

= (x, y) and σ = 2π. The wave vector, which determines the direction of the 

propagation of the wave, is defined as ( )μμνμν ϕϕ sin,coskk =
r

 with kν = 2(−(ν + 2) / 2)π 

and ϕμ = μπ/8 radians (with respect to the horizontal axis). μνk
r

 is perpendicular to 

the direction of the wavelet, considered as the wavefronts.  

    

Fig. 1. Left: Bank of 40 Gabor filters, ordered by frequency (ν) and orientation (μ). Right: 
Response of Gabor filters in the Fourier space (only drawn half space). 

The usual strategy for Gabor-based methods consists in convolving the images 
with the set of 40 filters and then working with the absolute value of the results [8]. 
As the dimensionality grows by a factor of 40 with these methods, many researchers 
have tackled this problem by combining Gabor wavelets with a dimension reduction 
algorithm, such as PCA. Analytic methods consider the Gabor responses computed 
only over a set of fiducial points, such as eyes, nose and mouth [9]. We shall call 
these methods “Feature-based Gabor PCA” (FGPCA). Holistic methods take into 
account the Gabor responses from the whole face image. Due to the huge 
dimensionality of Gabor features, a downsampling process is usually performed to 
reduce the dimension by a certain factor (usually 16 or 64) [10, 11, 12, 13]. We shall 
call these methods “Downsampled Gabor PCA” (DGPCA).  

The algorithm proposed here is holistic, but it uses no downsampling process, as 
all the wavelet convolutions are performed in parallel, i.e., in a multi-channel 
approach. A final fusion of the results will allow us to evaluate the performance of 
our method and compare it with others mentioned above.  

We also want to explore which of the 40 Gabor wavelets is able to extract the most 
discriminant features for a face verification problem. Some experiments have been 
done to study the influence of spatial frequency and orientation of face features [1, 14, 
15, 16]. These works suggest that low frequency information can help us distinguish a 
face from a “non-face”, but it is the high frequency information which is needed to  
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tell whether two faces are different. The importance of facial bilateral symmetry as a 
key element to identify a “beauty face” [17, 18] and its influence in the ability to 
recognize a face [19, 20] has been also considered in the past. 

The remainder of this paper is organized as follows. In Section 2, we describe the 
face databases used. In Section 3 we explain our algorithm, the Parallel Gabor PCA. 
The design of our experiments can be found in Section 4. The results and a discussion 
are in Section 5. Finally, the conclusions are to be found in Section 6. 

 

 

Fig. 2. Sample images from XM2VTS Database (above) and FRAV2D Database (below) 

2   Face Databases 

2.1   XM2VTS Database 

XM2VTS is a multi-modal face database (Figure 2, top) [21] from the University of 
Surrey, UK, which comprises 2D pictures (frontal and profile views), as well as 3D 
meshes for 295 people. For our experiments we selected 100 people randomly, each 
having four frontal pictures taken in three different sessions. The first and the second 
sessions had frontal diffuse illumination, while in the third one the lighting was lateral 
(in two images the light came from the left and in the others, it came from the right). 
We use the set of four images from the first session of every person in the gallery 
database to train our classifiers. The remaining images from the other sessions are 
used in the tests to verify the accuracy of our algorithm. A manual process is used to 
normalize the face images. The images are cropped to 128×128 and converted into 
grey scale, with the eyes occupying the same locations in all the pictures. Finally a 
histogram equalization is performed on the images to deal with changes of 
illumination.  

2.2   FRAV2D Database 

We have also used the public domain FRAV2D Database (Figure 2, bottom) [22], 
which is freely available to the scientific community for research purposes. It 
comprises 109 people, each with 32 images. It includes frontal images with diffuse 
and zenithal illumination, 15º and 30º head orientations, and images with occlusions. 
As with XM2VTS Database, the images are normalized to 128×128 manually and 
histogram equalization is applied on them. 
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3   Our Algorithm 

We have developed the so-called Parallel Gabor methods (Figure 3) [23, 24]. The 
core of the algorithms is a PCA-based dimension reduction process. However, unlike 
a standard PCA, a set of Gabor wavelet convolutions are applied to the gallery 
database, in order to extract information of frequency and orientation in the images. 
Following [7], a set of 40 wavelets (8 orientations and 5 frequencies) are used, so that 
the overall dimensionality of the problem increases by a factor of 40. Unlike other 
methods that try to tackle this huge dimensionality by downsampling the feature 
vectors, the Parallel Gabor methods do not perform any downsampling process at all, 
but they consider the images convolved with the same wavelet in parallel and 
independently. After the Gabor-based PCA, a set of person-specific SVM classifiers 
[25] are trained with the PCA projection coefficients. In this scenario, the images of 
one person are considered as genuine cases and the remaining ones are impostors. As 
we work with the Gabor convolutions in parallel, there are 40 different SVMs per 
person, each corresponding to a wavelet frequency and orientation.  

The same steps are applied for the images in the test database. In this case, the 
PCA projection matrix learnt in the previous step is applied to these images in order 
to compute the PCA coefficients. These will be fed into the SVM classifiers in order 
to obtain a set of 40 scores, each one for every wavelet frequency and orientation, 
which are averaged so as to produce a final score [24]. With the fused scores, an 
overall equal-error rate (EER), for which the false acceptance rate equals the false 
rejection rate, is computed in order to characterize the goodness of the method. 

In this paper, we compare our algorithm with others such as a standard PCA, a 
FGPCA (with 14 features, 8 for the occluded images and the 30º-turned images) and a 
DGPCA with a downsample factor of 16. An alternative one-Gabor PCA method that 
performs no data fusion has been implemented, in order to find out the influence of 
the wavelet frequency and orientation on the final EER. 

 

Fig. 3. Outline of our algorithm (PGPCA). Black arrows indicate the SVM training stage and 
grey arrows show the SVM test phase. 
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4   Design of Experiments 

Six experiments were carried out (Table 1), for which a set of 4 frontal images per 
person was used to train the SVM classifiers. In every experiment a test with a 
disjoint set of 4 images per person was completed in order to compute the overall 
EER of the system, which has to be done by considering the scores for all the 
person-specific SVMs. Due to the configuration of the XM2VTS Database, only 
two tests could be performed, although six experiments are available for FRAV2D. 
As well there is a slight difference of meaning for test 6: While for FRAV2D the 
light direction changes from frontal diffuse to zenithal (which produces some 
shadows under the face features, such as the eyebrows, the nose and the mouth), for 
XM2VTS the illumination changes from frontal diffuse to lateral. This yields a 
dramatic effect on the images (half face is lit, while the other part is in shadow) and 
should be taken into account when comparing the results of this experiment for both 
databases.  

Table 1. Specification of our experiments 

Experiment 
Images per person in 

gallery set 
Images per person in 

test set 
FRAV2D 
Database 

XM2VTS 
Database 

1 
4 (neutral 

expression) 
  

2 4 (15º turn)   
3 4 (30º turn)   
4 4 (gestures)   
5 4 (occlusions)   
6 

4 (neutral expression)

4 (illumination)   

5   Results and Discussion 

5.1   Performance of Parallel Gabor PCA Versus Other Methods 

In Figures 4 and 5 we present the EER with respect to the dimensionality, that is, the 
number of PCA coefficients kept after the dimension reduction, using different 
Gabor-based methods (FGPCA, DGPCA and PGPCA). A standard PCA has also been 
included as a reference.  

Figure 4 shows the results for the XM2VTS Database. When few eigenvalues (60 
– 70) are kept, PGPCA always obtains the lowest error compared to the other 
methods. This means that PGPCA succeeds even when an important dimension 
reduction is performed in the PCA stage. However, if we consider a higher 
dimensionality, DGPCA seems to obtain the lowest EER (1.0%), just slightly better 
than PGPCA (1.2%), in test 1 (Figure 4, left). In test 6 (Figure 4, right), DGPCA 
outperforms clearly the other methods with an EER 8.5% (PGPCA can only achieve 
12.3%). 
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Fig. 4. Evolution of the EER as a function of the dimensionality (number of coefficients kept in 
the dimension reduction) for XM2TVS Database. From left to right: tests 1 and 6. 

  

  

  

Fig. 5. Evolution of the EER as a function of the dimensionality for FRAV2D Database. From 
left to right, top to bottom: tests 1 to 6. 
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In Figure 5 we present the results for the FRAV2D Database. In this case, PGPCA 
obtains the lowest EER for test 1 (0.00%), test 4 (4.88%) and test 5 (23.04%), beating 
DGPCA (0.01%, 4.89% and 24.17%, respectively). For test 6, both methods obtain 
similar results (DGPCA 0.17%, PGPCA 0.23%). However, tests 2 and 3 (turns) show 
that DGPCA outperforms easily the other methods, included PGPCA (13.76% vs. 
19.26% for a 15º head orientation, and 33.26% vs. 35.52% for a 30º head orientation). 
Therefore, for the FRAV2D Database, PGPCA methods achieves clearly the lowest 
error in three out of six experiments (tests 1, 4 and 5), although it obtains a slightly 
worse EER with respect to DGPCA in test 6. On the contrary, DGPCA outperforms 
PGPCA for tests 2 and 3. The other baseline methods, a standard PCA and FGPCA, 
always obtain the worst EERs for both databases in all experiments and have been 
included here only to help the comparison of results. 

5.2   Influence of Gabor Wavelet Frequency and Orientation in a One-Gabor 
PCA 

We have carried out another experiment in order to investigate the discriminant 
capabilities of Gabor wavelets. In this case, all the images in the gallery database are 
convolved with a unique Gabor wavelet of a certain frequency ν and orientation μ. 
With no downsampling and after a PCA dimension reduction process, the feature 
vectors are used to train a set of person-specific SVMs, just like in the previous 
section. However, the main difference here is that no score fusion is performed. 
Therefore, we have obtained a set of 40 EERs, each one for every Gabor wavelet, 
repeated for the six experiments in Table 1. The goal of this section is to learn which 
wavelet, when considered alone, is able to extract the face features with the highest 
distinguishing properties. 

Figure 6 plots the EER as a function of the wavelet frequency (ν) for all 
orientations (μ) for both databases. For simplicity only the results for test 1 are shown 
(the corresponding figures for the other experiments are similar). This figure shows 
that, as a general rule, the wavelets with a higher frequency (low ν) give a better EER 
than the wavelets with a lower frequency (high ν), for both databases and all the 
experiments. This can be easily understood, as the low frequency information allows 
distinguishing a face from a “non-face”, but it is not enough to separate two similar 
faces. It is the high frequency information which provides the necessary details to tell 
one face from the other.  

  

Fig. 6. Evolution of the EER as a function of the wavelet frequency (ν) for all orientations (μ) 
for XM2VTS (left) and FRAV2D (right) for test 1 
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Fig. 7. Evolution of the EER as a function of the wavelet orientation (μ) for all frequencies (ν) 
for XM2VTS Database (left: test 1, right: test 6)  

  

  

  
 

Fig. 8. Evolution of the EER as a function of the wavelet orientation (μ) for all frequencies (ν) 
for FRAV2D Database (left to right, top to bottom: test 1 to 6) 

Figures 7 and 8 show the influence of the wavelet orientation μ. Only the high 
frequency wavelets have been considered (0≤ν≤2), as we have seen they are more 
discriminant. For the XM2VTS Database, the wavelet with the lowest EER is 
achieved with orientation μ=2 for test 1. Despite the face features can be horizontal 
(eyebrows, eyes, nostrils, mouth) or vertical (nose), the most influential wavelet 
extracts information from the lower left to the upper right corner of the image. On the 
contrary, in test 6, the best wavelet is the one with μ=0, which clearly coincides with 
the illumination gradient direction. With respect to FRAV2D Database, except for test 
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2 (with 15º head orientation), oblique wavelets (μ=2, 3, 5, 6) usually have more 
discriminant power compared to horizontal (μ=4) or vertical wavelets (μ=0). 

Another interesting conclusion is that the distribution of the EER as a function of μ 
is not symmetrical with respect to the central wavelet μ=4, despite the symmetry of a 
pair of wavelets with parameters μ and 8–μ. The exception is test 2 (images with 15º 
head orientation). Bearing in mind that the images in the database have been corrected 
from tilt, this can be understood as evidence that faces are not perfectly symmetrical. 
Our results seem to agree with those of [19, 20], which state that asymmetrical faces 
are easier to recognize than their symmetrical counterparts. Specifically, we have seen 
that some wavelet orientations produce a lower EER compared to the corresponding 
symmetrical ones, which means that in some cases the left half of the face carries 
more discriminant information that the right half, or vice versa. 

6   Conclusions 

We have presented the results of a thorough study of the so-called Parallel Gabor 
PCA algorithm for XM2VTS and FRAV2D Databases. Our algorithm outperforms 
other methods, such as PCA, FGPCA and DGPCA, when fewer PCA coefficients are 
kept. It has also obtained the best EER in three out of six experiments. When it ranked 
second, the final EER was only slightly worse compared to DGPCA. However, for 
images with significant head orientation, DGPCA is clearly the most effective.   

In a one-Gabor PCA scenario we have seen that the features extracted by the high 
frequency (0≤ν≤2) and oblique orientations (45º – 135º) wavelets are the most 
discriminant, as they have achieved the lowest EER. The different performance of 
wavelets and their mirrored equivalents shows that faces are not perfectly 
symmetrical and that those asymmetries carry more discriminant information. The 
experiments performed with the images with lateral lighting also show that the 
optimal wavelet is the one with a wave vector oriented in the illumination direction. 
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Abstract. The Naive Bayes Classifier is based on the (unrealistic) as-
sumption of independence among the values of the attributes given the
class value. Consequently, its effectiveness may decrease in the presence
of interdependent attributes. In spite of this, in recent years, Naive Bayes
classifier is worked for a privilege position due to several reasons [1]. We
present DGW (Dependency Guided Wrapper), a wrapper that uses in-
formation about dependences to transform the data representation to
improve the Naive Bayes classification. This paper presents experiments
comparing the performance and execution time of 12 DGW variations
against 12 previous approaches, as constructive induction of cartesian
product attributes, and wrappers that perform a search for optimal sub-
sets of attributes.

Experimental results show that DGW generates a new data repre-
sentation that allows the Naive Bayes to obtain better accuracy more
times than any other wrapper tested. DGW variations also obtain
the best possible accuracy more often than the state of the art wrap-
pers while often spending less time in the attribute subset search process.

Keywords: DGW, Naive Bayes, (In)Dependence Assumption, Wrapper,
Feature Evaluation and Selection.

1 Introduction and Motivation

There exist many approaches to the classification problem, from induction of
decision tress, nearest neighbours approaches, etc. but the statistical approach
seems to be the most intuitive an simple, in fact, there existed statistical ap-
proaches to classification previous than the machine learning ones [2]. From
statistical classificators, Naive Bayes, which is based on the Bayes Theorem [3]
is worked for a privilege position [1] due to its simplicity, its resilience to noise,
its time and space efficiency [4], [5], its undernstandability [6], its results both in
performance and speed in the area of information retrieval and automated text
categorization [7], [8] and also in other areas and because it is well known that
when independence assumption is held, no other classifier can outperform Naive
Bayes in the sense of misclassification probability [9]. [10] shows the Naive Bayes
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classifier is competitive with other learning algorithms as decision trees and neu-
ral networks and, in certain situations, outperforms them. [11] and [12] present
good experimental results for the Naive Bayes when compared versus other more
modern machine learning algorithms. [13] shows that the Naive Bayes outper-
forms the most state-of-the-art decision-tree based algorithms for ranking.

The Naive Bayes classifier is based upon the simplifying assumption of condi-
tionally independent attributes given the class value (see [14] and [15] for more
detailed explanations). This assumption is not very realistic as in many real
situations the attributes are, in some manner, dependent.

There are many attempts to relax this assumption in the literature, which
can be summarized in three main trends:

1. Attempts that try to relax this assumption by modifying the classifier [16],
[17].

2. Feature extraction in order to modify the input data to achieve independent
(or pseudo-independent) attributes [4], [18], [15].

3. Approaches that underestimate the independence assumption [19], [5], [20],
[21].

This article, that presents an approach in the line of 2, is organized as follows.
In the next section general issues related to wrapper methods and its applications
to the Naive Bayes classifier and the independence assumption are presented.
In Section 3 the Dependence Guided Wrapper (DGW), a correlation guided
wrapper that performs an attribute subset selection process for the Naive Bayes
is presented. Section 4 explains the experiments made for testing the DGW
algorithm and the comparisons to other attribute selection methods. Section 5
discusses the results and the last section presents some conclusions and future
work.

2 Wrappers for Attribute Subset Selection

The prediction accuracy of classifiers may degrade in prediction accuracy when
faced with many irrelevant and/or redundant attributes. The explanation to
this phenomenon may be found in the “Curse of the Dimensionality” [22] which
refers to the exponential growth of the number of instances needed to describe
the data as a function of dimensionality (number of attributes). φ(X,A) is a
function that transforms a dataset X to contain only the attributes included in
A. Given a dataset X containing a set of features A and given a certain learning
algorithm L, Attribute Subset Selection tries to achieve a subset of the original
attributes AF ⊂ A such that when running L using φ(X, AF ) as data to learn,
L obtains the highest possible accuracy. There are two main trends in Attribute
Subset Selection: the filter model and the wrapper model.

While the filter model [23] is based upon the idea of Relevance [24] and
selects the attributes independently of what classifier will be used, the wrapper
model [25] conducts a search in the space of possible attributes using the per-
formance of the classifier as the evaluation function (or at least as an important
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Fig. 1. General structure of a Wrapper

part of the evaluation function). Figure 1 shows the general structure of a wrap-
per where the initial training set is given to the wrapper with an initial starting
point of attributes (all the attributes, none of the attributes or a random set of
attributes) and then the wrapper conducts a search (according to the attribute
selection search selected) where the induction algorithm is used as a black box
to measure the performance of each evaluated subset. Finally, the initial data
representation is transformed to complain the final attribute subset achieved.

[26] studied a wrapper performing a forward greedy search using the Naive
Bayes as induction algorithm (FSS, Forward Sequential Selection). FSS tries to
deal with highly correlated attributes by incorporating only some attributes in
the final attributes set. [27] compared FSS and an adaption of Kittler’s work [28]
called BSE (Backward Sequential Elimination) very similar to FSS but perform-
ing a backwards greedy search. [18] proposed joining as an operation that creates
a new compound attribute that replaces the original two dependent attributes,
then explored two alternative methods related to FSS and BSE: FSSJ (Forward
Sequential Selection and Joining) and BSEJ (Backward Sequential Elimination
and Joining). Both, FSSJ and BSEJ, maintain a set of attributes to be used
by the classifier and operates in a similar way: at each step the algorithm con-
siders a set of possible operations (eliminate/select one attribute or joining two
attributes) and studies the effect of each operation in the accuracy obtained by
the classifier. The change that makes the most improvement is retained and the
process is repeated until no accuracy improvement is achieved.

Experimental results show that the inductive construction of attributes helps
the wrapper to achieve greater accuracies. FSS, BSE, FSSJ and BSEJ improve
the Naive Bayes performance but due to the structure of a wrapper (uses the
accuracy of the classifier as a metric of each possible subset of attributes) other
wrappers might also improve the Naive Bayes performance.
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3 The Dependency Guided Wrapper

This paper presents a wrapper attribute selection method that iteratively dis-
cards the top-N linearly correlated features (with N equal to 1, 2 and 3 in
experiments) until the accuracy of the Naive Bayes classifier does not improve.
Then it transforms the original data set so it complies with the new data rep-
resentation. This method is called Dependency Guided Wrapper (DGW) as it
tries to find a representation free of dependent attributes to satisfy the inde-
pendence assumption. Figure 1 shows the general structure of a Wrapper. The
DGW Wrapper is presented by describing each of the components presented in
the general structure.

Let A = {A1, A2, . . . An} be the original set of attributes and Y =
{y1, y2, . . . ym} the possible class values, xk = {x, y} is a training example where
x = (a1, a2, . . . an) is a point that belongs to the input space X and y ∈ Y is a
point belonging to the output space Y.

� Starting Point: The DGW Wrapper starting point contains all the original
attributes.

� Classifier: The classifier used to estimate the performance of each attribute
subset is the Naive Bayes Classifier

� Attribute Selection Search: We perform a two stage search.
• The first stage is the Dependency Based Wrapping. The DGW tries

to avoid all the dependences present on the original attributes. For that,
DGW measures the Coefficient of Determination (R2) of the linear de-
pendence between each pair of attributes as a way to estimate how de-
pendent they are. Each dependence, di is defined as the two related at-
tributes and the R2 values for those attributes, di = (Ai, Aj , R

2(Ai, Aj)).
Then, it constructs a list, Ldi , containing each possible dependence di, in
a strength-of-dependency decremental order. Then, Ldi is used to obtain
the final attributes by deleting the most dependent attributes until no
accuracy improvement is achieved.

At each step, the algorithm considers a given number of dependences
(N), the first N in Ldi . As each dependence is represented by two at-
tributes Ai and Aj , at each iteration, DGW deals, at most, with 2 ∗ N
attributes. At each iteration, for each of the 2 ∗ N attributes, DGW cal-
culates the impact in the classifier’s accuracy of removing the attribute
from the attributes set. At the end of each iteration, DGW either deletes
the attribute which its impact when removing produces a higher increase
on the final accuracy, or stop the Attribute Selection Search when all the
final accuracies imply a fall in the accuracy of the classifier.

• The second stage is the Attribute Evaluator Ranker. For each
attribute not deleted in the previous stage, DGW calculates its value
according to a certain Attribute Evaluator and then generate a list LAE

containing all these attributes ordered in this metric decremental or-
der. For each attribute on the list, the impact on the final accuracy when
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deleting that attribute is studied. If DGW obtains a higher or the same
accuracy when deleting it, DGW then removes the attribute from the
list.

Once finished the whole process, DGW obtains AF = {Ai, Aj , . . . Az|Ak ∈ A}
that is a subset of the original attributes that contains the best ones.

4 Experiments

In this section some experiments to evaluate the proposed wrapper are presented.
These experiments compare DGW to other methods and wrappers that perform
a search among the possible subsets of attributes to improve the performance
of the Naive Bayes Classifier. For this purpose, 23 datasets have been selected
from the University of California at Irvine Machine Learning Repository [29]
(see Table 1) trying to show a certain variety in the number of attributes (from
4 to 58) and instances (from a few more than 100 to almost 50.000).

We have selected the wrappers compared in Pazzani’s work [27] [18]: Forward
Sequential Selection (FSS), Backward Sequential Elimination (BSE), Forward
Sequential Selection and Joining (FSSJ), Backward Sequential Elimination and
Joining (BSEJ) but also some other wrappers from the state of the art of wrap-
pers included in Weka [30] (using their default parameters): Best First Forward
(BFF), Best First Backward (BFB), Best First Bidirectional (BFBi), Genetic
Search (GS), Ranker using Information Gain (IG), Ranking with Gain Ratio
(GR), Ranking with Relief (RE), Ranking with Squared-Chi (C2).

DGW has been tried using 1, 2 or 3 dependences at each step and using four
different attribute evaluators (Information Gain, Relief, OneR and Symmetrical
Uncertainty), which means 12 possible combinations: Information Gain and 1
(1IG), 2 (2IG) or 3 (3IG) dependences studied at each step, Relief combined with
1 (1RE), 2 (2RE) or 3 (3RE) dependences at each step, OneR with 1 (1OR), 2
(2OR) or 3 (3OR) dependences and Symmetrical Uncertainty combined with 1
(1SU), 2 (2SU) or 3 (3SU) dependences at each step.

In order to evaluate all the studied methods, we have performed a 10 times 10-
fold cross validation obtaining the average accuracy and the standard deviation
for each wrapper and each dataset. We have also performed a two-tailed t-test
at the .05 level to determine whether each wrapper has a significant effect on
the accuracy of the Naive Bayes classifier. Table 2 resumes the results, showing
for each algorithm and for each dataset whether the preprocessing algorithm ob-
tains a significantly better data representation (marked as +), worse (−) or if the
preprocessing algorithm does not achieve a significantly different data represen-
tation (blank). N means the algorithm is too slow and there is no results for the
dataset (some algorithms are hundreds of times slower than the Naive Bayes).

At the end of Table 2 there is a summary showing the number of times each
algorithm achieves a significantly better data representation (Total-23). As for
some algorithms there are only results for 15 datasets, there is also a summary
(Total-15) counting the number of times each algorithm achieves a better data
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Table 1. Descriptions of the datasets used. #att means the number of attributes of
the dataset, #inst the number of instances, #nom the number of nominal attributes,
#num the number of numeric attributes, NB Acc. the average accuracy of the Naive
Bayes classifier and NB Discrete the average accuracy of the Naive Bayes classifier
when discretizing all the attributes. The numbers after the ± indicate the standard
deviation of the reported accuracy. All the results are obtained by 10 times 10-fold
cross validation.

Dataset #atts. #inst. #nom. #num. NB Acc NB Discrete

Haberman 4 306 1 3 74.80±0.2 74.38±0.5

Hayes-Roth 5 132 1 4 72.18±4.0 81.13±1.3

Iris 5 150 1 4 95.46±0.6 93.06±0.7

Tae 6 151 5 1 51.56±1.2 52.25±1.3

Bupa 7 345 1 6 55.14±0.8 57.39±1.7

Yeast 7 1.479 1 6 57.32±0.4 50.92±0.5

Machine 8 209 1 7 66.80±2.4 44.11±0.7

Ecoli 8 336 1 7 85.61±0.7 84.09±0.5

Pima Indians D. 9 768 1 8 75.75±0.5 75.01±0.2

Abalone 9 4.177 2 7 23.99±0.1 24.27±0.1

Nursery 9 12.960 9 0 90.28±0.0 90.28±0.0

Glass 10 214 1 9 48.14±1.3 50.88±1.7

TicTacToe 10 958 10 0 69.81±0.3 69.81±0.3

Cmc 10 1.473 8 2 50.63±0.3 48.53±0.4

Wine 14 178 1 13 97.46±0.4 97.12±0.5

Adult 15 48.842 9 6 82.69±0.0 81.54±0.0

Crx 16 653 10 6 77.75±0.3 86.02±0.3

PenDigits 17 10.992 1 16 85.77±0.1 85.59±0.1

Letter Recog. 17 20.000 1 16 64.07±0.1 59.98±0.1

Segmentation 20 2.310 1 19 80.10±0.1 89.58±0.1

WdbCancer 31 569 1 30 93.32±0.2 94.06±0.2

Ionosphere 34 351 1 33 82.48±0.6 88.92±0.3

Spam 58 4.610 1 57 79.51±0.1 75.41±0.1

representation only taking care about the 15 datasets for which all algorithms
have been computed.

For allow comparisons, Figure 2 and Figure 3 show the number of times each
wrapper achieves the best accuracy. Figure 2 groups the state of the art wrappers
and Figure 3 shows the results for the DGW variations. Dark bars represents
the number of times each wrapper achieves the best accuracy when only the
15 datasets for which all wrappers have results, and light bars show the results
when taking into account all the 23 datasets.

We have also computed the execution times of the wrappers ir order to allow
a comparison among them (see Figures 4 and 5). For each dataset, we have
computed the number of times each wrapper is slower than the Naive Bayes (as
a way to avoid absolute times and normalize the data). Then, for each wrap-
per, we have computed the average of these values, resulting in a metric that
shows the number of times each wrapper is slower than the Naive Bayes. Figure 4
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Table 2. Summary table showing when a wrapper achieves a significantly better data
representation (+) or worse (−) than the original one. N means there are no results
available for that wrapper and dataset. A blank space means the data representation
achieved by the wrapper is not significantly distinct than the original one. All the
variations of the DGW algorithm are condensed in DGW(All) as all of them achieve
significantly better data representations in the same datasets.

Data Set FSS BSE FSSJ BSEJ BFF BFB BFBi GS GR IG RE C2 DGW(All)

Tae + +
Hayes-R. + + +
Haber.
Iris
Bupa + + + + + + + + + + + + +
Wine + + + + + + +
Machine + + − − + + + + + + + + +
Glass + + + + + + + + + + +
Ecoli −
Pima Ind. + + + + + + + + +
TicTacT. + + + + + + + + + + + +
Crx N N N N + + + + + + + + +
Cmc + + + + + + + + + +
Yeast − −
Ionosp. N N N N + + + + + + + + +
WdbC. N N N N + + + + + + + + +
Abalone + + + + + + + + + + + + +
Segmen. N N N N + + + + + + + + +
Spam N N N N + + + + + + + + +
Letter R. N N N N + + + + + + + + +
Pendigits N N N N + + + + +
Nursery − + +
Adult N N N N − + − + + + + +

Total-15 5 8 5 7 8 8 8 8 6 6 4 5 9
Total-23 N N N N 14 16 14 16 12 13 11 11 17

FSS BSE FSSJ BSEJ BFF BFB BFBi GS GR IG RE C2

Wrappers

0
2

4
6

8
10

Times each wrapper achieves the best accuracy

Fig. 2. Number of times each wrapper from the state of the art achieves the best
accuracy. Dark bars represents the results for 15 datasets and light bars show the
results for all the 23 datasets.
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1IG 1RE 1OR 1SU 2IG 2RE 2OR 2SU 3IG 3RE 3OR 3SU

Wrappers

0
2

4
6

8
10

Times each wrapper achieves the best accuracy

Fig. 3. Number of times each DGW variation achieves the best accuracy. Dark bars
represents the results for 15 datasets and light bars show the results for all the 23
datasets.

1IG 1RE 1OR 1SU 2IG 2RE 2OR 2SU 3IG 3RE 3OR 3SU

Wrappers

0
20

40
60

80

Execution time of DGW variations

Fig. 4. Execution times (computed as the number of times each algorithm is slower
than the Naive Bayes) of the DGW variations

FSSJ BSEJ BFF BFB BFBi GS FSS BSE GR IG RE C2

Wrappers

0
50

15
0

25
0

Execution time of several Wrappers

Fig. 5. Execution times (computed as the number of times each algorithm is slower
than the Naive Bayes) for the state of the art wrappers compared in this paper

groups the results for the DGW variations and Figure 5 shows the results for
the state of the art wrappers tested.
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5 Discussion of Results

Comparing results presented in Table 2, it can be concluded that DGWrapper
achieves significantly better data representations for the Naive Bayes more often
than any other wrapper tested in the experiments: 17 times when considering
all the datasets and 9 times when considering only 15. DGW (1R variation)
obtains the best accuracy in 11 of the 23 datasets proven, more often than the
rest of the wrappers. BFF obtains the best accuracy 10 times, not very far from
DGW results, but DGW is 40% faster than BFF. Using these experimental
results we can conclude that DGW is the best wrapper when using the Naive
Bayes Classifier as learner, in terms of final predictive accuracy. Moreover, in
the execution time graphics, we can notice that the DGW is among the fastest
wrappers, more than 100 times faster than the FSSJ and BSEJ proposed by
Pazzani. The DGW is equiparable, in terms of running time, to the most simple
and faster wrappers: the rankers.

Backward approaches can not be regarded as superior to forward approaches
since although backward approaches (BSE, BSEJ, BFB) obtain significantly bet-
ter data representations for the Naive Bayes more often that their corresponding
forward approaches (FSS, FSSJ, BFF) (see Table 2), results also show that for-
ward approaches obtain the best accuracy more often than the backward ones
(see Figure 2).

FSSJ and BSEJ, in average, are as good as FSS and BSE, but in some datasets
are quite better or worse than the rest of wrappers. FSSJ and BSEJ need all
the attributes to be discrete, and it can be noticed in Table 1 that for those
datasets, when discretizing all the attributes, the Naive Bayes Classifier shows a
similar behavior. This means that part of the effect of the FSSJ and BSEJ is due
to dicretization of the attributes. In any case the concept of joining attributes
instead of deleting them seems very interesting and would be interesting to
integrate in the proposed method allowing the DGWrapper to evaluate at each
step whether to delete one of the attributes belonging to the dependence or to
join the attributes.

6 Conclusions and Future Work

We have shown that when learning the Naive Bayes Classifier, searching for
dependences among attributes results in significant increases in accuracy. We
proposed a general algorithm, DGW, that performs a search in the attribute
space guided by the information of linear dependences among the values of the
attributes. We have tested 12 DGW variations and 12 state of the art wrappers,
performing searches in the attribute space in order to avoid the effect of depen-
dences in the Naive Bayes Classifier. Experimental results and evaluation show
that DGW provides the most improvement while spending less time than almost
any other wrapper tested.

BSEJ and FSSJ rely their performance in the discretization of the attributes,
and that makes difficult to compare the results. In future experiments we would
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test variations of BSEJ and FSSJ that do not need to discretize all the attributes
(or that only discretizes the attributes ‘on demand’) in order to allow better
comparison. Joining the attributes seems a good way to delete dependences
but not loosing some other information and would be interesting to incorporate
this concept into the DGW algorithm. Also would be interesting to test other
metrics to measure the dependences among attributes like Mutual Information
or multivariate measures like CFS [31].
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Abstract. Preference learning has recently received a lot of attention
within the machine learning field, concretely learning by pairwise
comparisons is a well-established technique in this field. We focus on the
problem of learning the overall preference weights of a set of alternatives
from the (possibly conflicting) uncertain and imprecise information
given by a group of experts into the form of interval pairwise comparison
matrices. Because of the complexity of real world problems, incomplete
information or knowledge and different patterns of the experts,
interval data provide a flexible framework to account uncertainty
and imprecision. In this context, we propose a two-stage method in
a distance-based framework, where the impact of the data certainty
degree is captured. First, it is obtained the group preference matrix
that best reflects imprecise information given by the experts. Then, the
crisp preference weights and the associated ranking of the alternatives
are derived from the obtained group matrix. The proposed methodology
is made operational by using an Interval Goal Programming formulation.

Keywords: Preference learning, pairwise comparison matrices, interval
data, distance methods, interval goal programming.

1 Introduction

Preference learning has recently received a lot of attention within the machine
learning literature [1] [2]. Learning by pairwise comparisons is a well-established
technique in this field. In particular, it is a useful inference tool for assessing the
relative importance of several alternatives. Formally, we consider the following
preference learning scenario: let X = {x1, ..., xn}(n ≥ 2) be a finite set of
alternatives (or labels) and {E1, ..., Em} be a group of m experts. We assume
that preference information provided by the expert Ek is structured by a pairwise
comparison (pc) matrix Mk = (mk

ij), where mk
ij > 0 represents the relative

importance of the alternative i over the alternative j, given by expert k. In
many applications, due to incomplete information or knowledge, unquantifiable
information, imprecise data, etc., the information cannot be assessed precisely
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in a quantitative form, so interval assessments are a natural way for expressing
preferences. Therefore, we will consider interval pc matrices in our work.

In this scenario, we focus on the problem of scoring and ranking alternatives
by computing their crisp preference weights that best reflect interval pairwise
preferences, M1, ..., Mm, given by multiple experts.

In this context, we face with different problems: the imprecision management
problem (expert preferences are expressed by interval data), the group problem
(i.e., how to integrate preferences from multiple experts) and the problem of
consistency (i.e., how to derive preference weights from interval pc matrices
without consistency properties).

In the Analytic Hierarchy Process (AHP) [14] context, the problem of
consistency for interval assessments is analysed in [3], [4], [5], [6] and [7]. On the
same context, the consensus problem has been studied under the fuzzy approach
in [8], [9] and [10]. In [11], a consistency-driven logarithmic goal programming
approach is applied for dealing with interval data for a particular distance. A
distance model for interval rankings has been proposed in [12].

The related works deal with imprecise data, but they do not consider data
certainty degree in the learning process. Because in multiple experts problems
information is non-homogeneous, it is represented by interval-valued data with
different precision degree, we propose to consider it. On the other hand, most
of the methods dealing with interval data lead to interval weights. When the
interval weights overlap, there is no a unique ranking of alternatives. In this
case, additional ranking procedures are required in order to compare the final
alternative scores.

We propose a two-stage method in a general distance-based framework, where
the impact of the data certainty degree is captured. First, a method to retrieve
the group preferences from the conflicting and imprecise individual preferences
is proposed. To do this, we look for the crisp information that best reflects the
multiple experts preferences by using a lp-metric relative to the precision data. In
the second step, the overall preference weights of the alternatives are computing
from the group preference information obtained in the first phase. The proposed
approach is made operational with the help of Interval Goal Programming (GP).

The paper is organized as follows. Section 2 focuses on the formulation of the
problem and describes the first stage of the proposed model, group preference
learning. In section 3, it is presented the second stage of the model and finally,
the main conclusions derived from this work are included in section 4.

2 Group Preference Learning

Let X = {x1, ..., xn}(n ≥ 2) be a finite set of alternatives and {E1, ..., Em} a
group of m experts. We assume that expert Ek is indecisive generating certain
imprecision in his preferences. Consequently, he quantifies his preferences on the
elements of X giving an interval pc matrix on X , Mk = ([mk

ij , m
k
ij ]) as follows:

he judges that alternative i is between mk
ij and mk

ij times more important than
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alternative j with mk
ij , mk

ij > 0 and mk
ij < mk

ij . Then, the interval comparison

matrix Mk is obtained

Mk =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
[
mk

12, m
k
12

]
· · ·

[
mk

1n, mk
1n

]

[
mk

21, m
k
21

]
1 · · ·

[
mk

2n, mk
2n

]

...
...

...
...

[
mk

n1, m
k
n1

] [
mk

n2, m
k
n2

]
· · · 1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

(1)

In practice, the complexity of the problem, imperfect and subjective judgements,
different backgrounds of the experts, etc., lead to imprecise and incompatible
pairwise information. Also, disjoint intervals could be assigned by different
experts to the same objects, i.e. there could exist i and j and two different
experts such that

[
mk1

ij , mk1
ij

]
∩

[
mk2

ij , mk2
ij

]
= ∅.

In this phase, the challenge is to look for the group preferences that represent
in some sense the multiple experts preference acting as a whole. The ideal
solution meaning unanimous agreement, among all experts regarding all possible
alternatives is difficult to achieve in real-life situations. Therefore, we provide a
method for retrieving the group preference information that best reflects the
multiple experts preferences (M1, ..., Mm) attending to the data precision. We
provide a method to obtain a matrix C, named group preference matrix, such
that all experts consider the information of C to be close to their data. In order to
measure the degree of closeness, we consider the lp-distances family with weights
relatives to data precision degree. Thus, we look for an n×n crisp positive matrix
C, whose entries cii = 1 if i = 1, .., n and cij is obtained for each pair (i, j) (i �= j)
according to the following expression

min
cij>0

⎡

⎣
m∑

k=1

⎛

⎝
∣∣mk

ij − cij

∣∣

log mk
ij − log mk

ij

⎞

⎠
p⎤

⎦
1/p

if 1 ≤ p < ∞ (2)

over the set of positive numbers.
For p = ∞ metric, for each (i, j) (i �= j), the problem turns into the minmax

problem.

min
cij>0

⎧
⎨

⎩ max
k=1,..,m

⎧
⎨

⎩

∣∣mk
ij − cij

∣∣

log mk
ij − log mk

ij

⎫
⎬

⎭

⎫
⎬

⎭ (3)

over the set of positive numbers.
We notice that in the above problems the input data are interval, mk

ij ∈
[mk

ij , m
k
ij ] that is the interval goal of the expert k for each entry (i, j).

The value log mk
ij − log mk

ij is considered a measure of the imprecision degree

of mk
ij data given by expert k. Because we work with pairwise estimations of the
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weight ratios, the logarithmic transformation is used to equalize the precision
degree of the mk

ij data and its reciprocal 1/mk
ij (assuming interval arithmetic).

It should be noticed that as the range of the data (the vagueness) increases,
less importance is given to this data in the objective function.

In the posed problems, the relative residual aggregation is affected by the
parameter p of the distance. Thus as p increases, more importance is given to the
largest relative residual value. The extremes of this set are the distance l1, which
minimizes the sum of relative residual and the Chebyshev or Minmax metric l∞,
which minimizes the maximum relative deviation. Metric p = 2 corresponds to
the Euclidean distance, generating a least square problem.

Once the analytical model has been established, we focus on solving the
proposed minimization problems. In order to board them with interval data,
we consider Interval Goal Programming ([12] and [13]). In this context, for each
pair (i, j) (i �= j), we consider the common deviational variables used in GP (see
for example [12]):

nk
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1
2

⎡

⎣

∣∣∣mk
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log mk
ij − log mk
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+
mk
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⎦ (4)
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k = 1, · · · , m

where nk
ij and pk

ij measure the relative under-achievement and the relative over-

achievement with respect to the low target mk
ij , respectively. Variables nk

ij and

pk
ij play the same role for the high target mk

ij . They quantify in terms of the
extremes of the intervals, ”how relatively far” the solution cij is from the interval
target for the expert k.

Because we consider interval target for each (i, j), the unwanted deviation
variables are nk

ij and pk
ij and they have to be minimized. Therefore, for each pair

(i, j) (i �= j), we look for the cij data that minimizes the objective function:
[

m∑

k=1

(
nk

ij + pk
ij

)p
]

if 1 ≤ p < ∞ (8)

subject to
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mk
ij − cij

log mk
ij − log mk

ij

− nk
ij + pk

ij = 0 k = 1, ..., m (9)

mk
ij − cij

log mk
ij − log mk

ij

− nk
ij + pk

ij = 0 k = 1, ..., m (10)

nk
ij , n

k
ij , p

k
ij , p

k
ij ≥ 0 k = 1, ..., m

cij > 0

Expressions (9) and (10), connecting the variable cij with the new variables
nk

ij , pk
ij , nk

ij and pk
ij , have been obtained by substracting (4) from (5), and

substracting (6) from (7), respectively.
For p = ∞, for each pair (i, j) (i �= j), we get a mathematical programming

problem min Dij over the nonnegative numbers subject to the above goals and
constraints plus nk

ij +pk
ij ≤ Dij , k = 1, ..., m. Dij is an extra nonnegative variable

that quantifies the maximum relative deviation for the (i, j)-entry.
For the most common values of p, p = 1 and p = ∞, the above formulations

are reduced to linear programming problems that can be solved using the simplex
method. The case p = 2 is a quadratic programming problem for which several
numerical tools are available.

Example 1. Let us present a numerical example ([17]) to illustrate how the
proposed methodology works. A group of four experts assess their preferences
about four alternatives, through the pc interval matrices M1, M2, M3 and M4,
on the Saaty’s scale ([14]) as follows:

M1 =

⎛

⎜⎜⎜⎜⎜⎝

[1, 1] [5, 9]
[1
5 , 1

3

]
[3, 5]

[ 1
9 , 1

5

]
[1, 1]

[1
9 , 1

5

] [ 1
7 , 1

5

]

[3, 5] [5, 9] [1, 1] [3, 7]
[ 1

5 , 1
3

]
[5, 7]

[1
7 , 1

3

]
[1, 1]

⎞

⎟⎟⎟⎟⎟⎠
M2 =

⎛

⎜⎜⎜⎜⎜⎝

[1, 1] [1, 3] [3, 5] [3, 5]
[1
3 , 1

]
[1, 1]

[1
7 , 1

3

] [ 1
5 , 1

3

]

[ 1
5 , 1

3

]
[3, 7] [1, 1] [1, 5]

[ 1
5 , 1

3

]
[3, 5]

[1
5 , 1

]
[1, 1]

⎞

⎟⎟⎟⎟⎟⎠

(11)

M3 =

⎛

⎜⎜⎜⎜⎜⎝

[1, 1] [3, 5]
[1
5 , 1

3

]
[3, 5]

[ 1
5 , 1

3

]
[1, 1]

[1
5 , 1

3

] [ 1
7 , 1

3

]

[3, 5] [3, 5] [1, 1] [5, 7]
[ 1

5 , 1
3

]
[3, 7]

[1
7 , 1

5

]
[1, 1]

⎞

⎟⎟⎟⎟⎟⎠
M4 =

⎛

⎜⎜⎜⎜⎜⎝

[1, 1] [3, 5] [1, 3] [5, 7]
[ 1

5 , 1
3

]
[1, 1]

[1
5 , 1

3

] [ 1
5 , 1

3

]

[1
3 , 1

]
[3, 5] [1, 1] [3, 5]

[ 1
7 , 1

5

]
[3, 5]

[1
5 , 1

3

]
[1, 1]

⎞

⎟⎟⎟⎟⎟⎠

We find that matrices given by the experts provide information discrepant and
not compatible.
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Table 1. Consensus matrix C for p = 1, 2, ∞

Matrix C for Matrix C for Matrix C for
p = 1 p = 2 p = ∞

�
���

1.000 5.000 0.332 5.000
0.201 1.000 0.200 0.200
2.999 5.000 1.000 5.000
0.200 5.000 0.200 1.000

�
���

�
���

1.000 4.555 1.221 5.000
0.231 1.000 0.200 0.200
2.036 5.000 1.000 5.000
0.200 5.000 0.200 1.000

�
���

�
���

1.000 4.303 1.666 5.000
0.247 1.000 0.200 0.200
1.666 5.000 1.000 5.000
0.200 5.000 0.200 1.000

�
���

The proposed method is applied in order to find the consensus matrix C (first
phase) using lp-metrics, for p = 1, p = 2 and p = ∞ and the results are listed in
Table 1.

3 Generating the Group Preference Weights

Once the lp-group preference matrix C has been computed, the task is to obtain
the crisp preference weights w1, ..., wn, of the alternatives from the matrix C. We
assume that preference weights are positive and normalized, i.e.

∑n
i=1 wi = 1.

Several procedures are available in the literature concerning this problem. The
eigenvector method [14] is the standard method employed in the AHP context
for reciprocal matrices. On the other hand, distance-based methods are provided
by [15] and [16] among others. We adopt the distance-based approach followed in
[16]. The idea is to look for w = (w1, ..., wn)t taking into account the consistency
properties of the matrix C in a lq-distance framework. The priority vector is
obtained by solving the following optimization problem:

min
w∈F

⎡

⎣
n∑

i=1

n∑

j=1

|cijwj − wi|q
⎤

⎦
1/q

if 1 ≤ q < ∞ (12)

min
w∈F

[
max

i,j=1,..,n
(|cijwj − wi|)

]
if q = ∞

over the feasible set F = {w = (w1, ..., wn)t/wi > 0,
∑n

i=1 wi = 1}.
We apply the second phase of the methodology to compute the preference

weights associated to the matrices of the example given in section 2. For
simplicity’s sake, we assume the matrix C has been obtained with p = 2. The
obtained priority vectors and the associated rankings for the most usual values
of q, q = 1, 2, ∞ are listed in Table 2.

We notice that there is a tie between options x2 and x4 for metric q = 1. This
tie is solved in the results obtained with q = 2 and q = ∞ yielding dominance for
option x4 over x2. We remark that as q increases, the effect of greater deviations
is emphasized.
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Table 2. Preference weights and their associated rankings for q = 1, 2, ∞

Metric
q = 1 q = 2 q = ∞

w (0.394, 0.087, 0.432, 0.087)t (0.357, 0.067, 0.483, 0.093)t (0.345, 0.069, 0.471, 0.115)t

Ranking x3 � x1 � x4 = x2 x3 � x1 � x4 � x2 x3 � x1 � x4 � x2

We developed a GP matrix generator using MS Visual FoxPro R© and problems
were optimized using ILOG CPLEX R© (Java classes).

4 Conclusions

Methods for learning and predicting preferences in an automatic way is a topic in
disciplines such as machine learning, recommendation systems and information
retrieval systems. A problem in this field is the scoring and ranking of decision
alternatives from imprecise preference information from different sources. We
focus on the problem of learning the overall preference weights of a set of
alternatives in a multiple interval pc matrices scenario.

The proposed methodology is articulated into two phases. First, it is provided
a lp-distance model attending to data precision, that synthesizes expert’s interval
pc matrices into a crisp group matrix. This phase may prove to be useful in
a group decision problem where difficulties in articulating consensus information
from conflicting interests and different viewpoints are most common. In
this context the parameter p has a consensus meaning, it places more or less
emphasis on the relative contribution of individual deviations. On the other
hand, the effect of the precision degree, attached to deviations in the objective
function considered in the paper, is to place more or less emphasis on the
relative contribution of data deviations according to the precise knowledge of
the data.

In the second phase, we deal with the problem of outputting crisp weights of
the alternatives from the group information. Most of the methods dealing with
interval data lead to interval weights. When the interval weights overlap, there
is no unique ranking of alternatives. In this case, additional ranking procedures
are required in order to compare the final alternative scores.

Another key characteristic of our approach is the ability of numerical methods
for computing the proposed solution for the most usual metrics.
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Abstract. One of standard methods in vision research is measuring the 
psychometric functions (PFs) that are further analyzed implying the validity of 
traditional signal detection theory (SDT). This research paradigm contains 
essential inherent contradiction: in contrast to most empirical PFs the ones 
predicted by the SDT do not satisfy the Neyman-Pearson objective. The 
problem may successfully be overcome within the framework of recent binary 
signal detection theory (BSDT) providing PFs for which the objective required 
is always achieved. Here, the original BSDT theory for vision is for the first 
time applied to quantitative description of specific empirical PFs measured in 
experiments where the coding of facial identity has been studied. By fitting the 
data, some parameters of BSDT face recognition algorithm were extracted and 
it was demonstrated that the BSDT supports popular prototype face 
identification model. Results can be used for developing new high-performance 
computational methods for face recognition.  

Keywords: neural networks, generalization through memory, Neyman-Pearson 
objective, face recognition, prototype face identification model. 

1   Introduction 

Psychometric functions (PFs, hit rates vs. stimulus magnitudes [1,2]) are widely used 
in vision research, e.g., [3-8]. Implying (often implicitly) the validity of traditional 
signal detection theory (SDT) [1,2], they are further quantitatively described by two 
parameters: empirical stimulus threshold and the slope of PF curve at the point of 
subjective equality (the stimulus for which responses "yes" occur on 50% of trials). 
Such a consideration, in spite of its almost ubiquitous use, is essentially inappropriate 
to most psychophysics (including vision) experiments because subjects are usually 
instructed, explicitly or implicitly, when evaluating stimuli of different magnitudes to 
keep constant a given false-alarm rate ― the goal (so-called Neyman-Pearson 
objective [2]) that for SDT PFs can never be achieved even in principle. This often-
ignored fact hinders the complete theoretical description of observed PFs and the 
discovering of underlying processes that generate their specific shapes. 

This SDT fundamental drawback can be overcome using the recent binary signal 
detection theory (BSDT [9-14]) because its PFs satisfy the Neyman-Pearson objective 
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and the BSDT provides its own parameter (false-alarm probability, F), specifying the 
measured PFs and reflecting the fact that the objective required is always achieved.  

In this paper, as a development of (or an alternative to) the SDT, we introduce a 
BSDT description of empirical PFs and compare the both approaches' similarities and 
distinctions, advantages and disadvantages. The BSDT theory for vision [12] allowing 
generalization from the small number of examples or even from a single example is 
applied to the BSDT explanation of PFs measured in face identity experiments. It has 
been demonstrated that BSDT qualitative and quantitative predictions are consistent 
with empirical data [6,7] and a popular prototype face identification model [3-8]. 

2   Disadvantages of SDT Psychometric Functions 

The SDT defines two quite separate spaces: the stimulus space where all an animal's 
input stimuli are being processed and a hypothetical decision space where stimulus 
magnitudes appear as locations (usually distributed as a Gaussian) on a decision 
parameter axis. On the one hand, the distinctness of these spaces is the SDT's 
advantage, because it allows to remain out of considering the problem of discovering 
specific mechanisms of input stimulus transduction into variables in decision space 
and to focus on solving, on the basis of mathematics and probability theory, decision-
making problems in the space deliberately designed for this purpose. On the other 
hand, that is the SDT's disadvantage simultaneously because relations of input stimuli 
to their decision space representations (which are of essential interest) can be never 
discovered in principle as the nature of these representations is unknown and 
unspecified by definition. In spite of that, the SDT explicitly implies that stimulus 
values are monotonically (or even linearly) related to the values of their decision 
space representations [2]. As PFs are functions of stimulus magnitude, for their shape 
descriptions, that is a mandatory requirement (see Fig. 1C and D).  

In order to explain the results of psychophysics experiments (hit rates measured, H, 
and false alarms, F), two basic parameters are introduced in SDT decision space [1,2]: 
sensitivity, d' (the ability to discriminate), and bias, c (a tendency to use the response 
irrespective to the stimulus presented). SDT performance functions are shown in Fig. 
1: hit rates vs. sensitivity or basic decoding performance, BDP, curves (A); hit rates 
vs. false-alarm rate or receiver operating characteristic, ROC, curves (B); hit rates vs. 
stimulus magnitude or psychometric function, PF, curves (C); sensitivity vs. stimulus 
magnitude or a model for input stimulus signal transduction (D). 

BDPs and ROCs are universal functions, not depending on the stimulus model. PFs 
are the BDPs rescaled under the assumption of validity of a stimulus model that 
produces particular functions relating the stimulus and its representation (the simplest 
examples are in Fig. 1D). As for each BDP the Neyman-Pearson objective is not 
achieved (Fig. 1A), the same holds for any PF based on it. Hence, SDT PFs (as in Fig. 
1C) cannot be used for explaining most of empirical PFs even if their shapes would 
coincide completely. Simultaneously, SDT statistics for the parametrization of 
empirical PFs (the threshold, PSE, jnd or the slope of PF curve, Fig. 1C) retain their 
initial sense because they were defined only assuming the specific ogive shape of 
SDT (and empirical) PFs. The latter would perhaps excuse SDT fundamental inability 
of describing empirical PFs and explain why this fact is so often ignored. 
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Fig. 1. SDT performance functions. A, BDPs (isobias curves) for criteria c = 0.0, 0.5, and 1.0; 
dashed and solid curves, cumulative distribution functions for Gaussians with arguments z = d' 
and z = 2d', respectively (for drawing the left-most dashed curve, Table 5A.2 in [2] can be 
used); circles on the curve c = 0.5, z = 2d' are the same as in B; for each circle, its specific false 
alarm, Fd', may be readout from horizontal axis in B (F 0.0 > F 0.5 > F 1.0 > F 1.5 > F 2.0 > F 2.5 > 
F3.0; Fd'  → 0 as d' → +∞ and Fd'  → 1 as d' → −∞; hence, here the Neyman-Pearson objective is 
not achieved). B, ROCs (isosensitivity curves) for sensitivities d' = 0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 
and 3.0 (Eq. 1.8 in [2]) and isobias curves for c = 0.0, 0.5, and 1.0 (Eq. 2.7 in [2]); circles (the 
same as in A) indicate cross-points of all the ROCs shown with the curve c = 0.5 (dashed lines 
point to their false alarms, Fd'). C, PFs (isobias curves) for c = 0.5 and given linear stimulus 
transduction models shown in D; curves 1 and 2, d'(x) = x (curve 2 is curve 1 corrected for 
guessing, Eq. 11.6 in [2]); curve 3, d'(x) = 2x – 5; jnd, just noticeable difference (in a similar 
way for curve 1, jnd cannot be found because negative x will be involved); PSE, the point of 
subjective equality or an empirical threshold; xw, the weakest detectable stimulus for curve 3 
(another though rarely used definition of this threshold); given d'(x), in a broad range of c (if c 
> c0 where c0 is large enough), PFs produce the same jnd and different PSEs; different linear 
d'(x) generate different jnd and c0. D, Examples of physical stimulus transduction models (cf. 
Fig. 5.3a in [2]), d'(x) = x (cf. curves 1 and 2 in C) and d'(x) = 2x – 5 (cf. curve 3 in C); circles 
and dashed lines indicate x = 1 and x = 3 corresponding to d' = 1 (in C on curves 1 and 3 they 
lead to H(x) = 0.5). In A, B, C, and D, nonphysical areas (d' < 0 or x < 0) are shaded. 
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3   Advantages of BSDT Psychometric Functions 

The BSDT [9-14] operates with N-dimensional vectors x with their components xi = 
±1, a reference vector x = x0 representing the information stored or that should be 
stored in a neural network (NN), binary noise x = xr (the signs of its ±1 components 
are randomly chosen with uniform probability, ½), and vectors x(d) with components 

   NiNud
uifx

uifx
dx i

i
i
r

i
i

i ,...,1,/
1,

,0,
)( 0 ==

⎩
⎨
⎧

=
=

= ∑                           (1) 

where ui is 0 or 1. If m is the number of marks ui = 1 then d = m/N, 0 ≤ d ≤ 1; d is a 
fraction of noise components in x(d), q = 1 – d is a fraction of intact components of x0 

in x(d) or an intensity of the cue (cue index), 0 ≤ q ≤ 1. If d = m/N, the number of 
different x(d) is 2mCN

m, CN
m = N!/(N – m)!/m!; if 0 ≤ d ≤ 1, this number is ∑2mCN

m = 
3N

  (m = 0, 1, …, N). As the set of x(d) is complete, always x = x(d). 
BSDT decoding algorithm exists in NN, convolutional, and Hamming forms that 

are equivalent and the best in the sense of pattern recognition quality [13,14]; all its 
predictions are essentially discrete. For intact perfectly learned NNs, the hit rate, H 
(or correct decoding probability of vectors x, P), can be calculated analytically [9,14]:  

       
0

( , , ) / 2
K m m

kk
P N m C

=
Θ =∑ , 

0

( 1) / 2,

( ) / 2 1,

N if N is odd
K

N if N is even

− Θ −⎧
= ⎨ − Θ −⎩

           (2) 

where Θ is an even integer θ, −N ≤ Θ < N (θ is the neuron's triggering threshold, −∞ < 
θ < +∞); if K < K0 then K = m else K = K0 (k, the Hamming distance from x = x(d) to 
x0; K, its threshold value; K0, the K for a given Θ). If Θ < −N then P(N,m,Θ) = 1, if Θ 
≥ N then P(N,m,Θ) = 0. For any θ∈∆θj, P(N,m,θ) = P(N,m,Θj) where Θj∈∆θj (here, j 
= 0, 1, 2, …, N + 1;  Θj  = 2j −N − 1). If 0 < j < N + 1 then ∆θj = [Θj − 1, Θj + 1) and 
∆θj = [Θj, Θj + 2) for odd and even N, respectively; if j = 0 and N + 1 then ∆θ0 = 
(−∞,−N), ∆θN + 1 = [N ,+∞) and P(N,m,Θ0) = 1, P(N,m,ΘN + 1) = 0 [9,10].  

For a given N, P(N,m,Θj) = P(N,q,j) = P(q,F) = H(q,F) where j is the confidence 
level of decisions [13] and F = Fj (F, false-alarm probability). If q (cue index) is fixed 
then P(q,F) = Pq(F) = H(F), this function is called receiver operating characteristic 
(ROC) curve; if F is fixed then P(q,F) = PF(q) = H(q), this function is called basic 
decoding performance (BDP) curve. ROCs and BDPs are fundamentally discrete-
valued although as N → ∞ they tend to become continuous. ROCs at all q and BDPs 
at all F provide the same information [the lattice of (N + 1)×(N + 2) values of P(q,F) 
= H(q,F)]. Examples of BDPs and ROCs are in Fig. 2A and B, respectively. 

As BSDT BDPs [or P(q,F) = H(q)] are defined at a given F, for them the Neyman-
Pearson objective is achieved by definition. For this reason, theoretical BDPs (Fig. 
2A) may naturally be used for explaining empirical PFs (Fig. 2C) and in this case, in 
contrast to the SDT, any contradiction between theoretical and empirical assumptions 
does not appear. The fruitfulness of this approach was earlier demonstrated by the 
comparison of theoretical BDPs found for a BSDT NN local feature  discrimination 
algorithm (peak search code PsNet [15]) to appropriate empirical data in humans [16] 
(in fact, they coincide completely, ref. 15 and its Fig. 6). 
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Fig. 2. BSDT performance functions. A, Complete set of N + 2 BDPs given N (signs connected 
by strait-line segments); j, the confidence level of decisions (the BDP's series number) [13]; Fj 

(open square), false alarm or 'bias' specific to the jth BDP (hence, in this case the Neyman-
Pearson objective is always achieved); ∆q, minimal cue-index interval (a BSDT dimensionless 
counterpart to the jnd). B, Complete set of N + 1 ROCs given N (signs connected by strait-line 
segments); each ROC corresponds to its specific cue index, q (q = 1 – d is the BSDT's 
sensitivity measure [10], ROCs and their cue indices are related in the insertion); dashed line 
indicates hit rates for F = 1/2 (the same as along curve 4 in A). C, Two (j = 3 and 6) of N + 2 
possible PFs for the stimulus transduction model shown in D (designations as in A, other PFs 
are not shown in order to not overload the picture); jnd = (xmax – xmin)/N, just noticeable 
difference (the PSE is not here required; cf. Fig. 1C). D, The simplest example of a possible 
model, q(x), of the stimulus' physical signal transduction into the activity of decision-making 
neurons — a set of horizontal line segments defined by the rules: if x ∈  (–∞, x1) then q(x) = 0, 
if x∈  [xk, xk + 1) then q(x) = k/N  (k = 1, …, N – 1), if x ∈  [xN, +∞) then q(x) = 1; xk = k∆x (k = 
1, …, N), ∆x = (xmax – xmin)/N; q(x) is a piecewise constant single-valued function, in points of 
discontinuity open diamonds designate where q(x) is not defined (cf. [11,14]); ∆q, minimal cue-
index interval (the same as in A). Hit rates were analytically calculated (Eq. 2) for a perfectly 
learned intact NN of the size N = 5 (it may be an apex NN for the learned NN hierarchy related 
to a neural subspace [12], in particular, to a face neural subspace discussed in Section 4).  
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Another BSDT advantage is the existence of a tool (a neural space [10,12]) for the 
relating of particular stimulus signals to the activity of particular decision-making 
neurons or, in other words, for discovering in principle the function q(x) (Fig. 2D) on 
the basis of neuroscience information. BSDT neural space, which is common for 
input stimuli and decisions concerning them, is a hierarchy of universal NN units of 
known structure each of which is learned to recognize optimally its own reference 
pattern x0 [12,14] though, as final decisions concerning particular stimulus processing 
are made by the NN (NN memory unit) sitting at the apex of particular hierarchy, the 
circuits consuming processing results see the apex's NN output only (cf. Fig. 2) and 
have no direct information on the hierarchy itself. For this reason, for the description 
of a stimulus, it is often enough to use its apex NN and x0 stored in it (in such cases, 
for external observers, the hierarchy's internal structure is not essential in general). 
Because each type of inputs is being processed by its specific hierarchy of learned 
NNs, we refer to this neuron space fraction as a neural subspace (or a semi-
representational trace of memory [12] dealing with particular type of stimuli and 
exploring a kind of predictive coding [17])—it should be purposefully designed in 
machines or anatomically predefined in living organisms. Hence, BSDT neural space 
(the whole semi-representational memory) consists of a huge amount of overlapping 
neural subspaces (semi-representational memory traces) constituting a milieu where 
(brain) input codes (stimuli) are being processed and decisions are being made. 

4   BSDT Face Neural Subspace, FNS 

Generalization problem is traditionally considered in the context of the classic 
learning theory as a problem of the best approximate interpolation of some data points 
('examples') by a rather smooth continuous function—generalization from examples 
[18]. The more the number of examples the more productive this approach is while if 
there is the only example then it does not work at all. It is implicitly assumed that the 
transition from one empirical point (or image) to any other one is being performed 
continuously, through an infinite number of other intermediate points. As memories of 
infinite capacity are impossible, such intermediate patterns are calculated by 
interpolating among examples. The BSDT offers another approach—generalization in 
discrete finite dimensional spaces (Fig. 3) or through NN memories (such as apex 
NNs mentioned above) each of which stores a single binary pattern x0 only [12]. 

Because of Eq. 1 each x(d) may be interpreted as specific x0 damaged by noise to 
the damage degree d = m/N. For this reason, BSDT BDPs and ROCs (as in Fig. 2A 
and B) describe also generalization ability of an NN memory unit sitting at the apex 
of a NN hierarchy concerning particular neural subspace—the probability (Eq. 2) of 
interpreting x(d) as x0 or retrieving the x0 if the retrieving process is initiated by x = 
x(d). This very special role of x0 = x(0) provides the BSDT's possibility to generalize 
even from a single example, x0 (because any x(d) may be considered as a noised 
version of x0, see also Eq. 7 in [12]). Generalization through memory also explores 
the idea of optimal recognition of a pattern of any complexity if it is presented in a 
semi-representational way, as its specific hierarchy of learned NN units (i.e., as a 
BSDT neural subspace [10,12]). The rules required for designing the hierarchy are so 
far explicitly not known but, as we can see, in many cases this fact is not essential.  
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Without any loss of generality, here we say of one specific sort of patterns only, 
human faces (Fig. 3). If so, reference face (RF) x0 of a BSDT face neural subspace 
(FNS) is a direct counterpart to a stored in memory norm, prototype, mean/average, or 
abstract face against which, as it is assumed in current vision theory, the face identity 
is coded and which is dynamically tuned by experience [3-8]. For details see Fig. 4. 
 

Fig. 3. BSDT N-dimensional (N = 5) face neural subspace (FNS) corresponding to reference 
face (RF) x0. A, Complete set of all the faces x(d) (the versions of x0) constituting the FNS; 
cross in the center, RF x0 [x(d) at d = 0, x0 = x(0)]; filled points at the distance d of the cross, 
faces x(d) given their damage degree d = m/N (m = 1, …, 5; ∆d = 1/N); numbers, the amount 
(2mCN

m) of different x(d) given d. B, Complete set of all successful (successfully recognizable) 
faces at θ = 0 (θ, neuron triggering threshold for an apex NN; other designations as in A); 
numbers, the amount of successful faces x(d) given d and θ found by Eq. 2 (data are the same 
as in Fig. 2A, curve 4). Each face of the FNS in A is only designated as x(d) stored in apex NN 
of its NN hierarchy while the hierarchy itself is not shown; at early stages of processing, 
different hierarchies share common neural substrates (this claim is empirically supported [4]); 
each x(d) ≠ x0 in A may serve as a RF for a similar FNS embedded into the initial one, in turn 
each x(d) ≠ x0 of previous FNS may be a center for a next FNS embedded into previous one, etc 
(such a discrete self-similar conserving the scale fractal-like hierarchy of embedded spaces may 
explain the existence of brain areas consisting entirely of face-selective cells [19]). 

The dimensionality (N) of a BSDT FNS and the total number (3N) of its separate 
faces (if embedded FNSs are not taken into account) are defined by the size of the 
FNS's apex NN, N (in Fig. 3 N = 5). Like the norm face of a traditional ('morphable') 
human face space [3-8], the RF of an FNS is also in its center (crosses in Fig. 3, 
circles in Fig. 4) and the more the distance from the center (RF damage degree, d) the 
more the face individuality is. A given d = m/N may correspond to 2mCN

m different 
individual faces x(d). By changing d, we change face individuality parameters and, 
then, the BSDT's HFRA (human face recognition algorithm) corresponding to a given 
FNS [12] may produce BDPs (Fig. 2A) or PFs (Fig. 2C) which are suitable for their 
comparison with empirical PFs [3-8] (if signal transduction model is as in Fig. 2D). 
The number of theoretical points along a BSDT PF is defined (fitted) by N, the size of 
the NN at the apex of particular FNS hierarchy. If an image x(d) contains 0% of the 
target face (d = 1, q = 0) then BSDT FNS, running as a HFRA, produces false-alarm 
recognition probability, F. As target face percentage increases (d → 0, q → 1), the 
recognition probability also increases approaching 1 (Fig. 2 A and C). Comparing at a 
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Fig. 4. Examples of possible hierarchies of embedded BSDT FNSs. Circles, RFs for the 'main' 
FNS (left-most circle) and for some its embedded spaces (their NN hierarchies are not shown); 
arrows are directed from RFs of embedded FNSs to RFs of their embodied FNSs; open and 
filled circles correspond to categories of faces and individual faces, respectively (the latter are 
counterparts to face reference units, FRUs [20]); near each open circle, its meaning is written in 
the number of rows that is the number of the level of embedding (e.g., 'European Male' is the 
RF for European-male FNS—the subspace of all encountered European-male faces, here its 
embedding level is 2); near each filled circle is its individual number that has nothing common 
with the personal name of corresponding face and is only used in this figure (circles 1 to 3, 
familiar faces; gray circle 4, 'unfamiliar' face having no its developed FNS). Squares, individual 
(e.g., view-dependent) face images (3-1 to 3-6, six such images of face 3; for faces 1 and 2, 
their FNSs are not displayed; RF 4 is a single individual face image ensuring generalization 
from this single example). Solid and dashed arrows indicate two (of many) possible embedding 
hierarchies for the current recognition of face 3 (in the case of success, the face is perceived as 
a familiar one no matter either its personal name storing in semantic memory is remembered or 
not; the binding of visual and semantic memory traces is here not discussed). 

given F the shapes of any two empirical PFs, we may reveal which one corresponds to 
better (more powerful) decoding/recognition/generalization algorithm [15]. 

5   BSDT Explanation of Face Identity Experiments 

First, we consider PFs measured along face identity trajectories 'consisting of morphs, 
in which the contribution of the target face is varied from 0% (no target face) to 80%' 
[6] (in such a way 'the face identity aftereffect for computationally opposite and non-
opposite adapt-test pairs' [6] has been studied). For the parametrization instead of 
SDT empirical thresholds ([6] and Fig. 1C), BSDT false alarms F (recognition rate of 
0% target face, Fig. 2A and C) are used, taking into account the shape of PF curves. 

For opposite adapt-test pairs [6, Fig. 5 top] all PFs have a common false alarm, 
Fopposite ≈ 0.05, similar to that for skilled subjects, Fskill = 0.012 ± 0.004 [16]. For 
%Target ≥ 0, PF(Opposite Adaptation) ≥ PF(Baseline-Pre) and PF(Baseline-Post) ≈ 
PF(Baseline-Pre). Consequently, after the adaptation, the genuine (so far unknown but 
sought-for) human face recognition algorithm (HFRA) becomes uniformly more 
powerful and the face identity aftereffect is simply a manifestation of this 
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mathematical (decision theory) fact. For non-opposite adapt-test pairs [6, Fig. 5 
bottom], all the PFs have probably different F similar to that typical for dilettantes, 
Fdilettants ≈ 0.3 [16], and Fopposite < Fnon-opposite. Very large variability of F for some 
individuals (e.g., MZ) says about high instability of decision criterion (or decision 
confidence [13]) they implicitly used. Because all F are different, corresponding PFs 
(quality/power functions of the HFRA) are strictly not comparable; in that case, 
aftereffects may be caused by the difference in F as well as the HFRA current quality. 
Power increasing of the HFRA, after its adaptation to an opposite face, means that 
opposite and test faces are on the same identity trajectory defined by a common (for 
this adapt-test pair) set of face identity parameters that were adjusted (tuned) in the 
course of the HFRA adaptation. For non-opposite adapt-test pairs, that is not the case.  

For opposite pairs in three successive baseline sessions [6, Fig. 6 left], all the PFs 
have equal false alarms, F ≈ 0.12, and from session to session the quality of the 
HFRA becomes slightly better (the small 'learning effect' [6]). For non-opposite pairs 
[6, Fig. 6 right], from session to session F increases from ≈ 0.12 to ≈ 0.41 (to the level 
of dilettantes [16]) and that is the so-called 'strong learning effect' [6].  

For opposite and non-opposite trajectories in interleaved experiments [6, Fig. 7], 
before and after adaptation, values of F are probably the same, although Fopposite < 
Fnon-opposite. After its adaptation, the HFRA becomes more powerful and that is the 
cause of aftereffects observed. 

View-dependent face images may also be considered. In particular, poor HFRA 
performance (squares in Fig. 3 of ref. 7) is naturally explained assuming that, during 
the adaptation, the HFRA was tuned to one face while it was tested by another one 
(related to another FNS with another RF in its center, Figs. 3 and 4). 

Of the finding that the magnitude of identity aftereffects increases as familiarity 
with faces increases [21] follows that familiarity enhances the HFRA's recognition 
power. The idea of adaptation score as a measure of familiarity effects [20] is 
consistent with the BSDT if PFs will be measured at a given F.   

We see that empirical PFs are consistent with the notion of existence of an RF 
against which individual faces are coded and the BSDT HFRA [an FNS devoted to 
the recognition of an x(d)] is tuned. Adaptation to a particular face makes the HFRA 
more powerful, because of better matching of its parameters to individuality 
parameters of the adaptation face (for the lack of space, complete comparison of 
theoretical BSDT predictions with empirical PFs [6] is not shown). For recognizing 
individual faces [x(d), d > 0, points in Fig. 3], the HFRA uses the more branched path 
of embedded FNSs (Figs. 3 and 4) the more the d is and, consequently, generates such 
neuron population responses as for empirical face tuning curves [5,8] having their 
minima at their RFs. Thus, the BSDT explains all the facts that traditional prototype 
face model explains [3-8] and even more (see legends to Figs. 3 and 4). 

6   Conclusion 

BSDT approach [9-14] to the description of PFs has for the first time been applied to 
account for PFs measured in face identity experiments. Prototype face tuning by 
experience and face identity aftereffects [6,7], face tuning curves [5,8], existence of 
brain areas consisting entirely of face-selective faces [19] agree with the BSDT 
which, then, might be considered as an NN substantiation of prototype face 
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identification model [3-8]. The results can be used for developing a new robust high-
performance NN computational method for biologically plausible face analysis.  
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Abstract. A new approach to short-term electrical load forecasting is
investigated in this paper. As electrical load data are highly non-linear
in nature, in the proposed approach, we first separate out the linear and
the non-linear parts, and then forecast using the non-linear part only.
Semi-parametric spectral estimation method is used to decompose a load
data signal into a harmonic linear signal model and a non-linear trend.
A support vector machine is then used to predict the non-linear trend.
The final predicted signal is then found by adding the support vector
machine predicted trend and the linear signal part. The performance of
the proposed method seems to be more robust than using only the raw
load data. This is due to the fact that the proposed method is intended
to be more focused on the non-linear part rather than a diluted mixture
of the linear and the non-linear parts as done usually.

1 Introduction

Short-term load forecasting (STLF) is used to estimate the electrical power de-
mand. Accurate STLF has a significant impact on a power system’s operational
efficiency. Many decisions, such as spinning reserve allocation, real time genera-
tion control and security analysis, are based on STLF [1]. This also means that
accurate STLF has economic and security related advantages. This allows elec-
trical companies to commit their own production resources in order to optimise
energy prices, which leads to cost savings and to increased power system security
and stability [2].

In the last few years, several techniques for short- and long-term load forecast-
ing have been discussed, such as Kalman filters, regression algorithms, artificial
neural networks (ANN) [2,3] and fuzzy neural networks [1]. Another method of
load forecasting is to use support vector machines (SVM). SVM is a powerful
methodology for solving problems in non-linear classification, function estima-
tion and density estimation [4]. Load forecasting is an application of function
estimation (regression). In the SVM solution method one solves convex optimi-
sation problems, typically quadratic programs with a unique solution, compared
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to neural network multi-layer perceptrons (MLP) where the cost function could
have multiple local minima.

In [5] the authors used ANN for STLF and the training time for the ANN was
quite long compared to that of SVM. For some cases the ANN performed very
poorly. For the MLP, it is hard to estimate the optimal number of neurons needed
for a given task [6]. This often results in over- or underfitting. This is because for
MLP we choose an appropriate structure, the number of hidden layer neurons
in the MLP. Keeping the confidence interval fixed in this way, we minimise the
training error, i.e., we perform the empirical risk minimisation (ERM). These
can be avoided using the SVM and the structural risk minimisation (SRM)
principle [7]. In SRM, we keep the value of the training error fixed to zero or
some acceptable level and minimise the confidence level. This way, we structure
a model of the associated risk and try to minimise that. The result is the optimal
structure of the SVM.

In this paper we introduce a new approach to load forecasting using SVM.
Other load forecasting approaches using SVM include [7] where genetic algo-
rithms were used in combination with SVM. The genetic algorithms were used
to determine proper values for the free parameters of the SVM. In [8] the authors
used regression trees to select the important input variables and to partition the
input variable space for use in the SVM.

The layout of the paper is as follows: in section 2 we introduce the new
proposed method of treating the load prediction problem, section 3 shows the
numerical results obtained, and the paper ends with a conclusion.

2 Semi-parametric Method

When a model is fitted to the data taken from a power system, we many time
have components in the data that are not directly part of the process we want to
describe. If a model is fit to the data as it is, then the model parameters will be
biased. We would have better estimates of the model parameters if the unwanted
components (nuisance, bias, or non-linear components) are first removed. This
method has been used successfully in the field of spectral estimation in power
systems when we analyse the measured signals on power transmission lines [9].

The new method we propose is to separate the load data into linear and non-
linear (trend) components. This method is called the Semi-Parametric method
for harmonic content identification. We assume that there is an underlying lin-
ear part of the load data that could be represented with a sum of n damped
exponential functions

yL(k) =
n∑

i=1

Aie
jθie(j2πfi+di)Tk , (1)

where yL(k) is the k-th sample of the linear part of the load signal, A is the
amplitude, θ is the phase angle, f is the frequency, d is the damping and T is the
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sampling period. Since we work only with real signals, the complex exponential
functions come in complex conjugate pairs (see eq. (16)). The equivalent Auto
Regressive (AR) model of (1) is given by

yL (k) = −
n∑

i=1

xiyL (k − i) , k = n + 1 . . . n + m , (2)

with model parameters xi, model order n, and n + m number of samples in the
data set. The model parameters xi and model order n has to be estimated from
the data.

We propose the following model to separate the linear and non-linear parts
[9,10]:

yL (k) = y (k) + Δy (k) , (3)

where y (k) is the measured signal sample, Δy (k) = E [Δy (k)] + ε (k) is the
residual component consisting of a non-zero time varying mean E [Δy (k)] (nui-
sance or bias component) and noise ε (k). The mean of the residual component
is represented by a Local Polynomial Approximation (LPA) model [11]. yL is
then the required linear signal that can be represented with a sum of damped
exponentials (1). The LPA model is a moving window approach where a number
of samples in the window are used to approximate (filter) one of the samples in
the window (usually the first, last or middle sample). The LPA filtering of data
was made popular by Savitsky and Golay [12,13].

By substituting eq. (3) in (2) we obtain

y (k) + Δy (k) = −
n∑

i=1

xi [y (k − i) + Δy (k − i)] . (4)

In matrix form, for n + m samples, the model is

b + Δb = −Ax − ΔAx, (5)

where

b =

⎡

⎢⎢⎢⎣

y (n + 1)
y (n + 2)

...
y (n + m)

⎤

⎥⎥⎥⎦ , A =

⎡

⎢⎢⎢⎣

y (n) y (n − 1) · · · y (1)
y (n + 1) y (n) · · · y (2)

...
...

. . .
...

y (n + m − 1) y (n + m − 2) · · · y (m)

⎤

⎥⎥⎥⎦ , (6)

Δb =

⎡

⎢⎢⎢⎣

Δy (n + 1)
Δy (n + 2)

...
Δy (n + m)

⎤

⎥⎥⎥⎦ , ΔA =

⎡

⎢⎢⎢⎣

Δy (n) Δy (n − 1) · · · Δy (1)
Δy (n + 1) Δy (n) · · · Δy (2)

...
...

. . .
...

Δy (n + m − 1) Δy (n + m − 2) · · · Δy (m)

⎤

⎥⎥⎥⎦ .

(7)
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The matrix signal model (5) can be rewritten in a different form and represented
as

Ax + b + [ΔbΔA]
[

1
x

]
= 0, (8)

or
Ax + b + D (x) Δy = 0, (9)

where the following transformation has been used:

[ΔbΔA]
[

1
x

]
= D (x) Δy (10)

or

⎡

⎢⎢⎢⎣

⎡

⎢⎢⎢⎣

Δy (n + 1)
Δy (n + 2)

...
Δy (n + m)

⎤

⎥⎥⎥⎦

⎡

⎢⎢⎢⎣

Δy (n) Δy (n − 1) · · · Δy (1)
Δy (n + 1) Δy (n) · · · Δy (2)

...
...

. . .
...

Δy (n + m − 1) Δy (n + m − 2) · · · Δy (m)

⎤

⎥⎥⎥⎦

⎤

⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎣

1
x1
x2
...

xn

⎤

⎥⎥⎥⎥⎥⎦
=

⎡

⎢⎢⎢⎢⎣

xn · · · x1 1 0 · · · 0

0 xn · · · x1 1
. . .

...
...

. . . . . . . . . . . . . . . 0
0 · · · 0 xn · · · x1 1

⎤

⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎣

Δy (1)
Δy (2)

...
Δy (n + m)

⎤

⎥⎥⎥⎦ . (11)

If the number of parameters in vector x, (model order n) is not known in ad-
vance, the removal of the nuisance component and noise from the signal y (k) is
equivalent to estimating the residual Δy (k) and the model order n while fulfill-
ing constraints (9). To solve the semi-parametric model, the second norm of the
noise, plus a penalty term which puts a limit on the size of vector x is minimised.
The following optimisation problem should be solved:

min
x,Δy

{
1
2

‖ε‖2
2 +

μ

2
xT x

}
= min

x,Δy

{
1
2

(Δy − E [Δy])T (Δy − E [Δy]) +
μ

2
xT x

}

= min
x,Δy

{
1
2
ΔyT WΔy +

μ

2
xT x

}
(12)

subject to the equality constraints Ax + b + D (x) Δy = 0,

where
W = (I − S)T (I − S) , (13)

I is the identity matrix, S is the LPA smoothing matrix used to estimate
E [Δy (k)] as SΔy, and μ is the Ridge regression factor used to control the
size of vector x [14,15].
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2.1 Estimation of the Harmonic Components

The next step is then to calculate the parameters of the harmonic components
in eq. (1). We do this as follows [16,17]:

1. The coefficients xi are those of the polynomial

H (z) = 1 +
n∑

i=1

xiz
−i, (14)

where z is a complex number

z = e(j2πf+d)T . (15)

By determining the n roots, zi, i = 1, 2, . . . , n , of eq. (14), and using eq.
(15) for z, we can calculate the values of the n frequencies and dampings
of the harmonic components. It should be noted that we are using com-
plex harmonic exponentials to estimate the input signal’s linear component.
However, the signals we measure in practice are real signals of the form

yL (k) =
n/2∑

i=1

2Aie
diTkcos (2πfiTk + θi) , (16)

where Ai, θi, fi and di are the same as defined for the complex harmonics
in eq. (1). Therefore if we expect to have n

2 components in our real signal,
there will be n complex harmonic exponentials, and thus will the AR model
order be n. The complex harmonic exponentials will then always come in n

2
complex conjugate pairs.

2. To determine the n amplitudes Ai and phase angles θi, we substitute the
linear component y (k)+Δy (k), and the estimated frequencies and dampings
into eq. (1). We obtain an overdetermined system of linear equations of N ×n
that can be solved using the least squares method:

y (k) + Δy (k) =
n∑

i=1

Aie
jθie(j2πfi+di)Tk, k = 1, 2, . . . , N. (17)

2.2 Non-linear Part

The non-linear part (plus the noise), which could represent trends or other non-
linearities in the power system, is then given by

yN(k) = y(k) − yL(k) , (18)

where yN(k) is the k-th non-linear signal sample and y(k) is the measured load
sample. This non-linear part is then used to train a support vector machine.
After the training is complete, the SVM could be used to predict the non-linear
part. The linear part is calculated from the signal model (1), which is then added
to the non-linear part to obtain the final predicted load values.
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3 Numerical Results

For this experiment we tested many linear and non-linear SVM regression meth-
ods. For the results we show only the non-linear Radial Basis function kernel
SVM. For the implementation we used MATLAB [18] and the Least Squares
Support Vector Machines toolbox from [4].

Before the support vector machine is trained with the load data, some pre-
processing is done on the data. First the data is normalised by dividing by the
median of the data. This is because statistically the median is least affected by
data variabilities. Therefore, after prediction, the signal must be de-normalised
by multiplying it again with the median. Then the normalised data is separated
into a linear and a non-linear part.

The test data, shown in Fig. 1, contained 29 days of load values taken from a
town at one hour intervals. This gives a total number of 696 data samples. We
removed the last 120 data samples from the training set. These samples would
then be used as testing data. Each sample is also classified according to the hour
of the day that it was taken, and according to which day. The hours of the day
are from one to 24, and the days from one (Monday) to seven (Sunday).

The data fed into the support vector machine could be constructed as follows:
to predict the load of the next hour, load values of the previous hours are used.
We can additionally also use the day and hour information. For example, this
means that as inputs to the SVM, we could have k consecutive samples, and two
additional input values representing the hour and day of the predicted k+1− th
sample. The SVM will then predict the output of the k +1 − th sample. We can
also call the value of k : a delay of k samples.

Fig. 1. Load of a Town
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To evaluate the performance of the different SVMs, we define a performance
index, the Mean Absolute Prediction Error (MAPE):

MAPE =
1
N

N∑

i=1

|ti − pi|
ti

× 100 , (19)

where ti is the i − th sample of the true (measured) value of the load, pi is
the predicted load value of the SVM, and N is the total number of predicted
samples. For this experiment, the last 24 hours of the 120 removed samples in
the load set was used to test the different SVMs. Different values of delay was
used, from six until 96.

We also tested the prediction method without splitting the data into linear
and non-linear parts, and compared it to the proposed new method. The results
of the performance index for each of the methods are shown in Table 1. From
the statistics in the Table it seems that the method without separating the data
into different components performs slightly better than the method separating
the data. In general both methods performed well, but there were occasions
where the method without splitting the data had a very bad performance, eg.
from delay 60 until 96. This can be seen in Fig. 2 where the bad performance is
illustrated for a delay of 78. Also for a delay of 78, in Fig. 3 the method with
separating the data is shown. It can be seen that this method produces better
results. It was found that the method without separating the data was more
sensitive to the parameters of the SVM training algorithm, than the method

Fig. 2. Bad Performance of Method without Separating Data: Delay of 78
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separating the data. The best network without splitting the data has a delay of
15 and is shown in Fig. 4.

Fig. 3. Performance of Method with Separated Data: Delay of 78

Fig. 4. Best Performance of Method with Separated Data: Delay of 15
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Table 1. MAPE for the Two Methods

Delay Separated into Non-Separated
Linear / Non-Linear

6 3.7767 2.9794
15 3.5924 3.4402
24 4.9158 4.7659
33 5.3157 5.8301
42 5.4615 5.5794
51 5.3634 4.5498
60 6.0711 5.4701
69 7.3251 6.9728
78 9.5568 8.5627
87 11.1496 10.0967
96 14.3506 11.7320

Average MAPE 6.9890 6.3617
Median MAPE 5.4615 5.5794

4 Conclusion

The Semi-Parametric method for separating the electric load into a linear and
non-linear trend part was introduced. A support vector machine was then used
to do load forecasting based only on the non-linear part of the load. After-
wards the linear part was added to the predicted non-linear part of the
support vector machine. We compared this method to the usual method with-
out splitting the data. On average the method without splitting the data gave
slightly better results, but there were occasions where this method produced
very bad results and it was also very sensitive to the SVM training parame-
ters. The newly introduced method generally performed very well (even in the
situations where the method without separating the data produced very bad
results) and it was much more stable and more robust to the SVM training
parameters.

This is probably due to the fact that the most important factor, the underlying
non-linearities, are extracted out using the semi-parametric method and modeled
using the SVM. This approach is more streamlined from the point of view of
capturing the true non-linear nature of the load data by focusing only on the
non-linear parts without getting diluted by taking into consideration the linear
parts as is usually done.
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Abstract. Since the development of pulse compression in the mid-
1950’s the concept has become an indispensable feature of modern radar
systems. A matched filter is used on reception to maximize the signal to
noise ratio of the received signal. The actual waveforms that are trans-
mitted are chosen to have an autocorrelation function with a narrow
peak at zero time shift and the other values, referred to as sidelobes, as
low as possible at all other times. A new approach to radar pulse com-
pression is introduced, namely the Reproducing Kernel Hilbert Space
(RKHS) method. This method reduces sidelobe levels significantly. The
paper compares a second degree polynomial kernel RKHS method to
a least squares and L2P -norm mismatched filter, and concludes with a
presentation of the representative testing results.

1 Introduction

Since the development of pulse compression in the mid-1950’s [1,2] the concept
has become an indispensable feature of modern radar systems. Pulse compression
gives radar designers the ability to obtain sufficient energy from a target for
detection without degrading the range resolution of the system or resorting to
the use of very high transmitter power levels. Pulse compression therefore allows
for the use of lower power transmitters but with longer pulse lengths to increase
the energy content of a pulse. A matched filter is used on reception to maximize
the signal to noise ratio (SNR) of the received signal. The actual waveforms that
are transmitted are chosen to have an autocorrelation function (ACF) with a
narrow peak at zero time shift and sidelobe levels as low as possible at all other
times. The sidelobes have the undesirable effect of masking smaller targets which
are in close proximity to large targets, such as clutter returns. It is therefore
desirable to have a main pulse lobe as narrow as possible.

This paper introduces the Reproducing Kernel Hilbert Space (RKHS) meth-
ods in radar pulse compression. It is shown that the RKHS methods reduce the
sidelobe levels significantly compared to the results in [3].

In the section 2 we discuss the matched filter used in radar pulse compression
and the least squares technique to solve the mismatched filter coefficients. Section
3 discusses the RKHS methods to be used in pulse compression. Results obtained
in testing the algorithms are presented in section 4. The paper ends with a
conclusion.

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 268–276, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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2 Problem Formulation

2.1 Matched Filter

In the discrete time domain the transmit pulse of a radar could be represented
by a sequence of complex transmit coefficients {an}. Digital pulse compression
is performed by the convolution of the received signal, which is assumed to be
a time delayed and scaled version of the transmitted pulse, with the complex
receive filter coefficients {zn}. For the purpose of analyzing the sidelobe response
of the pulse compressor, a zero time-delay and unity scaling factor can be as-
sumed without loss of generality. In this paper a P4 code [4] (i.e. sampled linear
frequency chirp) is used for the transmit coefficients.

For the transmit pulse {an} the matched filter is given by hn = a*
N−n where *

denotes the complex conjugate and N is the number of transmit pulse samples.
If the matched filter is used, the output of the pulse compressor will be the ACF
of {an} which is equivalent to the discrete convolution

bi =
∑

i

ai+1−khk. (1)

The convolution sequence {bi} for the matched filter has the maximum attainable
SNR at zero time shift.

The sidelobe values of the convolution result can be minimized by introducing
cost functions which map the set of sidelobes to a single real value. By minimizing
the cost functions, mismatched receive filters with reduced sidelobe responses
can be found. In the next section the mismatched filter solutions for the least-
squares sidelobe measure, which is equivalent to the L2-norm solution, and the
generalized L2P -norm are briefly discussed. In [3] the L2- and L2P -norms are
presented as methods to reduce the sidelobes of the pulse compressor output.
These methods will be compared to the RKHS pulse compressor.

2.2 Least Squares and L2P Sidelobe Minimisation

In matrix form the output of the pulse compressor could be written as [3]

b = AF z, (2)

where
b = [b1, b2, · · · , b2N−1]

T , (3)

z = [z1, z2, · · · , zN ]T (4)

and

AF =

⎡

⎢⎢⎢⎣

a1 a2 · · · aN 0 · · · 0
0 a1 a2 · · · aN · · · 0
...

. . . . . . . . . . . . . . .
...

0 · · · 0 a1 a2 · · · aN

⎤

⎥⎥⎥⎦

T

, (5)
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where T denotes the transpose of a vector or matrix and that AF is the full
convolution matrix.

The sidelobe measure function for a compressed pulse can now be formulated
by defining a new matrix, A , which is similar to AF , except that the row in
AF which produces the compression peak is removed. The sidelobe measure cost
function to be minimised can therefore be written as

f (z) = bHb

= zHAHAz
= zHCz, (6)

with
C = AHA, (7)

and H denotes the complex conjugate transpose. The row in AF that is removed
could now be written as a constraint

az = bpeak, (8)

where a = [a1, a2, · · · , aN ]. This optimisation problem could now be solved using
Lagrange multipliers.

The generalised L2P -norm sidelobe cost function could now in a similar way
be derived as [3]

f (z) =

(
2N−1∑

i=1

[
‖bi‖2

]P
) 1

2P

=

(
2N−1∑

i=1

[
zHCiz

]P

) 1
2P

, (9)

where
Ci = aH

i ai, (10)

and ai is the ith row of A. Using the same constraint as in (8), Lagrange mul-
tipliers could be used to solve the minimisation problem.

3 RKHS-Based Filter

The idea of a function space reproduced by a single kernel function as well as the
question of whether or not there exists a kernel which will reproduce a specific
function space has received attention since the beginning of the 20th century,
and even before. Aronszajn [5], however, was the first to formally define the
notion of a Reproducing Kernel Hilbert space during the decade 1940 to 1950.

Today the applications of the theory of reproducing kernels are widely spread
in mathematical statistics and engineering applications. In the 1960’s (refer to
[6],[7] and [8]) Parzen applied the theory of Reproducing Kernel Hilbert spaces to
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time series analysis. In the early 1970’s Kailath ([9],[10],[11]) and his coworkers
applied this theory to problems encountered in detection and estimation. More
recently, the theory of reproducing kernel Hilbert spaces has found applications
in generalised sampling theory, in wavelets and in graph matching (see [12],[13]
and [14] as well as references therein).

In its simplest form a RKHS is a Hilbert space H equipped with an inner
product (·, ·) and a kernel K(·, ·) : R×R → R such that K(t, ·) ∈ H for all t ∈ R
and which has the reproducing property, i.e.

(F (·), K(t, ·)) = F (t)

for all t ∈ R. A consequence of the reproducing property is that
(K(s, ·), K(t, ·)) = K(s, t).

Suppose now we are given a data set of input-output training patterns
T = {ti, fi}N

i=1 where fi = F (ti) + εi are noisy measurements of some unknown
function F (·) : R → R. The following approximation problem is of interest: given
T find the minimum norm approximation F̃ (·) of F (·) in the RKHS H subject to
the constraints (F̃ (·), K(ti, ·)) = fi. It can be shown that F̃ (·) is of the form [15]

F̃ (·) =
Nc∑

i=1

ci K(t̃i, ·), (11)

where usually Nc ≤ N due to the presence of noise and the kernel centres t̃i are
inferred from T by means of some data reduction scheme [14]. The solution of
this approximation problem is then obtained as

c = G†f (12)

where c = (ai), f = (fi) and G = (K(t̃i, tj)). Here G† denotes the pseudo
inverse of the matrix G.

For the application discussed here we have chosen the polynomial kernel [16]
namely

K(s, t) =
(
1 + sT t

)d
, (13)

where d is the degree of the polynomial. One could also use other RKHS kernels,
for example the Dirichlet kernel (which is periodic) [14]

K(s, t) =
sin

((
n + 1

2

)
2π (s−t)u

)

sin
(

2π(s−t)u
2

) , (14)

or the sinc kernel

K(s, t) =
sin (2π (s−t)u)

2π (s−t)u
, (15)
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where n is the harmonic number and u is the width (or dilation) parameter
of the kernel. However, for this application the polynomial kernel gave much
better results, and therefore only the polynomial kernel will be considered when
presenting the results.

Once the interpolator coefficients c are solved, we can define a template [16]

t̃ =
Nc∑

i=1

ci t̄i, (16)

where
t̄i =

[[
1 tT

i

]
⊗

[
1 tT

i

]
⊗ · · · ⊗

[
1 tT

i

]]T
, (17)

⊗ denotes the Kronecker Tensor Product, ti is an input vector, and the term[
1 tT

i

]
in (17) is repeated d times. For example if a second order polynomial

kernel is used, then
t̄i =

[[
1 tT

i

]
⊗

[
1 tT

i

]]T
. (18)

Once the RKHS pulse compressor is trained, the template t̃ is used to calculate
the ith output of the RKHS pulse compressor as t̃T t̄i.

Fig. 1. Matched filter, L2- and L2P - norm pulse compression response for a linear chirp
transmit pulse with a TBWP of 50 (Borrowed from [3])
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4 Numerical Results

For this experiment we used a second order RKHS polynomial kernel. The MAT-
LAB programming environment [17] was used for implementation. A linear chirp
pulse

y(t) = Aej2πft, (19)

where A is the amplitude, f is frequency and t is time, is used to simulate
the signal that should be transmitted by the radar. The generated signal had a
time-bandwidth product (TBWP) of 50.

The results from [3] are shown in Fig. 1. The matched filter response, mis-
matched least squares and two L2P -norm filter responses (P = 2 , P = 40) are
shown. This figure shows only the output of the compressor for the input signal
that was used determine (“train”) the filter coefficients. The best sidelobe levels
achieved were around −35dB. The value of the output in dB is calculated as

OutputdB = 20 log10 (‖Output‖) . (20)

Fig. 2 to Fig. 4 show the results for the proposed RKHS pulse compressor. A sec-
ond degree polynomial kernel was used for this RKHS method, and a chirp pulse
with amplitude A = 1 was used to train the system. Fig. 2 shows the output of the
RKHS pulse compressor for four different values of the input chirp pulse, namely

Fig. 2. RKHS pulse compressor output as the input chirp signal amplitude varies
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Fig. 3. RKHS maximum sidelobe levels as the input chirp signal amplitude varies

A = 0.2, A = 0.5, A = 0.8 and A = 1. Each output signal was scaled by its maxi-
mum value and then converted to the dB scale. This forces the maximum value (in
dB) for each output equal to 0dB, which enables us to see the different outputs of
the different input amplitudes in perspective of the output amplitude of the train-
ing chirp pulse. For the training signal with amplitude A = 1 it is clear that the
RKHS pulse compressor performs very well compared to the least squares method,
and as the amplitude deviates from 1, the sidelobe levels start to increase.

Fig. 3 shows a graph of the unscaled maximum sidelobe levels as the chirp
pulse amplitude varies from A = 0.1 to A = 2. For a chirp signal with the
training amplitude A = 1, the RKHS pulse compressor achieved sidelobe levels of
maximum −287dB, which is far better than the −35dB of the pulse compressors
shown in Fig. 1. Then as the input amplitude decreases or increases from that
of the training pulse, the sidelobe levels varied from −60dB to −30dB. This is
still better (or comparable) to the results from the L2P -norm and least squares
methods in Fig. 1, which only shows results for the training signal and not for
input signals different than that of the training set. Fig. 4 shows the output peak
amplitude (when a pulse was actually detected) in terms of the input amplitude.
Since a second degree polynomial kernel was used, the output has a quadratic
relation to the input amplitude.
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Fig. 4. RKHS pulse compressor output when a pulse is detected as the input chirp
signal amplitude varies

5 Conclusion

In this paper we have presented a RKHS method to be applied in radar pulse
compression. We compared our proposed method to the least squares and L2P -
norms for minimising pulse compression sidelobes. The RKHS method has su-
perior performance over the other methods and showed significant sidelobe re-
duction of between −30dB and −287dB.
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Abstract. SVM-based active learning has been successfully applied when
a large number of unlabeled samples are available but getting their labels
is costly. However, the kernel used in SVM should be fixed properly be-
fore the active learning process. If the pre-selected kernel is inadequate
for the target data, the learned SVM has poor performance. So, new
active learning methods are required which effectively find an adequate
kernel for the target data as well as the labels of unknown samples.

In this paper, we propose a two-phased SKM-based active learning
method and a sampling strategy for the purpose. By experiments, we
show that the proposed SKM-based active learning method has quick
response suited to interaction with human experts and can find an ap-
propriate kernel among linear combinations of given multiple kernels. We
also show that with the proposed sampling strategy, it converges earlier
to the proper combination of kernels than with the popular sampling
strategy MARGIN.

1 Introduction

Active learning are used when a large number of unlabeled samples are available
but getting their labels is costly, usually in cases that human experts assess
the labels of unlabeled samples. Support vector machine (SVM)-based active
learning has been successfully applied but the kernel used in SVM should be
fixed properly in advance. If the pre-selected kernel is inadequate for the target
data, the learned SVM has low predictive power. In batch learning, we can use
time-consuming cross validation or other methods to find a proper kernel. But in
active learning interacting with a human expert, the turnaround time, i.e., the
time it takes to show an unlabeled sample for next labeling after one labeling,
should be kept short. So a quickly responding active learning method is necessary
which effectively finds an adequate kernel for the target data as well as the labels
of unknown samples by interacting with experts.

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 277–286, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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In this paper, we propose a support kernel machine (SKM)-based active
learner for the purpose. Because solving SKM is more time-consuming than
SVM, we propose a two-phased SKM solver to reduce the turnaround time and
also propose a sampling strategy SKM-SHIFT for SKM-based active learning.

2 Support Kernel Machines

Both SVM[1] and SKM[2] learn a separator f(x) and predict the label y ∈ {±1}
of input x by y = sign(f(x)).

For a given set of training samples {(xi, yi)}i=1,...,N and a given (non-linear)
feature mapping φ(x) or kernel K(x, z) = φ(x)T φ(z), SVM finds a large margin
separator f(x) = wT φ(x) + b by solving the following optimization problem.

min
w,b

ξi≥0

1
2 ||w||2 + C

∑
i ξi subject to yi(wT φ(xi) + b) ≥ 1 − ξi (1)

The first term is for maximization of the margin 1/||w|| and the second term is
for the minimization of errors and the cost parameter C controls the trade-off
between them. We shall henceforth refer to the optimal objective function value
(1) as the error index which is closely related to the generalization error [1].

By duality, the following maxα S(α) equals to the error index.

max
αi∈[Ai,Bi]�

αi=0

∑

i

αiyi − 1
2

∑

i,j

αiαjK(xi, xj)

︸ ︷︷ ︸
S(α)

(2)

where [Ai, Bi] = [min(yi C, 0), max(yi C, 0)]

By the optimal α∗, the optimal w =
∑

α∗
i φ(xi) and f(x) =

∑
α∗

i K(xi, x)+b.
The samples whose α∗

i �= 0 are called support vectors.
In contrast to the SVM which uses a given single kernel K(xi, xj), the SKM

searches the SVM with the least error index whose kernel is a linear combination
of given M kernels

∑M
k=1 βk Kk(xi, xj). Therefore SKM solves the following min-

max or dual max-min problem [2].

min
βk≥0
�

βk=1

max
αi∈[Ai,Bi]�

αi=0

S(α; β) (3)

= max
αi∈[Ai,Bi]�

αi=0

min
βk≥0
�

βk=1

S(α; β) (4)

where S(α; β) =
∑

i αiyi − 1
2

∑
i,j αiαj

(
∑

k

βkKk(xi, xj)

)

︸ ︷︷ ︸
K(xi,xj;β)

=
∑

k βk

⎛

⎝
∑

i

αiyi − 1
2

∑

i,j

αiαjKk(xi, xj)

⎞

⎠

︸ ︷︷ ︸
Sk(α)
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We refer K(xi, xj ; β) as a composite kernel and Kk(xi, xj) as the k-th component
kernel. Sk(α) is the objective function of the SVM with k-th component kernel.

SKM problem (3),(4) is an SVM problem w.r.t. α and a linear programming
(LP) w.r.t. β, so the optimal α∗,β∗ are sparse. The samples whose α∗

i �= 0 and
the kernels whose β∗

k > 0 are called the support vectors and the support kernels
respectively. The optimal w = [β∗

1 w1, · · · , β∗
M wM ]� where wk =

∑
i α∗

i φk(xi)
and f(x) =

∑
k β∗

k

∑
i α∗

i Kk(xi, x) + b. Thus, SKM can extract only critical
samples and kernels for classification from given samples and component kernels.

SKM’s error index S(α∗; β∗) equals to all support kernels’ Sk(α∗) 1 and is
smaller than any single kernel SVM’s error index maxα Sk(α) because only weak
duality (maxα mink Sk(α) ≤ mink maxα Sk(α)) holds. Consequently SKM is ex-
pected to have higher precision than any single kernel SVM.

3 Two-Phased SKM-Based Active Learning: LASKM

SKM problem (3) is equivalent to the following semi-infinite LP (SKM-ILP).

min
θ,β≥0�
k βk=1

θ s.t.
∑

k βkSk(α) ≤ θ for all α ∈ {α|αi ∈ [Ai, Bi],
∑

i αi = 0} (5)

SKM-ILP can be solved by repeating the following steps starting from the
initial constraint set CS = {βk ≥ 0,

∑
k βk = 1} and some α0,β0 [3].

S1. find αt s.t. S(αt; βt−1) > S(αt−1; βt−1).
S2. add constraint

∑
k βkSk(αt) ≤ θ to the constraint set CS of LP.

S3. get βt by solving the LP problem min(θ,β)∈CS θ.

αt = argmaxS(α; βt−1), the solution of SVM with kernel K(·, ·; βt−1), gives
the tightest constraint at βt−1 in S2. However solving SVM is time-consuming
and moreover it takes M times more time to solve maxS(α; βt−1) because the
composite kernel has M component kernels. So the reduction of computation
time of SVM is important to keep quick response during the active learning.

We therefore take a two-phased approach. During the active learning phase, we
partially solve the SVM quickly using LASVM [4] and in the post-optimization
phase, we completely optimize the SVM for all labeled data using a normal solver.
The proposed two-phase active learner LASKM is shown in Algorithm 1..

LASVM is an efficient online SVM algorithm competitive with misclassifica-
tion rates and out-speeding state-of-the-art SVM solvers. It is convenient to get
αt quickly in the active learning phase because it keep the set S of candidates
of support vectors small by discarding blatant non-support vectors. It maintains
three pieces of information: the set S and the coefficients αi and the gradients
gi = ∂

∂αi
S(α) = yi −

∑
αjK(xj , xi) for i ∈ S. Its building block operations are

PROCESS and REPROCESS. PROCESS(i) attempts to insert sample i into

1 S(α∗; β∗) = maxα mink Sk(α) = mink Sk(α∗) because the inside of (4) is the LP-
formulation of mink Sk(α). β∗ can be determined because it satisfies

�
β∗Sk(α) ≤

S(α∗; β∗) for all α.
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S and updates αi and gi for i ∈ S. REPROCESS removes blatant non-support
vectors from S and updates αi, gi for i ∈ S.

In LASKM, we extend PROCESS and REPROCESS to PROCESS(i, β)
and REPROCESS(β) which maintain the gradients of each component kernel
g[k]i = yi −

∑
j αjKk(xj , xi) as well as that of the composite kernel gi.

Algorithm 1. Two-Phased SKM-based Active Learner: LASKM
Require: Cost parameter C and Component kernels Kk(·, ·), k = 1, · · · , M
Require: samples (xi, yi), i = 1, · · · , N and Sampling Strategy SS

//Initialization
1: t ← 0.
2: constraint set CS ← {βk ≥ 0,

�
βk = 1}.

3: initial (α0, g0, g0
[k]) ← (0, y, y), β0 ← (1/M, · · · , 1/M).

4: Seed L with a few samples of each class.
5: update (αt, gt, gt

[k])
//Active Learning Phase

6: repeat
7: t ← t + 1
8: Pick a sample it by sampling strategy SS and L ← L ∪ {it}.
9: update (αt, gt, gt

[k]) by PROCESS(it, β
t−1) and REPROCESS(βt−1).

10: St
k ← Sk(αt), k = 1, · · · , M

11: CS ← CS ∪ {
�

k βkSt
k ≤ θ}. //remove redundant constraints

12: (θt, βt) ← argmin{θ|(θ, β) ∈ CS}. //LP solution θt = S(αt; βt).
13: g ←

�
k βtgt

[k].
14: until |L| ≥ N

//Post-Optimization Phase
15: repeat
16: t ← t + 1
17: get (αt, gt, gt

k) by solving max S(α; βt−1) using normal SVM algorithm.
18: St

k ← Sk(αt), k = 1, · · · , M and θt
0 ←
�

βt−1
k St

k. //θt
0 = S(αt; βt−1)

19: CS ← CS ∪ {
�

k βkSt
k ≤ θ}. //remove redundant constraints

20: (θt, βt) ← argmin{θ|(θ, β) ∈ CS}. //LP solution θt = S(αt; βt)
21: g ←

�
k βtgt

k.
22: until θt

0 > 0 and |1 − θt/θt
0| ≤ ε

4 Sampling Strategies for SKM-Based Active Learning

The typical sampling strategies for SVM-based active learning are the followings:

1. RANDOM selects a sample randomly
2. MARGIN selects the sample nearest to the boundary (argminx |f(x)|).
3. KFF (Kernel Farthest First) selects the sample farthest to the boundary

(argmaxx |f(x)|).
4. SHIFT selects the sample initially by KFF and by MARGIN depending on

the stability of the model.
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MARGIN strategy is known to be the most effective when the current model
(α) is near optimal. However, when the current model is far from the optimal,
true support vectors can exist far from the current boundary and exploration
is more important than exploitation of the current boundary. SHIFT[5] initially
uses KFF for exploration and shifts to MARGIN when the model becomes stable.

In case of SVM-based active learning, SHIFT’s improved performance was
limited on data sets that require extensive exploration such as checkerboard
or COREL dataset, while remaining competitive on data sets that do not[5].
But SKM’s model space (α, β) is larger than SVM’s. So in SKM-based active
learning, we think balancing exploration and exploitation is more important and
propose to use an extended SHIFT strategy for the SKM-based active learning.
The algorithm is shown in Algorithm 2.. Along the line in [5], we defined the
instability of SKM by the instability of angles between wt = (β1 wt

1, · · · , βM wt
M )

and wt−1.

corr(αt, βt, αt−1, βt−1) =
〈wt, wt−1〉√

〈wt, wt〉〈wt−1, wt−1〉
where 〈wu, wv〉 =

∑

i,j,k

βu
kβv

kαu
i αv

j Kk(xi, xj)

Algorithm 2. SKM-SHIFT(α, β, U)
Require: U :unlabeled samples, O:oracle
Require: λ, ε, A:learning algorithm
1: if U �= {} return ({}, U) end if
2: φ ← corr(α, β, α0, β0).
3: p ← max(min(p0e

−λ(φ−φ0), 1 − ε), ε).
// probabilistic switching of strategy

4: r ← random number generated uniformly between 0 and 1.
5: if r < p then
6: x ← argmaxx∈U mini∈S K(xi, x) //exploration: KFF(U)
7: else
8: x ← argminx∈U |f(x)|. //exploitation:MARGIN(U, α, β)
9: end if

10: y ← O(x). //get the label of x from the oracle
11: (p0, α

0, β0) ← (p,α, β). //update state variables
12: return ((x, y), U − {x})

When there are many unlabeled samples and we use all unlabeled samples
as U in SKM-SHIFT/MARGIN/KFF, it takes much time to evaluate |f(x)| or
K(xi, x) of all x in U . To keep the turnaround short, we use a fixed number
of randomly selected unlabeled samples as U . We set |U | = 50. This setting is
practical because the probability that the maximum in U is over the 95th or
90th percentile of all is about 92% (= 1 − 0.9550) or 99.5% (= 1 − 0.9050).

MARGIN and KFF need the evaluation time proportional to M × |S| to
compute kernels between each sample in U and each sample in S.
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SKM-SHIFT needs additionally to compute corr(αt, βt, αt−1, βt−1). However,
because LASKM stores 〈wt−1, wt−1〉 and gt

[k]j = yj −
∑

i αt
iKk(xi, xj) in memory

and 〈wt, ws〉 =
∑

j,k αs
jβ

t
k βs

k (
∑

i αt
iKk(xi, xj)), SKM-SHIFT needs to calculate∑

i αt
iKk(xi, xj) only for the samples j which are the support vector candidates

at time t − 1 but excluded at time t (usually a few at most). So, SKM-SHIFT
can select samples in almost equivalent time to MARGIN’s.

5 Experiments

In the experiments, we use the USPS database 2 which contains 9298 handwrit-
ten digits (7329 for training, 1969 for testing). Each digit is a 16×16 image with
zero mean and variance 1. We prepared 6 RBF kernels exp(−γ||xi − xj ||2) with
γ = 1, 2, 5, 10, 20, 50 and make each single kernel SVM and the SKM using all
6 kernels learn the training data in batch or active learning. In batch learning,
we use libsvm [6] for SVM and post-optimization part of LASKM for SKM. In
active learning, we use LASVM and LASKM for SVM and SKM respectively.
We set the cost parameter C = 1000 assuming the dataset is nearly separable,
and tolerance τ = 1−3 (libsvm’s default) for both SVM and SKM and the upper
bound of 1− θt/θt

0 = 1−6 for SKM. We use RANDOM, MARGIN, SKM-SHIFT
as sampling strategies. KFF is excluded because it is obviously ineffective. The
parameters in SKM-SHIFT(Algorithm 2.) are λ = 0.5, φ0 = 0.3, ε = 0.05 3 and
the size of random sampling is |U | = 50.

Usually assessing labels of over 1000 samples are very stressful. So we set the
maximum number of learned samples to 900 in active learning. The analysis
of changes of turnaround time, precision etc. are based on the data when the
numbers of learned samples are 12, 14, . . ., 28, 30, 40, 50, . . ., 90, 100, 200,. . .,
800, 900.

We made 20 trials for each experimental setting. In each trial, we randomly
select a pair of one positive and one negative sample as the initial sampling data.

We use a Pentium-4 2.6GHz Windows XP machine for the experiments.

5.1 Comparison Between Single Kernel SVMs and SKM

We first compared the optimal single kernel SVMs and the optimal SKM when
learning all training data in batch.

Table.1 lists the error index (maxα Sk(α) of SVMs and S(α∗; β∗) of SKM)
and precision against the test data for digit ’0’.

SKM’s error index is the lowest among all and the optimal weights β∗
γ of

the support kernels are 0.5 (γ=5), 0.2 (γ=10), 0.3 (γ=20) and those of the non-
support kernels (γ=1, 50) are 0. SKM successfully selected the three kernels with
low error index as the support kernels and composed a composite kernel with
a lower error index. The precision of the optimal SKM is 99.54% which is the

2 ftp://ftp.kyb.tuebingen.mpg.de/pub/bs/data/
3 λ, φ0,ε are not optimized. we set them referring to [5].
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Table 1. Error Index and Precision for ’0’

γ Error Index Precision

1 1334.1 99.44%
2 467.6 99.49%
5 175.6 99.54%
10 163.3 99.64%
20 331.4 98.93%
50 1082.4 93.30%

SKM 149.8 99.54%

Table 2. β∗ selected by SKM

digit RBF parameterγ
1 2 5 10 20 50

0 0.00 0.00 0.52 0.19 0.29 0.00
1 0.00 0.00 0.48 0.24 0.22 0.06
2 0.00 0.00 0.48 0.28 0.13 0.11
3 0.00 0.00 0.53 0.17 0.29 0.01
4 0.00 0.00 0.44 0.36 0.11 0.09
5 0.00 0.00 0.46 0.29 0.15 0.10
6 0.00 0.00 0.47 0.21 0.32 0.00
7 0.00 0.00 0.52 0.20 0.24 0.04
8 0.00 0.00 0.44 0.37 0.03 0.16
9 0.00 0.00 0.42 0.38 0.16 0.05

second best behind the SVM’s with γ = 10 (99.64%) and the SMV’s with γ = 50
is the worst (93.30%). For other digits, SKMs also had the least error index and
the best or second best precision compared with the single kernel SVMs 4.

In active learning, this feature is a great advantage of SKM against SVM.
Because the user doesn’t know the labels of data when selecting kernels, there
are relatively high risks that the user selects an inefficient kernel (such as γ = 50
for digit ’0’) in SVM-based active learning but in SKM-based active learning, we
can reach to the solution comparable to the best single kernel SVM’s starting
from a set of candidate kernels.

Table. 2 shows the optimal β∗ of SKM for each digit. For all digits, the SKM’s
major support kernels are γ =5, 10, 20 and γ =5 has the highest weight. However,
the SVM with the least error index among the single kernel SVMs is γ =10 and
not γ =5. In the optimal SKM, the RBF kernel with γ = 5 gives a rough shape
of the decision boundary and the RBFs with γ = 10 or 20 refine it.

5.2 Comparison of Sampling Strategy in SKM-Based Active
Learning

Turnaround Time. Figure. 1 shows the average turnaround time (dotted line)
and the average number of support vector candidates |S| (solid line). The num-
bers of learned samples are on the horizontal axis.

RANDOM responses very rapidly (0.02 sec. at 900 samples) but it fails to
select proper support vector candidates effectively. So the number of candidates
stays 200, the one third of those of the other two strategies at 900 samples.

MARGIN and SHIFT have similar turnaround proportional to the number of
support vector candidates. Even at 900 samples, it responses within one second
(0.9 sec.).

As for the simple active SKM learner, which uses MARGIN and incrementally
optimizes SKM completely at each sampling, its average turnaround was 2.5 sec.
4 The error index is only an “estimate” of generalization error. So the precision of the

optimal SKM is comparable to the best SVM but can be inferior to it in some cases.
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Fig. 2. Transition of Precision

for 100–200 samples, 10 sec. for 200–300 samples, 15 sec. for 300–400 samples.
These responses are too slow for comfortable interaction with human experts. In
contrast, the two-phased active learner LASKM has very quick response suitable
to support interactive active learning.

Temporal Transition of Precision. We show the changes of precision aver-
aged over 200 trials (20 trials of ten digits) for each strategy in Figure 2 because
the performance are very similar regardless of digits.

RANDOM is obviously poor and MARGIN and SKM-SHIFT have similar
performance in precision. More precisely, MARGIN is slightly better than SKM-
SHIFT when the number of learned samples is small (less than 200 for digit ’3’
and ’4’ and 30 to 80 for other digits) but the differences of precision between
MARGIN and SKM-SHIFT are less than 0.5% even at 50 samples for all digits.

Concerning precision, SKM-SHIFT didn’t make much difference with MAR-
GIN just like the SHIFT in the SVM-active learning as described in [5].

Temporal Transition of Kernel Weight. Concerning the changes of kernel
weight βt, the performances of MARGIN and SKM-SHIFT are different.

Figure 3 shows the temporal changes of kernel weights βt (averaged over 20
trials) of digit ’0’. The optimal β∗ = (0, 0.5, 0.2, 0.3, 0) is shown in the right most
in Figure3. MARGIN gives more weight to γ = 10 until the number of samples
reaches about 200 and requires over 400 samples to reach β∗. On the other hand,
SHIFT reached β∗ at about 200 samples.

The same tendency appears in other digits. MARGIN is likely to select γ = 10
which has the least error index in single kernel SVMs in the earlier stage (βγ=10
is around 0.5 or 0.6 at 20 samples). SHIFT is likely to reach to β∗ earlier than
MARGIN.

Figure 4 shows the changes of ‖βt−β∗‖, the estimation error of β∗. Especially,
SHIFT’s βt are closer to β∗ than MARGIN until 100 samples except for digits
’4’, ’8’ and ’9’ (at significance level 90%).
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The reason of the exceptional good performance of MARGIN for digit ’4’, ’8’,
’9’ can be considered as follows. MARGIN is likely to select γ = 10 in initial phase
as mentioned above and digits ’4’, ’8’, ’9’ have larger optimal weight β∗

γ=10 than
other digits as shown in Table 2. So, the initial decision boundary by MARGIN
is likely to be closer to the optimal boundary and this causes the good estimate
of β∗ at earlier stages by MARGIN.

But in general, the best kernel for single kernel SVM is different from the
kernel having large weight in SKM. So, SKM-SHIFT can be considered as more
robust and better estimator of optimal kernel weight β∗ than MARGIN.

6 Conclusions and Future Works

In this paper, we propose the SKM-based active learning and, for the purpose, a
two-phased algorithm LASKM and a sampling strategy SKM-SHIFT based on
SHFIT strategy whose improvement was limited in case of SVM-based learning.

By experiments, we show that the proposed LASKM has quick response neces-
sary for interactive active learning and can find an appropriate composite kernel
among combinations of given component kernels which is comparable to the best
component kernel with respect to the predictive power.

We also show that with the proposed sampling strategy SKM-SHIFT it con-
verges earlier to the optimal combination β∗ of composite kernel than with the
popular sampling strategy MARGIN with some exception, while it remains com-
parable with MARGIN concerning precision of prediction of labels.

We are now conducting empirical evaluations of the LASKM for different
datasets and are also planning detailed sensitivity analyses of SKM-shift’s pa-
rameters.
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Abstract. The performance of many learning methods are usually in-
fluenced by the class imbalance problem, where the training data is domi-
nated by the instances belonging to one class. In this paper, we propose a
novel method which combines random forest based techniques and sam-
pling methods for effectively learning from imbalanced data. Our method
is mainly composed of two phases: data cleaning and classification based
on random forest. Firstly, the training data is cleaned through the elim-
ination of dangerous negative instances. The data cleaning process is
supervised by a negative biased random forest, where the negative in-
stances have a major proportion of the training data in each of the tree in
the forest. Secondly, we develop a variant of random forest in which each
tree is biased towards the positive class to classify the data set, where
a major vote is provided for prediction. In the experimental test, we
compared our method with other existing methods on the real data sets,
and the results demonstrate the significative performance improvement
of our method in terms of the area under the ROC curve(AUC).

1 Introduction

In recent years, learning from imbalanced data has received increasing interest
from the community of machine learning and data mining. Imbalanced data sets
exhibit skewed class distributions in which almost all instances are belonging to
one or more larger classes and far fewer instances belonging to a smaller, but
usually more interesting class. This kind of data can be found in many real-world
applications, such as power load data, medical data, sales data, etc.

The balance of training set is an underlying assumption for most learning
systems, thus the performance of these systems can be influenced greatly when
learn from imbalanced data. More specifically, models trained from imbalanced
data sets are biased towards the majority classes and intended to ignore the
minority but interested classes. This is the class bias problem, which can lead to
a poor performance of the classifier when deal with the class that is not biased.
As an example, for a data set where only 1% instances are positive, an accuracy
of 99% will be achieved simply by classifying all the instances to be negative.
Such is a typical classifier with high accuracy but useless when exploited to
classify the positive instances.
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Class bias is the major reason of the decline of classification performance on
imbalanced data, and thus it is by no means trivial to explore a solution to
address the problem. In this paper, we propose a strategy of learning from the
imbalanced data set, where class bias is utilized to help improving the classifica-
tion performance in a proper way. Through analyzing the issue in detail, we can
conclude that class bias is not the only reason for the loss of performance, and
class overlapping is another problem that could also hinder the performance.
In our method, firstly, class bias is exploited to settle class overlapping in the
data cleaning process. Secondly, we provide a combination of ensemble learn-
ing methods and sampling techniques, where the final prediction is made based
on biased classifiers. In the experimental evaluation, we compared our method
with other existing methods on the real data sets, and the results demonstrate
superior performance of the proposed methods.

The remainder of this paper is organized as follows. In Section 2, we give a
brief review of the related work. Our method is described in detail in Section 3.
Section 4 gives the experimental evaluation on competitive methods. Finally,
Section 5 offers the conclusion remarks.

2 Related Work

A number of solutions to the class-imbalance problem were previously proposed
both at the data and algorithmic levels [2]. At the data level, these solutions
are based on many different forms of re-sampling techniques including under-
sampling the majority and over-sampling the minority to balance the class dis-
tribution. At the algorithmic level, the frequently used methods includes cost-
sensitive classification [3], recognition-based learning [4], etc.

Random forest [1] is an ensemble of unpruned classification or regression trees,
trained from bootstrap samples of the training data, using random feature selec-
tion in the tree induction process. The classification is made through a majority
vote which takes all the decision of the trees into consideration. Random forest
shows important performance improvement over the single tree classifiers and
many other machine learning techniques. However, random forest also suffers
from the class imbalance when learning from the data set. In this paper, we
made significant modification to the basic random forest algorithm to tackle the
problem of learning form imbalanced data set.

3 Proposed Solutions

The key idea of our method is to utilize the class bias for removing the data,
which seriously puzzle classification process, defined as “dangerous”. Our method
mainly consists of two phases:

1. Data cleaning: The majority of data are preprocessed to eliminate the in-
stances, which may cause degradation of prediction performance.
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2. Classification (ranking): We build the model to produce a score for each of
the instances in the given prediction data set to indicate their possibility of
being positive or negative.

3.1 Data Cleaning

The degradation of performance in many standard classifiers is not only due
to the imbalance of class distribution, but also the class overlapping caused
by class imbalance. To better understand this problem, imagine the situation
illustrated in Figure 1. Figure 1(a) represents the original data set without
any preprocess. The circle in red and black represent the positive class and the
negative class respectively, where an obvious class imbalance exists. Note that
in Figure 1(a) there are several negative instances in the region dominated by
the positive instances, which presents some degree of class overlapping. These
negative instances are considered to be ‘dangerous’ since it is quite possible for
any model trained from this data set to misclassify many positive instances as
negative. For cost-sensitive related problems, this issue is even more detrimental.
Then a natural requirement is to eliminate the dangerous negative instances, i.e.,
the black circles in the red region in Figure 1(a). The data set after cleaning,
where a well-defined class boundary exists, is represented in Figure 1(b).

There are many existing techniques designed for this data cleaning task, in-
cluding Tomek links [7], Condensed Nearest Neighbor Rule [6], etc. The
main defect of these methods lies in their strong dependency on a distance func-
tion defined for the data set. However, the most effective form of the distance
function can only be expressed in the context of a particular data domain. It is
also often a challenging and non-trivial task to find the most effective form of

(a) Class overlapping exists before
Data Cleaning

(b) Well-defined class boundary
emerges after Data Cleaning

Fig. 1. Effect of Data Cleaning
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the distance function for a particular data set [8]. Without a well-approximately
defined distance function, the result of the data cleaning process is often very
poor and cannot eliminate the dangerous negative instances effectively.

The data cleaning method proposed in this paper does not employ the uti-
lization of any distance functions and is more straightforward. In this method,
three steps are designed to implement cleaning process as follows:

1. Divide: The data are divided into the minor instances set P and the major
instances set N , and N is further divided into n subsets {N1, N1, ..., Nn},
where each of them has approximately the same size.

2. Train: For each Ni, we train a random forest RF from the rest instances in N
and the entire P . The trick is that for every classification tree in the forest,
the class distribution in the corresponding training data is not balanced, i.e.,
more negative instances than positive instances.

3. Filter: We remove all instances in Ni, which are are incorrectly classified by
RF , from the training data set.

The rationale behind this data cleaning method is quite legible. Most stan-
dard learning algorithms assume that maximizing accuracy on a full range of
cases is the goal and, therefore, these systems exhibit accurate prediction for the

Algorithm 1. Data Cleaning: Eliminate Dangerous Negative Instances
Input: majority instance set N , minority instance set P , number of subset n, number
of trees in the forest ltree, threshold ε ∈ (0, 1)

Output:clean data set D
′

where dangerous negative instances are eliminated from D
according to the given parameter ε

1: Divide N randomly into n subsets {N1, N2, ..., Nn}, ∀i, j ∈ [1, 2, ..., n], |Ni|=|Nj |,
Ni ∩ Nj=Ø if i �= j.

2: i ← 0
3: repeat
4: i ← i + 1

5: N ′
=

n�

j=1
Nj − Ni

6: for m = 1 to ltree do
7: Randomly sample a subset Psub from P and a subset Nsub from N ′

, where
|Psub| � |Nsub|

8: Learning a classification tree Tm form Nsub ∪ Psub

9: end for
10: for each instance Xn ∈ Ni do
11: if more than ε × ltree tree classifiers classify Xn as positive then
12: Eliminate Xn from Ni

13: end if
14: end for
15: until i=n

16: Nout=
n�

j=1
Nj

17: Return Nout as the output
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majority class cases, but very poor performance for minority. For such negative-
biased classification model, if a negative instance is misclassified as positive, it
is reasonable to consider it as dangerous since it must be highly similar with
some certain positive instances and thus is responsible for class overlapping.
Elimination of these dangerous negative instances from the training data will
potentially reduce the false negative rate of the model trained from it. Details
of this method is described in Algorithm.1.

3.2 Classification and Ranking

In this subsection, we introduce the method developed to rank the given in-
stances in the testing data set to indicate their possibility of being positive. The
basic model is similar with the random forest used in the data cleaning process.
The only difference is that the class distribution of the training data for each
tree in the forest has been reversed, i.e., more positive instances than negative
instances. Several random forests are obtained in this way, and the instances in
the prediction data set will be classified by the trained random forests in an iter-
ative process. For each instance, the number of trees in the forest that classifies
it as positive are assigned as its score, which represents the possibility of that

Algorithm 2. Classification and Ranking
Input: cleaned training data set Dt, prediction data set Dp, number of iterations n,
number of trees in each random forest ltree, threshold ε ∈ (0, 1)
Output: Dt with each instance being assigned with a score

1: Divide Dt into positive subset Dtp and negative subset Dtn

2: initiate array SCORE[ ] of length |Dp|
3: i ← 0
4: repeat
5: i ← i + 1
6: for m = 1 to ltree do
7: Randomly sample a subset Psub from Dtp and a subset Nsub from Dtn, where

|Psub| 	 |Nsub|
8: Learning a classification tree Tm form Nsub ∪ Psub

9: end for
10: for each instance Xn ∈ Dp do
11: for each classification tree Tm in the random forest do
12: if Tm classify Xn as positive then
13: SCORE [n] ← SCORE [n] + 1
14: end if
15: end for
16: if less than ε × ltree tree classifiers classify Xn as positive then
17: Eliminate Xn from future iterations
18: end if
19: end for
20: until i=n
21: Return SCORE as the output
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it is positive. Any instance that receives a score lower than a given threshold
will be excluded from the next iteration. At last, all the instances are ranked
according to the sum of their scores received in all the iterations.

The idea behind this method is that again we exploit the bias of the classifiers
trained from imbalanced data set as in the data cleaning process. Since the
positive instances dominate the training data set, each tree is biased towards
correctly classifying the positive instance. Then there is a strong possibility for
a positive instance to receive a higher score and a negative instance to receive a
lower one. By excluding the instances that received a score lower than a specified
threshold, we restrict the model to focus on the hard to classify instances.

4 Experimental Evaluation

In this section , we run a series of experiments to evaluate the classification
performance of the proposed methods. The decision tree in the random forest is
implemented using J48 in the Weka machine learning tool1.

4.1 Data Set

8 UCI data sets which have different degrees of imbalance were used in our data
set. Information of these data are listed in Table 1, including data size, number
of attributes, the target attributes, and class distributions. For data sets with
more than 1 classes, we choose the class with least instances as the minority
class and consider the remainder as the majority class. More details about these
data sets can be found in the UCI data page2.

4.2 AUC Score

The performance of each method is measured by means of ROC [9], which repre-
sents the false positive rate on the horizontal axis of a graph and the true positive

Table 1. Information about the data set

Data Set Size Attributes Class Class Distribution ClassNumber

balance 625 4 Balance 1:12.0 3

flags 194 28 White 1:10.4 7

haberman 306 3 Die 1:2.81 2

letter 20000 16 A 1:24.3 26

nursery 12960 8 not recom 1:38.2 5

pima 768 80 1 1:2.01 2

sat 6435 36 6 1:3.23 3

vehicle 846 18 opel 1:3.31 4

1 http://www.cs.waikato.ac.nz/ml/weka/
2 http://www.ics.uci.edu/mlearn /MLRepository.html
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rate on the vertical axis. A curve is produced by varying the threshold on a clas-
sification model’s numeric output. The Area Under the Curve is a widely used
performance measurement of the classification accuracy on imbalanced data set.

4.3 Comparison with Existing Methods

The proposed methods are compared with 5 other popular techniques used
for imbalanced learning, including SMOTE, under-sampling(Under), over-
sampling(Over), Tomek links(Tomek), Condensed Nearest Neighbor Rule(CNN).
RF refers to our proposed random forest based methods. For each data set, 10
times 10-fold cross validation are executed. In order to reduce the bias introduced
by the sampling process, within each fold the learning algorithm is repeated for
20 times. Finally, the averaged AUC score is reported in Figure 2.

RF achieves the best performance on 5 of the data sets. For the other 3
data sets, it is almost as good as the method with the highest AUC score.
The similarity function based methods, such as SMOTE and Tomek, does not
outperform the simple over-sampling and under-sampling approach since their
performance depends greatly on the similarity function and it is not an easy task
to find a suitable similarity function for a given data set. While our proposed
method does not rely on the similarity function, it outperforms its competitors
in terms of prediction performance.

4.4 Influence of Class Distribution

In the classification step, we are reversing the class distribution of the training
data for each tree in the forest. In this subsection, we test the influence of the

balance flags haberman letter nursery pima sat vehicle
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Fig. 2. AUC Scores on 8 UCI Data Sets
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Fig. 3. Influence of Class Distribution

class distribution on the classification accuracy of the proposed method(RF).
For each data set, we changed the distribution of the positive instances and
the negative instances and tested the performance of the trained model. From
Figure 3 we can see that the AUC scores can be largely influenced by the dis-
tribution. Our method can achieve the best performance under a certain proper
class distribution. As the ration of Minor/Major decreases, the AUC score also
decreases.

5 Summary

In this paper , we propose a strategy of learning from imbalanced data set.
The main idea of our method is to make the class bias useful when deal with
imbalanced data set. In the data cleaning process, the class bias is used to
eliminate dangerous negative instances and further address the class overlapping.
In the classification process, each classifier is trained to be biased towards the
positive class, that is, the class distribution has been reversed. The testing set
is classified in an iterative way, where the order in which the instances being
labeled reflects their possibility of being positive.
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Abstract. This paper presents a system for classifying e-mails into two 
categories, legitimate and fraudulent. This classifier system is based on the 
serial application of three filters: a Bayesian filter that classifies the textual 
content of e-mails, a rule- based filter that classifies the non grammatical 
content of e-mails and, finally, a filter based on an emulator of fictitious 
accesses which classifies the responses from websites referenced by links 
contained in e-mails. This system is based on an approach that is hybrid, 
because it uses different classification methods, and also integrated, because it 
takes into account all kind of data and information contained in e-mails. This 
approach aims to provide an effective and efficient classification. The system 
first applies fast and reliable classification methods, and only when the resulting 
classification decision is imprecise does the system apply more complex 
analysis and classification methods.  

Keywords: e-mail classification, web filtering, multistrategy learning. 

1   Introduction 

Phishing is the term used to describe massive e-mails that trick recipients into 
revealing their personal or company confidential information, such as social security 
and financial account numbers, account passwords and other identity or security 
information. These e-mails request the user’s personal information as a client of a 
legitimate entity with a link to a website that looks like the legitimate entity’s website 
or with a form contained in the body of the e-mail. The aim of phishing is to steal a 
user’s identity in order to make fraudulent transactions as if the phisher were the user. 

According to Anti-Phishing Working Group [9] the number of phishing reports 
increased from 20,109 in May 2006 to 28,571 in June 2006 to make it the most ever 
recorded. Phishing attacks are increasing despite of the use of e-mail filters. Although 
only 0.001 percent of these e-mails sent are answered, this percentage is enough to 
provide a return on investment and keep the phishing industry alive [26].   

The next section reviews different filter types currently available. Section 3 gives 
details of the anti-phishing system proposed. Section 4 discusses the empirical 
evaluation of this approach. Section 5 focuses on the learning ability of the system, 
and the final section presents the conclusions and point the way to future work on this 
subject. 
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2   Phishing Filtering  

Information on techniques for avoiding electronic fraud is not readily available in the 
scientific and marketing literature. This lack of information prevents phishers from 
hitting upon for the circumvention of filters.  

Nowadays, although different systems exist to deal with the problem of electronic 
fraud, these systems are far from optimal for classification purposes. The methods 
underlying these systems can be classified into two categories, depending on the part 
of the message chosen by the filter as the focus for deciding whether e-mail messages 
are legitimate or fraudulent: 

1. Origin-based filtering. Origin-based filters focus on the source of the e-mail and 
verify whether this source is on a white verification list [8] or on a black verification 
list [1], [29].  

2. Content-based filters focus on the subject and body of the e-mail. These can be 
also divided into two classes, depending on whether the analyzed content is textual or 
non-textual. Textual content filters classify e-mails using Bayesian classifiers [2], [7], 
[10], heuristic rules [23], [28] or a combination of them [10]. Non-textual content 
filters examine the links embedded in e-mails by different techniques. Some filters 
check whether the links belong to white and black verification lists [6], [10]. Other 
filters analyze the appearance of the alphanumeric string of links and look for well 
known phishing schemes [14], [15]. In [4], a combination of internal and external 
information relative to both textual content and links in e-mails is used to build an 
effective e-mail filter. 

Besides the phishing e-mail filters, there exist other anti-phishing tools, the 
toolbars, which can be built into browsers for blocking access to or warning the user 
about web pages identified as possible or actual phish. Examples of these web filters 
are [5], [16], [25]. In [18] a comparative test of several toolbars is shown. 

Most current commercial e-mail filters use verification lists to analyze e-mail 
senders and links contained in the body of e-mails. These filters are dynamic and 
update verification lists when new attacks are reported. However, the updating rate of 
filters is often overcome by the changing rate of the attacks because phishing e-mails 
are continuously modifying senders and link strings, many websites are only available 
one day, and continuous updating thus implies a high economic cost. 

This paper describes a client-side system, which was designed and built to detect 
and filter phishing e-mail automatically, using different sources of information 
present in the content of e-mails which are handled by the processing methods most 
suitable for each information type.  

3   Classification System 

The range of procedures used by a phisher, which evolve quickly in order to evade 
filters available, makes it necessary to solve the problem of identifying phishing e-
mails with a multistrategy and integrated approach. The system shown in this paper 
focuses on a global view of all the information provided by an e-mail and the different 
analysis methods for each kind of information.  
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One main feature of this system is effectiveness, measured by precision 
(percentage of predicted documents for a category that are correctly classified) and 
recall (percentage of documents for a category that are correctly classified), because it 
applies three different classifiers in order to obtain all the information needed at each 
decision point to classify an e-mail serially. Another relevant feature is efficiency, 
because the order in which the classifiers are applied aims to obtain fast and reliable 
classifications by minimizing the resources used in a first classification step and then, 
if it is necessary,  more complex methods are used in following classification steps.  

The system decides to assign an e-mail to the Fraud or Legitimate categories after 
applying first, a Naïve Bayes classifier that focuses on the textual content of e-mails 
and assigns them to the Economic or Non-Economic categories. It should be 
highlighted that it is very difficult to obtain financial legitimate e-mails because 
neither the financial sector nor users give their legitimate economic e-mails to 
generate legitimate economic corpuses that can be analyzed by the scientific 
community. Besides, the non-on-line financial entities are reluctant to use such means 
primarily due to the growing number of phishing attacks. This lack makes it difficult 
to train Bayesian classifiers that discriminate between the Legitimate and Fraud 
categories according to the textual content of e-mails. This is the reason for training 
both Bayesian classifiers on a corpus of e-mails labeled into the Economic and Non-
Economic categories.  

Next, a rule-based classifier, which focuses on non grammatical features of e-
mails, classifies e-mails previously assigned to the Economic category by the first 
classifier into one of the Legitimate, Fraud or Suspicious categories. Last, a third 
classifier emulates a fictitious access to websites referenced by links contained in the 
body of the e-mails assigned to the Suspicious category by the rule-based classifier. 
This classifier analyzes the responses obtained from the fictitious access to these 
websites and classifies them into the Fraud or Legitimate categories. 

The system includes a bias against generating false negatives, i.e., e-mails 
erroneously classified in the Legitimate category, and false positives, i.e., e-mails 
erroneously classified in the Fraud category. When a classifier lacks information at 
some decision point, the classifier assigns the e-mail to the category that allows the 
system to further analyze the e-mail at a deeper level. The bias tries to enforce the 
user’s safety against false negatives and classification performance of the system 
against false positives. Although the outcome from wrongly classifying an e-mail as 
legitimate is more dangerous for the user than classifying an actual legitimate e-mail 
as fraudulent, the system takes into account both kinds of misclassifications. 

The system can learn incrementally from past mistakes when the user prompts 
misclassified e-mails by an interface that shows the final classification results. The 
architecture of this classifier system is modular and flexible. This easily allows new 
analysis and detection methods to be added as they are developed. 

3.1   Naïve Bayes Classifier for the Textual Content of E-mails 

This classifier was developed to identify and filter e-mail based on the Naïve Bayes 
statistical classification model [12], [21]. Since there are two parts in an e-mail, 
subject and body, which can contain text, a Bayesian classifier is built for each part. 
In the training stage, the probabilities for each word conditioned to each category are 
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estimated, and a vocabulary of words with their associated probabilities is created. 
The filter classifies a new text into a category by estimating the probability of the text 
for each possible category Cj, defined as P (Cj | text) = P (Cj) . Πi P (wordi | Cj), 
where wordi represents each word contained in the text to be classified. Once these 
computations have been performed, the Bayesian classifier assigns the text to the 
category that has the highest probability value.  

In the classification phase of a new e-mail, the Bayesian classifier composes a 
word vector associated with each part of the e-mail and computes the economic 
probability Pec and non-economic probability Pnec for each part. The parts are 
assigned to the category with the highest probability. The system integrates the 
classification decisions of both parts by assigning the e-mail to the Economic category 
whenever the classification result of any of the two parts is in the Economic category. 
This course of action claims to avoid generating false negatives. 

3.2   Rule-Based Classifier for the Non Grammatical Content of E-mails 

Since knowing whether an e-mail is economic is not sufficient to classify it into the 
Legitimate and Fraud categories, the goal of the system is only attained by analyzing 
other kinds of data contained in e-mails previously classified into the Economic 
category by the Bayesian classifier. This analysis aims to find out the values of the 
discriminatory features present in economic e-mails: links, images, and forms. An 
algorithm based on AQ learning [11] trained on a corpus of fraudulent and legitimate 
economic e-mails, which are represented by these three features, builds the 
descriptions and thus the rules for each category.  

The first rule states that if the body of an economic e-mail does not contain forms, 
images or links, then the e-mail is assigned to the Legitimate category. The second 
rule determines that an e-mail that requests information directly from a form 
contained in the body is not safe at all. Accordingly, the classifier categorizes all e-
mails dealing with economic topics and not offering any security when requesting 
personal information into the Fraud category. Since both fraudulent and legitimate e-
mails can contain images or links, these features do not determine with certainty the 
category of e-mails. In order to avoid generating false positives, the rule-based 
classifier uses a third rule to decide whether an e-mail is potentially dangerous to 
users. This rule states that if an e-mail deals with economic topics and it contains 
links in the text or links in an image, then the danger could come from the websites 
referenced by these links. So, the classifier classify the e-mail into the Suspicious 
category and a third classifier further processes the e-mail. An e-mail categorized as 
Suspicious is considered by the system lacking of knowledge to make a decision. 
Each rule has a dynamic confidence level. This confidence level can be modified as 
the system learns from misclassifications. 

3.3   A Classifier Based on an Emulator for the Content of Websites Addressed 
by the Links Contained in E-mails 

This classifier processes the links contained in the body of the e-mail and assigns a 
suspicious e-mail to the Legitimate or Fraud categories in a procedure consisting of 
three steps: 1) a meta-searcher extracts the structure of the websites addressed by 
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links, 2) an emulator fills in the website structure with fictitious data, and 3) a finite 
state automaton tries to recognize the answer given by the website. 

The meta-searcher is a procedure for obtaining the links contained in e-mails and 
extracting the patterns of the forms contained in the websites referenced by these 
links. First of all, the meta-searcher verifies whether the websites actually exist using 
an Internet search engine. Since fraudulent websites are available for a short period of 
time, this classifier determines that if there is no information about a website, then 
there is a high probability that the website is fraudulent. So, the e-mail that references 
this website is classified into the Fraud category. 

If the website exists, then the meta-searcher verifies that the accessed website uses 
a secure http connection (https). If a website is not safe, then the e-mail is classified 
into the Fraud category. If the website exists and it is safe, then the meta-searcher 
looks for the forms contained in the website and extracts all the fields that need to be 
filled in. The meta-searcher analyzes the kind of data of every field and detects 
whether a website requests sensitive information, like a password. If a website does 
not request personal information, then the meta-searcher determines that this website 
is legitimate and thus, the e-mail is classified into the Legitimate category.  

If a website requests personal information, then the emulator fills in the forms 
using fictitious data and then it submits the information in order to obtain the website 
response. At this point, the website response needs to be analyzed to know its nature 
and classify the e-mail. 

The classification model used for recognizing the response given by the website is 
based on the construction of a finite state automaton. The automaton represents words 
contained in a certain language and collects the grammar presented in this language. 
The language used in this case consists of the sentences contained in the responses 
given from legitimate financial websites to fictitious accesses. All of these responses 
warn the user of an error that occurred while processing the information requested by 
the website with a different vocabulary of words and a different grammar. The 
automaton is a generalized description of the instances of the class “legitimate 
responses to fictitious accesses”. Fictitious access to fraudulent websites return no 
error message since their sole goal is to collect users’ confidential information. This 
classification model allows a high degree of generalization in the classification and it 
is very efficient because it is not time-consuming and uses few resources. 

A grammar inference algorithm called ECGI [19] takes the sentences and the 
probabilities of all bigrams (groups of two words) and generates the automaton states 
and the edges between the states. Every edge connecting two states is weighted with 
the probability of the corresponding bigram. When the automaton is going to 
recognize a new sentence, the words of the sentence are processed according to their 
written order [22]. If there is a state representing the processed word and this state is 
reachable from the actual state, then the automaton follows that connection. If there is 
no state reachable representing the word, then the automaton follows the connection 
that has the highest probability. After following this connection, the automaton 
processes the next word. When the automaton reaches the final state, the automaton 
response is the sequence of words with the highest probability and similarity related 
to the sequence of words included in the sentence analyzed. 

The emulator-based classifier uses a function that computes the similarity between 
an input sentence and the sentence obtained by the automaton by calculating the 
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relation between the number of overlapping words in both sentences, and the total 
number of words in each sentence. If the minimum of the two percentages calculated 
is greater than or equal to 50%, then it is considered that the two sentences are 
similar. If the minimum is less than 50%, then the function computes the sum of the 
document frequency (the number of sentences contained in the base of responses 
which include that word) of the overlapping words in order to give a higher score to 
the words that appear in more sentences of the base of responses. If the sum of the 
document frequency of the overlapping words is greater than or equal to a threshold, 
whose value has been empirically determined, then the classifier considers that the 
two sentences are similar. If the sum is less than the threshold, then the sentences are 
not considered similar. 

Therefore, if the emulator-based classifier considers that a textual response 
obtained after a fictitious access is similar enough to the automaton response, then the 
textual response is considered legitimate. So the e-mail that references the website is 
classified into the Legitimate category. If the responses are not similar enough then 
the e-mail is classified into the Fraud category. 

4   Empirical Evaluation 

The classifier system was evaluated on a set of messages. This dataset is composed of 
1,038 economic messages, divided into 10 legitimate messages and 1,028 fraudulent 
messages, and 1,006 non-economic messages. A small fraction (4 e-mails) of the 
legitimate messages, i.e., economic messages coming from legitimate financial 
entities, and all non-economic messages were extracted from [24]. The remaining 
legitimate messages (6) were received by the authors of this paper during a given 
period of time. From 1,028 fraudulent economic messages, 833 were extracted from 
[13] and the remaining messages came from the inboxes of the authors of this paper. 
In the evaluation shown in this paper, messages from a sub corpus of [24] were 
carefully analyzed by hand for extracting the non-economic messages. Currently, the 
vocabulary of terms needed by the Bayesian filter for classifying messages into the 
economic or non-economic categories has been learned from the textual contents of 
two corpus of webpages dealing with economic topics and a third corpus dealing with 
general topics. 

The Bayesian classifiers were trained and tested on this dataset using 5-fold cross 
validation, that is, four folds were the training data and the fifth was the test data. The 
content of both textual parts of messages was preprocessed by applying a stop list, 
and stemming the words [17]. Next, words recurring below an experimentally 
determined threshold value of the function tf.idf [20] were removed. All words were 
sorted by the Chi-square statistical measurement [20] and only the 50% highest 
ranked words of the vocabulary of each part were retained. After that, both textual 
Bayesian classifiers were built. 

Table 1 shows the precision (Pr), recall (Rc) and F-measure (F) (F = (2 * precision 
* recall) / (precision + recall)) values obtained by the integration of both Bayesian 
classifiers for the Economic (E) and Non-Economic (N-E) categories. The last column 
presents the macro averaged values and the other five columns (Si) present the result 
of each execution of the cross validation. 
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Table 1. Performance measurements resulting from integrating the classifications obtained by 
the two textual Bayesian classifiers (Categories: Non-Economic N-E, Economic, E) 

 S1 S2 S3 S4 S5 Average
Pr N-E 0.956 0.976 0.995 0.995 0.926 0.969 
Rc N-E 0.975 0.995 0.985 0.975 0.683 0.922 
F N-E 0.965 0.985 0.989 0.984 0.786 0.942 
Pr E 0.975 0.995 0.986 0.976 0.753 0.937 
Rc E 0.957 0.976 0.995 0.995 0.937 0.972 
F E 0.965 0.985 0.990 0.985 0.834 0.952 

A supervised learning algorithm trained on the fraudulent and legitimate e-mails of 
the dataset generated the decision rules for the Fraud, Legitimate and Suspicious 
categories. These rules were used to classify all the e-mails in the five folds which 
were previously categorized as Economic by the Bayesian classifier. In a first 
experimental setting, suspicious e-mails were classified in the Fraud class by default. 
The effectiveness values of this classifier for the Fraud (F) and Legitimate (L) 
categories is reported in Table 2. 

Table 2. Performance measurements of the serial application of the Bayesian and rule-based 
classifiers (Categories: Fraud F, Legitimate L) 

Pr F Rc F F F Pr L Rc L F L 
0.941 0.949 0.944 0.943 0.921 0.930

In order for the system to make a confident decision about the class of a message, 
messages assigned to the Suspicious class were finally processed by the emulator-
based classifier. 

A base of responses was built to create the finite state automaton used by the 
emulator classifier. This base collects responses from different legitimate financial 
websites to fictitious accesses. These responses were preprocessed by using a stop list 
and a stemming algorithm [17]. The stemming algorithm does not reduce verbal 
endings that are used to determine verb tenses (“Introduce the information” is 
different from “The information introduced”). 

In the classification phase of the test responses, the classifier did not take the whole 
sentences obtained from accessing. Instead, it considered groups of three consecutive 
words. The choice of using groups of three words is based on the fact that most of the 
sentences included in the base of responses consisted of three words. 

Table 3. Performance measurements of the serial application of the Bayesian, rule-based and 
emulator-based classifiers (Categories: Fraud F, Legitimate L) 

Pr F Rc F F F Pr L Rc L F L 
0.962 0.948 0.955 0.949 0.962 0.955
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The third classifier classifies the messages previously assigned to the Suspicious 
class by the rule-based classifier. Table 3 shows the overall performance 
measurements of the system for the Fraud (F) and Legitimate (L) categories. All 
effectiveness values are better than those obtained by only applying the Bayesian and 
the rule-based classifiers. The measurements indicate that this third classification step 
produces improvements of the precision value for the Fraud class and the recall value 
for the Legitimate class because it allows the system to classify more certainly the e-
mails containing links and thus to generate less false positives. 

5   Evolution of the System 

Fraudulent e-mails will continue to evolve in an attempt to evade the filters available. 
In order to prevent increased misclassification and, consequently, reduced 
classification performance, the system has to be able to learn from past mistakes. 
Classification errors can be of two types: 1) false positives or False Fraud, which are 
e-mails incorrectly classified as fraudulent when they are legitimate, and 2) false 
negatives or False Legitimate, which are fraudulent e-mails incorrectly classified as 
legitimate. 

As highlighted in previous sections, the system applies a bias that tries to protect 
users from the most dangerous error, the False Legitimate. Users are putting 
themselves at risk if they decide to access to an email classified into Legitimate class 
when it is actually Fraud. This is the reason why the system learning ability focuses 
on False Legitimate e-mails. When users identify a False Legitimate, they can prompt 
the e-mail misclassified by an interface designed for this purpose. The decision about 
this wrong classification can be caused by any of the three classifiers in the overall 
system. In order to know which classifiers are responsible for the misclassification, 
the system must save a classification track of the decisions taken by all the classifiers. 
Thus, the classifier that made the error can be identified. Depending on the classifier 
that wrongly decided, the learning ability differs: 

1) If the Bayesian classifiers assign an economic e-mail into the Non-Economic 
class, both vocabularies are updated in terms of the number of words and word 
probabilities associated with the economic and non-economic categories.  

2) The rule-based classifier assigns a fraudulent e-mail into the Legitimate class 
when there are no signs of danger present in this e-mail, i.e., the e-mail does not 
contain any form or link. In this instance, the classifier decreases the confidence level 
of the rules implied in the classification by an empirically determined amount. 

3) The emulator-based classifier assigns a suspicious e-mail to the Legitimate class 
when it is actually a fraudulent e-mail, because the automaton has not recognized 
correctly the responses to fictitious accesses to the websites referenced by the links 
contained in the suspicious e-mail. Here, learning implies that the sentences wrongly 
recognized by the automaton are added to a sentence stoplist. When the automaton 
receives a sentence, it verifies whether such sentence is included in the stoplist. If it 
is, the automaton does not process it and further analyzes the remaining sentences in 
the response. 
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6   Conclusions and Future Work 

The system presented in this paper is based on a hybrid approach that takes advantage 
of applying different processing methods to multiple data sources. It is an effective 
system for avoiding the creation of false positives and negatives. The major novelty 
comes from the emulator method used to classify the webpages addressed by the links 
contained in e-mails. The analysis of all kind of data present in e-mails allows the 
classification to be independent of external information sources, like verification lists 
or web reputation servers, leading to a more efficient decision making. 

Besides the learning capabilities of the system, thanks to its modular and flexible 
design, it does allow for straightforward upgrading as new processing methods 
become available or new features included in future phishing attacks can be 
identified. 

Currently, this approach is being easily extended to build webpage classifiers. 
Here, the webpage textual content is categorized as economic or non-economic by 
integrating the predictions made by several classifiers that categorize each one of the 
four possible textual parts (url, meta-text, plain-text, links) of a webpage [3]. If the 
webpage is economic and it contains forms requiring confidential information, the 
emulator fills in the forms with fictitious data and it submits them. Next, the answer 
obtained is analyzed and classified and accordingly the webpage is also categorized. 
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Abstract. The Video-on-Demand (VoD) application is popular as
the videos are delivered to the users at anytime and anywhere. The
system load is increased due to simultaneous access of VoD system
by many users. The proposed architecture discusses load balanc-
ing mechanism within a video server and to provide service to the
users with small start-up delay. The Video storage is based on the
probability of the users requesting for the video. Videos with higher
request probability are stored and replicated to ensure guaranteed
retrieval. Parity generation scheme is employed to provide reliability
to non-popular videos. The system is also capable of handling disk
failures transparently and thereby providing a reliable service to the user.

Keywords: Data Striping, Fault Tolerance, Load Balancing, Video
Server.

1 Introduction

Video-on-Demand (VoD) is a real time multimedia application in which videos
are stored in the video server, assisting in delivery of video requested at
any time under the discretion of the user. Implementation of VoD is not as
widespread as Internet with its biggest hindrance being the lack of network
infrastructure that can handle large amount of multimedia data. There is
need for design mechanisms that can determine how best to exposit upon
existing infrastructure in order to support the additional demand inflicted by
VoD systems. These mechanisms should strive towards generating scalable
architecture. Load Balancing technology addresses these issues making the
system scalable and better performing. Load balancing is a technique to spread
work between many disks in order to get optimal resource utilization and
decrease computing time thereby providing faster service to the users. The
challenge for researchers is to design mechanisms to support more users and to
reduce the average response time. The load balancing among the servers can be
achieved if a load balancing mechanism is triggered to perform file migration
and request migration when load unbalance is detected. To perform these
activities an external hardware device, load balancer is used. A load balancer
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is capable of increasing the capacity of a server farm beyond that of a single
server. It also allows the service to continue even during server down time
due to failure or maintenance. However there are limitations to this approach.
Load balancers can become points of failures and performance bottlenecks
themselves. Hence, load balancing is performed within the video server rather
than maintaining external devices. As the number of servers grows, the risk of
a failure at any point in the system increases and must be addressed. The load
balancers are capable of balancing the load as well as detecting the failures.
Multiple disks in video server significantly improve storage capacity and I/O
bandwidth. However, the use of multiple devices increases the probability of
failure. In a VoD system, without fault tolerance, a failure would result in a
disruption of service to all users. A VoD system should provide a high degree
of fault-tolerance. If a disk in the server fails, load balancing automatically
redistributes requests to other disks within the disk array or forward the request
to other servers in the cluster, hence ensuring continuous service to the users.
Server load balancing addresses several issues such as: increased scalability, high
performance, high availability and disaster recovery.

Outline: The reminder of this paper is organized as follows. Section 2 presents
previous works in the area of load balancing in VoD system. Load balancing Ar-
chitecture for VoD System is discussed in Section 3. The Algorithm is discussed
in Section 4. We elucidate the usefulness of our algorithm through simulation
and performance analysis in Section 5 and conclusions in Section 6.

2 Previous Works

Load balancing can be performed using external devices in VoD servers. Niyato
et al. [1] describes external load balancing performed in Internet video and audio
server. Load balancing in a video server can be carried out with the help of disk
arrays in the server. Various techniques are employed to efficiently distribute the
data among these disks to ensure that the users are served faster with minimum
access times. One of such techniques employed is RAID (Random Array of Inex-
pensive Disks). There are many levels of RAID existing to store data in reliable
fashion. RAID-0 (disk striping) and RAID-1 (disk mirroring) and RAID-5 (disk
striping with parity) are few of the popular RAID levels. Lee et al. [2] employs
the disk striping with parity in video servers to provide load balancing along
with fault tolerance. This scheme suffers with multi-disk failures. A comparison
of different RAID levels evolved Random Duplicate Assignment (RDA) [3]. In
this strategy the video is striped and instead of being stored sequentially they
are randomly allocated in different disks and each strip is mirrored to enable
fault tolerance. This scheme enables the video server to balance the load among
its disks and also achieve reliability. The time required to access next block in the
disk increase as the blocks are randomly allocated. A map between the blocks
is to be maintained to handle this problem, which is an additional overhead.
Replicating all the videos is considered in this scheme, which may not be fea-
sible all the time. Golubchik et al. [4] discusses fundamental issues associated
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with providing fault tolerance in multi-disk VoD servers. Storage of videos in
a video server may be characterized by popularity of the video. Replication of
videos and placement of video blocks based on popularity is discussed in [5], [6]
and explores a data placement method based on rate staggering to store scalable
video data in a disk-array based video server.

3 System Architecture

The storage scheme designed, evaluates the popularity of the video before it is
stored. The video storage differs with popularity. If the video is popular, then
it is striped across array of disks and mirrored else it is striped across the disks
with the last disk in the set of disks to store the parity information. This helps to
rebuild the video block in case of disk failure. The overview of the architecture
is shown in Fig. 1.

• Request Dispatcher is a controller that is required at the user side to take
the user’s command and send the signal to the server through its network
interface. The request dispatcher also stores video signals it receives from the
server into its buffer, decodes the compressed signals and sends the decoded
signals to the display at the appropriate time.

• Buffer is the video memory that holds the video image to be displayed on
the screen of the user. The amount of memory required to hold the image
depends primarily on the resolution of the image and also the color depth
used per pixel. Once the server locates the video and moves the video frame
by frame to the user, the frames are first stored temporarily in the user’s
buffer before it is displayed to the user. The advantage of having a buffer in
the user’s memory is to reduce the jitter and to provide high quality video
transmission to the users.

Fig. 1. Overview of the Architecture
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• Index Table maintains the list of unique id of all the videos stored in the
current video server. When a new video is stored, index table is updated.
When a request arrives for the video, index table is searched to find if the
requested video is available and if available it retrieves the video from disk
and begins streaming.

• Disk Array is used to store videos. Disk array refers to a linked group of one or
more physical independent hard disk drives generally used to replace larger,
single disk drive systems. Disk arrays incorporate controls and a structure
that pre-empts disaster. The most common disk array technology is RAID.
RAID utilizes disk arrays in a number of optional configurations that benefit
the user. Disk arrays organize their data storage into Logical Units (LUs),
which appear as linear block places to their users. A small disk array, with
a few disks, might support up to 8 LUs; a large one, with hundreds of disk
drives, can support thousands.

The storage mechanism for popular videos is shown in Fig. 2. The video is
divided into blocks based on number of disks. Each block is stored in different
disks sequentially so that only once a block of video stored on the disk. The
first disk to store the video is rotated to ensure that the load is balanced among
the disks. If the block requested is stored in a disk, which is serving another
user, the request is queued. The requests in the request queue are serviced in
round robin fashion. If the video is a popular then, the video is stripped across
the array of the disks and mirrored. In case of increase of load for the popular
video the request may be served by the mirrored storage. The mirrored data is
also accessed in case of disk failure containing the popular videos. The storage
mechanism for non-popular videos is shown in Fig. 3. If the video is non-popular
video, it is striped across the disks with the last disk in the set of disks to store
the parity information. Performing XOR operation between all the blocks of
data generates parity block. This helps to rebuild the video block in case of disk
failure.

Fig. 2. Storage Mechanism for Popular Videos
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Fig. 3. Storage Mechanism for Non-Popular Videos

Table 1. Video Storage

Video Storage (VideoId)
begin
determine the popularity of the video.

if (video is popular)
BlockSize = VideoSize / n

else
BlockSize = VideoSize / n-1

i=0
j = 0
if ( space available to store video at BlockSize on disk j)

begin
until ( VideoSize≥ 0)
begin

j = (( VideoId % n )+ i)% n
reduce VideoSize by BlockSize.
store block on diskj
increment i by 1

end
end

Update Index Table (VideoId)
if (video is not popular)

Pj = B0 ⊕ B1

while(i < n)
pj = pj ⊕ Bi

Store Pj in disk j
else

mirror the blocks in mirror storage.
end.
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4 Algorithm

The storage routine (Refer Table 1) shows how the videos are stored in the
server to facilitate load balancing and provide fault tolerance feature. The video
is checked for popularity using Zipf distribution. If the video is popular the block
size is determined by total video size by N (number of disks). If the video is non-
popular, its block size is determined by video size by number N-1 (disks). Here,
one disk is used to store the parity information. Rotational storage scheme is used
to store the video blocks. The first block of the first video is stored sequentially
from first disk. The first block of next video is stored from second disk. This en-
ables load distribution when simultaneous requests for various videos are made.
The blocks thus stored are either replicated in mirrored storage area for popular
videos or parity block is generated for non-popular videos. The index table is then
updated to store video information. It holds information regarding video file-id,
the size of the video and the disk in which the first block of the video is stored.

The HandleRequest routine (Refer Table 2) is designed to illustrate the be-
havior of the server on arrival of the request. When the server receives a request
for a video with id, the server checks the video-id against the video-id of the
available list of videos in the index table. If the requested video-id is found, it
retrieves the information indicating to the disk in which the first block of video
is present. Before the video frames are retrieved, it is necessary to check whether
the block is not corrupted and is retrievable. If the block of popular videos is

Table 2. Video Retrieval

Handle Request (Video id)
begin

found = search index table for VideoId
if (found)

retrieve video info from index table.
until (EOF)
begin

if (block not corrupted)
begin

if (disk not loaded)
begin

stream block i from disk j
j = j+1

end
else if (video is popular)

handle request from replica disk
else

Forward Request (Video Id)
end

else if (video is not popular)
rebuild block from parity block

else
stream from replica.

end
end.
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corrupted, the request is handled by the mirrored disks. If the block of non-
popular video is corrupted, the block is retrieved with the help of special parity
block available. The block of video is streamed from mirrored storage, if request
queue of the disk is full. If no mirrored data is available, then the request is
forwarded to other server in server farm.

5 Simulation and Performance Analysis

Fig. 4 illustrates the start-up delay of the users to begin downloading the video
after the request is made. The average delay increases with the increase in load,
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as the users are queued if the disk is busy serving other users. The delay increases
by 17% with increase in load. The start up delay can be further decreased with
increase in number of disks in the system which is evident from the graph.
Fig. 4 also depicts the decrease in start up delay with increase in number of
disks.

Bandwidth utilization for varying load is ascertained in Fig. 5. The increase
in bandwidth decreases download time of the entire video. Variations of load
increase the time to download by 2% to 4%. Increase in bandwidth reduces the
time to download by 75% reaching saturation at higher bandwidth rates.
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The performance of system with disk failure is shown in Fig. 6. Delay is ini-
tially the same with disk failure and a normal system. It increases gradually
with the increases in load by 2 to 2.5% and the difference remains constant. A
drastic increase can be noted if the fault tolerance mechanism was not imple-
mented. Popular videos have a higher tolerance to load than non-popular videos.
As the load increases the percentage of rejection increases in non-popular videos
by 25%.

Fig. 7 illustrates the disk failure of the popular videos against the non-popular
videos. The popular videos demonstrates lower rejections thereby increasing the
throughput of the system.

6 Conclusions

An efficient architecture has been proposed to balance the load in the video
server. Storage mechanism to distribute the load in an array of disks are con-
sidered. The video in divided to blocks and these blocks are stored on different
disks in disk array along with disk rotation. The video server is ensured to
be fault tolerant by using both mirroring and parity schemes. The selection of
fault tolerance scheme is based on popularity of the video using mirroring and
thus providing back-up to handle load imbalance and disk failure situations.
In case of a non-popular video the probability of failure is less. Nevertheless
to provide reliable service, in case of non-popular video single disk failure is
handled using parity blocks. The simulation and resultant graphs depict a high
system throughput of 100% up to 30 simultaneous requests. There is a grad-
ual increase in the rejection rate beyond 30 requests. The system also has a
very low latency of 2ms-10ms for a varying load up to 80 requests. The in-
crease in number of disks further decreases the latency. The system provides
fault tolerance against disk failures with a very low performance degradation.
Hence the proposed architecture distributes the load in the video server effi-
ciently to handle simultaneous requests and provides high degree of fault toler-
ance there by enabling efficient and effective service to the users requesting the
video.
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Position-Aware String Kernels with Weighted

Shifts and a General Framework to Apply String
Kernels to Other Structured Data

Kilho Shin

Carnegie Mellon CyLab Japan

Abstract. In combination with efficient kernel-base learning machines
such as Support Vector Machine (SVM), string kernels have proven to be
significantly effective in a wide range of research areas (e.g. bioinformat-
ics, text analysis, voice analysis). Many of the string kernels proposed so
far take advantage of simpler kernels such as trivial comparison of char-
acters and/or substrings, and are classified into two classes: the position-
aware string kernel which takes advantage of positional information of
characters/substrings in their parent strings, and the position-unaware
string kernel which does not. Although the positive semidefiniteness of
kernels is a critical prerequisite for learning machines to work properly, a
little has been known about the positive semidefiniteness of the position-
aware string kernel. The present paper is the first paper that presents
easily checkable sufficient conditions for the positive semidefiniteness of
a certain useful subclass of the position-aware string kernel: the similar-
ity/matching of pairs of characters/substrings is evaluated with weights
determined according to shifts (the differences in the positions of charac-
ters/substrings). Such string kernels have been studied in the literature
but insufficiently. In addition, by presenting a general framework for
converting positive semidefinite string kernels into those for richer data
structures such as trees and graphs, we generalize our results.

1 Introduction

The string kernel, in combination with efficient kernel-base learning machines
such as Support Vector Machine (SVM), has been applied to a wide range of
research areas (e.g. bioinformatics ([1,2,3]), text analysis ([4]), voice recognition),
and proves to be significantly effective for clustering string-type data.

Many of the known string kernels were engineered based on simpler kernels
such as trivial comparison of characters and/or substrings, and therefore are
classified into two classes: the position-aware string kernel which takes advan-
tage of positional information of characters/substrings in their parent strings,
and the position-unaware string kernel which does not (e.g. the spectrum kernel
([1]), the string subsequence kernel ([4])). Some of position-aware string kernels
evaluate only those pairs of characters/substrings whose positions in their par-
ent strings coincide with each other (e.g. the locality-improved kernel ([2]) and
the weighted-degree kernel ([3])). This constraint, however, is too restrictive for
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some applications, and it may be desirable to allow weighted shifts to improve
generality — a pair of characters/substrings whose positions differ by a shift s
is also evaluated but with a weight w̄s determined according to s. The codon-
improved kernel ([2]) and the weighed-degree kernel with shifts ([3]) are examples
of kernels of this type. A brief survey of string kernels is given in Section 2.

Theoretically, string kernels with weighted shifts are expected to be effective
when applied to string-type data such that discriminative patterns intensively
distribute around plural particular positions (e.g. written/spoken texts, html
documents). On the other hand we have to pay careful attention when engi-
neering kernels of the type, since it is known that näıve selection of weights
could easily harm the positive semidefiniteness of the resulting kernels. A kernel
K(x, y) is said to be positive semidefinite, if, and only if, for an arbitrary set of
data {x1, . . . , xN}, the derived Gram matrix [K(xi, xj)](i,j)∈{1,...,N}2 is positive
semidefinite (i.e. all the eigenvalues are non-negative), and the positive semidef-
initeness of a kernel is a critical prerequisite for kernel-base classifiers to work
properly.

The present paper is the first paper that presents easily checkable sufficient
conditions for position-aware string kernels with weighted shifts to be positive
semidefinite (see Section 3 for the conditions, and Section 5 and Section 6 for
proofs). A limited part of the results of the present paper is presented in [5]
without proofs.

Furthermore, we describe a general framework for transforming positive
semidefinite string kernels into positive semidefinite kernels for richer data struc-
tures such as trees and graphs (Section 4)

2 A Survey of String Kernels

In this section, we review 6 important string kernels in the literature, namely the
spectrum kernel ([1]), the string subsequence kernel ([4]), the locality-improved
kernel ([2]), the weighted-degree kernel ([3]), the codon-improved kernel ([2]),
and the weighted-degree kernel with shifts ([3]). The spectrum kernel and the
string subsequence kernel are examples of position-unaware kernels, while the
others are examples of position-aware kernels. In particular, the codon-improved
kernel and the shifted-weighted-degree kernel allow weighted sifts (see Section 1).
Also, a good survey of kernels for structured data is available in [6].

In this section, we use the following notations. We define Cn,m and Dn,m as
follows for integers n ≤ m.

Cn,m = {(i, i + 1, . . . , i + n − 1) | 1 ≤ i ≤ m − n + 1}
Dn,m = {(i1, . . . , in) | 1 ≤ i1 < · · · < in ≤ m}

Strings are defined over an alphabet A, and, for a string x = x1x2 . . . x|x| and
a vector i ∈ Dn,|x|, we let x[i] denote the n-length string xi1xi2 . . . xin . The
function δ(a, b) indicates Kronecker’s delta function — it returns 1 if a and b are
“identical”, and 0 otherwise.
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2.1 Position-Unaware String Kernels

Fix an integer n ≥ 1 in this subsection. The spectrum kernel ([1]) was introduced
for protein classification, and counts up the contiguous substrings of length n
shared between input strings x and y.

K(x, y) =
∑

i∈Cn,|x|

∑

j∈Cn,|y|

δ(x[i], y[j])

On the other hand, the string subsequence kernel ([4]) has proven to be effec-
tive for text classification. Compared with the spectrum kernel, the restriction
on substrings with respect to contiguity is relaxed, and instead, the decay factor
λ ∈ (0, 1) is introduced to emphasize contiguous substrings.

K(x, y) =
∑

i∈Dn,|x|

∑

j∈Dn,|y|

λin−i1+jn−j1δ(x[i], y[j])

Both kernels only evaluate matching of substrings as sequences of characters,
and don’t take the positions of substrings into account at all.

2.2 Position-Aware String Kernels with Precise Position Matching

In some applications, it has proven true that positional information of substrings
is an important factor to improve generality of machine learning.

The locality-improved kernel ([2]) is a successful example of string kernels
exploiting positional information, and compares between nucleotide sequences
x and y in order to recognize translation initiation sites (TIS). The locality-
improved kernel K(x, y) inspects matching between nucleotides at the same po-
sition in x and y, and is defined as follows with non-negative weights γ|k|.

winp(x, y) =

(
�∑

k=−�

γ|k|δ(xp+k, yp+k)

)d1

, K(x, y) =

⎛

⎝
L−�∑

p=�+1

winp(x, y)

⎞

⎠
d2

The weighted degree kernel ([3]) is another successful example of position-
aware kernels, and is defined as follows.

K(x, y) =
d∑

n=1

βn

∑

i∈Cn,L

δ(x[i], y[i])

The kernels are different from each other in that the former performs
character-by-character comparison, while the latter compares substrings. They,
however are the same in that the character/substring pairs to be compared with
each other are located at the same position in their parent strings.
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2.3 Position-Aware String Kernels with Weighted Shifts

The codon-improved kernel ([2]) is a modification of the locality-improved kernel
so as to exploit the a priori knowledge “a coding sequence (CDS) shifted by
three nucleotides still looks like CDS ([2])”. In fact, in addition to the matches
of nucleotides placed at the same position, it compares the pairs of nucleotides
whose positions differ exactly by 3. When T3 denotes the 3-shift operator that
chops off the leading 3 nucleotides, the window score winp(x, y) at position p of
the locality-improved kernel is modified as follows.

kp(x, y) =
�∑

k=−�

γ|k|δ(xp+k, yp+k)

winp(x, y) = [kp(x, y) + w̄ {kp(T3x, y) + kp(x, T3y)}]d1

Although it is claimed in [2] that the codon-improved kernel is unconditionally
positive semidefinite, the fact is that the weights should be chosen carefully. For
simplicity, assume γ|k| = 1, d1 = 1, � = 3q and p = 3q + 1. When x and y are
the strings of length 6q + 1 defined as follows, winp(x, x) = winp(y, y) = 6q + 1
and winp(x, y) = 4q + 4w̄q hold.

x = ATGCGT ATGCGT . . . ATGCGT︸ ︷︷ ︸
6q

A, y = CTGAGT CTGAGT . . . CTGAGT︸ ︷︷ ︸
6q

C

Therefore, the determinant of the corresponding Gram matrix is (1 − 2(2w̄ −
1)q)(1 + 2(2w̄ + 5)q), and is not always non-negative for w̄ > 1

2 .
In [3], the weighted degree kernel is modified along the same line as the codon-

improved kernel except that the modified kernel includes w̄s for plural s.
Let k(x, y) =

∑d
n=1 βn

∑
i∈Cn,L

wi1δ(x[i], y[i]). When Ts denotes the s-shift
operator, the following kernel is introduced in [3]1.

K(x, y) = k(x, y) +
S∑

s=1

w̄s{k(Tsx, y) + k(x, Tsy)} (1)

The positive semidefiniteness of K(x, y) was investigated as follows in [3].
Since k(x, y) is positive semidefinite, so is k(x, y) + k(Tsx, y) + k(x, Tsy) +
k(Tsx, Tsy). If wi remain constant irrespective of i2, it follows that 2k(x, y) +
k(Tsx, y) + k(x, Tsy) is positive semidefinite. Therefore,

∑S
s=1 2w̄s ≤ 1 is a

sufficient condition for K(x, y) to be positive semidefinite. We can relax the
constraint of w1 = · · · = wL to w1 ≤ w2 ≤ · · · ≤ wL: The key property
of 2k(x, y) + k(Tsx, y) + k(x, Tsy) remains true, since k(x, y) − k(Tsx, Tsy) =∑d

n=1 βn

∑
i∈Cn,L

(wi1 −wi1−s)δ(x[i], y[i]) and wi1 −wi1−s ≥ 0 hold with wi = 0
for i ≤ 0.
1 Although S varies according to n in [3], we assume that S is a constant just for

simplicity.
2 This seems to be assumed in [3] with no declaration.
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3 Our Contributions

As seen in the previous section, many existing string kernels are based on evalu-
ation of comparison between characters/substrings of input strings. Also, to im-
prove the performance of such character/substring-base string kernels, exploita-
tion of the positional information of the characters/substrings is important, and,
in fact, has proven to be effective at least in certain applications.

On the other hand, positive semidefiniteness of kernels, in principle, must be
guaranteed, since kernel-based learning machines may not treat them properly,
otherwise. In contrast to the position-aware string kernel which requires precise
matching of the positions of characters/substrings (2.2), the positive semidefi-
niteness of the position-aware kernel with weighted shifts (2.3) is subtly affected
by choice of weights, and, yet worse, only a little has been known about condi-
tions on good weights.

The first contribution of this paper is to give an answer to the problem. In the
remaining of this paper, without loss of generality, we assume that any strings
are of length L over an alphabet A. Given positional weights wi, a positive shift
s, a shift weight w̄s and a kernel k over A, we define K(x, y) as follows.

K(x, y) =
L∑

i=1

wi [k(xi, yi) + w̄s {k(xi+s, yi) + k(xi, yi+s)}] (2)

For non-negative integers a and b such that a ∈ {1, . . . , s} and s(b−1)+a ≤ L,
we define γ

(a)
b by the recurrence formulas described below.

γ
(a)
0 = 1, γ

(a)
1 = wa, γ

(a)
b = ws(b−1)+aγ

(a)
b−1 − w̄2

sw2
s(b−2)+aγ

(a)
b−2 (3)

Then, our main theorem is stated as follows, and its proof is given in Section 5.

Theorem 1. If γ
(a)
b > 0 holds for every (a, b) such that a ∈ {1, . . . , s} and

s(b − 1) + a ≤ L, the character-base string kernel K(x, y) defined by Eq.(2) is
positive semidefinite for an arbitrary positive semidefinite kernel k(xi, yj).

Conversely, if γ
(a)
b < 0 holds for some (a, b), there exists a positive semidefinite

kernel k(xi, yj) such that the resulting K(x, y) is not positive semidefinite.

The sufficient condition presented in Theorem 1 is very close to a necessary
condition, since the positive semidefiniteness of K(x, y) is left undetermined
only in the marginal cases where γ

(a)
b ≥ 0 for all (a, b) and γ

(a)
b = 0 for some

(a, b).
On the other hand, when w1, . . . , wL are fixed, the condition is reduced to

an equivalent inequality of 0 ≤ w̄s < b
(s)
w1,...,wL for some b

(s)
w1,...,wL . While it is

not easy to determine the actual values for b
(s)
w1,...,wL , Corollary 1 gives an easily

computable lower bound for b
(s)
w1,...,wL .
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Corollary 1. Assume that all the weights are positive. The kernel K defined by
Eq.(2) is positive semidefinite for an arbitrary positive semidefinite k(xi, yj), if
the following inequality holds for w1, . . . , wL and w̄s.

w̄s ≤ min
{

wi

wi−s + wi

∣∣∣∣ i = s + 1, . . . , L

}
(4)

Now, let us consider the kernel of the following form. In the same way as in the
above, k(xi, yj) is a positive semidefinite kernel over A.

K(x, y) =
L∑

i=1

wi

[
k(xi, yi) +

S∑

s=1

w̄s {k(xi+s, yi) + k(xi, yi+s)}
]

(5)

Let b′(s)w1,...,wL
be positive numbers such that, if 0 ≤ w̄s ≤ b′(s)w1,...,wL

, the kernel
of Eq. (2) is positive semidefinite. If we have

∑S
s=1 αs = 1 such that 0 ≤ w̄s ≤

αsb
′(s)
w1,...,wL

, Ks(x, y) defined below is positive semidefinite, and therefore so is
K(x, y) =

∑S
s=1 Ks(x, y).

Ks(x, y) =
L∑

i=1

wi [αsk(xi, yi) + w̄s {k(xi+s, yi) + k(xi, yi+s)}]

Thus, we have obtained Theorem 2.

Theorem 2. If the following inequality holds for w̄s, the character-base string
kernel of Eq. (5) is positive semidefinite for an arbitrary positive semidefinite
k(xi, yj).

S∑

s=1

w̄s

b′(s)w1,...,wL

≤ 1

Proof. We have only to take αs such that w̄s

b′(s)
w1,...,wL

≤ αs and
∑S

s αs = 1. ��

The sufficient condition by [3], which was also described in 2.3, is obtained as a
corollary to Corollary 1 and Theorem 2.

Corollary 2. If w1 ≤ · · · ≤ wL, the character-base string kernel of Eq. (5) with∑S
s=1 w̄s ≤ 1

2 is positive semidefinite.

In Section 4, we introduce a general framework to transform character-base string
kernels into not only substring-base string kernels but also kernels for richer data
structures than strings. Here, with the framework, we derive from Eq. (5) two
types of position-aware substring-base string kernels with weighted shifts: one is
the weighted-degree kernel with shift described in 2.3 (Eq.(1) and [3]), and the
other is its variation for non-contiguous substrings (Eq.(6)).
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4 A Framework for Transforming Character-Base String
Kernels into Kernels over Other Structured Data

In this section, we present a general framework to transform given character-
base string kernels into not only substring-base string kernels but also kernels
for richer data structures such as trees and graphs.

We start with defining the framework in a formal manner, and then look
closely at it using examples. Let χ, χ′, {χ′

x | x ∈ χ}, μ and k′ be as follows.

– χ is a space of data points.
– χ′ is a space of subparts (e.g. characters, substrings, subtrees, subgraphs)
– Per each x ∈ χ, a finite set χ′

x � χ′ is assigned.
– μ : χ′ → N is a positioning mapping. Further, we denote maxμ(χ′

x) by |x|.
– k′ : χ′ × χ′ → R is a positive semidefinite kernel.

Given (χ, χ′, {χ′
x}, μ, k′), we define an alphabet A, a mapping L : χ → A∗ and

a kernel k : A × A → R as follows.

– The alphabet A is the power set P(χ′) of χ′.
– For x ∈ χ, the lift of x, denoted by L(x), is the string of length |x| whose

i-th character L(x)i is {x′ ∈ χ′
x | μ(x′) = i} ∈ A.

– A kernel k : A × A → R is defined by k(X, Y ) =
∑

x′∈X

∑
y′∈Y k′(x′, y′).

Let K(ξ, η) be an arbitrary character-base string kernel, which includes a
character kernel k(ξi, ηj). Furthermore, we assume that K(ξ, η) has the property
that it is positive semidefinite, if so is k(ξi, ηj) (as Theorem 1, Corollary 1 and
Theorem 2 assert). We define K(x, y) for x, y ∈ χ by substituting k(L(x)i, L(y)j)
for k(ξi, ηj) in K(ξ, η). Since Haussler’s theorem ([7]) asserts that k(L(x)i, L(y)j)
is positive semidefinite, K(x, y) remains positive semidefinite.

With this framework, the substring-base string kernels described in Sec-
tion 2, namely the spectrum kernel (Sp), the string subsequence kernel (SSs), the
weighted-degree kernel (WD), the weighted-degree kernel with shifts (WDwS)
and the non-contiguous substring version of WDwS (Eq. (6)), are all derived
from some of the character-base string kernels that we discuss in the present
paper. Table 1 describes the necessary settings for the derivation. In particu-
lar, Theorem 1, Corollary 1 and Theorem 2 provide sufficient conditions on the
weights for K(x, y) of WDwS and Eq. (6) to be positive semidefinite.

w̄0 = 0, K(x, y) =
∑

i∈Dn,L

∑

j∈Dn,L

S∑

s=0

wmin{i1,j1}w̄sδ(|i1 − j1|, s)δ(x[i], y[j]) (6)

Furthermore, we can apply the framework to structured data other than
strings. For example, let χ be a set of rooted trees, and let χ′

x denote the set
of the subtrees of x. When the depth of a vertex v of a tree x is defined as
the number of edges of the upward path from v to the root of x, we define
dpth(x′) for x′ ∈ χ′

x as the depth of the root of x′ in x. Then, with the setting
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Table 1. Settings for applying the framework to respective string kernels

Kernel χ′
x = μ((i, x)) = k′((i, x), (j, y)) = Char.-base kernel

Sp Cn,|x| × {x} i1 δ(x[i], y[j])
∑|ξ|

i=1

∑|η|
j=1 k(ξi, ηj)

SSs Dn,|x| × {x} i1 λin−i1+jn−j1δ(x[i], y[j])
∑|ξ|

i=1

∑|η|
j=1 k(ξi, ηj)

WD
(⋃d

n=1 Cn,|x|

)
× {x} i1 β|i|δ(x[i], y[j])

∑min{|x|,|y|}
i=1 k(ξi, ηi)

WDwS
(⋃d

n=1 Cn,|x|

)
× {x} i1 β|i|δ(x[i], y[j]) Eq. (5)

Eq. (6)
(⋃d

n=1 Dn,|x|

)
× {x} i1 β|i|δ(x[i], y[j]) Eq. (5)

of μ(x′) = dpth(x′) and k′(x′, y′) = δ(x′, y′), we will obtain from the character-
base string kernel of Eq. (5) a tree kernel that counts isomorphic subtree pairs
(x′, y′) ∈ χ′

x × χ′
y with the weights wmin{dpth(x′),dpth(y′)} · w̄|dpth(x′)−dpth(y′)|.

K(x, y) =
∑

x′∈χ′
x

∑

y′∈χ′
y

S∑

s=0

wmin{dpth(x′),dpth(y′)}w̄sδ(|dpth(x′) − dpth(y′)|, s)δ(x′, y)

This tree kernel would be useful to classify web page trees, where the distance
of a page from its root page has significance. Also, we can use the order preodr(x′)
derived from the pre-order traversal of trees instead of the depth dpth(x′). The
resulting tree kernel would be useful to classify parse trees of natural languages,
for example, where the word order in sentences has important meaning.

5 Proof of Theorem 1

Here, we will take advantage of the result of [5]. Indeed, our key lemma, namely,
Lemma 1, is a degenerated corollary to Theorem 1 in [5], which gives a general
sufficient condition of multivariate polynomials of arbitrary degrees such that
polynomial kernels derived from the polynomials become positive semidefinite.

Lemma 1 ([5]). Let A be an alphabet, and let xi denote the i-th character of an
L-length string x ∈ AL. For an L-dimensional real matrix C = [ci,j ](i,j)∈{1,...,L}2 ,
the following are equivalent to each other.

1. C is positive semidefinite.
2. For an arbitrary positive semidefinite k : A × A → R, the kernel that re-

turns
∑L

i=1
∑L

j=1 ci,jk(xi, yj) on input of (x, y) ∈ AL × AL is also positive
semidefinite.

When we define ci,j by: ci,j = wi, if i = j; ci,j = w̄swi, if j = i + s; ci,j = w̄swj ,
if i = j + s; and ci,j = 0, otherwise. Then, K(x, y) =

∑L
i=1

∑L
j=1 ci,jk(xi, yj)

holds for K(x, y) of Eq.(2). Therefore, Lemma 1 implies that, to prove the first
assertion of Theorem 1, it suffices to show that the matrix C = [ci,j ](i,j)∈{1,...,L}2

is positive semidefinite.
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We let a be one of {1, 2, . . . , s}, and let the submatrix C
(a)
b denote the b-

dimensional matrix [cs(i−1)+a,s(j−1)+a](i,j)={1,...,b}2 . For L = sq + r such that
r ∈ {1, 2, . . . , s}, b moves in the interval [1, q + 1] if a ≤ r, and does in the
interval [1, q] if a > r. For example, when b = 4, C

(a)
4 looks as follows.

C
(a)
4 =

⎡

⎢⎢⎣

wa w̄swa 0 0
w̄swa ws+a w̄sws+a 0

0 w̄sws+a w2s+a w̄sw2s+a

0 0 w̄sw2s+a w3s+a

⎤

⎥⎥⎦

By applying the same permutation to the rows and the columns of C if necessary,
C is decomposed into a direct sum of its sub-matrices as follows.

C = C
(1)
q+1 ⊕ · · · ⊕ C

(r)
q+1 ⊕ C(r+1)

q ⊕ · · · ⊕ C(s)
q

Therefore, C is positive definite (i.e. C has only positive eigenvalues), if, and
only if, so are C

(a)
q+1 for a ≤ r and C

(a)
q for a > r.

On the other hand, C
(a)
q+1 for a ≤ r (resp. C

(a)
q for a > r) is positive definite, if,

and only if, det(C(a)
b ) > 0 for all 1 ≤ b ≤ q + 1 (resp. 1 ≤ b ≤ q)3. Since, by the

Laplacian determinant expansion by minors, we have the recurrence formula (7)
for det(C(a)

0 ) = 1 and det(C(a)
1 ) = wa. This indicates that det(C(a)

b ) coincides
with γ

(a)
b . Thus, the first assertion of Theorem 1 has been proved.

det(C(a)
b ) = w(b−1)s+adet(C(a)

b−1) − (w(b−2)s+aw̄s)2det(C(a)
b−2) (7)

The second assertion is also derived from Lemma 1. If γ
(a)
b < 0 for some (a, b),

det(C) is negative, and hence C is not positive semidefinite. By Lemma 1, there
exists a positive semidefinite kernel k(xi, yj) defined over the alphabet A such
that K(x, y) is not positive semidefinite.

6 Proof of Corollary 1

In this section, assuming that w̄s satisfies the inequality (4), we will prove that
γ

(a)
b > 0 holds for an arbitrary pair of non-negative integers (a, b) such that

a ∈ {1, . . . , s} and s(b − 1) + a ≤ L.
To start with, we define B

(a)
b as the matrix obtained by replacing the (b, b)-

element ws(b−1)+a of C
(a)
b with w̄sws(b−1)+a, and let β

(a)
b = det(B(a)

b ). For ex-
ample, B

(a)
4 looks as follows (compare with C

(a)
4 ).

B
(a)
4 =

⎡

⎢⎢⎣

wa w̄swa 0 0
w̄swa ws+a w̄sws+a 0

0 w̄sws+a w2s+a w̄sw2s+a

0 0 w̄sw2s+a w̄sw3s+a

⎤

⎥⎥⎦

3 A symmetric real matrix [ai,j ](i,j)∈{1,...n}2 is positive definite, if, and only if,
det([ai,j ](i,j)∈{1,...m}2) > 0 for all 1 ≤ m ≤ n. It is easy to prove it by induction on
m. Also, the reader may refer to [8] for a proof.
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In the rest of this section, we fix a ∈ {1, . . . , s}, and prove γ
(a)
b > 0 and β

(a)
b >

0 by induction on b. Furthermore, we can assume b > 1, since γ
(a)
1 = wa > 0

and β
(a)
1 = w̄swa > 0 hold.

First, we confirm a few key properties.

– The hypothesis (4) implies w̄s < 1.
– Therefore, γ

(a)
b > β

(a)
b follows from the hypothesis of induction γ

(a)
b−1 > 0.

This implies that we have only to show β
(a)
b > 0 to complete the proof.

– The inequality w̄s ≤ ws(b−1)+a/(ws(b−2)+a+ws(b−1)+a) implies the following.

1 −
w̄sws(b−2)+a

ws(b−1)+a
≥ 1 − w̄s

(
1
w̄s

− 1
)

= w̄s (8)

To show β
(a)
b > 0, we first expand β

(a)
b and γ

(a)
b−1 by Laplacian determinant

expansion, apply the inequality of (8) (note that γ
(a)
b−2 > 0 holds by the hypothesis

of induction), and then collect up the terms into β
(a)
b−1 by applying Laplacian

determinant expansion in reverse. The assertion follows from the hypothesis of
induction β

(a)
b−1 > 0.

β
(a)
b = w̄sws(b−1)+aγ

(a)
b−1 − (w̄sws(b−2)+a)2γ(a)

b−2

= w̄sws(b−1)+a

{(
1 −

w̄sws(b−2)+a

ws(b−1)+a

)
ws(b−2)+aγ

(a)
b−2 − w̄2

sw2
s(b−3)+aγ

(a)
b−3

}

≥ w̄sws(b−1)+a

(
w̄sws(b−2)+aγ

(a)
b−2 − w̄2

sw2
s(b−3)+aγ

(a)
b−3

)

= w̄sws(b−1)+aβ
(a)
b−1
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6. Gärtner, T.: A survey of kernels for structured data. SIGKDD Explorations 5, 49–58
(2003)

7. Haussler, D.: Convolution kernels on discrete structures. UCSC-CRL 99-10, Dept.
of Computer Science, University of California at Santa Cruz (1999)

8. Berg, C., Christensen, J.P.R., Ressel, R.: Harmonic Analysis on semigroups. Theory
of positive definite and related functions. Springer, Heidelberg (1984)



H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 326–334, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

A New Regression Based Software Cost Estimation 
Model Using Power Values 

Oktay Adalier1, Aybars Uğur2, Serdar Korukoğlu2, and Kadir Ertaş3 

1 TUBITAK-UEKAE, National Research Institute of Electronics and Cryptology, PK 74 Gebze 
KOCAELI - Turkey  

Oadalier@uekae.tubitak.gov.tr 
2 Ege University, Department of Computer Engineering, Bornova IZMIR – Turkey  

{aybars.ugur, serdar.korukoglu}@ege.edu.tr 
3 Dokuz Eylül University, Department of Econometrics,   

Buca, IZMIR – Turkey 
kadir.ertas@deu.edu.tr  

Abstract. The paper aims to provide for the improvement of software 
estimation research through a new regression model. The study design of the 
paper is organized as follows. Evaluation of estimation methods based on 
historical data sets requires that these data sets be representative for current or 
future projects. For that reason the data set for software cost estimation model 
the International Software Benchmarking Standards Group (ISBSG) data set 
Release 9 is used. The data set records true project values in the real world, and 
can be used to extract information to predict new projects cost in terms of 
effort. As estimation method regression models are used. The main contribution 
of this study is the new cost production function that is used to obtain software 
cost estimation. The new proposed cost estimation function performance is 
compared with related work in the literature. In the study same calibration on 
the production function is made in order to obtain maximum performance. 
There is some important discussion on how the results can be improved and 
how they can be applied to other estimation models and datasets. 

Keywords: Software Cost Estimation, Regression Analysis, Software Cost 
Models. 

1   Introduction 

Software development effort estimates are the basis for project bidding, budgeting 
and planning. These are critical practices in the software industry, because poor 
budgeting and planning often has dramatic consequences [1]. The common argument 
on the project cost overruns is very large. Boraso reported that [2] 60% of large 
projects significantly overrun their estimates and 15% of the software projects are 
never completed due to the gross misestimating of development effort.  

Delivering a software product on time, within budget, and to an agreed level of 
quality is a critical concern for software organizations. Accurate estimates are crucial 
for better planning, monitoring and control [3]. Jones [4] proposes software quality as 
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“software quality means being on time, within budget, and meeting user needs”. On 
the other hand, it is necessary to give the customer or the developer organization an 
early indication of the project costs. 

As a consequence, considerable research attention is now directed at gaining a 
better understanding of the software development process as well as constructing and 
evaluating software cost estimation tools. Therefore, there has been excessive focus of 
research on estimation methods from a variety of fields. 

Statistical regression analysis is the most suitable technique to calibrate 
performance models in a black-box fashion. Statistical regression analysis is a 
technique which models the relation between a set of input variables, and one or more 
output variables, which are considered somewhat dependent on the inputs, on the 
basis of a finite set of input/output observations. The estimated model is essentially a 
predictor, which, once fed with a particular value of the input variables, returns a 
prediction of the value of the output. The goal is to obtain a reliable generalisation, 
that means that the predictor, calibrated on the basis of a finite set of observed 
measures, is able to return an accurate prediction of the dependent variable when a 
previously unseen value of the independent vector is presented. In other terms, this 
technique aims to discover and to assess, on the basis of observations only, potential 
correlations between sets of variables and use these correlations to extrapolate to new 
scenarios [5]. 

The paper is structured according to the Jorgensen’s [6] software development 
estimation study classification. That is the research topic of the study is cost 
production function and its calibration. Estimation approach of the work is regression 
analysis and expert judgment. Research approach covers real-life evaluation and 
history-based evaluation data. The data set which is used in this study are obtained 
from the International Software Benchmarking Standards Group (ISBSG) data set 
Release 9. The data set records true project values in the real world, and can be used 
to extract information to predict new projects cost in terms of effort.  

The rest of the paper is structured as follows: Section 2 starts with a discussion on 
related work. The evaluation criteria are presented in Section 3. Section 4 follows 
with the description of the data set and the data preparation. Section 5 explains the 
proposed estimation methods applied. Section 6 summarizes and discusses the results 
of the analysis. Finally, Section 7 presents the conclusions and discussion of practical 
implications.  

2   Related Work 

Regression-based estimation approaches dominate. Notice that regression-based 
estimation approaches include most common parametric estimation models. More 
than half of the estimation papers try to improve or compare with regression model 
based estimation methods. Statistical regression analysis is the most suitable 
technique to calibrate performance models in a black- box fashion [5]. The problem 
of cost modeling can be attacked within the framework of statistical regression. The 
idea is that statistical techniques can discover complex relations between input 
independent variables and output dependent variables. The estimated model is 
essentially a predictor, which once fed with a particular value of the input variables, 
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returns a prediction of the value of the output. In other terms, this technique aims to 
discover and to assess, on the basis of observations, potential correlations between 
sets of variables and use these correlations to extrapolate to new scenarios. 

In our case, we are interested in building a regression model based on the training 
data to use it subsequently to predict the total effort in man-months of future software 
projects. 

Wieczorek [3] make four different studies with different data sets. Especially her 
third and fourth study with ISBSG dataset is valuable for our study. It covers 145 and 
324 projects respectively. In her study system size (function points) was identified as 
the most important cost driver by all methods and for all datasets. Her evaluation 
criteria was the magnitude of relative error and as prediction level Pred(0.25) is used. 
He used in her study ordinary least squares regression and stepwise analysis of 
variance. She found that the descriptive statistics for the variables Organization type, 
System size in terms of function point and productivity. 

Liu [7] used ISBSG data set in her study. She tests the correlation between the 
explanatory numerical variables and the response variable by running a stepwise 
regression analysis. At the end of her study she obtains adjusted R2 –value 0.6275. 
Therefore her model represents whole ISBSG dataset not more than 65%.  Stensrud 
[8] uses a dataset with 48 completed projects extracted from an internal database in 
Andersen Consulting. He calculates the adjusted R2 –value by 80.1%. Hu [9] reviews 
software cost models. He presents the Minimum Software Cost Model (MSCM), 
derived from economic production theory and system optimization. The MSCM 
model is compared with COCOMO, SLIM estimation models. As known COCOMO 
is an empirical model derived from statistical regression. SLIM has its roots in the 
Rayleigh manpower distribution. For comparative purpose, two classic production 
models, the generalized Cobb-Douglas production (GCD) and the generalized Cobb-
Douglas production with time factor (GCDT) are also included. He note that MSCM 
model also takes the general form of the Cobb-Douglas production function except 
that it requires α + β = 1. They used the magnitude of error (MRE) to measure the 
quality of estimation of each model. They obtain in their study the adjusted R2 –value 
for MSCM 89%, for GCDT 56% and for GCD 54% respectively. 

3   Evaluation Criteria 

The validation of a model is also a persistent issue in the construction of software cost 
functions. Depending on the authors, different measures of the goodness of fit of the 
model have been considered. The coefficient of multiple determinations R2, and 
adjusted R2, obtained from regression analysis is being used as a measure of the 
capability of explanation of the model. Analysis of the residuals seems a necessary 
condition for examining the aptness of the model, and outlier examination has been 
suggested for examining the model stability. There is a wide consensus in using the 
magnitude of relative error (MRE) as an essential element for assessing a regression 
model [10].  

The magnitude of relative error as a percentage of the actual effort for a project is 
defined as: 
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                         Actual

EstimatedActual

Effort

EffortEffortMRE −=
                                     

(1)
 

The MRE is calculated for each project in the data sets.  
In addition the prediction level Pred(r), prediction at level r, is also used. This 

measure is often used in the literature and is a proportion of observations for a given 
level of accuracy: 

                                        Nkred /)(Pr =                                                
(2)

 

where, N is the total number of observations, and k the number of observations with 
an MRE less than or equal to r. Wieczorek [3] and Boraso [2] report that according to 

Conte, a value of Pred(0.25) ≥75% and MRE ≤25% are considered desirable for 
effort models. It seen that the accuracy of an estimation technique is proportional to 

the Pred(0.25) and inversely proportional to the MRE and the mean MRE, MRE . 

4   Data Set Description  

Jorgensen state that the potential importance of researchers with a long-term focus on 
software cost estimation can be illustrated through an analysis of the papers covering 
the topics “measures of estimation performance” and “data set properties.” He 
concludes these topics are basic research on cost estimation necessary for meaningful 
analyzes and evaluations of estimation methods [6].  

He states that most of the publications evaluate an estimation method by applying 
historical data. Therefore, he believes that the lack of publications on real-life use of 
estimation methods point at a potentially important shortcoming. According to the 
author, if the estimation context were made with real-life professional project dataset 
then the realism of the estimation study will increase. 

The study in this paper is based on the International Software Benchmarking 
Standards Group (ISBSG, Release 9) data [11].  It contains data for 3.024 projects all 
around the world. It should be noted that the data in the Repository has come from 
twenty countries, with 70% of the projects being less than six years old.  This is what 
makes the ISBSG Repository unique. A broad range of project types from many 
industries and many business areas are available for our study to use for estimating, 
awareness of trends, comparison of platforms and languages or benchmarking. 57% 
are enhancement projects, 41% are new developments, and 2% are re-developments. 
The number of projects according to their development type is shown in Table 1. 

Table 1. ISBSG R9 data set number according to four development types is given 

Type of development Projects 
Enhancement 1711 
New development 1246 
Re-development 65 
Other 2 

Total 3024 
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The ISBSG project has developed and refined its data collection standard over ten 
year period based on the metrics that have proven to be most useful in helping to 
improve software development management and process. The ISBSG R9 data set 
records true project values in the real world, and can be used to extract information to 
predict new projects cost in terms of effort. In the data set the reliability of samples 
are rated as 4 levels from A to D where level ‘A’ represents the most reliable data. In 
ISBSG R9) data set, there are 734 ‘A’ rated observations, each containing 50 
explanatory variables (project size, time, programming language, etc.) and 2 response 
variables (Summary work effort and normalized work effort).  After removing the 
observations that contain missing attribute values, from level ‘A’ data set, there are 
112 project records remaining.  

We choose normalized work effort as response variable or dependent variable. 
Each observation contains 4 variables 3 of which are the independent variables such 
as source lines of code (SLOC), adjusted function points, normalized productivity 
delivery rate. The primary motivation for choosing adjusted function points was the 
need to determine an estimate of system size and hence development effort early in 
the development lifecycle the same need is stated also by Finnie [12].  The SLOC is 
the number of the source lines of code produced by the project. Since this is only 
available for some projects in the data set. For this reason only 112 of the projects are 
chosen from the data set.  

It is not a surprised that none of the chosen explanatory variables are normally 
distributed. Figure 1 shows the distribution of raw data of explanatory variables. 
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Fig. 1. Histogram of original raw data of explanatory variables 
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These variables are transformed to approximate a normal distribution. The natural 
logarithm to base e (natural logarithms) is applied to the data set. The correlation 
between explanatory variables is not high.  

5   Proposed Model 

Dolado [10] stated that the consumption of resources can be seen from two 
complementary viewpoints: as a cost function or as a production function. The effort 
is the input to the process and the output is the software product. This problem is the 
dual one of finding a cost function for the software product, although from the 
methodological point of view the issues are similar in both cases. Almost all works in 
the literature discuss the problem of project estimation from the perspective of the 
identification of the cost function, in which the problem under study is to identify the 
function which relates the size of the product to the man months employed. This is the 
approach followed here. The underlying idea for building the model is to consider that 
the software product is manufactured in some way, and the factors that affect the cost 
of the project is the size of the software which is given as source number of codes, 
adjusted function points and normalized productivity delivery rate. The equation is 
calibrated to fit to the actual data points of the projects which are given in the dataset. 
Since all the p-values are smaller then 0.01, there is sufficient evidence at alpha = 
0.01 that the predictor variables are correlated with the response variable. As a result 
we can use the predictor variables source number of codes, adjusted function points 
and normalized productivity delivery rate to predict the effort of the project. 

The use of the above stated predictor variables is supported by Delapy [13]. Which 
claims that one simple way of calculating the effect involved in the development of a 
software system requires a measure of size of the system (for example in lines of code 
or function points) and the expected productivity of the project team. Similarly, 
Shepperd [14] stated that the most straightforward method is to assuming a linear 
model which uses regression analysis to estimate the coefficients of the below shown 
equation. 

                                
εαααα ++++= 3322110 xxxy

                                      
(3)

 

where x1 is Source Number of codes, x2 is Adjusted Function Points and x3 is 
Normalized Productivity Delivery Rate. y is the estimated effort in terms of 
manpower in man-month.  α0, α1, α2, and α3 are the coefficients to be estimated. ε is 
the error term parameter with a normal distribution.  

Since, in the previous section we have transformed the data set with natural 
logarithm in order to normalize the distribution of the data. The effort production 
function became as follows:  

                           
εααααβ ++++= 332210 logloglog

1

1

xxxy
                          

(4)
 

to expressed it more formally became following production function  
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ii xy                                       (5) 

where  k=3,  β = 2,3,…., 10. 
the equation can be also be expressed to easy use as follows: 

                                   ∏
=

++=
k

i
i

ixy
1

0 ))log(( βα εα                                       (6) 

We applied multiple linear regressions to the dataset. The regression model of 
MRE and adjusted R2 were developed by applying stepwise regression. The resulting 
regression models, and connected significance values, from this process are listed in  
 

Table 2. Regression Analysis results for different powered estimation functions 

β Coefficients 
α0, α1, α2, α3 

MRE R2 –adjusted PRED(0,25) 

2 -240, -4.80, 45.3, 42.2 539,57 85,1% 71,4% 
3 -30.5, -0.427, 6.40,  6.14 5,2589 92,8% 93,7% 
4 -8.97, -0.109, 2.25, 2.19 0,3833 95,8% 96,4% 
5 -3.57, -0.0433, 1.15, 1.13 0,0658 97,3% 99,1% 
6 -1.56, -0.0219, 0.711, 0.700 0,0179 98,1% >=99,1% 
7 -0.616, -0.0128, 0.494, 0.487 0,0064 98,6% >=99,1% 
8 -0.107, –0.00829, 0.369, 0.365 0,0027 98,9% >=99,1% 
9 0.198, –0.00573, 0.290, 0.288 0,0013 99,1% >=99,1% 

10 0.393,–0.00416, 0.237, 0.235 0,0007 99,3% >=99,1% 
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Fig. 2. Change of adjusted R2 values according to power degree of the equation 
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the Table 2. β is the power value for the effort estimation function (4). Coefficients 
are the estimated values for equation (4). MRE is the magnitude of relative error for 
each estimation function. In Table 2 it can be seen that the rate of MRE is decreasing 
when power is increasing. At power 5 we reach the required significant level of error 
rate. The adjusted R2 is increasing very rapidly. In Figure 2 the change of adjusted R2 
can be followed. The accuracy of proposed model is very high because the Pred(0.25) 
values are very high and inversely the MRE values are very low. 

Table 2 indicates the level of robustness of the variables included in the model. 
The variables included in our MRE-model are included in all best subset-models with 
number of variables greater than three, that is, the variable inclusion seems to be 
robust. The adjusted R2 is satisfactory (85,1%), even for the model with the equation 
(4) who has power value of 2. This means that the majority of the variance in 
estimation accuracy is described by our model. A high adjusted R2 entails that the 
model we found validates in explaining the relationship between the mean estimation 
accuracy and the included variables. 

6   Comparison and Analysis of Results 

We have compared our study with the study results of Liu [7], Stensrud [8] and Hu 
[9]. Hu uses Kamerer [9] data set for their analysis. He tries 5 different models and 
obtains best results for their calculations as adjusted R2  89% for Minimum Software 
Cost Model (MSCM), adjusted R2 56% for generalized Douglas production with time 
factor (GCDT) and adjusted R2 54% for generalized Cobb-Douglas production 
(GCD). Liu uses the ISBSG data set as we have used and obtains an adjusted R2 value 
as 61% in her study. Stensrud uses Laturi database as data set. He obtains MRE as 
%34 minimum value and PRED(0.25) value as %69. In our study we obtain better 
results than above stated results. In Table 2 we obtain a value for MRE as 0, 07461% 
which is very low for this kind of work and the obtained adjusted R2 value is very 
high 99,3%. As a result we believe that we have obtained better results in regression 
based cost estimation area. Although the estimation function (5) is mathematically 
well known but it is not used in software cost estimation scope. 

7   Discussion and Conclusion 

In order to validate the model we adopt an original data set, made of 20 samples from 
the ISBSG data set which is not used in the training phase of the estimation equation. 
We obtain results given in Table 2. If we compare the obtained results with the 
literature they seem to be very impressive. The gap between the results from the study 
and from the literature is very big. We believe that by using data set from ISBSG and 
regression models to estimate software project efforts one can obtain results not better 
than from this study. 

We believe that, the use of our estimation model can lead to better software cost 
estimation and fewer cost overruns in the software industry. In order to increase the 
realism of the study we have tried to use the real life data from ISBSG data set to 
make our estimation more realistic for use in real life projects. The next step in our 
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research will be on understanding the relationship between project characteristics 
(data set properties) and estimation methods.  
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Abstract. We review a new form of self-organizing map which is based
on a nonlinear projection of latent points into data space, identical to
that performed in the Generative Topographic Mapping (GTM) [1]. But
whereas the GTM is an extension of a mixture of experts, this model
is an extension of a product of experts [6]. We show visualisation and
clustering results on a data set composed of video data of lips uttering
5 Korean vowels and show that the new mapping achieves better results
than the standard Self-Organizing Map.

1 Introduction

This paper constitutes a part of a much larger study into whether video data
which contains both visual and audio information can be used to better tran-
scribe speech data than with audio data alone. Both video and audio data can
be very high dimensional - visual data is captured at 20+ frames per second and
each frame may contain 10000+ pixels; audio information is generally captured
at 8KHz upwards. Both therefore give high dimensional data and we generally
wish to process this information in real time. This suggests the need for some
form of dimensionality reduction.

We have previously [3,2] investigated linear projections of data sets but such
global linear projections may not be able to capture the structure of a data set
when the data is either locally low dimensional but globally high dimensional
or when the data lies on a nonlinear manifold. We therefore consider nonlinear
projections in this paper.

A topographic mapping (or topology preserving mapping) is a transformation
which captures some structure in the data so that points which are mapped close
to one another share some common feature while points which are mapped far
from one another do not share this feature. The most common topographic
mappings are Kohonen’s self-organizing map (SOM) [10] and varieties of multi-
dimensional scaling [5]. The SOM was introduced as a data quantisation method
but has found at least as much use as a visualisation tool. It does have the
disadvantage that it retains the quantisation element so that while its centres
may lie on a manifold, the user must interpolate between the centres to infer the
shape of the manifold.

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 335–344, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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In this paper, we review two topology preserving mappings, the familiar Self-
Organizing Map [10] and the second we call the Topographic Products of Experts
(ToPoE)[4]. Based on a generative model of the experts, we show how a topology
preserving mapping can be created from a product of experts in a manner very
similar to that used by [1] to convert a mixture of experts to the Generative
Topographic Mapping (GTM).

We begin with a set of experts who reside in some latent space and take
responsibility for generating the data set. In a mixture of experts [8,9], the
experts divide up the data space between them, each taking responsibility for a
part of the data space. This division of labour enables each expert to concentrate
on a specific part of the data set and ignore those regions of the space for which it
has no responsibility. The probability associated with any data point is the sum
of the probabilities awarded to it by the experts. There are efficient algorithms,
notably the Expectation-Maximization algorithm, for finding the parameters
associated with mixtures of experts. [1] constrained the experts’ positions in
latent space and showed that the resulting mapping also had topology preserving
properties.

In a product of experts, all the experts take responsibility for all the data: the
probability associated with any data point is the (normalised) product of the
probabilities given to it by the experts. As pointed out in e.g. [7] this enables
each expert to waste probability mass in regions of the data space where there
is no data, provided each expert wastes his mass in a different region. The most
common situation is to have each expert take responsibility for having informa-
tion about the data’s position in one dimension while having no knowledge about
the other dimensions at all, a specific case of which is called a Gaussian pancake
in [11]: a probability density function which is very wide in most dimensions but
is very narrow (precisely locating the data) in one dimension. It is very elegantly
associated with Minor Components Analysis in [11].

In this paper, we review a method of creating a topology preserving mapping
from a product of experts, ToPoE. The resulting mapping is neither a true
product of experts nor a mixture of experts but lies somewhere in between.

2 SOM

Kohonen’s algorithm is exceedingly simple - the network is a simple 2-layer net-
work and competition takes place between the output neurons; however now not
only are the prototypes into the winning neuron updated but also the proto-
types of its neighbours. Kohonen defined a neighbourhood function f(i, i∗) of
the winning neuron i∗. The neighbourhood function is a function of the distance
between i and i∗. A typical function is the Difference of Gaussians function; thus
if unit i is at point ri in the output layer then

f(i, i∗) = a exp(
−|ri − ri∗ |2

2σ2 ) − b exp(
−|ri − ri∗ |2

2σ2
1

)
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The algorithm is

1. Select at random an input point.
2. There is a competition among the output neurons. That neuron whose

protype is closest to the input data point wins the competition:

winning neuron, i∗ = argmin(‖ x − wi ‖)

3. Now update all neurons’ prototypes using

Δwij = α(xj − wij) ∗ f(i, i∗)

4. Go back to the start.

Kohonen typically keeps the learning rate constant for the first 1000 iterations
or so and then slowly decreases it to zero over the remainder of the experiment.
Two dimensional maps can be created by imagining the output neurons laid out
on a rectangular grid or sometimes a hexagonal grid.

3 Topographic Products of Experts

Hinton [6] investigated a product of K experts with

p(xn|Θ) ∝
K∏

k=1

p(xn|k) (1)

where Θ is the set of current parameters in the model. Hinton notes that us-
ing Gaussians alone does not allow us to model e.g. multi-modal distributions,
however the Gaussian is ideal for our purposes. Thus our base model is

p(xn|Θ) ∝
K∏

k=1

(
β

2π

)D
2

exp
(

−β

2
||mk − xn||2

)
(2)

We will, as with the GTM, allow latent points to have different responsibilities
depending on the data point presented:

p(xn|Θ) ∝
K∏

k=1

(
β

2π

)D
2

exp
(

−β

2
||mk − xn||2rkn

)
(3)

where rkn is the responsibility of the kth expert for the data point, xn. Thus
all the experts are acting in concert to create the data points but some will
take more responsibility than others. Note how crucial the responsibilities are
in this model: if an expert has no responsibility for a particular data point, it
is in essence saying that the data point could have a high probability as far as
it is concerned. We do not allow a situation to develop where no expert accepts
responsibility for a data point; if no expert accepts responsibility for a data
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point, they all are given equal responsibility for that data point (see below). For
comparison, the probability of a data point under the GTM is

p(x) =
K∑

i=1

P (i)p(x|i) =
K∑

i=1

1
K

(
β

2π

) D
2

exp
(

−β

2
||mi − x||2

)
(4)

We wish to maximise the likelihood of the data set X = {xn : n = 1, · · · , N}
under this model. The ToPoE learning rule (6) is derived from the minimisation
of − log(p(xn|Θ)) with respect to a set of parameters which generate the mk.

We now turn our attention to the nature of the K experts which are going
to generate the K centres, mk. We envisage that the underlying structure of
the experts can be represented by K latent points, t1, t2, · · · , tK . To allow local
and non-linear modeling, we map those latent points through a set of M basis
functions, f1(), f2(), · · · , fM (). This gives us a matrix Φ where φkj = fj(tk).
Thus each row of Φ is the response of the basis functions to one latent point, or
alternatively we may state that each column of Φ is the response of one of the
basis functions to the set of latent points. One of the functions, fj(), acts as a
bias term and is set to one for every input. Typically the others are gaussians
centered in the latent space. The output of these functions are then mapped by
a set of weights, W , into data space. W is M ×D, where D is the dimensionality
of the data space, and is the sole parameter which we change during training.
We will use wi to represent the ith column of W and Φj to represent the row
vector of the mapping of the jth latent point. Thus each basis point is mapped
to a point in data space, mj = (ΦjW )T .

We may update W either in batch mode or with online learning. To change
W in online learning, we randomly select a data point, say xi. We calculate the
current responsibility of the jth latent point for this data point,

rij =
exp(−γd2

ij)∑
k exp(−γd2

ik)
(5)

where dpq = ||xp − mq||, the euclidean distance between the pth data point
and the projection of the qth latent point (through the basis functions and then
multiplied by W). If no centres are close to the data point (the denominator of
(5) is zero), we set rij = 1

K , ∀j.
Now we wish to maximise (4) so that the data is most likely under this

model. We do this by minimising the -log() of that probability: define m
(k)
d =∑M

m=1 wmdφkm, i.e. m
(k)
d is the projection of the kth latent point on the dth

dimension in data space. Similarly let x
(n)
d be the dth coordinate of xn. These

are used in the update rule

Δnwmd =
K∑

k=1

ηφkm(x(n)
d − m

(k)
d )rkn (6)

where we have used Δn to signify the change due to the presentation of the nth

data point, xn, so that we are summing the changes due to each latent point’s
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response to the data points. Note that, for the basic model, we do not change
the Φ matrix during training at all.

3.1 Comparison with the GTM

The Generative Topographic Mapping (GTM) [1] is a mixture of experts model
which treats the data as having been generated by a set of latent points. These
K latent points are also mapped through a set of M basis functions and a set of
adjustable weights to the data space. The parameters of the combined mapping
are adjusted to make the data as likely as possible under this mapping. The
GTM is a probabilistic formulation so that if we define y = ΦW = Φ(t)W,
where t is the vector of latent points, the probability of the data is determined
by the position of the projections of the latent points in data space and so we
must adjust this position to increase the likelihood of the data. More formally,
let

mi = Φ(ti)W (7)

be the projections of the latent points into the feature space. Then, if we assume
that each of the latent points has equal probability

p(x) =
K∑

i=1

P (i)p(x|i) =
K∑

i=1

1
K

(
β

2π

) D
2

exp
(

−β

2
||mi − x||2

)
(8)

where D is the dimensionality of the data space. i.e. all the data is assumed to
be noisy versions of the mapping of the latent points. This equation should be
compared with (3) and (4).

In the GTM, the parameters W and β are updated using the EM algorithm
though the authors do state that they could use gradient ascent. Indeed, in
the ToPoE, the calculation of the responsibilities may be thought of as being
a partial E-step while the weight update rule is a partial M-step. The GTM
has been described as a “principled alternative to the SOM” however it may be
criticised on two related issues:

1. it is optimising the parameters with respect to each latent point indepen-
dently. Clearly the latent points interact.

2. using this criterion and optimising the parameters with respect to each latent
point individually does not necessarily give us a globally optimal mapping
from the latent space to the data space.

The ToPoE will overcome the second of these shortcomings in that all data
points are acting together. Specifically if no latent point accepts responsibility
for a data point, the responsibility is shared equally amongst all the latent points.

The GTM, however, does have the advantage that it can optimise with respect
to β as well as W . However note that, in (3) and (4), the variance of each expert
is dependent on its distance from the current data point via the hyper-parameter,
γ. Thus we may define

(βk)|x=xn
= βrkn = β

exp(−γd2
nk)∑

t exp(−γd2
nt)

(9)
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Therefore the responsibilities are adapting the width of each expert locally de-
pendent on both the expert’s current projection into data space and the data
point for which responsibility must be taken. Initially, rkn = 1

K , ∀k, n and so
we have the standard product of experts. However during training, the respon-
sibilities are refined so that individual latent points take more responsibility
for specific data points. We may view this as the model softening from a true
product of experts to something between that and a mixture of experts.

A model based on products of experts has some advantages and disadvantages.
The major disadvantage is that no efficient EM algorithm exists for optimising
parameters. [6] suggests using Gibbs sampling but even with the very creative
method discussed in that paper, the simulation times were excessive. Thus we
have opted for gradient descent as the parameter optimisation method.

The major advantage which a product of experts method has is that it is
possible to get very much sharper probability density functions with a product
rather than a sum of experts.

4 Visualising and Clustering Voice Data

This work is part of a larger body of work in which we wish to combine audio
and video data in order to better transcribe speakers audio utterances. As part
of this work, we investigated clustering and visualisation of the video data alone.

4.1 The Data and Pre-processing

14 speakers were asked to utter each of 5 Korean vowels and were videoed while
doing so. The five vowels were approximately

1. ’ah’ as in the English word, ’cat’
2. ’eh’ as in the English word, ’bed’
3. ’ee’ as in the English word, ’feel’
4. ’oh’ as in the English word, ’door’
5. ’wu’1 as in the English word, ’wood’

Each speaker spoke for approximately 1 second on each vowel and between 21
and 27 frames were taken. The video sequences were cropped to a 71× 71 pixel
region round the mouth so that we have 5041 dimensional data, each pixel of
which is in a range from 0 to 255.

The lighting conditions were very different from speaker to speaker and so
we first normalised each video so that the pixels varied from -1 to 1 (this is a
very crude way to perform this but we wished to minimise the pre-processing
requirements). We then performed a principal component analysis of the data
and, based on the variances, opted to investigate further processing based on
the projection of the data onto 4 and 10 principal components. In practise, there
was little difference in the results and in this paper we use the first 10 principal
components. Thus we have compressed our 5041 dimensional data down to 10
dimensions and it is in this data that we look for structure.
1 The Korean language does have an initial ’w’ associated with this sound.
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4.2 Experiments

We first use each frame as a separate sample: in Figure 1, we show the projections
of the data found by ToPoE. We see that there is some structure in the mapping -
the top half is dominated by the open lip data (’ah’,’eh’ and ’ee’) and the bottom
half is dominated by the closed lip data (’oh’ and ’wu’). However there is a great
deal of overlap between these. This is caused by the fact that in all videos the
subjects began the vocalisation in a similar pose. Also a nearest neighbour inves-
tigation in this space showed that often the nearest neighbour was a frame of the
same person but speaking a different vowel. We therefore subsequently selected
the first 21 frames of each of the videos and concatenated these to form one data
sample of dimensionality 210 (21 frames of the 10 principal components). Note
that this is not the same as performing a principal component analysis of the
completed data set (which would have involved a PCA of 21*5041 dimensional
data) but is an attempt to capture some essential features of the data.

Therefore we now have 70 samples (14 speakers each saying 5 vowels) of 210
dimensional data. The SOM projection of this data is shown in Figure 2: we
see a very good separation of the open mouth vowels from the rounded mouth
vowels but it is not perfect - there is some overlap between the two groups.

We can alleviate this by using the audio data too. Each audio signal consisted
of between 10000 and 16000 samples. We therefore select the first 10000 samples
of the audio signal of each video and concatenate these to create a 10000 × 70
data set. We again performed a PCA on this data set and projected each sample
onto the first 10 principal components.
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Fig. 1. The ToPoE projection of the visual projections of the lips data. The black stars
are ’ah’, the red asterisks are ’eh’, black dots ’ee’, green circles ’oh’ and green crosses
’wu’.
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SOM − 70 samples of 21 frames projected onto first 10 pcs

Fig. 2. The SOM projection of the video data when we use 21 frames of the first 10
principal components as 1 data sample. We now have 70 samples = 14 speakers of 5
vowels.
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70 samples using video sequences of 21 frames projected onto 10pcs

Fig. 3. The SOM projection of the combined audio and visual data. A clearer separa-
tion of the two groups of vowels is achieved.

Figure 3 shows the SOM projection when we use 70 samples (14 speakers of 5
vowels) with the combined audio and video data. We see a far better separation
of the two groups of vowels; note that treating this data as two separate data
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70 samples using video sequences of 21 images projected onto 10 pcs

Fig. 4. The ToPoE clearly separates the two groups of vowels very clearly

streams which can be subsequently conjoined means that we do not have to
worry about the problem of matching the audio and visual data streams in
time. However this process left us somewhat dissatisfied in that our original
investigation was into utilising the information from the visual data to assist the
transcription of the audio data. The results here certainly show that we can use
one to assist in differentiating the other but we are actually using the audio data
to assist in optimising the projection of the visual data.

We therefore investigate the use of the ToPoE on only the visual data as
above. The results are shown in Figure 4: the two groups of vowels are clearly
separated using only the visual data.

5 Conclusion

We investigated the task of finding a good projection of visual data so that
different classes of visual data can be clearly identified. We have shown that
the Topographic Product of Experts gives a better projection than the standard
Self-Organizing Map, though if we add audio information the difference between
the mappings is much less.

Future work will continue on these lines with a larger data set, the current
work being only a proof of concept. We will also investigate other projections of
these data sets such as principal curves, isomap and so on.
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Abstract. In this paper, the uplink multiuser code division multiple access 
(CDMA) communication system model is described in the form of space-time 
domain through antenna array and multipath fading expression. Novel suitable 
neural network technique is proposed as an effective signal processing method 
for the receiver of such an uplink multiuser CDMA system. By the appropriate 
choice of the channel state information for the neural network parameters, the 
neural network can collectively resolve the effects of both the inter-symbol 
interference due to the multipath fading channel and the multiple access 
interference in the receiver of the uplink multiuser CDMA communication 
system. The dynamics of the proposed neural network receiver for the uplink 
multiuser CDMA communication system is also studied. 

Keywords: neural network, receiver, uplink multiuser CDMA system. 

1   Introduction 

Wireless communications for mobile telephone and data transmission is currently 
undergoing very rapid development. Many of the emerging wireless systems will 
incorporate considerable signal processing intelligence in order to provide advanced 
services such as multimedia transmission [1]. In order to make optimal use of 
available bandwidth and to provide maximal flexibility, many wireless systems 
operate as multiple-access systems, in which channel bandwidth is shared by many 
users on a random access basis. One type of multiple access technique that has 
become very popular in recent years is code division multiple access (CDMA). 
CDMA implemented with direct sequence spread spectrum signaling is among the 
most promising multiplexing technologies for cellular telecommunications services, 
such as personal communications, mobile telephony, and indoor wireless networks. 
The advantages of direct-sequence spread-spectrum for these services include 
superior operation in multipath fading environments, flexibility in the allocation of 
channels, the ability to operate asynchronously, increased capacity in bursty or fading 
channels, and the ability to share bandwidth with narrow-band communication 
systems without undue degradation of either system’s performance [2]. CDMA or 
wideband CDMA is one of the more promising candidates for third-generation (3G) 
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or beyond 3G cellular services [3-4]. Inter-symbol interference (ISI) and multiple 
access interference (MAI) are two major problems in CDMA or wideband CDMA. 
Different advanced signal processing techniques have been proposed to deal with 
these problems. Multiuser detection [5] and space-time processing [6] are the two 
main category techniques to combat interference and multipath fading channel 
distortion.  

A variety of multiuser detectors have been proposed to deal with MAI through 
demodulation of mutually interfering signals. However, the computational effort 
required for the solution of optimum receiver by using conventional multiuser 
detection and space-time processing methods becomes prohibitively large for real-
time implementations [2], [5]. 

Neural networks [7], [8] are layer networks with output feedback consisting of 
simple processors (neurons) that can collectively provide good solutions to difficult 
optimization problems.  

With the advent of neural networks, detectors based on well-known structures like 
multilayer perceptrons [9] were proposed. With increasing attention focused on the 
application of neural networks to the field of pattern recognition, more neural 
network–based multiuser detectors were implemented. In [10], [11], Miyajima and 
Kechriotis uses neural network as the signal processing method for the multiuser 
receiver under AWGN channel environment and shows to have excellent sub-
optimum performance. However, the neural network signal processing method 
proposed in [10], [11] is unable to exhibit good performance for the uplink multiuser 
CDMA communication system with both multiple access interference (MAI) and 
inter-symbol interference (ISI) due to the multipath fading channel. The reason 
behind this is that neural network parameters set in [10], [11] are not considering the 
whole channel characteristics of the uplink multiuser CDMA communication system. 
Recently, blind detectors [12] and kernel-based detectors [13] have been investigated. 

In this paper, we consider the signal processing problem by using neural network 
technique for the receiver of the uplink multiuser CDMA system with both multiple 
access interference (MAI) and inter-symbol interference (ISI) due to the multipath 
fading channel. The uplink multiuser CDMA communication system model is 
described in the form of space-time domain through antenna array and multipath 
fading expression. By the appropriate choice of the channel state information for the 
neural network parameters, the neural network can collectively resolve the effects of 
both the multipath fading and the multiple access interference for the receiver of the 
uplink multiuser CDMA system. 

The rest of the paper is organized as follows. In Section 2, the model of uplink 
multiuser CDMA communication system is presented. In Section 3, neural network 
technique is proposed as an effective signal processing method for the receiver of the 
uplink multiuser CDMA communication system. In Section 4, simulation studies are 
performed for the evaluation of the system performance of the uplink multiuser 
CDMA communication systems under different channel situations. In Section 5, 
conclusions are given. 

In what follows, boldface capital (lowercase) letters refer to matrices (vectors), the 
superscript ( )T⋅ denotes the transpose operation. 
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2   Communication System Model 

The uplink in an asynchronous direct sequence code division multiple access (DS-
CDMA) cellular mobile radio network with K  active users is considered. 

The transmitted baseband signal due to the thk  user is given by 

( ) [ ] ( )∑
−

=

−−=
1

0

M

i
kkkkk qiTtsibAtx ,        

                                                   Kk ,,2,1 L=                                                          (1) 

where M , T , [ ]ibk
, respectively denotes, the number of data symbols per frame, the 

symbol interval, the thi  transmitted symbol by the thk  user. It is assumed that for 
each user k , the symbol stream [ ]{ }ibk

 is a collection of independent equiprobable 1±  

random variables, and the symbol streams of different users are independent. 
kA , 

( )tsk
, 

kq  ( )Tqk <≤0 , respectively denotes, the amplitude, the normalized signaling 

waveform, the delay of the thk  user's signal. 
At the base station receiver, a uniform linear antenna array of P  elements is 

employed. Assume that the channel can be modeled as a tapped delay line with L  
complex coefficients as the number of resolvable multipaths. The baseband multipath 
channel between the thk  user's transmitter and the base station receiver can be 
modeled as a single-input multiple-output channel in the form of space-time domain 
through antenna array and multipath expression. 

When the fractionally sampled (oversampled) received signals are used in the 
digital receivers of the mobile wireless communication systems, oversampling gives 
rise to cyclostationarity (CS) and provides more statistical information which can be 
used to improve the communication system performance [2]. Therefore, chip 
oversampling is used in the base station receiver of the uplink CDMA mobile 
communication systems. The total received signal vector )(ty , superposed all the 

users' signals and additive Gaussian noise, is sampled at a multiple ( m ) of the chip-
rate, i.e., the sampling time interval is ( ) ( )MTmTc ==Δ , where NmM =  is the 

total number of samples per symbol interval, m  is the chip oversampling factor.  
Denote 
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 { }kKk tt ≤≤= 1max                                                          (7) 

 ( ) ( )⎡ ⎤tKMKMmsmoothing −+=                                           (8) 

where ( )tkg  is the composite channel response vector, taking into account the effects 

of transmitted power, antenna array response, chip pulse waveform, and the multipath 
channels. N , [ ]{ } 1

0

−
=

N

nk nc , )(tψ , respectively denotes, the processing gain, the binary 

)1(±  spreading code, the normalized chip waveform of duration 
cT . 

[ ]T
Pklklklkl aaa ,2,1, ,,, L=a , 

klg , 
klτ , respectively denotes, the array response vector, 

the complex gain, the delay, corresponding to the thl  path of the thk  user's signal. 

( )tn p
 ( )Pp ≤≤1  is the additive Gaussian noise at the thp  antenna. 

smoothingm  is the 

smoothing factor. 
Denote following discrete vectors and matrices 
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where 
ktj ,,1,0 L= , 1,,1,0 −= Mn L , { }diag  denotes diagonal operation, [ ]njk ,C  is a 

PP×  matrix, H  is a ( ) ( )11 +×+ kk tKtNmP  matrix. In this paper, we let the chip 

oversampling factor 2=m , then, we have a PNPN 22 ×  matrix 
[ ] [ ] [ ]{ }12,,1,0diag ,,,, −= Njkjkjkjk CCCC L . For other values of m , the matrix 

jk ,C  can 

be similarly constructed. Suppose that user k  is the user of interest, and at every 
based station received antenna p , ),,2,1( Pp L= , for every propagation path j , 

(
ktj ,,1,0 L= ), the spreading sequence [ ] [ ] [ ]{ }12,,1,0 ,,,,,, −Nccc pjkpjkpjk L  is known to 

the receiver (and therefore 
jk ,C  is known to the receiver). Then, the received discrete 

signals can be expressed in a matrix form as 

 [ ] [ ] [ ]iii nbHy σ+=                                                 (25) 

where [ ]iy , [ ]in , [ ]ib , H  are, respectively, a ( ) 11 ×+ktNmP  received signal vector, a 

( ) 11 ×+ktNmP  independent zero-mean complex white Gaussian noise vector with 

variance of 2σ , a ( ) 11 ×+ktK  transmitted symbol vector, a ( ) ( )11 +×+ kk tKtNmP  

multipath channel matrix. 
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3   Neural Network-Based Receiver 

From equation (25), based on the minimization of the likelihood function, the 
transmitted symbol vector of the optimal receiver can be estimated as [5] 

 [ ] [ ] [ ]{ } [ ] [ ] [ ] [ ]
⎭
⎬
⎫

⎩
⎨
⎧ +−=−= iiiiiii TTT bHHbbHybHyb

2

1
minargminargˆ 2      (26) 

Note that if the value of ( )1+ktNmP  is relatively large, even for a small-to-

moderate number of users K , the computational effort required for the solution of 
(26) becomes prohibitively large for real-time implementations. 

Neural networks are layer networks with output feedback consisting of simple 
processors (neurons) that can collectively provide good solutions to difficult 
optimization problems. Neural networks have been employed extensively to solve a 
variety of difficult combinatorial optimization problems [7]-[19]. 

Next, we will transform the minimization of the likelihood function given in (26) 
into the minimization of neural network energy function 

NNE  described by the 
expression 

 OMOOI
2

1
NN −−=E                                                (27) 

By setting [ ] Ti HyI =  and HHM T−= , then in (27), O  is the output of neural 

network neurons and M is the interconnection matrix between neural network 

neurons.  
Once the above transformation is done, the sub-optimum estimation of the 

transmitted symbol vector could be simply driven from the neural network receiver 
output by using 

 [ ] Ob ≈iˆ                                                         (28) 

From equation (25) to equation (28), we can see that by the appropriate choice of 
the channel state information used for the neural network parameters, the neural 
network can collectively resolve the effects of both the inter-symbol interference due 
to the multipath fading and the multiple access interference in the receiver of the 
uplink multiuser CDMA communication system.  

The channel state information is very crucial to the proposed neural network 
receiver of the uplink multiuser CDMA communication system. Imperfections in 
channel state information degrade the neural network receiver performance. Channel 
estimation can be achieved by sending training sequences, using pilot channel, or 
using blind methods. Periodic transmission of training sequences make the 
identification of channel state information feasible since both input and output signals 
are known during the transmission of these sequences. 

In the following, more information about the dynamics of neural network receiver 
will be discussed. 
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The dynamic equation implemented by the neural network energy function 
NNE  is  

 ( ) ii
i

i
i oG

o

E

dt

do
C −

∂
∂−= ONN  , ( )1,,1 += ktNmPi L                    (29) 

Where 
iC  is the output capacity and 

iG  is the parasite conductance of neuron i . 

Assuming for simplicity that CCi =  and GGi =  for all the neurons, then, the 

dynamic behavior of the neural network energy function 
NNE  is 
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Equation (30) shows that the neural network energy function 
NNE  goes toward the 

minimum value. Thus, for any initial value, the neural network evolves toward the 
minimum, and the energy function has a global minimum point. 

The gradient of the neural network energy function 
NNE  is  

 ( ) MOIO −−=∇ NNE                                                (31) 

Equation (31) shows that the neural network energy function 
NNE  has a unique 

minimum value IMO 1
opt

ˆ −−= . It is important to note that the minimum value derived 

according to the above procedure equals to the optimum minimum value  

 IMO 1
opt

−−=                                                     (32) 

From above discussion, we can see that the neural network energy function has a 
global minimum point and is stable for any initial value.  

Therefore, the implementation of the neural network based receiver proposed for 
the uplink multiuser CDMA communication system is feasible. 
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Fig. 1. System performance of matched-filter-based neural network method proposed in [10], 
[11] under different channel situations 
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Fig. 2. System performance of channel-state-information-parameters-assisted neural network 
method proposed in this paper under different channel situations 
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Fig. 3. System performance of channel-state-information-parameters-assisted neural network 
method proposed in this paper with different errors of the channel state information parameters 

4   Performance Evaluation 

The simulated CDMA system is an asynchronous system adopting 31=N  Gold codes 
as spreading sequences, with users 15=K , antenna elements 3=P , multipath 
diversity order 2=L , 5=L  or 9=L , the number of symbols per frame is 300=M , 
the chip pulse is a raised cosine pulse with roll-off factor 5.0 , the initial delay 

kq  of 



 Neural Network-Based Receiver 353 

each user is uniformly generated on [ ]cLT,0 , the delay of each path 
klτ  is uniformly 

generated on [ ]cLT,0 . The modulation scheme is BPSK.  

In the following, the system performance studies of the method proposed in [10], 
[11] (we call it the matched-filter-based neural network method) are provided for the 
references with the proposed method in this paper (we call it the channel-state-
information-parameters-assisted neural network method). 

When the matched-filter-based neural network method proposed in [10], [11] is 
used as the signal processing method, the simulated bit error rate (BER) versus 
average signal-to-noise ratio (SNR) performance is shown in figure 1 for different 
near-far ratio (NFR) and different multipath diversity order L .  

From figure 1, we can see that the BER versus average SNR performance of the 
matched-filter-based neural network method proposed in [10], [11] is unable to 
resistant to the inter-symbol interference (ISI) due to the multipath fading channel 
(with different multipath diversity order L ). When the average SNR is larger than 20 
dB, the BER versus average SNR performance of the matched-filter-based neural 
network method proposed in [10], [11] becomes much worse as the multipath 
diversity order is increasing. 

When the channel-state-information-parameters-assisted neural network method 
proposed in this paper is used as the signal processing method, the simulated bit error 
rate (BER) versus average signal-to-noise ratio (SNR) performance is shown in figure 
2 for different near-far ratio (NFR) and different multipath diversity order L . (The 
channel estimation method proposed in [20] is used here to estimate the channel state 
information for the neural network parameters.) 

From figure 2, we can see that the channel-state-information-parameters-assisted 
neural network method proposed in this paper can collectively resolve the effects of 
both the multipath fading (with different multipath diversity order L ) and the 
multiple access interference (with different near-far ratio NFR ). When the average 
SNR is larger than 20 dB, the BER versus average SNR performance of the channel-
state-information-parameters-assisted neural network method proposed in this paper 
becomes only a little worse as the multipath diversity order is increasing and the near-
far ratio is increasing.  

Since the accuracy of the channel state information for the neural network 
parameters is very crucial to the channel-state-information-parameters-assisted neural 
network method proposed in this paper, the system performance affected by the error 
in the channel state information parameters will be studied in the following. 

When near-far ratio (NFR) is dB10NFR =  and multipath diversity order is 5=L , 
the average simulated bit error rate (BER) versus signal-to-noise ratio (SNR) system 
performance for the case in which the channel state information parameters delivered 
to the proposed channel-state-information-parameters-assisted neural network 
receiver contains different errors are shown in figure 3.  

From figure 3, we can see that the less the error in the channel state information 
parameters, the better the channel-state-information-parameters-assisted neural 
network receiver performance.  
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5   Conclusions 

In this paper, a novel suitable neural network technique is proposed as an effective 
signal processing method for the receiver of the uplink multiuser CDMA system. The 
dynamics of the proposed neural network receiver for the uplink multiuser CDMA 
communication system is discussed. Simulation studies show that the proposed neural 
network receiver can collectively resolve the effects of both the inter-symbol 
interference due to the multipath fading channel and the multiple access interference 
in the receiver of the uplink multiuser CDMA communication system if the channel 
state information for the neural network parameters is appropriately chosen. The 
accuracy of the channel state information for the neural network parameters is crucial 
to the system performance of the proposed neural network receiver for the uplink 
multiuser CDMA communication system. 

Acknowledgments 

This work was supported in part by the National Science Foundation of China (No. 
60602021, No. 60772119), the Specialized Research Fund for the Doctoral Program 
of Higher Education (No. 20060151001), the Excellence Young Talent Fund of 
Dalian (No. 2006J23JH037), the open research fund of Nation Mobile 
Communications Research Laboratory of Southeast University (No. A200606). 

References 

1. Dimitriou, N., Tafazolli, R., Sfikas, G.: Quality of service for multimedia CDMA. IEEE 
Commun. Mag. 38(7), 88–94 (2000) 

2. Wang, X., Poor, H.V.: Wireless communication systems: advanced techniques for signal 
reception. Prentice Hall, Upper Saddle River, NJ (2004) 

3. Zheng, Z.W., Yang, Z.X., Zhu, Y.S., Pan, C.Y.: Channel estimation and interference 
suppression for uplink CDMA mobile communication systems. Wireless Communications 
and Mobile Computing 4(5), 483–489 (2004) 

4. Ojanperä, T., Prasad, R.: Wideband CDMA for Third Generation Mobile 
Communications. Artech House, Norwood, MA (1998) 

5. Verdu, S.: Multiuser Detection. Cambridge University Press, UK (1998) 
6. Paulraj, A.J., Williams, C.B.: Space-time processing for wireless communications. IEEE 

Signal Process. Mag. 14(6), 49–83 (1997) 
7. Hopfield, J.J.: Neural networks and physical systems with emerging collective 

computational abilities. Proc. Nut. Acad. Sci. 79, 2554–2558 (1982) 
8. Hopfield, J.J., Tank, D.W.: Neural computation of decisions in optimization problems. 

Biol. Cybern. 52, 141–152 (1985) 
9. Shayesteh, M.G., Amindavar, H.: Multiuser detection in DS/CDMA systems using neural 

networks. In: IEEE 7th Int. Symp. Spread-Spectrum Tech. Appl., pp. 506–510 (September 
2002) 

10. Miyajima, T., Hasegawa, T.: Multiuser detection using a Hopfield network for 
asynchronous code-division multiple-access systems. IEICE Trans. Fund. Elect. Commun. 
Comp. Sci. E79-A(12), 1963–1971 (1996) 



 Neural Network-Based Receiver 355 

11. Kechriotis, G.I., Manolakos, E.S.: Hopfield neural network implementation of the optimal 
CDMA multiuser detector. IEEE Trans. Neural Networks 7(1), 131–141 (1996) 

12. Waheed, K., Salem, F.M.: Blind information theoretic multiuser detection algorithms for 
DS-CDMA and WCDMA downlink systems. IEEE Trans. Neural Netw. 16(4), 937–948 
(2005) 

13. Chen, S., Hanzo, L.: Block-adaptive kernel-based CDMA multiuser detection. In: Proc. 
IEEE Int. Conf. Commun., pp. 682–686 (2002) 

14. Smith, K., Palaniswami, M., Krishnamoorthy, M.: Neural techniques for combinatorial 
optimization with applications. IEEE Trans. Neural Networks 9(6), 1301–1318 (1998) 

15. Zhu, W., Liang, T.Y., Shieh, C.K.: A Hopfield neural network based task mapping 
method. Computer Commun. 22, 1068–1079 (1999) 

16. Engelhart, A., Teich, W.G., Lindner, J., Jeney, G., Imre, S., Pap, L.: A survey of 
multiuser/multisubchannel detection schemes based on recurrent neural networks. 
Wireless Commun Mobile Comput. 2, 269–284 (2002) 

17. Sanz, S.S., Mozos, R.S., Calzón, C.B.: A hybrid Hopfield network-simulated annealing 
approach for frequency assignment in satellite communications systems. IEEE Trans. 
Syst., Man, Cybern. B 34, 1108–1116 (2004) 

18. Haykin, S.: Neural Networks: A Comprehensive Foundation, 2nd edn. Prentice Hall, 
Upper Saddle River, N.J. (1999) 

19. Haykin, S.: Adaptive Filter Theory, 3rd edn. Prentice-Hall, Englewood Cliffs, NJ. (1996) 
20. D’Amico, A.A., Mengali, U., Morelli, M.: Channel estimation for the uplink of a DS-

CDMA system. IEEE Trans. Wireless Commun. 2(6), 1132–1137 (2003) 



Evolving Tree Algorithm Modifications

Vincenzo Cannella1, Riccardo Rizzo2, and Roberto Pirrone1

1 DINFO - University of Palermo
Viale delle Scienze, 90128 Palermo, Italy

2 ICAR - Italian National Research Council
Viale delle Scienze, 90128 Palermo, Italy

ricrizzo@pa.icar.cnr.it

Abstract. There are many variants of the original self-organizing neu-
ral map algorithm proposed by Kohonen. One of the most recent is the
Evolving Tree, a tree-shaped self-organizing network which has many in-
teresting characteristics. This network builds a tree structure splitting
the input dataset during learning. This paper presents a speed-up modi-
fication of the original training algorithm useful when the Evolving Tree
network is used with complex data as images or video. After a mea-
surement of the effectiveness an application of the modified algorithm in
image segmentation is presented.

1 Introduction

Growing neural networks are capable to adapt the number of neural units to
the input patterns distribution. Many growing neural nets add new units at
fixed pace during the learning procedure: new units are added near the unit
that accumulates the greater approximation error (as in Growing Neural Gas
[8]) or when there is not a neural unit that matches the input with a sufficient
approximation (as in Growing When Required [2]). The evolving tree [6] is a
hierarchical growing neural network with a tree structure and the neural units
on each node of the tree. This neural network is attractive because it builds a
gross clustering of the input patterns and then go on using a splitting procedure
during the training phase. A neuron of the network is split if it is the best
matching unit too often, meaning that its cluster is too populated. The network
growing is not limited during learning.

This spitting and learning procedure builds a natural hierarchy of clusters
that can be easily exploited. The training procedure of this network requires
more time as the number of neurons increases, a drawback that can be serious
with complex datasets (high dimensional patterns or huge amount of data).

In this paper we present an application of this network to the image segmen-
tation using a faster learning procedure that can overcame the slow training
process. Image segmentation is a natural testbed for the speed-up due to the
large set of data and it highlights also the performances of the network in clus-
tering. The images are segmented by splitting an initial gross segmentation in a
”natural” region splitting procedure.

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 356–364, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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The paper is organized as follows: the next subsection explains the evolving
tree algorithm, then the algorithm simplification is explained following with some
results using some artificial two dimension input distributions, then the image
segmentation results are shown and commented.

2 The Evolving Tree Algorithm

The neural units of the Evolving Tree network have two parameters: the weights
vector (considered as one parameter) and a counter bi that counts the times
the unit is the winner unit. The learning algorithm is based on a top-down
hierarchical process where the input pattern is passed from the root node of
the tree to the leaf nodes. When an input vector is presented to an unit it first
checks if it is a leaf node or not. If the unit is not a leaf then it calculates the
distance of the input pattern from the weight vectors of its children, finds the
winner unit, and passes the input to it, then the former steps are repeated. If
the node is a leaf of the tree its weights are modified using the formula:

wi(t + 1) = wi(t) + α(t)hci(t) [x(t) − wi(t)] (1)

and the winner unit counter bi is increased.
When the bi parameter reaches a threshold θ the node is split into fixed

number of children units. After the splitting the split neural unit will not learn
anymore, because only the leaf nodes of the tree are corrected, this is a behav-
ior that prevents a unit to learn too much [5] and resembles the ”Conscience”
mechanism [7]. This also means that a tree node is frozen after it was θ times
the winning unit.

In the original algorithm the weight correction is propagated to the unit neigh-
borhoods on the tree according to the winner take most principle. The neigh-
borhood function is the usual gaussian neighborhood:

hci(t) = exp

(
−‖rc − ri‖2

2 ∗ σ2

)
(2)

and the distance between unit c and unit i ‖rc − ri‖ is calculated ”on the tree”
counting the number of ”hops” from the winner leaf unit c to the other leaf units
of the tree, as described in the original papers [3], [6], [5].

Each network unit is trained for θ steps at most, and considering the usual
time decay of α(t) learning parameter reported in eq.3, units that are deep in
the hierarchy receive a minor correction:

α(t) = αmax

(
αmin

αmax

) t
tmax

(3)

.
In eq.3 tmax is the total number of learning steps.
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3 Considerations About the E-Tree Algorithm

There are two considerations about the evolving tree that are worthwhile. The
first one is related to the role of the neighborhood function, the second one is
related to the learning parameter α and its time dependency.

As in all self–organizing networks the neighborhood function in eq. 2 is used
to train the neural units that are near the winner unit. Units that are near each
other on the tree can be children of different nodes, for example, according to the
original paper, if B1 is the winner unit then also A1 and A2 are updated using
the neighborhood function. This means that A1 and A2 are ”moved” toward B1
in the input space (see fig 3), and this movement can move A1 and A2 outside
the Voronoi region VA of unit A, and toward the Voronoi region VB of B. Due
to this mechanism the winner unit obtained using the top-down search on the
tree structure can bring to a unit that is not the global best matching unit as
defined in:

bmu = arg
{

min
i∈N

{‖x − wi‖}
}

(4)

This problem was highlighted in [5] where the comparison between global best
matching unit calculated with the formula above and the winner unit obtained
using the top-down search on the Evolving Tree are compared.

In self–organizing networks the neighborhood function has many purposes,
the main two of them are: allowing the spread of the lattice in fixed topology
networks, as in the SOM network [1], and ease the unit distribution in a network
with a fixed number of neural units, as in Neural Gas [9]. Neighborhood function
allows to have more neural units where the input patterns are more frequent.

In Evolving Tree network there is not a structure to organize and, from this
point of view, it resembles the Neural Gas.

Moreover the learning algorithm of the Evolving Tree is organized in a ”learn–
then–split(if necessary)” sequence so that all the units are trained before split-

Fig. 1. Correction of the neighborhood units in Evolving Tree network: x is the input
pattern. Weight vectors of the neural units are vectors in the input space but, in order
to highlight the tree structure another dimension z, orthogonal to the input space, was
added.
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ting. The splitting procedure generates new units where input patterns are dense.
For this reason there are not ”dead units” and correction propagation has a lit-
tle influence on the efficiency of the network. According to this observation,
neighborhood function can be neglected reducing the algorithm complexity.

The learning parameter α in eq. 1 decays during the training session as indi-
cated in eq. 3. Due to the nature of the algorithm that creates new units where
there is an high input density, we thought that there is not need to have a learn-
ing parameter variable with time. Adding more units in areas where there are
many input patterns the unit correction will automatically decay because there
will be more neurons in the same input space area.

4 Evolving Tree Algorithm Modifications

Due to the considerations of the preceding section, the neighborhood function
hci(t) seems not to be necessary, so that it can be reduced to the following:

hci(t) =
{

1 if i = c (i.e. unit i is the winning)
0 otherwise (5)

and the algorithm became similar to the hard competitive learning; moreover
even the learning parameter α can be a fixed value, αconst.

The proposed algorithm modifications, training with constant learning param-
eter α and /or without neighborhood function hci(t), are tested using the four
non uniform distributions in fig. 2, and the four combinations are summarized
in table 1.

We implemented the learning algorithm in [6], not the version in [5]; for all the
experiments the topology is a binary tree and the splitting threshold is θ = 400.
If α is variable the values are αmax = 0.5, αmin = 0.05, where α is constant is
αconst = 0.3.

For each distribution 10 training session are performed: the first training ses-
sion is made of tmax = 50.000 learning steps, the second is made of tmax =
100.000 training steps and so on to tmax = 500.000. It should be noticed that
due to the growing nature of the algorithm the number of neurons is slightly
different from a training session to another but the differences can be neglected.

Fig. 3 shows that without the neighborhood function the network implemen-
tation is faster than the original one and the processing time is linear with the
number of units.

Table 1. Algorithm modifications

Condition label α hci(t)

original algorithm eq. 3 eq. 2
hard competitive learning eq. 3 eq. 5
soft competitive learning, constant learning rate αconst eq. 2
hard competitive learning, constant learning rate αconst eq. 5
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(a) (b) (c) (d)

Fig. 2. Input distributions used for the algorithm evaluation
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Fig. 3. Mean results for the distributions in fig. 2: the graphs show the processing time
values obtained

In order to compare the results obtained from the algorithms two parameters
were used: the entropy and the winning unit calculation.

If each unit is considered as a code vector of a codebook, the entropy max-
imization ensures that the quantization intervals are used with the same fre-
quency during the quantification of the input signal. If the Evolving Tree net-
work has N neural leaf units the input manifold is divided into Vi i = 1, 2, . . .N
regions. After the learning phase, the probability that the input pattern v falls
in the interval Vi should be p(Vi) = 1

N , the entropy is calculated as
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H = −
N∑

i=1

p (Vi) ∗ log [p (Vi)] (6)

and the maximum theoretical value will be:

Hmax = log(N). (7)

So using the entropy value, calculated at the end of the learning phase, it is
possible to evaluate the distribution of the leaf node of the Evolving Tree in the
input space.

Using the different learning algorithm reported in table 1 gives different num-
ber of neurons N and different values of theoretical entropy (e.g. eq. 7). The dif-
ference on number of neural units is below 4% and leads to a difference in entropy
values of 0.8%. So that we consider the theoretical entropy value of the original
algorithm as a reference for all the learning algorithm variations in table 1.

The comparison between the winning unit and the b.m.u was used in [5]
because the winning unit calculation using the top-down search on the Evolving
Tree may not indicate the true best match unit obtained with the global search
in the set of neural units. This method was already used in the same paper to
evaluate the impact of some perturbations on the learning algorithm.

We report the number of times the global b.m.u. obtained using the eq. 4
is coincident with the winning unit, compared to the total number of learning
steps:

b.m.u. ≡ winning unit

tmax
(8)

the theoretical value should be 1 in all conditions.
The results obtained for different algorithms are compared in fig. 5 and in

fig.4. Fig. 5 shows how many times the winning units is the global best matching
unit. Fig. 4 shows the entropy values obtained for the original algorithm and the

Fig. 4. Mean results for the distributions in fig. 2: the graphs show the comparison of
the entropy values obtained
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Fig. 5. Mean results for the distributions in fig. 2: the graphs show the number of times
the winner unit obtained using the top-down research in Evolving Tree algorithm is
the same of the global best matching unit

simplified algorithms. Differences due to the different neurons number can be
neglected as said above.

Figures show that with a constant alpha the performances of the network are
slightly worse.

5 Image Segmentation Application

In order to obtain the image segmentation the network is trained using a set of
pattern X where each pattern x ∈ X is one for each pixel of the image. The input
pattern x is obtained using the pixel position (i, j) and the color parameters H
and S as shown below

x = [c1 ∗ i, c1 ∗ j, c2 ∗ H, c2 ∗ S]T (9)

where c1 = 0.1 and c2 = 0.8 are two constants used to weight the pixel position
and the color information.

After the learning on an image for segmentation the Evolving Tree builds a
hierarchy as in fig. 6. The root of the network receives the image as input, the
unit is split in n children (n = 5 in fig. 6) and each children unit clusters the
image pixels as shown in level 1 image. This is repeated for each unit at all the
levels. In figs ?? and ?? on the left is shown the original image and on the right
the segmentation results. The four segmented images are obtained on different
levels of the network, as fig. 6 shows. The segmentation results in fig. 6 were
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Fig. 6. The segmentation procedure

obtained using the following parameters values : θ = 200, α = 0.3, 5 children for
each node when splitting, and a learning time tmax = 30000. For the image Lena
in fig. 6 where used the same parameters. The results of the image segmentation
are on the left side of fig. 6.

6 Conclusions

The evolving Tree algorithm is an interesting and flexible growing algorithm
inspired by the self–organizing map. The results presented demonstrates that it is
possible to modify the algorithm with a small or null loss of performances. So the
Evolving Tree can be adapted to the specific problem: for example neighborhood
function can be neglected in order obtain a speed-up and the learning parameter
can be a fixed value in order to use the network with non-stationary input
distributions. The faster algorithm is useful when learning with complex data
as images or videos. The image segmentation is a natural region splitting and
hierarchy structure of the results obtained needs further investigations.
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Abstract. Training multilayer neural networks is typically carried out
using gradient descent techniques. Ever since the brilliant backpropaga-
tion (BP), the first gradient-based algorithm proposed by Rumelhart et
al., novel training algorithms have appeared to become better several
facets of the learning process for feed-forward neural networks. Learning
speed is one of these. In this paper, a learning algorithm that applies
linear-least-squares is presented. We offer the theoretical basis for the
method and its performance is illustrated by its application to several
examples in which it is compared with other learning algorithms and
well known data sets. Results show that the new algorithm upgrades the
learning speed of several backpropagation algorithms, while preserving
good optimization accuracy. Due to its performance and low computa-
tional cost it is an interesting alternative, even for second order methods,
particularly when dealing large networks and training sets.

1 Motivation

Among the many variants of neural network architectures that exist, feed-
forward neural networks (and specially, those based on the MultiLayer Percep-
tron, MLP), are one of the most popular models with successful applications
in many fields. The power of these networks comes from having several layers
of adaptive weights and nonlinear activation functions (e.g. the sigmoid or hy-
perbolic tangent). Generally, the sum-of-squares error function is employed for
estimating the performance of the network, that compares the desired signal
with the network’s output. There is not a closed-form solution to find the weight
values that minimizes the sum-of-squares error function [9]. Hence the common
approach is to use the derivatives of the error function with respect to the weight
parameters in gradient-based optimization algorithms for finding the minimum
of the error function.

Ever since the first gradient-based algorithm, the brilliant backpropagation
(BP) proposed by Rumelhart et al. [1], researchers have focused their efforts
on improving the convergence properties of BP, the main concern being the
slow convergence speed due to its gradient-descent nature. Some of the newly
proposed algorithms that try to improve this aspect are modifications of the

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 365–374, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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original BP such as adding a momentum term [1,2], an adaptive step size [3] or
using stochastic learning [4].

Others are second order methods that use the second derivatives of the er-
ror function. Some of the most relevant examples of these types of methods are
the quasi-Newton approaches including the Levenberg-Marquardt [5] and the
conjugate gradient algorithms [6]. Second order methods are among the fastest
learning algorithms, however due to their computational cost they are not fea-
sible for large neural networks trained in batch mode.

At last, it is also possible to find methods based on linear least-squares
[7,8,9,10,11]. These methods are mostly based on measuring the error of an
output neuron before the nonlinear transfer function instead of after it, as is
the usual approach. Usually, they are recommended as training methods for
one-layer networks or as initialization methods for multilayer networks.

Specifically, in [10] a method is described to solve a one-layer non-linear neural
network using linear least squares. Also using this solution in [12] an algorithm is
proposed that linearly calculates the weights of every layer for a multilayer per-
ceptron. However, in this algorithm layers are solved independently and therefore
it can only be used as an initialization method. In this paper, we modified this
approach by solving each layer in order, from the output layer to the input layer,
in such way that the weights in each layer are solved by taking into account the
new weights calculated for the succeeding layers. As a consequence, we developed
a learning algorithm that improves the learning speed of the basic backpropaga-
tion in several orders of magnitude, while maintaining its optimization accuracy.

The organization of this paper is as follows. First, in section 2, we present the
method for learning the weights of the network. In Section 3 we investigate the
performance of the proposed method on benchmark classification problems and
it is compared with several other well-known training methods. In Section 4 these
results are discussed. Finally, section 5 bids some suggestions and conclusions.

2 The Proposed Algorithm

In this research we will consider, without loss of generality, a two-layer MLP like
the one shown in Fig. 1. The variable names are described below.

Constants I, K, J and S symbolize respectively, the number of inputs, hidden
units, outputs and training samples. Each layer of the network consists of a linear
matrix W(n) of weights w

(n)
ji connecting neuron j in layer n with neuron i in

layer n−1, thus the superscript n = 1, . . . , N is used to refer to each layer. These
weight matrices are followed by nonlinear mappings f

(n)
j , regularly selected to

be sigmoid-type functions.
For each layer n, the input vectors of the MLP are represented as x(n). The

bias of each layer has been included into weight matrix by adding constant inputs
x

(n)
0s = 1, ∀n.
In addition, for all j = 1, ..., J ; s = 1, ..., S, we will denote by yjs the real

output obtained by the network, zjs the inputs to the non-linearities of the
output layer and by djs the desired response provided in the training set. Finally,
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Fig. 1. Architecture of a two-Layer MLP

in the following we will consider as the training optimization criterion, the MSE
between the real y and the desired output d.

2.1 One-Layer Linear Learning: Determining the Weights

Take, for instance, the one-layer neural network corresponding to the shadowy
part of Fig. 1. In [10,11,12], the authors considered the approximate least squares
optimization of an one-layer nonlinear network assuming the MSE before the
nonlinearity as the criterion to be optimized by means of the following theorem
(see the proof in [12]),

Theorem 1. Minimization of the MSE between d and y at the output of the
nonlinearity f is equivalent (up to first order) to minimizing a MSE between z
and d̄ = f−1(d), where the inverse function is evaluated at each entry separately.
Mathematically, this is given by

min
W

S∑

s=1

J∑

j=1

(
fj

(
K∑

k=0

wjkxks

)
− djs

)2

≈

min
W

S∑

s=1

J∑

j=1

(
f

′

j(d̄js)

(
K∑

k=0

wjkxks − f
(−1)
j (djs)

))2 (1)

According to this new error criterion the weights can be optimized by solving
a system of J × S linear equations defined by:

∂MSE

∂wjp
= 2

S∑

s=1

(
f

′

j(d̄js)

(
K∑

k=0

wjkxks − f
(−1)
j (djs)

))
xpsf

′

j(d̄js) = 0;

p = 0, 1, . . . , K; ∀j .

(2)
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The use of this system presents two main advantages: 1) the global optimum
of the training set is obtained, and 2) there is a considerable savings in training
time with respect to other gradient-based optimization techniques.

2.2 One-Layer Linear Learning: Determining the Inputs

In [11,12], the authors considered that the weights W can be fixed, and therefore
the input vector x becomes the free optimization variable. This is a very useful
result if x corresponds to the output (after non linearity) of a hidden layer (see,
for example, x(2) in Fig. 1). Consequently, this result allows the backpropagation
of the desired signal for z to a desired signal for x through the linear weight layer.
The result is summarized in the following theorem, that is proved in [12].

Theorem 2. Let W be the fixed weight matrix and x the actual input. Then
the optimal input xopt that minimizes the MSE between d̄ = f−1(d) and z is
the input xopt that minimizes a modified MSE criterion between x and the best
solution to Wxopt = d̄ in the least squares sense. That is,

min
x

E[(d̄ − z)T (d̄ − z)] ≈ min
x

E[(xopt − x)T WTW(xopt − x)] (3)

In this case, the bias is included in the matrix W and its corresponding input
(x0) is fixed to 1. In this way, xopt = {x1s, x2s, ..., xKs}, ∀s.

2.3 Combining Theorem 1 and Theorem 2 for Linear Learning of a
MLP

Theorem 1 can be used as a basis to provide the desired signal before the non-
linearity for every layer of the network and, therefore, linearly find the optimal
weights for each layer. Moreover, and in combination with Theorem 2, it is em-
ployed to provide a global linear solution for the networks.

The proposed algorithm for linear learning of a multilayer feedforward neural
network is as follows:

Step 1: Set the initial weights W(n)∀n.
Step 2: Using the current weights, propagate the signal forward to calculate the
outputs of each layer.
Step 3: Evaluate the value of the MSE between y and d and update W(2) (i.e.,
the output layer) using the linear system of equations presented in equation 2.
Step 4: Calculate the optimum desired inputs of the output layer (i.e. the desired
outputs for the hidden layer) by using the linear system of equations resulting
from the right side of equation 3.
Step 5: Update the weights of the hidden layer W(1) according to the opti-
mal desired outputs calculated in Step 4 and using again the linear system of
equations in 2.
Step 6: Check convergence criteria. If they are not reached, continue from Step 2.
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The main difference between this algorithm and the proposed one in [12] is the
order as the weights of each layer are optimized. In the previous approach first
the desired target of all layers is estimated and second the weights are calculated.
However, in this case the estimation of the desired output and the calculation
of the weights are simultaneously obtained, layer by layer, in a backward way.

3 Experimental Results

In this section the proposed method (linear algorithm) is illustrated by its ap-
plication to three classification problems of different size, and its performance
is compared with four popular learning methods. Two of these methods are of
complexity O(n): the gradient descent (GD) and the gradient descent with adap-
tive momentum and step sizes (GDX), in which the proposed method is based.
The other two methods are the scaled conjugated gradient (SCG) (complexity
of O(n2)), and the Levenberg-Marquardt (LM) (complexity of O(n3)).

For each experiment all the learning methods shared the following conditions:

– They were carried out in MATLAB R© on a 3.20 GHz Pentium 4 processor
with 2.5 GB of RAM memory.

– The logistic function was used as the nonlinear functions for neurons.
– The input data set was normalized in the interval [0,1].
– The training process was run for a maximum of 200 epochs.
– For the GDX and the proposed algorithms initial step size was set to 0.005.

Moreover the factor used to decrease/increase the learning rate was fixed to
0.01. These values were tuned in order to obtain good results.

– Regarding the topology, a cross-validation method was used to obtain the op-
timal number of hidden neurons. In this paper only results of the best topol-
ogy are shown. Specifically for the Breast Cancer and the Wine datasets, 9
and 15 hidden neurons were employed, respectively.

– Each experiment was repeated five times, using a different set of initial
weights for each one. This initial set was the same for all the algorithms,
and was obtained by the Nguyen-Widrow [13] initialization method.

3.1 Breast Cancer Wisconsin

This two-class problem determines if a patient suffers breast cancer based on
several characteristics of the nuclei’s cells. The database contains a sample set
of 699 instances. The network topology has 9 hidden neurons, 9 inputs and 2
outputs.

Fig. 2 shows the mean MSE training error curves, obtained by each of the
tested methods, for the 5 simulations. As can be observed, already in the fourth
epoch the proposed method obtains its minimum.

Also, in table 1 some performance measures are shown that allow for the
comparison of the algorithms. The first column (M1) measures corresponds to
the minimum MSE obtained by each method in the training process. The second
column (M2) is the obtained MSE by each method in the epoch in which the
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Fig. 2. Mean MSE training error curves for the Breast Cancer Wisconsin dataset

Table 1. Performance measures for the Breast Cancer Wisconsin dataset

Algorithm M1 M2

GD 5.22 × 10−1 ± 2.89 × 10−1 1.26 ± 3.63 × 10−1

GDX 6.17 × 10−2 ± 4.76 × 10−3 1.24 ± 3.98 × 10−1

SCG 1.35 × 10−2 ± 4.54 × 10−3 4.42 × 10−1 ± 3.26 × 10−1

LM 1.10 × 10−1 ± 2.88 × 10−1 3.59 × 10−1 ± 1.3.99 × 10−1

Linear 9.40 × 10−2 ± 5.57 × 10−3 9.41 × 10−2 ± 5.49 × 10−3

Table 2. Train and Test Accuracy for the Breast Cancer Wisconsin dataset

Algorithm Acc. Train (%) Acc. Test (%)

GD 81.6 ± 2.79 80.3 ± 2.08
GDX 97.7 ± 1.09 96.7 ± 2.36 × 10−1

SCG 99.8 ± 3.99 × 10−2 94.6 ± 6.90 × 10−1

LM 94.5 ± 6.46 87.8 ± 5.21
Linear 96.0 ± 3.06 × 10−2 96.0 ± 2.59 × 10−1

proposed method obtained its minimum MSE. As these measures are calculated
over the 5 simulations they all are provided in terms of mean and corresponding
standard deviation. Moreover, in table 2 train and test classification accuracy,
measured at the end of the simulation, are presented.

Finally, table 3 shows both the mean time (in seconds) per epoch Tepochmean

and the mean time of the whole training process T totalmean of every algorithm.
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Table 3. CPU time comparison (in seconds) for the Breast Cancer Wisconsin dataset

Algorithm Tepochmean Tepochstd T totalmean T totalstd

GD 1.49 × 10−2 2.96 × 10−2 3.081 0.627
GDX 1.40 × 10−2 2.85 × 10−2 2.867 0.168
SCG 2.63 × 10−2 2.99 × 10−2 5.249 0.628
LM 8.05 × 10−2 4.52 × 10−2 15.312 4.988
Linear 4.04 × 10−2 2.78 × 10−2 0.349 0.202

3.2 Wine

These data are the results of a chemical analysis of wines growing in the same
region in Italy but derived from three different cultivars. The analysis determined
the quantities of 13 constituents found in each of the three types of wines. The
database includes 178 instances. The network topology has 15 hidden neurons,
13 inputs and 3 outputs.

Fig. 3 shows the mean MSE training error curves obtained by each of the
tested methods for the 5 simulations. As can be observed, already in the third
epoch the proposed method obtains an error very close to its minimum.

Also, in table 4 again the performance measures M1 and M2 are shown that
allows for the comparison of the algorithms. In this case, 200 iterations are
not enough for the other methods to obtain the MSE that the linear algorithm
exhibits at the 3rd epoch. Moreover, in table 5 train and test accuracy, measured
at the end of the simulation, are also presented.

Finally, table 6 shows the mean time per epoch Tepochmean and the mean
time of the whole training process T totalmean of every algorithm.
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Fig. 3. Mean MSE training error curves for the Wine dataset
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Table 4. Performance measures for the Wine dataset

Algorithm M1 M2

GD 8.20 × 10−1 ± 2.76 × 10−1 1.43 ± 3.33 × 10−1

GDX 2.10 × 10−2 ± 3.77 × 10−2 1.37 ± 3.36 × 10−1

SCG 4.16 × 10−2 ± 1.53 × 10−1 1.01 ± 2.82 × 10−1

LM 1.29 × 10−1 ± 2.58 × 10−1 7.18 × 10−1 ± 4.07 × 10−1

Linear 1.66 × 10−2 ± 2.18 × 10−3 1.68 × 10−2 ± 2.23 × 10−3

Table 5. Train and Test Accuracy for the Wine dataset

Algorithm Acc. Train (%) Acc. Test (%)

GD 49.4 ± 5.32 48.7 ± 9.37
GDX 99.8 ± 1.78 × 10−1 97.5 ± 6.46 × 10−1

SCG 96.7 ± 4.71 94.0 ± 3.60
LM 89.4 ± 8.10 86.5 ± 8.63
Linear 99.9 ± 3.41 × 10−2 99.0 ± 2.48 × 10−1

Table 6. CPU time comparison (in seconds) for the Wine dataset

Algorithm Tepochmean Tepochstd T totalmean T totalstd

GD 0.59 × 10−2 0.77 × 10−2 1.246 0.145
GDX 0.58 × 10−2 0.76 × 10−2 1.182 0.055
SCG 1.25 × 10−2 0.73 × 10−2 2.041 0.972
LM 1.48 × 10−1 5.18 × 10−2 23.309 12.444
Linear 2.1 × 10−2 0.82 × 10−2 0.139 0.143

4 Discussion

From Figs. 2 and 3 and tables 1 and 4 we can see that the proposed method
obtains its minimum error at a very early epoch. Regarding its accuracy, it im-
proves the one exhibited by the classical backpropagation and also the Levenberg
Marquardt algorithm. Moreover for wine dataset 200 iterations are not enough
for the other methods to obtain the minimum MSE that the linear algorithm
exhibits.

Also from measure M2 in tables 1 and 4 it can be concluded that when our
method reaches an error value near its minimum the other algorithms are in a
minimum several orders of magnitude higher.

Regarding the accuracy measures shown in tables 2 and 5 it can be deduced
that the proposed algorithm again improves the gradient descent and the Leven-
berg Marquardt algorithms while maintaining an accuracy similar to the GDX
and SCG algorithms. It is important to notice that from the tested algorithms it
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is the one that shows the more similar accuracy when the results over the train
and test sets are compared, thus confirming its generalization ability. Finally,
as it can be observed, our method avoids the overfitting since it maintains the
same behavior for the training and test sets.

This conclusion, together with the short time needed for training by the pro-
posed method, as shown in tables 3 and 6, definitely makes it a fast and suitable
learning algorithm.

5 Conclusions and Future Work

The analyzed results allow us to confirm that the proposed method offers an
interesting combination of speed, reliability and simplicity. The method obtains
good approximations that even overcome those provided by classic or second
order algorithms. These features makes the proposed algorithm suitable for those
situations when the speed of the method is important in reaching a good solution,
although this could not be always the best one.
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Abstract. Hidden Markov Models (HMMs) are very popular genera-
tive models for sequence data. Recent work has, however, shown that on
many tasks, Conditional Random Fields (CRFs), a type of discrimina-
tive model, perform better than HMMs. We propose Hierarchical Hidden
Conditional Random Fields (HHCRFs), a discriminative model corre-
sponding to hierarchical HMMs (HHMMs). HHCRFs model the condi-
tional probability of the states at the upper levels given observations.
The states at the lower levels are hidden and marginalized in the model
definition. We have developed two algorithms for the model: a param-
eter learning algorithm that needs only the states at the upper levels
in the training data and the marginalized Viterbi algorithm, which com-
putes the most likely state sequences at the upper levels by marginalizing
the states at the lower levels. In an experiment that involves segment-
ing electroencephalographic (EEG) data for a Brain-Computer Interface,
HHCRFs outperform HHMMs.

1 Introduction

Hidden Markov Models (HMMs) are very popular generative models for sequence
data. Recent work has, however, shown that Conditional Random Fields (CRFs),
a type of discriminative model, perform better than HMMs on many tasks [1].

There are several differences between CRFs and HMMs. (1) HMMs are gener-
ative models and thus model the joint probability of input (i.e., observations) and
output data (i.e., states), whereas CRFs are discriminative models that model
the conditional probability of output data given the input data. (2) HMMs make
independence assumptions on observations given states, whereas CRFs do not.
(3) For model parameter estimation, HMMs do not need the states, whereas
CRFs do.

Hierarchical HMMs (HHMMs) are a generalization of HMMs with a hier-
archical structure [2]. Murphy [3] has shown that HHMMs are a special kind
of Dynamic Bayesian Networks (DBNs), and has derived an efficient inference
algorithm [3].

In this paper, we propose the Hierarchical Hidden CRF (HHCRF), a discrimi-
native model that corresponds to the HHMM, a generative model. In hierarchical
models, we are mainly interested in the states at the upper levels, and hence,

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 375–384, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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HHCRFs model the conditional probability of the states at the upper levels given
observations. The states at the lower levels are hidden, and marginalized in the
model definition.

We have developed two algorithms for the model. One is a parameter learning
algorithm that needs only the states at the upper levels in the training data. Note
that we need all the states to train standard CRF models. The other algorithm
is the marginalized Viterbi algorithm, which computes the most likely state
sequences at the upper levels by marginalizing the states at the lower levels.
Note that a direct extension of the well known Viterbi algorithm computes the
most likely joint sequence at the upper and lower levels, which is different from
the sequence computed by the marginalized Viterbi algorithm.

In an experiment that involves segmenting electroencephalographic (EEG)
data for a Brain-Computer Interface, HHCRFs outperform HHMMs.

2 Related Work

HHMMs were originally defined by Fine et al. [2]. Later, Murphy and Paskin
[3] devised a DBN representation for HHMMs and a linear time inference algo-
rithm. We have developed a semi-supervised learning algorithm for HHMMs [4].
Applications of HHMMs include handwritten character recognition, information
extraction, video structure discovery, and topic transition detection.

CRFs were originally proposed by Lafferty et al. [1]. Since then, CRFs have
successfully been applied to many problems including parsing, named entity
recognition, object recognition, and activity recognition.

Sutton et al. [5] proposed Dynamic CRFs (DCRFs), an extension of CRFs,
corresponding to factorial HMMs. Liao et al. [6] proposed hierarchical CRFs, an-
other extension of CRFs, corresponding to HHMMs. Unfortunately, hierarchical
CRFs do not have hidden states, hence all the states must be labeled for model
parameter estimation.

Gunawardana et al. [7] proposed Hidden CRFs (HCRFs) for phone classifica-
tion. HCRFs have two advantages over the previous CRF extensions. First, they
have output feature functions which can express continuous Gaussian outputs.
This is in contrast to binary valued output feature functions for most CRFs. The
second advantage is that HCRFs have hidden states. HCRFs have 2 levels. The
states at the bottom level are hidden and thus do not need to be labeled for train-
ing. The problem with HCRFs is that the states at the top level do not change
with time. Therefore, whilst HCRFs can be applied to sequence classification,
they cannot be applied to sequence segmentation or sequence labeling.

We were influenced by the above-mentioned approaches, and our HHCRFs
share many characteristics with them. In HHCRFs, however, not only are the
states at the lower levels hidden, but the states at the upper levels also change
with time. This makes it possible to apply HHCRFs to sequence segmentation
and sequence labeling without labeling the states at the lower levels for training.
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(a) (b)

Fig. 1. (a) An HHMM represented as a DBN. (b) An HHCRF represented as an undi-
rected graph. Both (a) and (b) describe only the part of the model from t − 1 to t.

3 HHMMs

Hierarchical HMMs (HHMMs) are a generalization of HMMs with a hierarchical
structure [2]. HHMMs have three kinds of states: internal, production, and end
states. They also have three kinds of transitions: vertical, horizontal, and forced
transitions. Murphy [3] has shown that an HHMM is a special kind of DBN, and
has derived an efficient inference algorithm [3]. In what follows, we show how to
represent an HHMM as a DBN.

3.1 Representing an HHMM as a DBN

We can represent an HHMM as a DBN as shown in Fig. 1(a). (We assume for
simplicity that all production states are at the bottom of the hierarchy.) A state
of the HHMM is denoted by qd

t (d ∈ {1, . . . , D}), where d is the hierarchy index:
the top level has d = 1, and the bottom level has d = D.

fd
t is the indicator variable which is equal to 1, if qd

t has transited to its end
state, otherwise it is 0. Note that if fd

t = 1, then fd′

t = 1 for all d′ > d; hence
the number of indicator variables that are equal to 0 denotes the level of the
hierarchy we are currently on. The indicator variables play an important role in
representing the HHMM as a DBN.

Defined below are the transition and output probability distributions. These
complete the definition of the model. When qd

t has transited to its end state,
fd

t = 1. This is the signal that the states at the upper levels can be changed.
Furthermore, it is a signal that the next value of qd

t+1 should be determined by a
vertical transition, instead of a horizontal transition. Formally, we denote these
as follows:
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p(qd
t =j′|qd

t−1 =j, fd+1
t−1 = b, fd

t−1 = f, q1:d−1
t = i) =

⎧
⎨

⎩

δ(j, j′) if b = 0
Ad

i (j, j
′) ifb = 1 and f = 0

πd
i (j′) if b = 1 andf = 1

p(fd
t = 1|qd

t = j, q1:d−1
t = i, fd+1

t = b) =
{

0 if b = 0
Aed(i, j) if b = 1 (1)

E[ot|q1:D
t = i] = μ(i)

Cov[ot|q1:D
t = i] = σ2(i)

where the state vector q1:d
t = {q1

t , . . . , qd
t }d∈{1,...,D} is represented by an integer

i (i.e. i is the index for ”mega state”). In Eq. (1), we assume the dummy state
q0
t = 0 (i.e. the root state) for notational convenience. We also assume dummy

indicator variables f2:D
0 = 1 and fD+1

t = 1 for the first slice and for the bottom
level, respectively.

δ(j, j′) is Kroneckers delta. Ad
i (j, j

′) is the horizontal transition probability
into the j′th state (except into an end state) from the jth state at level d. πd

i (j′)
is the vertical transition probability into the j′th state from the ith state at level
d. Aed(i, j) is the horizontal transition probability into an end state from the
jth state at level d.

μ and σ2 are the mean vector and covariance , respectively, of the Gaussian
distribution of the observations emitted at each time. Note that for simplicity, we
use scalar observations and a single Gaussian density output. We could of course,
use the vector valued observations and a Gaussian mixture density output.

4 HHCRFs

4.1 Model

HHCRFs are undirected graphical models (as shown in Fig. 1(b)) which encode
the conditional probability distribution:

p(Q1|O; Λ) =
1

Z(O; Λ)

∑

Q2:D

∑

F 1:D

exp

(
K∑

k=1

λkΦk(Q1:D, F 1:D, O)

)
(2)

where Q1 = {q1
1 , . . . , q

1
T } is the state sequence at the top level 1, O = {o1, . . . , oT }

is the sequence data (observations) and Λ = {λ1, . . . , λK} is the model param-
eter. We represent the state sequence Q1:D = {Q1, . . . , QD} and the indicator
variable sequence F 1:D = {F 1, . . . , FD}. Z(O; Λ) is the partition function that
ensures that p(Q1|O; Λ) is properly normalized.

Z(O; Λ) =
∑

Q1

∑

Q2:D

∑

F 1:D

exp

(
K∑

k=1

λkΦk(Q1:D, F 1:D, O)

)
(3)

Φk(Q1:D, F 1:D, O) is a feature function that can be arbitrarily selected.
1 For simplicity, we assume that only the state sequence at the top level is not hidden.We

could of course assume that the state sequences at multiple upper levels are not hidden.
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In order to compare the performance of HHCRFs with that of HHMMs,
which have a Markov structure in the state sequence, we restrict the feature
function as Φk(Q1:D, F 1:D, O) =

∑T
t=1 φk(q1:D

t−1, q
1:D
t , f1:D

t−1 , f1:D
t , ot) and make

the model structure equivalent to that of the HHMMs. Each feature function
φk(q1:D

t−1, q
1:D
t , f1:D

t−1 , f1:D
t , ot) is as follows.

φ
(Hor)
j,j′,i,d(q

1:D
t−1, q

1:D
t , f1:D

t−1 , f1:D
t , ot) =

(
δ(qd

t−1 = j) · δ(qd
t = j′) · δ(q1:d−1

t = i)

· δ(fd+1
t−1 = 1) · δ(fd

t−1 = 0)
)

∀j , ∀j′ , ∀i, ∀d

φ
(V er)
i,j′,d (q1:D

t−1, q
1:D
t , f1:D

t−1 , f1:D
t , ot) =

(
δ(qd−1

t = i) · δ(qd
t = j′)

· δ(fd+1
t−1 = 1) · δ(fd

t−1 = 1)
)

∀i, ∀j′ , ∀d

φ
(End)
i,j,d (q1:D

t−1, q
1:D
t , f1:D

t−1 , f1:D
t , ot) =

(
δ(q1:d−1

t = i) · δ(qd
t = j)

· δ(fd+1
t = 1) · δ(fd

t = 1)
)

∀i, ∀j , ∀d

φ
(Occ)
i (q1:D

t−1, q
1:D
t , f1:D

t−1 , f1:D
t , ot) = δ(q1:D

t = i) ∀i

φ
(M1)
i (q1:D

t−1, q
1:D
t , f1:D

t−1 , f1:D
t , ot) = δ(q1:D

t = i) · ot ∀i

φ
(M2)
i (q1:D

t−1, q
1:D
t , f1:D

t−1 , f1:D
t , ot) = δ(q1:D

t = i) · o2
t ∀i

where δ(q = q′) is equal to 1 when q = q′ and 0 otherwise. The first three feature
functions are transition features. φ

(Hor)
j,j′,i,d counts the horizontal transition into the

j′th state (except into an end state) from the jth state at level d. φ
(V er)
i,j′,d counts

the vertical transition into the j′th state from the ith state at level d. φ
(End)
i,j,d

counts the horizontal transition into an end state from the jth state at level
d. φ

(Occ)
i , φ

(M1)
i , φ

(M2)
i are output features which are necessary to represent the

Gaussian density output [7].
It can be shown that setting the parameter Λ (i.e., the weight of the feature

functions) as follows gives the conditional probability distribution induced by
HHMMs with the transition probability distributions and the output probability
distributions defined in Eq. (1):

λ
(Hor)
j,j′,i,d = log Ad

i (j, j
′) λ

(Occ)
i = −1

2

(
log 2πσ2(i) +

μ2(i)
σ2(i)

)

λ
(V er)
i,j′,d = log πd

i (j′) λ
(M1)
i =

μ(i)
σ2(i)

(4)

λ
(End)
i,j,d = log Aed(i, j) λ

(M2)
i = − 1

2σ2(i)
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4.2 Parameter Estimation

Just as in HHMMs, parameter estimation for HHCRFs is based on the maxi-
mum likelihood principle given a training set D = {O(n), Q1(n)}N

n=1. The differ-
ence is that we maximize the conditional probability distribution p(Q1|O; Λ) for
HHCRFs, whereas we maximize the joint probability distribution p(Q1, O; Λ1)
for HHMMs. Here, Λ1 is the parameter for HHMMs. The conditional log-likelihood
for HHCRFs is as follows.

L(Λ) =
N∑

n=1

log p(Q1(n)|O(n); Λ)

=
N∑

n=1

log

⎛

⎝
∑

Q2:D

∑

F 1:D

exp

(
K∑

k=1

λkΦk(Q1(n)
, Q2:D, F 1:D, O(n))

)⎞

⎠

−
N∑

n=1

log Z(O(n); Λ) (5)

The gradient of Eq. (5), which is needed for estimating the parameter Λ̂, is
given by

∂L
∂λk

=
N∑

n=1

∑

Q2:D

∑

F 1:D

Φk(Q1(n)
, Q2:D, F 1:D, O(n))p(Q2:D, F 1:D|Q1(n)

, O(n); Λ)

−
N∑

n=1

∑

Q1

∑

Q2:D

∑

F 1:D

Φk(Q1:D, F 1:D, O(n))p(Q1:D, F 1:D|O(n); Λ) (6)

The right hand side of Eq. (6) is the difference between the expectation of fea-
ture values under the probability distribution p(Q2:D, F 1:D|Q1(n)

, O(n); Λ) and
that under p(Q1:D, F 1:D|O(n); Λ). Since Φk(Q1:D, F 1:D, O) =

∑T
t=1 φk(q1:D

t−1, q
1:D
t ,

f1:D
t−1 , f1:D

t , ot), the sufficient statistics to compute the first expectation are the

transition probabilities {p(q2:D
t−1, q

2:D
t , f1:D

t−1 , f1:D
t |Q1(n)

, O(n); Λ)|1 ≤ t ≤ T } and
the occupancy probabilities {p(q2:D

t , f1:D
t |Q1(n)

, O(n); Λ)|1 ≤ t ≤ T }. Note that
the state sequences are partially labeled because Q1 is given. These probabili-
ties can be computed using the junction tree algorithm [8], or by converting the
hierarchical model to a flat model with mega states and applying the backward-
forward-backward algorithm [9]. (We use the latter method in our experiment.)
Here, the backward-forward-backward algorithm is an extension of the standard
forward-backward algorithm to partially labeled state sequences.

The sufficient statistics to compute the second expectation are the transition
probabilities {p(q1:D

t−1, q
1:D
t , f1:D

t−1 , f1:D
t |O(n); Λ)|1 ≤ t ≤ T } and the occupancy

probabilities {p(q1:D
t , f1:D

t |O(n); Λ)|1 ≤ t ≤ T }, which can be computed using
the junction tree algorithm, or by converting the hierarchical model to a flat
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model with mega states and applying the forward-backward algorithm. (Once
again, we use the latter method in our experiment.)

4.3 Marginalized Viterbi Algorithm for HHMMs

The well-known Viterbi algorithm can be used to compute the most likely
mega state sequence [Q̂1:D, F̂ 1:D] = argmaxQ1:D ,F 1:D p(Q1:D, F 1:D|O; Λ̂1). On
the other hand, our marginalized Viterbi algorithm computes the most likely
upper level state sequence [Q̂1, F̂ 2] by marginalizing the states at the lower lev-
els.

[Q̂1, F̂ 2] = argmax
Q1,F 2

p(Q1, F 2|O; Λ̂1) = argmax
Q1,F 2

∑

Q2:D

∑

F 3:D

p(Q1:D, F 2:D, O; Λ̂1)(7)

We first explain the marginalized Viterbi algorithm for HHMMs and then for
HHCRFs. The algorithm uses dynamic programming to obtain the most likely
upper level state sequence [Q̂1, F̂ 2].

Initialize: t=1

δ1(i) = log p(q1
1 = i , f2

1 = 1 , o1 ; Λ̂1) ∀i

Iterate: t=2,. . . ,T

δt(i) = max
i′,1≤τ<t

(
δτ (i′) + log A1

0(i
′, i) + ατ,t(i)

)
∀i

ψt(i) = argmax
i′,1≤τ<t

(
δτ (i′) + log A1

0(i
′, i) + ατ,t(i)

)
∀i

where

ατ,t(i) = log p(f2
τ+1:t−1 = 0 , f2

t = 1 , oτ+1:t | q1
τ+1 = i , f2

τ = 1 ; Λ̂1)

Traceback:

q̂1
T = argmax

i
δT (i), t = T

Iterate while t > 0 : 1) (q̂1
t′ , t′) = ψt(q̂1

t ), 2) t ← t′

δt(i) is the maximum of the log-probability along a single top level path at time t,
that generates the first t observations o1:t and ends in the top level state i. ψt(i)
contains the traceback information of the highest probability path, and records
the previous top level state i′ and its ending time τ . Thus, τ is the segmentation
boundary time between the sub-sequence o1:τ ending with the top level state
i′ and the sub-sequence oτ+1:t generated by the top level state i. ατ,t(i) is the
probability of sub-sequence oτ+1:t generated by the top level state i.
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The time complexity of the Viterbi algorithm is O(T ), whereas that of the
marginalized Viterbi algorithm is O(T 2). This is the cost for finding the most
likely upper level state sequence.

4.4 Marginalized Viterbi Algorithm for HHCRFs

The marginalized Viterbi algorithm for HHCRFs is similar to that for HHMMs,
with δ1(i) replaced by log

∑
q2:D
1

∑
f3:D
1

exp
(∑K

k=1 λkφk(q1:D
1 , f2:D

1 , o1) · δ(q1
1 =

i) · δ(f2
1 = 1)

)
, the horizontal transition probability log A1

0(i
′, i) replaced by

λ
(Hor)
i′,i,0,1, and ατ,t(i) replaced by log

∑
q2:D

τ+1:t

∑
f3:D

τ+1:t
exp

( ∑t
t′=τ+1

∑K
k=1 λkφk(q1:D

t′−1,

q1:D
t′ , f2:D

t′−1, f
2:D
t′ , ot′)·δ(f2

τ = 1)·δ(f2
τ+1:t−1 = 0)·δ(f2

t = 1)·δ(q1
τ+1 = i)

)
−λ

(V er)
0,i,1 .

Its time complexity is the same as that for HHMMs: O(T 2).

5 Experiment

We compare the performance of HHCRFs with that of HHMMs in segmenting
and labeling EEG time series data for a Brain-Computer Interface (BCI). As
reported in literature, the HMM has outperformed Fisher’s linear discriminant
in a synchronous BCI experiment where segmented EEG data is classified [10].
However, HMMs do not perform better than static classifiers in asynchronous
experiments, where non-segmented continuous EEG data is first windowed and
then classified [11,12]. It is difficult to identify the beginning and end of each
mental task in asynchronous experiments. We get around this problem by using
hierarchical dynamical models and by segmenting and labeling the entire EEG
data at the same time without windowing.

In our experiment, we use the BCI Competition III Dataset V, which is char-
acterized as a ”multi class problem, continuous EEG” [13]. The data set contains
data from 3 subjects during 4 sessions, each 4 minutes long 2. The subjects per-
form one of three mental tasks for about 15 seconds and then switch randomly
to another task at the operator’s request.

Both the HHMMs and the HHCRFs have 2 levels: the top level has 3 states,
each corresponding to a mental task, while the bottom level has 5 states with a
single Gaussian density output. The parameters of the HHCRFs are initialized
using the corresponding parameters of the HHMMs. For hidden top level state
inference, which is necessary to estimate the mental task at each time, we use
three algorithms: Forward-Backward (FB), Joint Viterbi (JV) 3, and Marginal-
ized Viterbi (MV).

Table 1 shows the accuracy rates for labeling the EEG data (i.e., estimating
the mental task) at each time. The data is labeled according to the inferred top

2 The data from the first 3 sessions is used as training data, whilst the data from the
last session is used as test data.

3 the Viterbi algorithm in the joint space of the top and bottom level states.
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Table 1. Accuracy rates for labeling the EEG data. Mean (%) with standard deviation
(%) in brackets. Average of 10 runs.

subject HHMM HHCRF
FB JV MV FB JV MV

#1 79.05 (0.00) 78.52 (0.88) 79.54 (0.00) 94.58 (4.80) 80.75 (6.36) 92.77 (5.31)

#2 61.58 (0.00) 52.27 (0.37) 52.07 (0.00) 70.17 (0.08) 51.80 (4.00) 47.15 (0.00)

#3 34.40 (0.00) 34.40 (0.00) 34.40 (0.00) 32.11 (0.00) 32.11 (0.00) 32.11 (0.00)

average 58.34 55.06 55.34 65.62 54.89 57.34

Table 2. Segmenting the EEG data for Subject #1. Top level state changes within ±
0.5 sec. of the true time of change are considered as true-positive’s. Average of 10 runs.

HHMM HHCRF
FB JV MV FB JV MV

Precision (%) 20.00 16.50 18.18 53.39 23.07 57.32

Recall (%) 37.50 25.00 25.00 52.50 25.00 55.00

F measure (%) 26.09 19.85 21.05 52.92 23.81 56.08

level state at each time. The FB algorithm, which computes the most probable
state given all observations, has a high accuracy rate for both HHMMs and
HHCRFs 4 .

In Table 2, we evaluate the performance in segmenting the EEG data (i.e.,
detecting the change of mental task) for Subject #1. The data is segmented when
the top level state changes. We can see that HHCRFs outperform HHMMs in
segmenting the EEG data. See also Fig. 2.

We also evaluate the performance in estimating the segment sequence (i.e.,
the mental task order sequence). During 10 runs, the FB and MV algorithms for
HHCRFs produced the correct segment sequence 5 8 and 6 times, respectively,
whereas HHMMs failed to produce the correct sequence.
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Fig. 2. Top level state sequence for Subject #1 as a function of time. Top: true se-
quence. Middle, and Bottom: The best HHMM and HHCRF sequences, respectively,
in terms of the F measure.

4 We found the estimation for Subject #3 extremely difficult, as was the case for all
the submissions to the competition.

5 i.e., 2 − 1 − 3 − 2 − 1 − 3 − 2 − 1 − 3.
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6 Conclusion

In this paper, we proposed HHCRFs, a discriminative model corresponding to
the HHMM. We developed two algorithms for the model: a parameter learning
algorithm that needs only the states at the upper levels in the training data,
and the marginalized Viterbi algorithm which computes the most likely state
sequences at the upper levels by marginalizing the states at the lower levels.
In the experiment segmenting EEG data for a Brain-Computer Interface, the
HHCRFs outperformed the HHMMs.
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Abstract. Explaining the causes of infeasibility of Boolean formulas
has many practical applications in various fields. A small unsatisfiable
subformula provides a succinct explanation of infeasibility and is valu-
able for applications. In recent years the problem of finding unsatisfiable
subformulas has been addressed frequently by research works, which are
mostly based on the SAT solvers with DPLL backtrack-search algorithm.
However little attention has been concentrated on extraction of unsatis-
fiable subformulas using stochastic methods. In this paper, we propose a
resolution-based stochastic local search algorithm to derive unsatisfiable
subformulas. This approach directly constructs the resolution sequences
for proving unsatisfiability with a local search procedure, and then ex-
tracts small unsatisfiable subformulas from the refutation traces. We
report and analyze the experimental results on benchmarks.

Keywords: Unsatisfiable subformula, Stochastic method, Local search,
Resolution sequence, Refutation trace.

1 Introduction

Many real-world problems, arising in artificial intelligence, formal verification
and electronic design, can be formulated as constraint satisfaction problems,
which are translated into Boolean formulas in conjunctive normal form (CNF).
Boolean satisfiability (SAT) solvers are generally able to determine whether a
large formula is satisfiable or not. We are usually interested in a small expla-
nation of infeasibility that excludes irrelevant information. Therefore when a
formula is unsatisfiable, it is often required to find an unsatisfiable subformula,
that is, a small unsatisfiable subset of the original formula. Localizing an un-
satisfiable subformula is necessary to determine the underlying reasons for the
failure. Explaining the causes of unsatisfiability of Boolean formulas is an essen-
tial requirement in many fields. A paradigmatic example is repairing inconsistent
knowledge from a knowledge base [1]. Additional examples include SAT-based
model checking on predicate abstraction [2], counterexample minimization and
explanation [3], and fixing wire routing in FPGAs [4].
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There have been many different contributions to research on unsatisfiable
subformulas extraction in the last few years, owing to the increasing importance
in numerous practical applications. Experimental works on computing unsatis-
fiable subformulas can be grouped into complete search algorithms and incom-
plete search algorithms. Most of previous works are complete search approaches
[5,6,7,8,9,10,11,12,13], essentially on the basis of enhanced versions of the Davis-
Putnam-Logemann-Loveland (DPLL) backtrack-search algorithm. In the recent
past, a few researches have considered the problem of finding the unsatisfiable
subformulas by incomplete methods. In [14], the authors present an algorithm
which tracks minimal unsatisfiable subformulas according to the trace of a failed
local search run for consistency checking. However, this method is essentially
based on a typical local search procedure for giving the formula a satisfiable in-
terpretation. Two distinct algorithms proposed in [15] are the first known works
on using stochastic method for proving unsatisfiability of a formula. Whereas up
till now, no existing research work has concentrated on the unsatisfiable subfor-
mulas extraction from the proof of infeasibility utilizing a stochastic local search
procedure.

In this paper, we tackle the problem of extracting unsatisfiable subformulas
from refutation traces of Boolean formulas by a stochastic local search algorithm.
This approach is the first work we are aware of to adopt resolution-based local
search method to find unsatisfiable subformulas. Firstly, a local search procedure
is employed to compute the resolution sequences for proving unsatisfiability of
a formula. The process of resolving an empty clause is combined with some
reasoning heuristics, such as unit clause propagation, binary clause resolution
and equality reduction. Then each refutation trace is constructed as a tree,
and an effective technique called refutation trace pruning is applied to the tree
on-the-fly to reduce the search space. Finally, a recursive function is used to
find all of the leaves which correspond to the original clauses, and then a small
unsatisfiable subformula is obtained, because the original clauses involved in the
derivation of an empty clause are referred to as the unsatisfiable subformula.

The paper is organized as follows. The next section introduces the basic defini-
tions used throughout the paper. Section 3 proposes the local search algorithm
for finding small unsatisfiable subformulas. Section 4 presents some heuristics
and technique to improve the efficiency of our algorithm. Section 5 shows and
analyzes experimental results on well-known pigeon hole problem instances. Fi-
nally, Section 6 concludes the paper and outlines future research work.

2 Preliminaries

Resolution is a proof system for CNF formulas with the following inference rule:

(A ∨ x)(B ∨ ¬x)
(A ∨ B)

, (1)

where A and B denote the disjunctions of literals. The clauses (A∨ x) and (B ∨
¬x) are the resolving clauses, and (A ∨ B) is the resolvent. The resolvent of the
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clauses (x) and (¬x) is the empty clause (⊥). Every application of the inference
rule is called a resolution step. A resolution sequence, namely a sequence of
resolution steps, is that each one uses the result of the previous step or the
clauses of the original formula as the resolving clauses of the current step.

Lemma 1. A CNF formula ϕ is unsatisfiable iff there exists a finite sequence
of resolution steps ending with the empty clause.

It is well-known that a Boolean formula in CNF is unsatisfiable if it is possible
to generate an empty clause by a resolution sequence from the original clauses.
A refutation trace of an unsatisfiable formula is defined as a resolution sequence
in which the final resolvent is an empty clause.

Definition 1. (Unsatisfiable Subformula). Given a formula ϕ, ψ is an un-
satisfiable subformula for ϕ iff ψ is an unsatisfiable formula and ψ ⊆ ϕ.

It is obvious that there may exist many different unsatisfiable subformulas with
different numbers of clauses for the same problem instance, such that some of
these subformulas are the subsets of others.

Lemma 2. The set of original clauses involved in the derivation of an empty
clause is referred to as the unsatisfiable subformula.

That is to say, the clauses, contained in the intersection of a refutation trace
and the original formula, belong to some unsatisfiable subformula. Then we
illustrate the process of extracting unsatisfiable subformulas from a Boolean
formula according to Lemma 1 and Lemma 2. For example, the CNF formula is

ϕ = (x1) ∧ (¬x2) ∧ (¬x1 ∨ x2) ∧ (¬x2 ∨ x3) ∧ (¬x3) . (2)

The formula is refuted by a series of resolution steps ending with an empty
clause. There are two resolution sequences to prove the infeasibility of this for-
mula. One of the refutation traces is

(x1)(¬x1 ∨ x2)
(x2)

−→ (x2)(¬x2)
(⊥)

. (3)

From the sequence, the resolvent (x2) of the first resolution step serves as one
of the resolving clauses of the second step, and the result of the second resolution
step is an empty clause. According to Lemma 1, this formula is unsatisfiable.
Therefore, the original clauses included in the proof of infeasibility belong to an
unsatisfiable subformula. More specifically, the unsatisfiable subformula corre-
sponding to the above resolution sequence is

ψ1 = (x1) ∧ (¬x1 ∨ x2) ∧ (¬x2) . (4)

Moreover, the other refutation trace is

(x1)(¬x1 ∨ x2)
(x2)

−→ (x2)(¬x2 ∨ x3)
(x3)

−→ (x3)(¬x3)
(⊥)

. (5)
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This finite sequence of resolution steps arrives at an empty clause, and the
unsatisfiable subformula consists of the original clauses involved in the process
of refutation. Consequently, another unsatisfiable subformula is

ψ2 = (x1) ∧ (¬x1 ∨ x2) ∧ (¬x2 ∨ x3) ∧ (¬x3) . (6)

In conclusion, this simple example demonstrates that our stochastic local
search algorithm to find the small unsatisfiable subformulas is essentially based
on Lemma 1 and Lemma 2.

3 Local Search for Finding Unsatisfiable Subformulas

In recent years, the complete methods have made great progress in solving many
real life problems including constraint satisfaction problem, but they usually
cannot scale well owing to the extreme size of the search space. One way to solve
the combinatorial explosion problem is to sacrifice completeness, thus some of the
best known methods using this incomplete strategy are stochastic local search
algorithms. In general, the local search strategy starts from an initial solution,
which may be randomly or heuristically generated. Then the search moves to a
better neighbor according to the objective function, and terminates if the goal is
achieved or no better solution can be found. Stochastic local search methods are
underlying some of the best-performing algorithms for certain types of problem
instances, both from an empirical as well as from a theoretical point of view.
Consequently, this stochastic strategy is adopted to tackle the problem of finding
unsatisfiable subformulas. We propose a resolution-based local search algorithm
based on Lemma 1 and Lemma 2. The algorithm, detailed in the later, is given
as follows:

SLSAtoFindUS (formula)
refuted = false
iteration = 0
while ((iteration < MAXITER) && !refuted) do

if (Unit_Clause_Propagation() return UNSAT) then
refuted = true

else if (there exist binary clauses) then
Binary_Clause_Resolution()
Non_Tautology()
Equality_Reduction()
No_Same_Clause()

else Randomly choose two clauses to resolve
for (each clause c1 added into sequence)

Trace_Updating(c1)
if (formula.size > MAXSIZE) then

Remove a clause c1 at random
Trace_Pruning(c1)

iteration++
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if (refuted == true) then
print unsatisfiable
SmallUS = Compute_Unsatisfiable_Subformula(sequence)

else print unresolved
return SmallUS

The stochastic local search algorithm begins with an input formula in CNF
format. The objective function of this algorithm is to derive an empty clause, and
a necessary condition for this to occur is that the formula contains at least some
short clauses. We perform resolution of two clauses heuristically or randomly,
until the formula is refuted or the upper limit of iterations is reached. In this
algorithm, the function called unit clause propagation can determine whether
the formula is infeasible, because the formula is refuted if and only if an empty
clause can be resolved by two unit clauses. If the current formula contains binary
clauses, some reasoning strategies are employed in this algorithm, such as binary
clause resolution and equality reduction. The function named Non Tautology
deletes the clauses which contain two opposite literals such as (x1 ∨ ¬x1 ∨ x3).
The function of No Same Clause is to remove the duplicate clauses from the
formula. If there is no binary clause in the formula, two clauses will be randomly
chosen to resolve according to the inference rule shown in Equation 1, and then
the resolvent is added into the formula. However, too many resolving clauses
increase the overhead of the search process, thus a clause deletion scheme called
refutation trace pruning is employed. When the updated formula exceeds the
maximum size constant, a clause is removed at random, and some redundant
clauses on the source trace of this clause are also deleted.

When the algorithm proceeds, we record the sequences of clauses engaged
in the process of resolving an empty clause. Then a tree is constructed with
respect to each refutation trace. If the formula is refuted, a recursive function
called Compute Unsatisfiable Subformula is employed to extract a small unsat-
isfiable subformula from the formation of a treelike arrangement. According to
Lemma 2, we can conclude that all leaf nodes of a tree are actually referred to
as the unsatisfiable subformula. Fig. 1 illustrates the process of deriving small
unsatisfiable subformulas from the formula denoted by Equation 2. As shown in
Fig. 1, there are two trees respectively corresponding to two refutation traces,
which are represented as Equation 3 and Equation 5. The original clauses located
on the leaves of a tree can be extracted by a recursive algorithm to form the
unsatisfiable subformula. For example, in Fig. 1 (a), the root node, namely an
empty clause, is resolved by an interim result (x2) and a leaf node (¬x2). If we
treat the clause (x2) as a root node, the branches and leaves with the root also
constitute a tree, and then the recursive function can be used on this subtree.
The clause (x2) is resolved by two leaf nodes (x1) and (¬x1 ∨x2). Consequently,
an unsatisfiable subformula is composed of the three leaf clauses belonging to
the original formula. Similarly, in Fig. 1 (b), another unsatisfiable subformula
consists of the four leaf clauses (¬x3), (¬x2 ∨ x3), (x1), and (¬x1 ∨ x2).
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Fig. 1. The Process of Finding Unsatisfiable Subformulas

4 Heuristics and Pruning Technique

To improve the efficiency of the local search algorithm, we implement some rea-
soning heuristics. One of the heuristics is unit clause propagation. A so-called
unit clause is the clause only containing one literal. Unit clause propagation se-
lects a unit clause from the original formula, and then performs the reduction
on the formula by this unit clause. We achieve this reduction in two kinds of
situation: Firstly, if some clause contains a literal which is negative of the literal
in the unit clause, the corresponding literal is deleted from that clause; Secondly,
we eliminate the clauses which include the literal of the unit clause. Considered
the formula shown in Equation 2, the clause (¬x2) is a unit clause, and is propa-
gated to the whole formula. In accordance with the reduction rule of unit clause
propagation, the literal (x2) is removed from the third clause (¬x1 ∨ x2), and
the fourth clause (¬x2 ∨ x3) is deleted. Consequently, the formula is turned into

ϕ′ = (x1) ∧ (¬x2) ∧ (¬x1) ∧ (¬x3) . (7)

After applying the unit clause propagation, one can observe that the formula
is strongly simplified and easily refuted. Furthermore, because unit clause prop-
agation might generate new unit clauses, it is an iterative process of executing
reductions by unit clauses until either of the following conditions is reached: one
is that an empty clause is resolved, or the other is that there are no more unit
clauses in the remain formula. The order in which the unit clause reductions
occur is not important to the correctness of our local search algorithm.

In general, a Boolean formula might also have many binary clauses, which are
defined as the clauses including two literals. Then it is possible to do a lot of
reductions on the original formula by reasoning with these binary clauses as well.
The resolution of two binary clauses arises if and only if they contain one pair
of opposite literals, and abides by the inference rule depicted in Equation 1. For
instance, a Boolean formula in CNF is given as follows:
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φ1 = (¬x1 ∨ x2) ∧ (¬x2 ∨ x3) ∧ (x1 ∨ x3) . (8)

There are three binary clauses, which can be resolved by the inference rule,
in this formula. Then the process of resolution between the binary clauses is

(¬x1 ∨ x2)(¬x2 ∨ x3)
(¬x1 ∨ x3)

,
(¬x1 ∨ x2)(x1 ∨ x3)

(x2 ∨ x3)
,
(¬x1 ∨ x3)(x1 ∨ x3)

(x3)
. (9)

Resolving these clauses produces two new binary clauses (¬x1 ∨x3), (x2 ∨x3)
and one new unit clause (x3). More generally, performing all possible resolutions
of pairs of binary clauses may generate new binary clauses or new unit clauses.
Therefore, binary clause resolution can be done in conjunction with unit clause
propagation in a repeated procedure.

The third heuristic is equality reduction, which is also a type of useful bi-
nary clause reasoning mechanism. Equality reduction is essentially based on the
following equation:

(x ⇔ y) = (x ⇒ y) ∧ (y ⇒ x) = (¬x ∨ y) ∧ (¬y ∨ x) . (10)

If a formula contains two correlated clauses such as (x ∨ ¬y) and (¬x ∨ y),
we can form an updated formula by equality reduction. Equality reduction is a
three-step procedure: Firstly, all instances of y in the formula are replaced by
the literal x or vice versa; Secondly, all clauses containing both x and ¬x are
deleted; Finally, all duplicate instances of x or ¬x are removed from all of the
clauses. For example, a Boolean formula in CNF is

φ2 = (x1 ∨¬x2)∧ (¬x1 ∨x2)∧ (x1 ∨x2 ∨x3)∧ (x1 ∨¬x2 ∨x4)∧ (¬x1 ∨x3) . (11)

Obviously, one can conclude that x1 is equivalent to x2, because there exist
(x1 ∨¬x2) and (¬x1 ∨ x2). We substitute x1 for x2 throughout the formula, and
perform reductions on the new clauses. Then the reduced formula is obtained:

φ′
2 = (x1 ∨ x3) ∧ (¬x1 ∨ x3) . (12)

Similar to binary clause resolution, such clause reasoning approach might yield
new binary clauses. Consequently, equality reduction combined with unit clause
propagation and binary clause resolution can run iteratively, until an empty
clause is resolved or no new clause is added.

During the process of derivation, many redundant clauses bring a degrada-
tion of runtime performance and memory consumption. To reduce the search
space, we propose a technique called refutation trace pruning, which filters out
the clauses not belonging to any refutation proof of the formula. We keep two
fields for each interim clause: one is the list of resolving source trace of this
clause (clause.tarce), the other is a counter that tracks the number of descen-
dants of this clause which still have a chance to involve in the refutation proof
(clause.offspring count). This technique contains two functions: one is to estab-
lish or update the two fields of trace information when a new clause is added into
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the sequence, the other is to remove the clauses which are redundant for proof
of unsatisfiability. Firstly, the function called Trace Updating is introduced:

Trace_Updating(c)
c.trace = resolution_clauses
c.offspring_count = 0
for (each clause c1 in c.trace)

c1.offspring_count++

While a clause c is created its offspring count is zero. A newly generated clause
can potentially take part in the proof, thus the offspring count of each clause
on its resolution trace is incremented. Another function called Trace Pruning is
presented as follows:

Trace_Pruning(c)
if ((c.offspring_count == 0) && (c.trace is not empty))

for (each clause c1 in c.trace)
c1.offspring_count--
Trace_Pruning(c1)

delete c.trace

When a clause c is removed and c.offpsring count ≥ 1, we keep c.trace because
we cannot know whether a descendant of c is included in the proof or not. If c
has no descendant, the c.trace is deleted and the offspring count for each clause
on its resolution source is decremented. These counters may become zero, so
a recursive call to the function of Trace Pruning tries to remove each of the
resolution sources.

5 Experimental Results

To experimentally evaluate the effectiveness of our algorithm, we select 9 prob-
lem instances from the well-known pigeon hole family, and compare our algo-
rithm with the greedy genetic algorithm [11] on this benchmark. The pigeon
hole problem “holen” asks whether it is possible to place n + 1 pigeons in n
holes without two pigeons being in the same hole. We choose these instances
because each of them has only one unsatisfiable subformula. Consequently, the
greedy genetic algorithm which derives a minimum unsatisfiable subformula and
our algorithm can obtain the same unsatisfiable subformula for one problem
instance.

Our algorithm to find small unsatisfiable subformulas is implemented in C++
using STL. The experiments were conducted on a 1.6 GHz Athlon machine hav-
ing 1 GB memory and running the Linux operating system. The limit time was
3600 seconds. The experimental results are listed in Table 1. Table 1 shows
the number of clauses (clas) and the number of variables (vars) for each of
the 9 problem instances. Table 1 also gives the number of clauses in the unique
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Table 1. Performance Results on Benchmark

Instances clas vars US size GGA time SLSA time
hole2 9 6 9 0 0

hole3 22 12 22 0 0

hole4 45 20 45 0 0

hole5 81 30 81 0.02 0

hole6 133 42 133 0.08 0.1

hole7 204 56 204 0.90 0.5

hole8 297 72 297 51.90 22.8

hole9 415 90 415 1304.00 682.6

hole10 561 110 561 time out 1850.0

unsatisfiable subformula (US size) for every instance. Furthermore, Table 1 pro-
vides the runtime in seconds of the greedy genetic algorithm (GGA time) to
extract the unsatisfiable subformula. The last column presents the mean run-
time of ten launches in seconds for the stochastic local search algorithm (SLSA
time).

From this table, we may observe the following. The stochastic local search al-
gorithm outperforms the greedy genetic algorithm for most formulas, except for
the instance of hole6. Our algorithm is able to successfully find the unsatisfiable
subformula at each launch. For the instance of hole10, the greedy genetic algo-
rithm failed to extract the unsatisfiable subformula within the timeout, but our
algorithm succeeded in obtaining it. The resolution-based local search algorithm
can efficiently solve these instances, partially because the heuristics brings the
great capabilities of reasoning short clauses, such as unit clause propagation,
binary clause resolution and equality reduction, and the pigeon hole problem
instances contain many binary clauses.

6 Conclusion

Finding the unsatisfiable subformulas of problem instances has practical ap-
plications in many fields. In this paper, we present a stochastic local search
algorithm to derive small unsatisfiable subformulas from CNF formulas. The
algorithm is combined with some reasoning heuristics and pruning technique.
The experimental results illustrate that our algorithm outperforms the greedy
genetic algorithm. The results also show that this local search algorithm can
efficiently tackle the certain type of problem instances with many short clauses,
and cannot work very well for the formulas with most long clauses, largely be-
cause it makes the decisions on resolution of two long clauses in a stochastic
way, and lacks of the effective heuristics for selecting the right clauses. Therefore
one of the future works is to add more aggressive methods for resolution of long
clauses.
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Abstract. Previous clustering ensemble algorithms usually use a consensus 
function to obtain a final partition from the outputs of the initial clustering. In 
this paper, we propose a new clustering ensemble method, which generates a 
new feature space from initial clustering outputs. Multiple runs of an initial 
clustering algorithm like k-means generate a new feature space, which is 
significantly better than pure or normalized feature space. Therefore, running a 
simple clustering algorithm on generated feature space can obtain the final 
partition significantly better than pure data. In this method, we use a 
modification of k-means for initial clustering runs named as “Intelligent k-
means”, which is especially defined for clustering ensembles. The results of the 
proposed method are presented using both simple k-means and intelligent k-
means. Fast convergence and appropriate behavior are the most interesting 
points of the proposed method. Experimental results on real data sets show 
effectiveness of the proposed method.  

Keywords: Clustering ensemble, feature space, intelligent k-means, and initial 
points. 

1   Introduction 

There is no clustering algorithm performing best for all data sets. Choosing a single 
clustering algorithm for each data set requires both expertise and insight. Therefore, 
instead of clustering algorithm, a cluster ensemble can be used [1, 2]. In order to 
integrate clustering ensembles in a robust and stable manner, one needs a diversity of 
component partitions for combination that usually obtained from several sources: 

1) Using different clustering algorithms to produce partitions for combination [4]. 
2) Changing initialization or other parameters of a clustering algorithm [3, 5]. 
3) Using different features via feature extraction for subsequent clustering [1, 6, 7].  
4) Partitioning different subsets of the original data [8, 9, 10, 11, 12, 13]. 

All above introduced mechanisms try to produce more diversity by considering 
data from different aspects. The major hardship in clustering ensembles is consensus 
function and partitions combination algorithm to produce final partition, or in the 
other words finding a consensus partition from the output partitions of various 
clustering algorithms. The combination of multiple clustering can also be viewed as 
finding a median partition with respect to the given partitions, which is proven to be 
NP-complete [14].  
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There are many type of consensus function such as Hypergraph partitioning [1, 6], 
Voting approach [5, 8, 15], Quadratic Mutual Information Algorithm [16] and Co-
association based functions [2, 17, 18]. In this paper, we propose a new consensus 
function in clustering ensembles, which is named Labeling Algorithm. Instead of 
using previous consensus functions to maintain the results of each k-means and then 
obtain the final partition using the consensus function, we generate a feature as a 
result of each k-means run and then run a simple k-means on generated features.  In 
fact, the proposed method can be also classified as a feature extraction method with 
high precision. Since all of the generated features are the outputs of initial clusterings, 
each generated feature can classify the samples as accurate as a k-mean algorithm by 
itself. Therefore, running a clustering algorithm over the generated features can 
improve the result significantly. Although previous feature extraction methods 
generate the good features from pure data, each generated feature cannot classify the 
samples as accurate as simple k-means by itself. Most of the previous studies in 
clustering ensembles use k-means for initial clustering. It has been reported that the 
solutions obtained from the k-means are strongly dependent on the initialization of 
cluster centers [19, 20]. 

There are many methods which select the initial samples wisely [19, 21, 22] which 
usually studies the whole feature space to select the initial samples. Since they should 
study the feature space and select the initial samples using probabilistic method, 
increasing the time complexity in previous studies is one of the unavoidable 
problems.  In this study, we introduce an intelligent k-means, especially defined for 
clustering ensembles, which selects the initial samples wisely without any increasing 
in time complexity. In this paper, the experimental results of the proposed method are 
presented by both simple k-means and intelligent k-means as initial clustering. The 
proposed algorithm guarantees that increasing the number of partitions does not 
decrease the accuracy of clustering ensembles. Sometimes, increasing the number of 
partitions increases the error rate of the results. Using intelligent k-means instead of 
simple k-means, increasing the number of partitions usually causes an improvement 
in results.  

The rest of the paper is organized as follows. Section 2 describes the clustering 
ensembles. The proposed consensus function, named Labeling Algorithm, is presented 
in Section 3. In Section 4, experimental results are presented. We study the 
complexity of the proposed method beside other methods in Section 5. The paper is 
concluded in Section 6. 

2   Clustering Ensembles 

Clustering ensembles usually are two stage algorithms. At the first, they store the 
results of some independent runs of k-means or other clustering algorithms. Then, 
they use the specific consensus function to find a final partition from stored results. 
The major hardship in clustering ensembles is consensus functions and partitions 
combination algorithm to produce final partition, or in other words finding a 
consensus partition from the output partitions of various clustering algorithms. There 
are many types of consensus function such as:  
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Hypergraph partitioning: The clusters could be represented as hyper edges on a 
graph whose vertices correspond to the objects to be clustered. The problem of 
consensus clustering is then reduced to finding the minimum-cut of a hypergraph. The 
minimum k-cut of this hypergraph into k components gives the required consensus 
partition [1, 6]. Three hypergraph algorithms, CSPA, HGPA, and MCLA, are 
described in [1] and their corresponding source code are available at 
http://www.strehl.com. 

Voting approach (re-labeling): In the other algorithms, there is no need to 
explicitly solve the correspondence problem between the labels of known and derived 
clusters. The voting approach attempts to solve the correspondence problem and then 
uses a majority vote to determine the final consensus partition [5, 8, 15]. 

Quadratic Mutual Information (QMI) (also feature-based approach): treats the 
output of each clustering algorithm as a categorical feature. The collection of L 
features can be regarded as an ‘‘intermediate feature space’’ and another clustering 
algorithm can be run on it. A mixture model for this case is proposed in [16]. 

Co-association based functions (also pair wise approach): The consensus function 
operates on the co-association matrix. Similarity between a pair of objects simply 
counts the number of clusters shared by these objects in the partitions. Numerous 
hierarchical agglomerative algorithms (criteria) can be applied to the co-association 
matrix to obtain the final partition, including Single Link (SL), Average Link (AL), 
Complete Link (CL) and voting k-means[2,17,18]. 

3   The Proposed Method 

In this paper, we present a new method for clustering ensemble. The proposed method 
generates a new feature space using the outputs of initial clustering algorithms. The 
stages of the proposed clustering ensemble are as follows: 

1-Using special clustering algorithms to produce initial partitions for combination. 
2- Generating new features by labeling algorithm. 
3- Running a final clustering algorithm on the new generated features. 

In the proposed method, both simple k-means and intelligent k-means, introduced in 
section 3.1, are studied to produce partitions for combination (Stage 1).  

Suppose we are given a set of N data points, },...,{ 1 NxxX = and a set of H 

partitions of X return a set of labels for each point Nixi ,...,1, = : 

)}()...,(),({ 21 iHiii xxxx πππ→  (1) 

Where )( ij xπ denotes a label assigned to ix  by the j-th initial clustering.  )( ij xπ  is 

converted into a new value by labeling algorithm described in section 3.2. 

 If ijy  denotes to a new label of ix  by j-th initial clustering, we have: 

))(( ijij xly π=  , i=1,…,N, j=1,…,H (2) 
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Where l is the labeling algorithm function introduced in Section 3.2. A new feature 
space is generated by Eq. (2) for each point ix  ,i=1…,N. Each clustering algorithm 

output adds a new dimension in the new feature space.  Therefore, each point has H 
components in the new generated feature space, that H is the number of initial 
partitions (Stage 2). A final clustering algorithm is run on the new feature space. We 
use k-means for both initial and final clustering (Stage 3). 

3.1   Intelligent K-Means  

It has been reported that the solutions obtaining from k-means are dependent on the 
initialization of cluster centers [19, 20]. At the first step of the k-means algorithm, we 
must select k initial samples which k is the number of clusters. If there are k real 
clusters, then the chance of selecting one sample from each cluster is small. The 
chance is relatively small when the number of clusters is large. If k clusters have 
equal samples (n), then the chance of selection of one sample from each cluster is: 

kk

k

k

k

kn

nk
p

!

)(

! ===
β
α

 
(3) 

Whereα , is the number of ways to select one samples from each cluster and β  is 

the number of ways to select k samples. 
There are many methods which select the initial samples wisely [19, 21, 22]. They 

studied the whole feature space to select the initial samples and so they increase the 
complexity. 

We propose a new algorithm to refine the initial samples of k-means especially for 
clustering ensembles without any increasing in complexity. In clustering ensembles, 
the k-means is run several times. In proposed algorithm, the first execution of k-
means uses random initial seed points, but for other executions, we use the previous 
result of k-means algorithm to select the initial seed points. The initial points for 
execution i are selected from the result of execution i-1 of k-means algorithm. One 
sample from each cluster is selected at random as the initial points of next execution 
of k-means. Therefore, the complexity of the proposed method is ).1(O  

3.2   Labeling Algorithm 

We introduce a new algorithm generating a new feature space based on the k-means 
outputs with intelligent initial points. Since each generated feature is as accurate as 
intelligent k-means, the clustering algorithm, which is run over the generated features, 
is expected to be significantly more accurate than original feature space. In fact, 
instead of using previous consensus functions to maintain the results of each k-means 
and then obtain the final partition using the obtained results, we generate a feature as 
a result of each k-means run and then run a simple k-means on generated features. 

The labeling algorithm is run after each execution of k-means algorithm. Graph 
theory is used in the labeling algorithm. Assume that >=< EVG , denotes a graph 

obtained by a clustering algorithm output. G is a complete weighted graph with V 
vertices and E edges. V and E represent the cluster centers and edges between every 
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two cluster centers, respectively. The weight of each edge is the Euclidean distance 
between two cluster centers.  

We consider an approach to generate a spanning tree, >′=< EVT , , for a given 

graph. One of the approaches to generate a spanning tree is to choose a sequence of n-
1 edges, in a graph with n nodes. We proposed a greedy algorithm, similar to Prim’s 
algorithm, to generate a spanning tree as follows: 

1. Set 0v  as iv . 

2- Select jv  from V which edgeij is smaller than edgeik  for each k and set 

)),(()()( jiwfvlabelvlabel ij += . 

3- Remove jv  from V. 

4- Set jv  as iv . 

5- Continue from step 2 until all vertices have been selected. 

The new generated tree has two nodes of degree one while the degree of the others 
are two. The obtained spanning tree is used for labeling the samples of each cluster. 

All samples whose cluster is jv  are labeled with )( jvlabel . 

The proposed labeling method has following characteristics: 

1- All samples of each cluster have the same label. 
2- The function f is a heuristic function of the edges weight. 
3- Different clusters have different labels. 
4- The value of α  is optional. 

For more details on this process, consider an example of a data set 
},...,{ 201 xxX = with two features assigned to four classes as shown in Fig. 1.a.  

The first step in clustering ensembles is generating ensemble members. After each 
generation the labeling algorithm is run on obtained results. 

a 

Cluster1={ x1, x2, x3, x4 } 
Cluster2={ x5,x6, x7, x8, x9, x10} 
Cluster3={ x11, x12, x13, x14, x15, x16} 
Cluster4={ x17, x18, x19, x20} 

1v

2v

3v

4v

36.0
32.0

42.0

)1(

)77.3(

)89.6(

)27.9( b 

Fig. 1. a)The scatter plot of the samples b) Spanning and labeling of the grap 

At the first we label the samples in cluster l(
1v ) as 1( 1)( 1 =vl ). Then the nearest 

cluster to 1v  is 2v . The label of the samples of cluster 2v  is set by using by 

0. 
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( ))2,1(()( 1 wfvl + ) that ),(1)),(( jiwjiwf =  . The nearest cluster to 2v  is 3v  which 

their samples are labeled as ( ))3,2(()( 2 wfvl + ). At last, the samples of cluster 4 ( 4v ) 

are labeled as ( ))4,3(()( 3 wfvl + ) as you can see in Fig.1.b. 

The cluster centers are labeled as follows:       

27.938.289.6))4,3(()()(      ,89.612.377.3))3,2(()()(

77.377.21))2,1(()()(                                                                 ,1)(

3423

121

=+=+==+=+=
=+=+==

wfvlvlwfvlvl

wfvlvlvl

The new feature space is generated according to )(1 ixπ . The output class and the 

assigned label of each sample are shown in Table 1. 

Table 1. The first ensemble member result and assigned label 

ix 
Obtained class

π1(xi) 
Assigned label 

yi1 ix 
Obtained class 

π1(xi) 
Assigned label 

yi1 
x1 1 1 x11 2 3.77 
x2 4 9.27 x12 3 6.89 

x3 1 1 x13 3 6.89 

x4 2 3.77 x14 3 6.89 

x5 1 1 x15 3 6.89 

x6 2 3.77 x16 4 9.27 

x7 2 3.77 x17 3 6.89 

x8 2 3.77 x18 4 9.27 

x9 3 6.89 x19 4 9.27 

x10 3 6.89 x20 1 1 

The proposed mechanism is done after each initial clustering algorithm. Finally, the k-
means algorithm is run on the new generated feature space to obtain the final partition. 

4   Experiments 

The experiments were performed on several data sets, including, four data sets from 
the UCI repository, “Iris”, “Wine”, “Soybean” and “Thyroid” data sets. A summary 
of data sets characteristics is shown in Table 2. 

Table 2.  A summary of data sets characteristics 

Name #of samples #of features #of classes Samples per class 
Thyroid 215 5 3 150-35-30 

Iris 150 4 3 50-50-50 
Wine 178 13 3 59-71-48 

Soybean 47 35 4 10-10-10-17 

4.1   Heuristic Functions in Labeling 

After finding the spanning tree, a heuristic function is used to label the clusters. In 
experience, we study three different functions for labeling as follows: 
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)j,i(w

1
))j,i(w(f 1 =

 (4) 

),()),((2 jiwjiwf =  (5) 

 w(i,j) 

w(i,j)
jiwf

i,j
minarg

)),((3 =
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Tables 4-7 report the mean error rate (%) of clustering combination from 50 
independent runs. In tables 4-7, the mean error rate of four different available 
consensus functions are reported: Co-association function and Average Link (CAL), 
CSPA and HPGA (which are described in section 2) and the proposed method which 
is described in this paper with )),((3 jiwf  as a heuristic functions. Parameter H 

represents the number of partitions and α =1. 
In tables 3-6 we can see when the number of partitions is between 10 and 20, we 

can usually obtain the best results. The error variance value of the proposed method is 
usually less than the other methods; it means that the proposed method is fast 
convergence and H-independent compared with the others methods. Another fact is 
that the proposed method has usually an appropriate accuracy in common data sets. 

Irisfor (%) Mean error rate . 3Table   Soybeanfor (%)  Mean error rate .4Table  

H CAL CSPA HGPA 
Proposed Method 

)),((3 jiwff =  

 
H CAL CSPA HGPA 

Proposed method 

)),((3 jiwff =  

5 12.7 6.38 19.81 8.36  5 7.02 15.74 18.51 14.04 
10 9.97 5.23 7.97 4  10 7.01 13.4 15.96 6.38 
15 7.73 4.32 5.05 4  15 7.52 12.55 14.57 8.09 
20 6.17 4.23 4 4.89  20 6.55 13.09 14.57 9.08 
25 5.03 4.3 4 4  25 6.88 13.19 15.21 7.94 
30 5.57 4.3 4 4  30 6.21 14.26 15 9.86 
35 5.07 4.33 4 4  35 4.55 14.15 14.47 5.11 
40 5.53 4.27 4 4  40 5.21 13.94 15.11 7.8 
45 5.6 4.4 4 4.87  45 4.22 13.94 15.85 5.04 
50 5.5 4.5 4 4  50 4.51 13.51 15.85 3.48 

Thyroidfor (%) Mean error rate . 5Table   ineW for(%) Mean error rate . 6Table  

H CAL CSPA HGPA 
Proposed Method 

)),((3 jiwff =   H CAL CSPA HGPA 
Proposed Method 

)),((3 jiwff =  

5 24.3 49.35 43.77 12.25  5 11.7 10.65 15.98 11.87 
10 20.9 49.26 39.72 12.51  10 13.3 9.97 10.06 9.91 
15 9.86 48.6 40.47 13.32  15 9.19 10.03 8.57 9.49 
20 7.19 48.47 38.26 13.04  20 11.3 10.39 7.42 8.11 
25 16.7 48.88 37.47 12.85  25 10.6 10.37 9.04 9.97 
30 15.9 48.6 38.12 13.58  30 10.5 10.25 8.15 9.82 
35 16.0 48.84 38.4 13.22  35 9.97 10.53 7.39 8.69 
40 16.5 49.09 37.56 13.18  40 10.1 10.67 8.09 9.18 
45 16.6 49.14 39.87 13.04  45 9.65 10.51 7.84 9.4 
50 15.9 48.65 36.65 13.13  50 9.88 10.11 7.53 9.59 
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The results of simple k-means and intelligent k-means with three different heuristic 
functions have been shown in Figs 2-5. All of the three functions have approximately 
the same quality in labeling data. It is so clear that the intelligent k-means has a better  
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Fig. 2. The results on Iris a)with simple k-means, b) intelligent k-means (α =1) 
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Fig. 3. The results on Wine a)with simple k-means, b) intelligent k-means  (α =1) 
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Fig. 4. The results on Thyroid a)with simple k-means, b) intelligent k-means  (α =1) 
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Fig. 5. The results on Soybean a)with simple k-means, b) intelligent k-means  (α =1) 
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behavior than simple k-means in different partition size. In addition, Figure 5.a, on 
soybean dataset, shows that the results of simple k-means has unexpected variations. 
But when we select the initial samples intelligently, the unexpected variation can not 
be seen (Fig. 5.b). An improvement in results is expected by increasing the number of 
partitions. But left side of Figs 2-5 demonstrates that increasing the number of 
partitions does not guarantee an improvement in final results. Sometimes, increasing 
the number of partitions increases the error rate of result (Simple k-means). Right side 
of Figs 2-5 shows that increasing the number of partitions usually improves results. 
Although some times increasing the number of partitions does not improve the 
accuracy of results, it does not decrease the accuracy. 

5   Complexities 

Time complexity is one of the most important parameters in clustering ensembles 
algorithms. In this section, we compare the time complexity of different proposed 
consensus functions. 

Hypergraph partitioning: Efficient heuristics to solve the k ways min-cut 
partitioning problem are known, some with computational complexity on the order of 
O(|ε|), where ε is the number of hyperedges.  

Voting approach: all the partitions from the ensemble must be re-labeled according 
to a fixed reference partition. The complexity of this process is k!, which can be 

reduced to O( 3k ) if the Hungarian method is employed for the minimal weight 
bipartite matching problem.  

QMI: the complexity of this consensus function is O(kNB), where B is the number 
of partitions. Though the QMI algorithm can be potentially trapped in a local 
optimum, its relatively low computational complexity allows using multiple restarts in 
order to choose a quality consensus solution with minimum intra-cluster variance. 

Co-association based functions: the computational complexity of co-association 

based consensus algorithms is very high, O ( 22dkN ). 
The proposed method uses k-means for clustering data. The complexity of k-means 

is )(kNIdO where k is the number of clusters and N is the number of samples and I 

is the number of iterations of k-means to converge in each execution and d is the 
number of features (dimensions). Therefore, the complexity of the proposed method 
is )!( dkNIdkO ′+ , where, d ′ is the number of partitions, in the other words, the 

number of generated features. !k  is the complexity time to generate spanning tree. 

Since k is a small number, !k  can be neglected. Therefore, we can see that the 
complexity of the proposed method is very low. 

6   Conclusion 

In this paper, we proposed an approach in clustering ensembles. The proposed 
approach generates a new feature space from the k-means outputs. Each k-means 
execution generates a new feature. Finally, the k-means algorithm is run on the new 
generated feature spaces to obtain the final partition.  
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The complexity of the proposed method is )!( dkNIdkO ′+  where, d′ is the number 

of partitions, in the other words, the number of generated features. An intelligent k-
means, which selects the initial samples wisely, has been proposed in this paper. The 
proposed selecting initial samples algorithm guaranteed that increasing the number of 
partitions do not decrease the accuracy of clustering ensembles. The complexity of the 
proposed algorithm for selecting initial points in k-means is ).1(O Fast convergence, 

the novelty and appropriate behaviors are the most interesting points of the proposed 
method. Using the introduced method, we can make the clustering ensembles as an 
incremental method, which will be very important in further studies. 
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Abstract. In this paper we introduce an evolutionary hyperheuristic
approach to solve difficult strip packing problems. We have designed a
genetic based hyperheuristic using the most recently proposed low-level
heuristics in the literature. Two versions for tuning parameters have also
been evaluated. The results obtained are very encouraging showing that
our approach outperforms the single heuristics and others well-known
techniques.
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1 Introduction

In this paper we focus our attention on methods to solve the two-dimensional
strip packing problem, where a set of rectangles (objects) must be positioned on a
container (a rectangular space area). This container has a fixed width dimension
and a variable height size. The goal is, when possible, to introduce all the objects
in the container without overlapping, using a minimum height dimension of
the container. In the literature many approaches have been proposed. In our
understanding a more complete revision has been presented in E. Hopper’s Thesis
[10]. However, in the last few years the interest in this subject has increased, as
has the interest in the number of research papers presenting new approaches and
improvements to the existing strategies. These approaches are in general single
heuristics or heuristics incorporated into metaheuristics methods. Recently, the
concept of hyperheuristic has been introduced and tested successfully in different
problems, [5]. The key idea is to tackle problems using various low-level heuristics
and develop a framework that controls the applications of the heuristics. Using
this framework the time consuming task of designing an algorithm with special
components for a specific algorithm is reduced. This kind of approach is useful
to obtain a good solution for a problem in a reasonable amount of time. It
emphasises a trade-off between the quality of the solution and the invested time
for designing the algorithm.

Our goal in this research is to show that our hyperheuristic can be applied
to solve difficult Strip Packing Problems giving good quality solutions in an
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efficient way from both points of view: running and designing time. Our approach
is compared using well known benchmarks. This paper is organised as follows:
First we present an overview of methods based on heuristics to solve the strip
packing problem, which are included in our hyperheuristic approach. Next we
introduce our framework. We will then present the results obtained using the
benchmarks. Finally, our conclusions and future trends in this research area are
presented.

2 Heuristics Based Methods

In this section we present a briefly revision of the most recently published heuris-
tics for strip packing problems that are relevant for our approach. Baker intro-
duced [2] Bottom-Left (BL) heuristics, which orders the objects according to
their area. The objects are then located on the most bottom and left coordinates
possible. BL has been improved by Chazelle [7] using Bottom-Left-Fill (BLF)
algorithm. Hopper [11] presented BLD which is an improved strategy of BL,
where the objects are ordered using various criteria (height, width, perimeter,
area) and the algorithm selects the best result obtained. Lesh et al. in [14] con-
centrate their research to improve BLD heuristic. They proposed BLD∗ where
the objects are randomly ordered according to the Kendall-tau distance from
all of the possible fixed orders. This strategy is called Bubble Search, [14], the
key of the algorithm is the order of the objects to be placed and the object
rotation capability. The results reported indicate that the top-right corner is the
most suitable decision, and the most effective order is from their minimal length.
Bortfeldt [3] introduced a Genetic Algorithm called SPGAL and claimed that it
obtained the best results known in the literature. The algorithm generates an
initial population using a BFDH∗ heuristic which is an improvement on the
BFDH heuristic initially proposed in [16]. This heuristic works as follows: The
objects are oriented such that their width is no lower than their height, and
they are ordered from highest to lowest. Each object is packed in a rectangular
sub-area of the container in the bottom left corner. The width of the sub-area
is given by the container, and the height is given by the first object packed in
this sub-area. In some cases when it is possible to include the current object to
be placed on some sub-areas, it is positioned in the sub-area having the least
available area. In other cases the algorithm opens a new sub-area above the ex-
isting sub-areas positioning the current object in the bottom left corner as the
first object of this sub-area. As we mentioned before BFDH∗ seeks to improve
this heuristic by doing the following: It allows object rotations, so that when
the algorithm searches to include the current object into a sub-area it tests both
orientations and selects the best. Prior to create a new sub-area the algorithm
searches the holes produced to the right of the sub-areas, dividing the available
holes on guillotinable holes. It then tries to include the bigger object in the hole
farthest left of the available area. Burke et al. [6] proposed the constructive algo-
rithm Best-Fit (BF). The order in which the rectangles are placed into the strip
depends on the layout of the partial solution, and the rectangle fitting best into
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this layout is selected. Zhang et al. [19] propose the heuristic HR, introducing a
recursive algorithm which locates the objects on the bottom left corner. When
the first object is positioned in the container it identifies the two remaining areas.
It recursively continues placing objects from the biggest area to the lowest area.
The algorithm gives priority to the objects with bigger areas. The authors claim
that their algorithm quickly obtains the best results on Hopper’s benchmarks.

It seems that the key idea is to find a good order of the objects for any
positioning heuristic. In [18] they present a genetic algorithm and a simulated
annealing algorithm, both of which try to find the best order for the objects to
be placed in the container using the BLF strategy. For our hyperheuristics we
have selected HR, BF , BLF , BFDH∗ as the low-level heuristics, because they
are shown to be individually competitive. However, some small adaptations are
required for the heuristics designed for guillotinable problems.

3 The Evolutionary Hyperheuristic Approach

From the analysis of the four low-level heuristics we can remark the following:

– Performance changes according to the order of the list of the objects, their
rotation, and their location (i.e. right or left on the floor).

– The data structure to obtain a good implementation code is not always the
same for all of these heuristics.

Taking into account these remarks we have designed an evolutionary hyper-
heuristic approach which allows us to include a good individual implementation
for each heuristic considering them as black boxes. They communicate follow-
ing a protocol for both interchanging and cooperation of the current state of
the search. Our representation includes the following components: Heuristic H ,
Number of objects to be placed using H , nH . The type of ordering of the list of
the nH objects assigned, and finally if H must consider the objects rotated or no.

In this paper we are interested in evaluating a genetic based hyperheuristic
which is able to use population capabilities to combine the different heuristics
according to each individual fitness. In the following section we describe this
approach called G-SP.

3.1 The Genetic Inspired Hyperheuristic: G-SP

Here we propose a new hyperheuristic that is based on genetic algorithms. There
exist some genetic inspired hyperheuristics in the literature to solve combinato-
rial problems, [8], [9]. However, in most of the cases they use a representation
that just corresponds to a simple sequence of low-level heuristics to be applied.

Representation. In our approach, we have defined a representation that is able
to manage and to exploit more information. We have divided the low-level heuris-
tics according to their functionality. Thus, we distinguish among greedy, ordering
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Fig. 1. Chromosome Structure

and rotation heuristics. This kind of representation allows the algorithm to have
a wider combination between low-level heuristics. The chromosome has also in-
cluded the number of objects to be positioned using each low-level heuristics
combination. The chromosome structure is shown in figure 1. In this chromo-
some we can identify that the algorithm must use the first low-level heuristic
using the second ordering heuristic applying the fourth rotation heuristic to
locate the first five objects. Note that the chromosome has not a fixed size.

Specialised Genetic Operators. The algorithm has four operators. One re-
combination operator and three mutation-like operators.

– Recombination Operator named Cross-OP: In our approach the recombina-
tion operator is an one-point crossover. The cross-point is selected such that
a cut inside on the gen single structure is forbidden. It takes two parents
to generate two offsprings. After crossing, the operator must do a post-
procedure in order to respect the number of objects to be placed by each
individual. Either the lacks or the excess of the number of objects are dis-
tributed evenly among the genes in the chromosome structure. The goal of
this operator, in our approach, is to do exploration of the search space of
the low-level heuristics.

– Asexual Operators: Each operator has an especial rôle.
• Add-OP: The algorithm randomly selects a heuristic Hs from the rep-

resentation of a selected chromosome. This heuristic has Ns objects to
be positioned. A new heuristic is included after Hs. The new heuristic is
required to position n1 ≤ Ns of the objects previously assigned to Hs.
The n1 value is randomly selected. The key idea of this operation is to
include new heuristics in a different step of the algorithm in order to
obtain better cooperation among them.

• Delete-OP: The algorithm randomly chooses a heuristic from the selected
chromosome. The heuristic is then deleted and the number of objects
previously assigned, to be located by it, are added to the objects of the
previous heuristic. Thus, the algorithm is able to discard some heuristics
that are not being relevant to improve its performance.

• Replace-OP: The algorithm randomly selects both a heuristic to be re-
placed and the heuristic to be included. The new heuristic included in-
herits the number of objects to be placed. The other components of its
representation are randomly generated. The idea of this operation is to
give more exploration capability to the algorithm.
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Evaluation Function and Selection. Our approach uses the traditional fit-
ness function for strip-packing [11], that is to minimise the container’s height
used. It is supposed that the container’s width is fixed. A minimisation Roulette
Wheel selection is implemented in order to increase the probability of choosing
an individual with low height values.

Hyperheuristic Algorithm. Figure 2 shows the hyperheuristic structure. The
procedure create population randomly generate the initial population of indi-
viduals. The evaluate sequence heuristics applies the low-level heuristics in the
order that they appear on the chromosome and it evaluates the chromosome.

Pseudocode of G-SP
Begin
iter=0
create population(pop size, chromosome init size, gene type)
while max iter < iter do

individuals = get population()
evaluate heuristics sequences(individuals)
update individuals fitness()
if random < cross probability
Cross-OP();
if random < delete probability
Delete-OP();
if random < add probability
Add-OP();
if random < replace probability
Replace-OP();
update population()
iter++

end while
End

Fig. 2. Structure of the Hyperheuristic G-SP

3.2 Tuning

The performance of an evolutionary algorithm strongly depends on its parame-
ter values. Because our hyperheuristic is based on an evolutionary approach it
experiments the same sensitivity problem. Given that, we have evaluated two
approaches to estimate good parameter values for our hyperheuristic. The first
one, called ST (i.e., standard tuning), is the classical generate and test proce-
dure. The second approach, called RV, is a new one based on REVAC approach,
recently proposed in [17] which uses statistical properties. In the test section we
evaluate both schemas.

Tuning Using REVAC. The Relevance Estimation and Value Calibration
Approach (REVAC) [17] has been used for tuning. Roughly speaking, REVAC
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Table 1. Operator’s probabilities tuned using Standard Tuning and REVAC estima-
tions

ST RV

Cross-OP 0.3 0.346
Delete-OP 0.33 0.720
Add-OP 0.33 0.323

Replace-OP 0.33 0.282

is a genetic algorithm that uses some statistical properties to determine the
better parameter values and also to discard some genetic operators that, with
a statistical significance, do not really improve the algorithm to be tuned. It is
based on the shannon entropy to measure solutions diversity. The method has
shown to be effective, but is a time consuming task because it finds the better
values by evaluating many runs of all the problem instances. For this, we have
selected the hardest instances that really seem to require the investment in this
additional computational effort. The operator’s probabilities obtained can be
seen in the table 1.

As can we observe, the Standard Tuning (ST) version indicates that the Cross-
OP probability is quite less employed than the mutation operators and each
asexual operator can be applied with equal probability. For REVAC (RV) we have
selected the six hardest instances from the 21 problem instances. The running
time for each instance has been fixed in 30 seconds (3 minutes for each instance
set). The number of iterations done by REVAC, as it has been recommended
by the authors, was 1000 iterations. Thus, the calibration required around 48
hours CPU time. According to the results shown in table 1, we can conclude that
the four operators are significant for our hyperheuristic. Note that the higher
probability value is for the operator Delete-OP.

4 Tests

We have done two kind of tests. The first one is to compare the results obtained
using single low-level heuristics with our hyperheuristic approaches. We report
the quality of the solution found and the percentage of each single low-level
heuristic used by the hyperheuristic. The second test compares G-SP versions
with the better reported results from the state of the art for strip-packing. Both
tests use as benchmarks the Hopper’s instances [11] for problems C1, . . . , C7.
The hardware platform for the experiments was a PC Pentium IV Dual Core,
3.4Ghz with 512 MB RAM under the Mandriva 2006 operating system. The
algorithm has been implemented in C++.

4.1 Comparison with Low-Level Heuristics

In order to obtain significant results, the hyperheuristic has been executed 10
times for each problem category with various initial populations. We limit the
running time to 60 seconds for each problem category.
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Table 2. Gap to the solution for: low-level heuristics, hyperheuristic G-SP ST and
G-SP RV

BLF HR BFDH∗ BF G-SP ST G-SP RV

C1 6.6 6.6 6.6 5 0.0 0.0
C2 13.3 8.8 8.8 8.8 4.00 4.00
C3 11.1 6.6 6.6 6.6 3.56 3.33
C4 4.4 3.8 3.8 3.3 1.78 1.67
C5 2.6 2.6 2.6 2.6 1.33 1.22
C6 3.1 2.7 2.7 2.5 1.53 1.56
C7 2.6 2.6 2.6 2.2 1.49 1.65

Average 6.24 4.81 4.81 4.42 1.95 1.91

Gap to the solution: The table 2 shows the percentage from both the optimal
solution to the best solution found (gap % = (bestfound−opt)

opt ) and the average for
each single heuristic and for the hyperheuristic G-SP with ST and RV tuning.

The quality of the solution found by each single heuristic has been strongly
improved using our approaches. Furthermore, the hyperheuristic allows both a
division of the task and a cooperation among the heuristics for positioning the
objects.

Statistical Comparison: As we mentioned before, our aim is to show that a
collaborative schema among simple low-level heuristics improves their individual
behaviour. As the low level heuristics considered in this work are deterministic,
the gap obtained by applying them at isolated is always the same. However,
this is not the case in our hyperheuristics because they could obtain different
gaps for the same problem at different runs. Figure 3 shows the boxplots for
both hyperheuristics for each problem category. We can observe that the biggest
difference among the gaps is obtained in the category C2 for both algorithms.
That is because problem 2 in category C2 is very hard for all low-level heuristics

G − SP ST G − SP RV

Fig. 3. Boxplots for both G-SP versions
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Table 3. Average use of low-level heuristics in the G-SP RV version

C1 C2 C3 C4 C5 C6 C7 Avg.

BLF 45.43 41.60 50.12 54.49 51.55 58.21 66.91 52.62
HR 15.65 9.87 7.02 1.43 3.93 2.47 4.72 6.44

BFDH∗ 3.50 28.80 2.74 0.88 1.19 0.55 0.27 5.42
BF 35.42 19.73 40.12 43.20 43.33 38.76 28.10 35.52

G − SP RV G − SP ST

Fig. 4. Percentage of low-level heuristics used for G-SP

as well as for our hyperheuristics. In addition, the hyperheuristic G-SP RV shows
more stability than G-SP ST. The above is especially remarkable for problems
on categories C3, C4 and C6.

Low-Level Heuristics Runs: In table 3 we report the percentage of the num-
ber of times that each heuristic has been applied for each type of problem in our
best genetic based hyperheuristic approach for the best heuristics combination.

This table can be interpreted as the number of the objects (in percentage) that
each heuristic located on the floor. We can appreciate that each problem requires
a different combination of the low-level heuristics. This is the advantage of the
implicit natural adaptation of the hyperheuristic framework. A more detailed
comparison of the use of the low-level heuristics is shown in figure 4. The figures
show that BFDH∗ tends to be less applied as the size of the problem increases.
On the contrary, BLF shows exactly the opposite behaviour. A pattern can not
be identified for both BF and HR heuristics. Note however that BF has been
used more frequently than HR. In addition, HR is more useful to solve smaller
problem categories. Thus, the application percentage of the low-level heuristics
depends on the problem instance to be solved. Furthermore, the algorithm is
able to self-adapt to the problem at hand.

4.2 Comparison with State-of-the-Art Algorithms

The table 4 summarises the better results found in the literature [11], [12], [19],
[3,4], [13], [1], [15], along with the results obtained by our approach for the
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Table 4. Gap to the solution for: state-of-the-art algorithms and G-SP tuned versions

Category

Technique C1 C2 C3 C4 C5 C6 C7 Avg.

GA + BLF, [11] 4 7 5 3 4 4 5 4.57
SA + BLF, [11] 4 6 5 3 3 3 4 4

Iori, [12] 1.59 2.08 2.15 4.75 3.92 4.00 - 3.98
HR, [19] 8.33 4.45 6.67 2.22 1.85 2.5 1.8 3.97

SPGAL-R, [4] 1.7 0.0 2.2 0.0 0.0 0.3 0.3 0.6
SPGAL, [3] 1.59 2.08 3.16 2.70 1.46 1.64 1.23 1.98
BLD*, [13] - - - - 2 2.4 - 2.2

R-GRASP, [1] 0 0 1.08 1.64 1.10 0.83 1.23 0.84
Martello B&B, [15] 0 0 2.15 - - - - 0.71

G-SP ST 0 4.00 3.56 1.78 1.33 1.53 1.49 1.95
G-SP RV 0 4.00 3.33 1.67 1.22 1.56 1.65 1.91

Hopper’s instances. Results show that our hyperheuristic versions obtain good
quality solutions and even better than various especially-designed algorithms
(metaheuristics and heuristics) except for the SPGAL-R and R-GRASP algo-
rithms that present the better solutions. These algorithms have been especially
designed for these benchmarks. The above demonstrate that our approach is
very competitive. In order to obtain quite good solutions, the parameters must
be tuned according to the problem at hand, but this is not the main goal of
hyperheuristics. For this reason, we did not invest a large amount of time tun-
ing parameters. Instead of that, we tried to use cheap techniques to adjust the
parameters to solve each problem and still giving good quality solutions. In addi-
tion, note that the values for HR in this section are not the same of the previous
section. In the previous test we have fixed the running time in 60 seconds. Here
the results are the best reported for this technique without imposing any time
constraint.

5 Conclusions

Our research allows us to conclude that using our evolutionary hyperheuristic
approach we can improve the performance of the single heuristics and some of
the results obtained in the literature. That indicates that our approach is very
promising to solve difficult strip packing problems. The above tell us that the
hyperheuristics are strongly rich by having the following characteristics: flexible,
cheap and easy to be implemented and, at the same time, are able to obtain
quite good solutions. Moreover, our hyperheuristic is able to adapt itself to the
problem by selecting the best combination of the low-level heuristics.

We remark that the selection of suitable low-level heuristics is a main task
when we design hyperheuristics. In order to obtain competitive solutions with
regard to the state of the art, we strongly require to select efficient low-level
heuristics. The key idea is to allow the cooperation among them in order to
improve their single behaviours.
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Abstract. Independent component analysis (ICA) solves the blind source
separation problem by evaluating higher-order statistics, e.g. by estimating
fourth-order moments. While estimation errors of the kurtosis can be shown to
asymptotically decay with sample size according to a square-root law, they are
subject to two further effects for finite samples. Firstly, errors in the estima-
tion of kurtosis increase with the deviation from Gaussianity. Secondly, errors
in kurtosis-based ICA algorithms increase when approaching the Gaussian case.
These considerations allow us to derive a strict lower bound for the sample size
to achieve a given separation quality, which we study analytically for a specific
family of distributions and a particular algorithm (fastICA). We further provide
results from simulations that support the relevance of the analytical results.

1 Introduction

Independent component analysis (ICA) aims at the extraction of source signals from
measured multi-dimensional data [10, 5]. In order to identify a transformation of the
data such that the resulting random vector is statistically independent, probabilistic
algorithms for ICA rely on estimates of higher moments of the probability distribu-
tion functions of the observations [8]. While for first- and second-order moments many
mathematical results (cf. e.g. [12]) are available describing the dependence of the esti-
mation quality on the sample size or on the underlying parameters, the statistical prop-
erties of estimates of higher moments are less understood. A useful but typically loose
characterization of the sample-size effects is given by the Tschebyscheff inequality,
which assures a square-root decay of large deviations, provided that the existence of
certain moments is guaranteed. Tighter estimates of higher moments are often designed
as tests of normality, i.e. work best in the vicinity of the normal distribution. Proba-
bilistic ICA algorithms are, however, based on the assumption that all but at most one
sources are non-Gaussian [5, 15]. Thus on the one hand, ICA algorithms prefer source
distributions most of which are sufficiently far from Gaussianity, while on the other
hand estimates of higher-order moments such as the kurtosis are increasingly ineffi-
cient on deviations from Gaussianity [3].
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Theoretical results in independent component analysis commonly focus on either
showing existence and uniqueness of solutions [5, 15] or derive conditions that lead to
considerable improvements in separation quality. For example, the learning rate can be
bounded such as to achieve monotonous convergence [14] or can be modulated in or-
der saturate the Cramér-Rao bound of the variance of the off-diagonal elements of the
confusion matrix [11]. These conditions are formulated, however, in terms of certain
expectation values of the contrast function, while the estimation errors for these quanti-
ties tend to be ignored such that essentially only asymptotic results are obtained. In the
case of real-world data sets both the moments of the contrast function are unknown and
the set of samples is small [6]. A serious study of data from natural images [4] reports a
negligible gain in statistical independence by ICA when compared to a decorrelation of
the set of image patches by principal component analysis. Reasons for this failure may
be found in the questionable validity of the assumptions underlying the ICA algorithm.

The present study identifies several causes of ICA-based component estimation er-
rors, namely sample-size, the statistical properties of the sources such as the distribu-
tion of kurtoses, and temporal correlations. We restrict the analysis to a single popular
algorithm, fastICA [9], and to a specific family of distributions in order to obtain analyt-
ical results. The obtained results can be understood as counterexamples to assumptions
which are also made in a larger class of algorithms and for other data distributions. We
have chosen Pearson’s second and seventh family [1,7], see section 3.2 and Fig. 1. The
choice of this example is suggestive: Zero mean and unit variance of the observations
can be assumed without much loss of generality, since centering and whitening the data
are non-critical in most cases. If additionally symmetry is assumed, then the kurtosis κ
is the most relevant characteristic of the distribution function. κ is defined by the ratio
of the fourth central moment μ4 = E[(x − μ)4] and the squared variance σ4, i.e. for
a normal (Gaussian) distribution we have κ = 3. After appropriate reparameterization,
Pearson’s families depend on κ as the single parameter. The main advantage we are re-
lying on here consists in the controlled access to a wider range of kurtoses than typically
found in real data, where many components may be close to Gaussianity.

We start with a brief review of the blind source separation paradigm and discuss the
role of estimates of moments in fastICA [9,8]. Section 3 then presents analytical results
concerning the optimally achievable estimation quality in the Cramér-Rao sense, and
compares this bound with the expected performance of a particular estimation scheme.
In section 4, we illustrate these results by a set of simulations, which demonstrate that
sample-size effects are drastic for some parameter settings. Finally, in Section 5, we
conclude by discussing implications of the presented results for practical applications
of ICA algorithms.

2 Blind Source Separation

The linear blind source separation model describes the mixture of signals by a matrix
multiplication

X = AS (1)

where X ∈ R
d represents the observed data and S ∈ R

n the underlying source signals,
both modeled by random vectors. A full-rank matrix W ∈ R

n×d is said to be a solution
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of the ICA of X if WX is statistically independent. We assume that n = d and that S
has at most one Gaussian component. It can be shown that W−1 equals A except for
right-multiplication by a permutation and a scaling matrix [5, 15].

We are interested in how many samples are needed to guarantee certain recovery
rate with a confidence of say α = 95%. In order to study this question, we make the
following restrictions in addition to the linearity and independence assumption:

– We only consider higher-order statistics, i.e. assume that the data have been
whitened and Cov(X) = Cov(S) = I, without estimation errors. This allows
to consider only orthogonal A and W. Further, we assume vanishing source skew-
nesses (such as in the case of sources with symmetric densities) and non-trivial
kurtoses, so that we can restrict ourselves to fourth-order statistics.

– We restrict ourselves to ‘deflation’, i.e. the one-unit approach, where a single col-
umn of the mixing matrix is extracted, such as in the fastICA algorithm [9, 8].

– In order to reduce the semi-parametric model to a well-defined estimation problem,
we consider sources from Pearson’s family, cf. Fig. 1.

Our goal is to invert (1), i.e. to find W with WX independent. In deflation mode, this
is done one-by-one by only extracting a single source within X i.e. a single row w�

i of
W. It can be shown that this can be achieved by maximizing the kurtosis kurt(w�

i X)
of the transformation [9, 8], where the (normalized) kurtosis kurt(S) := κ(S) − 3 is
zero if S is normal.

Starting with a minimum-mutual-information approach, we get I(WX) =∑
i H(Si) − H(X) (assuming orthogonal W), with H(X) being constant. This

equals maximizing the above general likelihood because
∑

t log p(w�
i x(t)) =

E(log p(w�
i X)) = H(w�

i X). So I(WX) = c −
∑

i J(Si) with some constant c
independent of W and the negentropy J(Si) = H(Si,gauss) − H(Si). Using Gram-
Charlier expansion of densities, the negentropy can be approximated as

J(Si) =
1
12

E(S3
i )2 +

1
48

kurt(Si)2 + higher-order statistics. (2)

Due to our assumption of vanishing skewness we may approximate
∑

i J(Si) by
∑

i
kurt(w�

i X)2. (3)

Instead of (3) we consider now the related maximization problem
∑

iσi kurt(w�
i X)

with σi := sign kurt(w�
i X). Relying on the independence of the sources we can write

kurt(w�X) = kurt(v�S) =
∑

i
v4

i kurt(Si), (4)

where v� := w�A with ‖v‖ = 1 [9]. The extrema of the expression (4) are assumed
for v = ±ei for some i, where ei denotes the i-th unit vector. But since A is unknown,
v is an implicit variable. Therefore the result of the ICA i.e. the extraction of the vector
w strongly depends on the quality of the estimation of the kurtosis.

The performance of the ICA algorithm depends thus essentially on the error of
the empirical kurtosis k̂urt(w�X). Denoting the random variable kurt(w�X) −
k̂urt(w�X) by Δ, we realize that, instead of the ideal result v = ±ei, Eq. (4) yields.



Statistical Analysis of Sample-Size Effects in ICA 419

(
vj ∓ eij

)4 ∼ Δ

n kurt(Sj)
, (5)

where eij is the jth component of the unit vector ei. Typically, Δ is of the order of the

variance of k̂urt(w�X), below we will analyze the latter random variable.

3 Finite-Sample Effects in the Estimation

We will proceed in three steps. First we consider the quality of the commonly used es-
timator for the kurtosis κ̂ = μ̂4. It is unbiased since sample-size dependent weighting
is not required when the lower moments are assumed to be known. Next we discuss
the minimal variance of an unbiased estimator of the kurtosis based on the Cramér-Rao
inequality, cf. 3.3. Finally we will present results from simulations in section 4, em-
phasizing especially scaling effects in the sample size, whereas the first two analytical
consideration concentrate on the effect per sample.

3.1 A Test for Kurtosis

Kurtosis is a relevant property in tests of normality of a empirically given distribution.
In this context it is natural to assume kurtosis to be small. Estimators that are efficient
far from Gaussianity are not known, and the following theorem provides some insight
why this is the case:

Theorem [3]: If the kurtosis κ is estimated by the sample moments μ̂r =
N−1 ∑N

n=1(xn − μ)r = E(xn − μ)r, the resulting estimator κ̂ deviates from the true
kurtosis as follows:

(κ̂ − κ) =
β

σ̂4

1
N

∑N

n=1
Bn + o (1) , (6)

where β =
(
1, −4μ3, −2σ2κ

)
and Bn =

(
(xn − μ)4 − μ4, xn − μ, (xn − μ)2 − σ2

)�
.

The theorem refers to the estimator of kurtosis that is given by the estimates of the
fourth central moment and the variance. Because we have fixed the variance to unity,
we can write σ̂2 = σ2 = 1 and the kurtosis estimate is the only source of the error.
The estimator of the kurtosis is asymptotically normal [3] and its variance is given by
σ̂2

κ = β̂�E[B̂B̂�]β̂/N . In our case of a non-skewed distribution with unit variance this
expression simplifies to

E[(κ − 2κx2 + x4)2]/N. (7)

This result will be used below as an approximation of Δ in Eq. 5.

3.2 Pearson’s Families

The family of leptokurtotic (super-Gaussian) distribution functions defined by

fVII (x; m) =

(
1 + κ0x2

6+2κ0

)−m

Γ (m)
√

1 + 3
κ0

√
2πΓ

(
m − 1

2

) (8)
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is known as Pearson type VII [1]. The distributions are symmetric. For m = 5
2 + 3

κ0
with κ0 = κ − 3 the distribution is singly-parameterized by its kurtosis κ > 3.

The platykurtotic Pearson type II family is given by

fII (x; r) =
Γ

(
r + 3

2

)

Γ (r + 1)
1√
πr2

(
1 − (x − μ)2

r2

)r

. (9)

fII is symmetric for μ = 0. With the further substitutions r =
√

3 + 2m and m =
3

3−κ − 5
2 , it is parameterized by its kurtosis κ ∈ (1, 3). The Gaussian case yields in both

families as the limit κ → 3 such that we can consider the two families as connected.
For the platykurtotic family the variance decays with the distance from the Gaussian

case, cf. Fig. 2(a). This indicates that a reliable estimate of the kurtosis can be obtained
already at relatively small sample sizes. Intuitively, this is due to the dramatic struc-
tural changes that the distributions of the platykurtotic family undergo when varying κ.
Thus a few samples are sufficient to identify a confidence interval for the kurtosis. For
κ → ∞, however, the density functions of the leptokurtotic family slowly approach the
limiting distribution 3(2 + x2)−5/2, which does not differ too much from the Gaussian
distribution as can be seen in Fig. 1. The variance of the kurtosis increases (cf. Fig. 2(b))
because the changes of the form of the density become smaller and smaller. Note that
the absolute values in Fig. 2 refer to the variance of the estimator from a single sample
and are to be divided by the sample size.
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Fig. 1. The left subfigure shows the leptokurtotic (or super-Gaussian) Pearson VII family, which
equals the normalized Student-t distribution. All distribution functions (given here for the values
κ = 3, 4, 8, and κ → ∞) are uni-modal and vary slowly in shape for increasing κ. For κ → ∞
the family approaches the limit distribution p(x) = 3(2 + x2)−5/2, κ → ∞, where strictly
speaking the kurtosis does not exist. For κ = 3, we get the standard normal distribution. The
right figure represents the platykurtotic (or sub-Gaussian) Pearson II family. The curve with the
largest central peak is again the Gaussian, which connects both families at κ = 3. Further values
of κ are 2.4, 2, 1.8, 1.6 and 1.2. At κ = 2 the distribution function forms a semi-ellipse, while
for κ = 1.8 it is of box-shape, i.e. the uniform distribution is a member of this family. Eventually,
at κ = 1 the function degenerates into a sum of two δ-distributions which are located at x = ±1

(not shown). For 1 ≤ κ < 3 the support of the functions is bounded by ±
�

6
3−κ

− 2.
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Fig. 2. Cramér-Rao bound (lower curves) for the estimation of the kurtosis κ as the parameter
of the platykurtotic Pearson family (left) and the leptokurtotic Pearson family (right). The upper
curves represent the respective variances of the kurtosis estimator [3]. The variance of the estima-
tor coincides with the inverse Fisher information and is thus efficient only in the Gaussian limit
(κ = 3), where we find consistently J−1(3) = 24.

3.3 Fisher Information

The Cramér-Rao inequality Var(κ̂) ≥ J(κ)−1 states that the variance of any specific
unbiased estimator for the kurtosis is bounded from below by the inverse of the Fisher
information

J(κ) =
∫

p(x; κ)
(

∂ log p(x; κ)
∂κ

)2

dx, (10)

where the integral is taken over the support of the density function p(x). The integral
(10) can be calculated analytically for Pearson’s families in the sense of a principal
value. The respective formulas have been obtained using Mathematica and the result is
graphically displayed in Fig. 2.

An unbiased estimator is efficient if it meets the Cramér-Rao bound. The above es-
timator of the kurtosis [3] achieves minimal variance only in the Gaussian case. For
non-trivial kurtoses the quality of the estimator deviates considerably, see Fig. 2.

Fig. 3. Cross-talking error E1(WA) (11) for total matrix (left) and recovery error (12) for a single
column (right). The boxes are delimited by the quartiles and intersected by the median. Data are
marked by crosses if their distance from the box is more than 1.5 times the interquartile distance.
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Table 1. T0 is defined as the maximal number of samples where still the maximum error is likely
to be observed, while Tmin is the minimal number of patters which is needed in order to achieve
an average error (12) of 0.1. And Tα=5% is the error (0.039) at the 5%-quantile, when sampling
random directions and calculating the resulting error.

κ 1.5 1.6 1.8 2.0 2.5 2.9 3.0 3.1 4.0 6.0 9.0 13.0
T0 3 5 9 17 146 4242 ∞ 6031 184 80 65 58

Tmin 71 96 189 319 2251 72829 ∞ 85464 2557 1026 869 723
Tα=5% 457 617 1218 2060 14562 471536 ∞ 553346 16542 6637 5620 4675

4 Simulations

At first, we study the estimation error by considering a (n = 2)-dimensional uniform
distribution with covariance Cov(S) = I. The differences of the recovered demixing
matrix W from the mixing matrix A can be evaluated by Amari’s performance index

E1(C) =
∑n

r=1

∑n

s=1

(
|crs|

maxi |cri|
+

|csr|
maxi |cir|

− 2
)

, (11)

which quantifies deviations of C = WA from a scaling and permutation matrix [2].
This measures the performance of the full ICA algorithm. For analyzing a single defla-
tion step we make use of the single column error

E2(v) := min
ei

‖v ± ei‖. (12)

The comparison is made over 1000 runs, in which the coefficients of A have been
drawn uniformly from the orthogonal group. In Fig. 3, we see that for varying number
of samples N , indeed the error gets smaller, roughly following the expected 1/

√
N -law.

Now, we calculate the mean and standard deviation when varying the number of
samples N and the source kurtosis κ (assumed to be equal for all source components).
This is done in n = 2 dimensions for 1000 batch runs to get sufficient statistics. In
Fig. 4, the results are presented. Clearly the error increasing to randomness in the case
of Gaussians (κ = 3) as was to be expected due to the symmetry in that case. For values
different from 3, recovery error versus N can be analyzed, and we observe that this
relationship follows a power-law with exponent − 1

2 , confirming again the asymptotic
1/

√
N -decrease, cf. Eq. 7.

A further set of simulations studies the effect of temporal correlations which is in-
cluded here because it shows a behavior opposite to the intuition implied by Fig. 2.
For the more structured platykurtotic distributions, temporal correlations yield a larger
recovery error than the less informative leptokurtotic distributions. The obtained differ-
ences are significant for the illustrative case studied here and cannot be ignored in less
obvious situations.

5 Discussion

For large sample sizes the square-root decay of both the error and the variance repro-
duces relations (6) and (7), In Figs. 4b and c it is obvious that the intercept of the
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(a) Mean matrix-row estimation error (b) Mean recovery error versus number of
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Fig. 4. Comparison of row estimation of W in the symmetric Pearson family for varying number
of samples N and kurtosis κ. Mean and variance are taken over 1000 runs. Figures (a) and (c)
show the mean, and (b) the corresponding standard deviation. The asymptotic 1/

√
N -decrease

can be used to fit a line in the log-log plots and to determine its intersection with the maximal
error to get bounds for minimal number of samples Ne and Nd depending on the error threshold.

log-linear fit to the asymptotic part of the equation depends clearly on the true value of
the kurtosis that is estimated. For sample sizes below the intercept, no information about
the component is extracted from the mixture. The respective values are corrected for the
estimation quality as discussed in section 3.3 and are illustrated by the values in Tab. 1.
They can be obtained from the simulation as illustrated in Fig. 4 d. Asymptotically we
can assume 1/

√
N -decay, say at N = Na. We are then interested at the number of

samples Nd that produce precisely an error of d(Nd) according to this upper bound.
This can be easily derived as Nd = Nad2

a/d2. Interesting upper bounds N are Ne for
the maximal error dmax, which is in practice achieved at much smaller samples, and the
maximal error at confidence level of α, where statistics are performed over randomly
sample distances and resulting errors d, see Tab. 1.
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Fig. 5. T = 1000 samples of a two-dimensional problem are drawn from a Pearson distribution
with kurtosis κ = 4 with a temporal correlation X(t) = ρX(t − 1) + ε(t), where ε(t) are i.i.d.
random variables. Presented is an average over 1000 runs for each value ρ. In the plot on the left,
the depths of the dents next to the median (compare Fig. 3) indicate that the significancy of the
difference according to the Wilcoxon rank sum test (ρ = 0.0 vs. ρ = 0.5: p = 3.1 × 10−15,
ρ = 0.0 vs. ρ = 0.8: p = 3.5 × 10−62, and ρ = 0.5 vs. ρ = 0.8: p = 4.1 × 10−21). The plot
on the right shows the median and the quartiles of the recovery error in dependency of the source
kurtosis κ for different levels of temporal coherency.

Combining Eqs. 12 and 5 we notice that kurtoses κ ≈ 3 will have a larger effect on
the ICA errors than inefficiencies of the estimator. For the estimate of the minimal sam-
ple size we can rely on the additivity of the Fisher information provided that samples are
independently chosen. In this case we can derive a heuristic correction from the result
in Fig. 2. We multiply the minimal sample size by the square root ratio of the variances
of the used estimator [3] and the Cramér-Rao bound, which partially compensates the
dependency of the minimal sample size on the true kurtosis. For temporally correlated
samples, however, the errors are more grave, cf. the following section and Fig. 5.

6 Conclusion

In order to arrive at a practically useful criterion to determine the minimal sample size
in ICA, we have chosen Pearson’s family as a prototypical case, because it is non-
trivially focused on the problem of kurtosis estimation while analytical consideration
are still possible. Based on the presented results we claim that often, e.g. in the analysis
of fMRI data sample sizes are too small to permit interpretable results. This situation
often becomes more critical because of further sources of errors. In kurtotic distribu-
tions, deviations from the mean are either the common (platykurtotic case) or drastic
because of heavy tails (leptokurtotic case) and the presence (or absence) of extreme val-
ues of the observation has a large effect on the estimate of any higher-order moments.
This is also indicated by the local scores of the Fisher information tend to be large at
these extreme values, such that outlier rejection is a questionable option. On the other
hand the study of temporally correlated samples, cf. Fig. 5 shows that less informative
families of distributions are less vulnerable to this type of deviations from the standard
assumptions of ICA.



Statistical Analysis of Sample-Size Effects in ICA 425

The overall picture that emerges here can be summarized as follows: While source
distributions of near Gaussianity are naturally difficult, both, lepto- and platykurtotic
distributions may cause substantial errors in the reconstructed source signals which
persists up to moderate sample sizes. The results obtained here are likely to be char-
acteristic for larger classes of probability distributions, although also other factors may
then affect the errors. In addition to the errors due to finite-sample effects, obviously
also nonstationarities or violations of the independence assumption may influence the
result. Algorithms [13] that exploit temporal correlations require less severe restriction,
and may thus avoid some of the problems discussed here. Finally we want to refer the
reader to effects of finite sample sizes in the estimation of lower-order moments, for
which exist more studies [12] than for the higher-order estimation problem.
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Abstract. This paper is a report on research towards the development of an 
abstraction-based framework for decision-theoretic planning. We make use of 
two planning approaches in the context of probabilistic planning: planning by 
abstraction and planning graphs. To create abstraction hierarchies our planner 
uses an adapted version of a hierarchical planner under uncertainty, and to 
search for plans, we propose a probabilistic planning algorithm based on 
Pgraphplan. The article outlines the main framework characteristics, and 
presents results on some problems found in the literature. Our preliminary 
results suggest that our planner can reduce the size of the search space, when 
compared with Pgraphplan, hierarchical planning under uncertainty and top-
down dynamic programming. 

Keywords: Probabilistic Planning, PGraphplan and Dynamic Programming. 

1   Introduction 

Robust plan creation in probabilistic domains is a complex problem that can use a 
variety of algorithms and techniques. Recent research in probabilistic planning is 
focused on MDPs [1] and Dynamic Programming [2] or in state-space search 
methods. An interesting proposal describes probabilistic problems on a Probabilistic 
Planning Domain Definition Language - PPDDL [3], so that can it be solved as a 
STRIPS planning problem. One limitation in this sense is that most existing STRIPS 
planners are for deterministic domains, forcing these solutions to be adapted for 
operation under uncertainties. 

Some planners, like Buridan [4], Weaver [5], C-SHOP [6], Drips [7], PGraphPlan 
[8, 9] and TGraphPlan [8], Paragraph [10] and Prottle[11] propose extensions to 
STRIPS classical planners, to handle situations where action effects are probabilistic. 

The Buridan planner uses partial-order planning to build plans that probably 
achieve a goal. Weaver is a planner that can handle uncertainty about actions taken by 
external agents, more than one possible initial state and non-deterministic outcomes 
of actions. It produces conditional plans and computes the plan’s probability of 
success automatically, through a Bayesian belief net. C-SHOP extends the classical 
hierarchical planner SHOP [12] to act in situations with incomplete and uncertain 
information about the environment and actions. Drips combines conditional planning 
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with probabilistic distribution of effects, and accomplishes abstraction of probabilistic 
operators with common pre-conditions and effects. This mechanism makes it possible 
that planning happens in different hierarchical abstraction levels. Pgraphplan and 
Tgraphplan are extensions of the classical planner Graphplan to probabilistic 
planning. Paragraph and Prottle extends the Graphplan framework for concurrent 
probabilistic planning. They use the planning graph primarily for computing heuristic 
estimates for a forward search. 

Unfortunately, the inclusion of probabilistic effects causes an explosive growth in 
the state-space search and dynamic programming methods. This leads us to 
investigate approaches that efficiently deal with probabilistic operators and large 
problems, which is the focus of this work. We consider two strategies to reduce the 
search: planning by abstraction [13] (e.g. ABSTRIPS [14], Alpine [15], HW [16]) and 
planning graphs [17], because both demonstrate significant reductions in the search 
space when compared with other search strategies.  

We then propose a hierarchical probabilistic planner, named HPGP – Hierarchical 
Probabilistic Graphplan. HPGP automatically builds its abstraction hierarchy and 
executes the hierarchical control planning based on the hierarchical planner HIPU 
[18]. The search is based on an adaptation of PGraphplan [8]. 

In this article, we outline the main characteristics of the abstraction-based 
framework for decision-theoretic planning, and present case studies in the Blocks 
World problem and in the Flat-Tire domain, that are classical examples for 
autonomous manipulation planning. Manipulation planning is concerned with 
handling objects, e.g., to build assemblies. Actions include sensory-motor primitives 
that involve forces, touch, vision, range detection, and other sensory information. A 
plan might involve picking up an object from its marked sides, returning it if needed, 
inserting it into an assembly, etc [19]. The remainder of this paper is organized as 
follow. Section 2 presents basic definitions on planning and the notation that will be 
adopted along the article. Section 3 provides some introductory knowledge about 
Graphplan and Pgraphplan. Section 4 presents the automatic generation of abstraction 
hierarchies in HIPU and demonstrates the resolution of hierarchical problems. Section 
5 discusses the HPGP framework. Empirical results are presented in Section 6. 
Finally, Section 7 proposes future work and concludes this paper. 

2   Planning in Uncertain Environments 

One of the common uncertainties that an agent can find regards the actions, which can 
have stochastic effects. In other words, the next environmental state is expressed as a 
probability distribution over states. Planning problems with this kind of uncertainties 
have been approached in Artificial Intelligence through adaptation of problems of 
classical planning and high-level languages, such as STRIPS, to act in uncertainty 
domains. 

The adaptations proposed here modify the definition of the classical planning 
problem, specifically regarding the operators. The space problem is defined by a set 
of probabilistic operators, where each operator consists of preconditions and one or 
more subsets of effects. For each subset of effects there is an associated occurrence 
probability ℘i(E

i
α), such that 0<℘i(E

i
α) ≤1 and Σi

N℘i=1. Figure 1 shows a 
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probabilistic operator that has three subsets of effects (arrow destinations correspond 
to subsets). Each subset has add-effects and del-effects (propositions) that describe 
the state modifications generated by the application of the operator with an associated 
occurrence probability. 

 
 

Fig. 1. Generic probabilistic operator 

3   Graphplan Framework 

The Graphplan planner [17] defines an efficient method of solving classical STRIPS 
problems. Graphplan is based on compiling a planning problem into a polynomial-
size structure called planning graph. A planning graph is a layered graph alternating 
between proposition nodes layers and action nodes layers. Each level represents the 
union of what might be reachable at a given time step. The initial level consists of 
proposition nodes that represent the initial conditions. The next level of the graph has 
a node for each operator that might possibly be performed at the corresponding time 
step. Special actions are used to represent the persistence of a proposition from one 
time step to the next. The second proposition level consists of the add-effects of the 
first action level. Successive levels are generated by inference according to action 
preconditions and effects. Edges in a planning graph connect actions to their 
preconditions and their add and delete effects. 

During graph building, the graph retains binary mutual exclusion information, 
indicating when two actions or propositions can not exist simultaneously. This 
information can be used to prune the search. Graphplan begins by creating a planning 
graph from the initial conditions until all the goals appear in the graph and none are 
pairwise mutually exclusive, then searches the planning graph for the plan solutions 
using a backward chaining search. 

3.1   PGraphplan 

A structural change to the standard planning graph is required in order to 
accommodate probabilistic actions. In this subsection we will describe this changes 
and the search procedure for PGraphplan [8, 9]. 

We consider probabilistic operators, such as presented in section 2. To support 
these kinds of operators, the graph is constructed in the normal manner except that 
each outgoing edge of an action has associated with it the event (subset of effects) 
which produced the edge. 

p1, p2, p3 

0.5                  0.25              0.25 

Operator 

e1, e2, e4 e1, e2, e3, e1, e2, e3 
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3.2   Searching the Probabilistic Planning Graph 

Given a bounded number of time steps tmax, Pgraphplan builds the planning graph 
and then performs a finite-horizon dynamic programming to find the optimal tmax-
step contingent plan [9]. The optimal plan corresponds to the plan of highest expected 
utility. The utility function adopted in this paper corresponds to finding the plan with 
the highest probability of success. The complete algorithm and more details about 
Pgraphplan search can be found in [8, 9]. 

To speed up the search, Pgraphplan propagates two distinct kinds of information 
through the graph. Both kinds of information are used to tell the planner when the 
path it is currently exploring provably cannot reach the goal within the given time 
horizon and therefore it may safely return failure in its recursive calls [8]. The two 
types of information are summarized below. 

1. Removing unneeded vertices: a “needed” node is the node from which there exists 
at least one path to the goal. Pgraphplan removes from the planning graph all nodes 
that do not have any paths to the goal literal (unneeded nodes). This occurs as 
follow. Are removed from the last propositional level (tmax level) of the graph, all 
propositions that not are in the goal. Now, consider the actions at tmax-1 action 
level. If all add-effects of the one action were removed, then that action too is 
unneeded and can be withdrawn from the graph. Working backwards, any 
proposition at time tmax-1 that has no out-edges can be removed as well, and so on. 

2. Value propagation: the idea of value propagation is to propagate heuristic values 
(hvalues)  through the nodes of the graph such that the heuristic value of any state 
S, defined to be the sum of the hvalues of the nodes of the states, is guaranteed to 
be greater than or equal to the true value of S. If the planner finds that the heuristic 
value of the current state at time t is less than t, then it can backtrack. This means 
that it cannot possibly reach the goal by time tmax.  

4   HIPU - Hierarchical Planner Under Uncertainty  

HIPU – Hierarchical Planner under Uncertainty [18] is an extension of the Alpine 
method [15], adapted to act under uncertainty conditions. Regarding uncertainties, it 
allows a probabilistic distribution of possible operator effects and a probabilistic 
choice under possible initial states of the domain. HIPU automatically generates an 
abstraction hierarchy and plan from this hierarchy. Planning begins at the highest 
level of abstraction, and the solution found in this level is refined by lower levels. 
During refinement, the plan found so far is evaluated, verifying if the solution 
succeeds with probability equal or higher than a predefined value. 

4.1   Generating Abstractions in HIPU 

The starting point for generating abstraction hierarchies in HIPU is Algorithm 1. This 
algorithm establishes the possible interactions among literals, creating a graph of 
constraints that will be used in the creation of the abstraction hierarchy.  

 



430 L. Friske and C.H.C. Ribeiro 

Function Find-Constraints(graph,operators,goals): 
Input: The operators of the apace problem and the goals of a problem. 
Output: constraints to guarantee ordered monotonicity for the problem. 
For each literal in the goals do 
If not(Constraint-Determinated(literal, graph))  
Constraint-Determinated(literal,graph) TRUE; 
 For each operator in Operators do 
  Subset_relevant FALSE; 
  For each Subset_Effects(operator) do 

If literal in Subset_Effects (operator) do 
Subset_Relevant TRUE; 
For each Effect in Subset_Effects (operator) do 
Add_Directed_Edge(literal,Effect, graph); 

If (Subset_Relevant) 
preconds Preconditions(operator); 
For each precondition in Preconds do 

Add-Directed-Edge(literal, precondition, graph); 
Find_constraint(graph, operators, Preconditions); 

return(graph); 

Algorithm 1. Algorithm for determining constraints 

After creating the graph of constraints, we find the strongly connected components 
using depth-first search. The next step constructs a reduced graph where the nodes 
that comprise connected components in the original graph correspond to a single node 
in the reduced graph. Literals within a node in the reduced graph must be placed in 
the same abstraction space and the connections between nodes define a partial order. 
The partial order is transformed into a total order using a topological sort. The total 
order graph originates the abstraction hierarchy, each level of the total order graph 
corresponding to a hierarchical level. 

4.2   Hierarchical Planning Solver 

Given a hierarchy of abstractions, HIPU proceeds as follows. First the problem solver 
maps the original problem to the highest level of the hierarchy (level i) by deleting 
literals from the initial states, goal states and operators literals that are not relevant to 
the abstraction level. The planner then performs a depth-first search adapted to 
probabilistic operators to find a solution for that level. The solution found in level i 
will be used in the next abstraction level (level i-1), where the literals of the 
intermediate states serve as sub goals at level i-1. The problem solver then solves each 
of the intermediate subproblems, using the final state of one subproblem as initial 
state for the next subproblem. The process is repeated until the plan has been refined 
in all hierarchical levels. 

During the search, when a plan that satisfies the goal state is found, the probability 
that the current plan will achieve it is computed using the forward assessment 
algorithm [4]. If the probability is high enough, then the plan is a solution and 
planning terminates successfully, otherwise the planner continues, choosing a new 
state to expand or returning fault. 
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5   HPGP – Hierarchical Probabilistic Graphplan 

The main difference between HIPU and HPGP is that instead of depth-first search, 
HPGP uses PGraphplan to find plans. Some modifications are necessary so that PGP 
can handle the hierarchical planner HIPU. 

The first adaptation to embed PGP into the HIPU framework regards the maximum 
time steps (tmax) for the plan search. In PGP the number of time steps is previously 
defined by the user. This requires knowledge about the domain of the problem or 
exhausting attempts until that ideal number is found. As HIPU is totally automated, 
we need to discover a manner to automatically define tmax. We propose an alternative 
using the planning graph. First we expand the probabilistic graph until all the goals 
appear in it. While the goal state is not reached, the graph expansion continues until it 
is leveled (two consecutive levels are identical), or a maximum steps number (a 
system attribute) is reached. When a graph is leveled without reaching all the goals, it 
means that no solution exists. The next step is to remove from the graph all unneeded 
vertices and attribute to tmax the number of different actions (minus the persistent 
ones) existing in the graph. Although this heuristic seems reasonable, it can be 
conservative in specific cases, because the idea is to define tmax as the minimum 
number of operators necessary to reach the goal state. For example, consider the 
Blocks World problem presented in Appendix A. The operator paint_block reaches 
the goal “painted block” with probability 0.8, but there exists a probability of 
finishing the paint with the block not painted. However, if we carry the paint and try 
to paint the block again, the probability of concluding the task with success increases. 
Certainly, these two new steps (operators) will not be included in the plan if we 
expand the graph until the level of the goal state level is reached. Another situation in 
which the heuristics can be conservative is when an operator removes preconditions 
of other operators, making it necessary to include or repeat actions. But this situation 
happens because the probabilistic graph plan is a relaxed model (that ignores delete 
effects), and not exactly a consequence of the heuristics adopted for the tmax 
calculation. This problem could be solved with the inclusion of mutual exclusion 
relations in the graph, as suggested in [20]. Nevertheless, in this paper we ignore this 
improvement. When the method to define tmax fails during planner execution, the 
user will be required to inform tmax, or it will be given the maximum value allowed.  

 

 
 
 
 
 
 

 

Fig. 2. Operators with redundant effects 

Contrasting with previous cases (where the heuristic is conservative), we now 
discuss a situation in which the heuristic will overestimate tmax, causing a search 
space augmentation. The value tmax would be overestimated if there are redundant 
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propositions in the operator effects. An example is illustrated in Figure 2. The graph 
showed has four actions (A, B, C and D), three of these (A, B and C) reach a goal 
literal G1 and two (C and D) goal G2. In the plan, just one of them will be really 
executed (action C). As each action has add-effects linked to a goal literal, none of 
them will be deleted during  removal of the unneeded nodes, causing a increase (from 
1 to 4) in the number of time steps (operators) to reach the goal state. This problem 
would be attenuated by considering only one operator when more than one reaches 
the same propositions. 

A key difference between HIPU and PGP is the type of proposed solution. HIPU 
solves the problem by finding a sequence of operators (concatenation of partial plans) 
that reach the goal state with an associated probability of success. PGP creates an 
optimal contingent plan (an optimal finite-horizon policy), i.e., a mapping from states 
to operators with the goal of maximizing an expected utility for some utility function 
(probability of success). Those search models are incompatible. We now propose two 
alternatives to solve this problem, as follows. 

The first alternative modifies HIPU to search contingent plans and not sequential 
plans. This implies refining all the valid plans found during the search. However, 
working with contingent plans would cause an increase in the plan space, and we 
cannot guarantee that it will lead to a significant reduction through hierarchization. 
We consider then a second solution: to refine the plan with the highest success 
probability. If the plan can’t be completely refined, the second plan with highest 
probability of success will be chosen, and so forth. Algorithm 2 summarizes HPGP. 

Performs HPGP (Initial State, Goal State, Operators): 
1. Generate the abstraction hierarchy exactly as HIPU.  
2. Create the abstraction spaces for each hierarchical level by deleting from the initial state, goal 

states and operators propositions that are not relevant to the abstraction level.  
 For each hierarchical level and respective subproblems: 

3. Produce the probabilistic planning graph. 
4. Remove unneeded nodes. 
5. Calculate the number of actions in the graph and attribute the value to tmax. 
6. If it is not possible to reach the goal state in the graph, backtrack (return fail), else continue. 
7. Reinsert the temporary excluded nodes in the graph. 
8. Continue the expansion until the level tmax is reached. 
9. Exclude unneeded nodes and propagate heuristic values. 

10. Perform a finite-horizon dynamic programming to find the optimal contingent plan (see 
complete algorithm in [8]). 

11. Choose the plan with highest probability of success. 
12. Refine the plan found (refinement is the same performed by HIPU, presented in Subsection 

4.2) executing steps 3 to 12 for each subproblem. 

Algorithm 2. High level HPGP algorithm 

6   Empirical Results 

HPGP was partially implemented. The code was generated in C (for planning) and 
Lisp (for hierarchy determination). We performed experiments for the Blocks World 
and Flat-Tire Domains (Appendix A), and compared results with Pgraphplan, HIPU, 



 HPGP: An Abstraction-Based Framework for Decision-Theoretic Planning 433 

and standard top-down Dynamic Programming TDDP [8]. HIPU executes standard 
top-down Dynamic Programming for searching plans, and considers the same time 
horizon (tmax values) as HPGP. 

For the first case study (Blocks World Domain), the abstraction hierarchy 
generated by HIPU (or HPGP) contains two levels and the respective literals: Level 1 
- Paint and color(x), and Level 2 - on(x,y), onTable(x), clear(x) and clear(y). 
Numerical results are in Table 1. The number of states of HIPU and HPGP is the sum 
of states generated at each abstraction level. 

For the experiments presented in Table 1, tmax was automatically calculated using 
the heuristic discussed in Section 5. Table 2 shows results with a manual definition of 
tmax. Only Pgraphplan and top-down Dynamic Programming (contingent planners) 
were considered in these experiments. Results are compared in terms of the number of 
states searched and the probability of success of the generated plans. 

Table 1. Results in the Blocks World Problem, 4 and 7 blocks, tmax automatically generated 

States Probability Planner 
4 blocks 
tmax = 9 

7 blocks 
tmax=18 

4 blocks 7 blocks 

HIPU 224 123469 0.4096 0.209715 
HPGP 90 56037 0.4096 0.209715 
Pgraphplan 787 146652 0.4096 0.209715 
TDDP 12507 >33600000 0.4096 0.209715 

Table 2. Results in the Blocks World Problem, 4 and 7 blocks, tmax user-defined 

States Probability Planner 
4 blocks 
tmax= 12 

7 blocks 
tmax=22 

4 blocks 
 

7 blocks 

Pgraphplan 7547 20229508 0.73728 0.738198 
TDDP 23164 Timeout 0.73728 Timeout 

HPGP empirically searches through less states than HIPU. Both hierarchical 
planners have advantages (in search states) when compared with Pgraphplan and 
TDDP. Contingent planners (Pgraphplan and TDDP) are able to find plans with 
higher probability of success when we increase the number of time steps (tmax), but 
with a higher cost (number of states searched). 

Table 3. Results in the Flat-Tire domain, tmax=14, automatically calculated 

Planner States Probability 
HIPU 2657 0.8145 
TDDP 6350 0.8145 
HPGP 1213 0.8145 
Pgraphplan 2886 0.8145 
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Experiments realized in the Flat-Tire domain are showed in Table 3. 
Hierarchization  divided the problem in two hierarchical levels, with respective 
literals: Level 1 - on(nut,hub), on-ground(nut), free(hub), in(wheel,container), 
have(wheel), on(wheel,hub). Level 2 – open(container), close(container). The number 
of time steps tmax was automatically calculated, it is the same (14) for all planners. 

HIPU and TDDP use the same search strategy, however, the hierarchical process 
(HIPU planner) produces better results than the flat planner (TDDP). HPGP was 
significantly better (less search states) than HIPU and Pgraphplan. 

7   Conclusions and Future Work  

This paper presented HPGP, an abstraction-based framework for probabilistic 
planning. The abstraction hierarchy is automatically generated by a hierarchical 
planner under uncertainty, and the plan search proposed here is an extension of the 
Pgraphplan planner, adapted to handle hierarchical planning. We proposed a heuristic 
to automatically generate time steps (tmax) to finite-horizon search. 

We related preliminary experimental results on the Block’s World and Flat-Tire 
Domains. An analysis of the results demonstrates that HPGP can reduce significantly 
the space search in probabilistic planning. However, to guarantee that the heuristic 
that automatically defines tmax is viable would be premature. We prefer to leave the 
definition of the number of steps as an open question until improvements (some of 
which are proposed in this article) are implemented. 

Proposals for future work are adapting HPGP to search contingent plans and 
executing Tgraphplan [8] to search plans in our hierarchical framework. Tgraphplan 
finds the highest probability trajectory from the start state to the goal, and produces 
potentially sub-optimal policies. We are working at the implementation of a future 
Hierarchical Tgraphplan Planner (HTGP). Likewise, a deeper evaluation of HPGP 
performance through comparisons with other planners and tests on other domains are 
activities for future research. 

We also suggest using different search strategies and heuristics to increase the 
hierarchical planner efficiency. 
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Appendix A 

Blocks World Domain. augmented with probabilistic colorblock operator. This 
domain consists of a set of cubic blocks sitting on a table. The blocks can be stacked, 
but only one block can fit directly on top of another. A robot arm can pick up a block, 
paint the block, and move it to another position, either on the table or on top of 
another block. The arm can only pick up one block at time, so it cannot pick up a 
block that has another one on it. The goal will always be to build one or more stacks 
of painted blocks, specified in terms of what blocks are on top of what other block. 
This domain has four operators, as follow: 

Op: stack (x y), Preconds: clear (x), clear (y), on-table (x), Effects: on (x y), ~clear(y), 
~on-table(x) 
Op: unstack (x y), Preconds: on(x y), clear (x), Effects: on-table(x), clear(y), ~on(x y) 
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Op: colorblock(x), Preconds: clear(x), on-table(x), paint, no-color(x), Effects: 
0.8(color(x), ~no-color(x)), 0.2(~paint, no-paint) 
Op: chargepaint, Preconds: no-paint, Effects:  paint, ~no-paint. 

Flat-Tire Domain considers the problem of fixing a flat tire. The domain has the 
following eight action schemata: 

Op: open(x), Preconds: closed(x), Effects: ~closed(x), open(x) 
Op: close(x), Preconds: open(x), Effects: ~open(x), closed(x) 
Op: fetch (x y), Preconds: in(x y), open(y), Effects: ~in(x y), have(x) 
Op: put-away(x y), Preconds: have(x), open(y), Effects: in(x y), ~have(x) 
Op: remove-wheel(x y), Preconds: on(x y), on-ground Nut1, on-ground Nut2, on-
ground Nut3, on-ground Nut4, Effects: have(x), free(y), ~on(x y) 
Op: put-on-wheel(x y), Preconds: have(x), free(y), Effects: on(x y), ~free(y), 
~have(x) 
Op: remove-nut(x y), Preconds: on(x y), Effects: 0.95(~on(x y), on-ground(x)) 
Op: fixit-nut(x y z),Preconds: on-ground(x), on(z y), Effects: ~on-ground(x), on(x y) 
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Abstract. In the paper a method of the correction of handwriting
Optical Character Recognition (OCR) based on the semantic similarity
is presented. Different versions of the extraction of semantic similarity
measures from a corpus are analysed, with the best results achieved for
the combination of the text window context and Rank Weight Function.
An algorithm of the word sequence selection with the high internal
similarity is proposed. The method was trained and applied to a corpus
of real medical documents written in Polish.
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1 Introduction

Contemporary medical documents are created mostly in electronic form, but
thousands of medical documents created and stored in archives are a possible
source of very valuable knowledge. The task of off-line recognition of medical
handwritten documents is distinguished from the general handwriting optical
character recognition (OCR) by two important aspects. The task seems to be
easier as documents come from a known source, e.g. a hospital and the domain
and the group of authors are limited. On the other hand, medical handwriting
is commonly recognised as an example of an almost illegible handwriting.
The difficult task of recognition on the level of letter images can be supported

by the prediction of letter and word sequences on the level of language mod-
elling. The problem of letter sequence modelling seems to be well investigated
and solved in the case of the particular system discussed in the paper, e.g. [1].
However, on the level of word sequences the methods of morpho-syntactic mod-
elling and stochastic language models did not give a fully satisfying solution.
The former had too low accuracy, the latter were too sensitive for the differ-
ences between the learning and testing corpora. Moreover, both approaches do
not utilise the semantic information for the OCR correction. The aim of this
work is the construction of handwriting OCR correction algorithm utilising the
information concerning the semantic properties of words. The method should
not depend on any manually constructed semantic resource — all information
should be directly extracted from a learning corpus of text.
� This work was financed by the Ministry of Education and Science, the project No 3
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2 Semantic Model for Correction of OCR Output

2.1 Task Formulation

The main task of the constructed OCR system is to transform a handwritten
medical document into its electronic version. We assume that documents come
from one institution (e.g. a hospital ward), that limits their domain, and that
they are written in Polish with some possible addition of foreign words. The
whole system is divided into into three main parts (layers) [1]:

– a character level — soft recognition of isolated characters; for each character,
a subject of recognition, the classifier fetches the vector of support factors
for all characters in the alphabet,
– a word level — works on the results of character classification, isolated words
are recognised using also soft classification paradigm: Hidden Markov Mod-
els (HMM) and Probabilistic Lexical Language Models (PLLM) combined
with a classifier based on an incomplete probabilistic lexicon; the combined
character level and word level are called a word classifier (WC),
– a language modelling level based on the rejection approach applying a lan-
guage model (LM) to lists of candidates generated by WC, where a candidate
is a possible recognition for a word position in the input text.

Our experiments were performed on the basis of The Medical Corpus of the Insti-
tute of Applied Informatics (KorMedIIS) [2] of electronic medical texts that was
collected from the database of a hospital for which the prototype OCR system is
being constructed. The collected texts belong to several categories but only The
Corpus of Epicrises (CE) was used in the experiments. An epicrisis is short de-
scriptions of a patient stay in a hospital, consists of several sentences (phrases),
reports some details of the patient stay and treatment, and often copies after
the other documents. CE includes 15 251 epicrises (1 701 313 words). During
experiments, two testing parts of CE were randomly selected: TC1 including 300
epicrises (32 694 words) and TC2 with 2 240 epicrises (206 662).
As we were not able to collect a sufficiently numerous set of hand-written texts,

a simulated experiment was performed. Text images were artificially created
using the set of images of 5 080 hand-written characters, manually classified. A
text image is created in the following steps. First, the text to be recognised is
randomly drawn from the Test Corpus. Next, for each character one image of
this character is randomly selected from the set of character samples. Finally, the
drawn character images are arranged side by side into an artificial text image.
The simplified version of the WC used in experiments assumes that word

images are correctly segmented into isolated characters. However we do not deal
here with the non trivial problem of word segmentation, but we rather focus our
attention on the efficient construction of a LM for the domain of medical texts
written in an inflective language, e.g. Polish. For each written word in the text,
the WC produces a list of the k = 10 most probable candidate words (henceforth
candidates). Each candidate is assigned a score, i.e. a number which denotes how
likely that word was correctly recognised according to the used classifier. In the
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case of punctuations and numbers it is assumed that the WC produces perfect
recognitions and returns only one candidate. The task of the LM is to select the
proper recognition among the k possible for each position.
In [1], a morpho-syntactic LM was applied to lists of the k-best candidates

independently of the WC scores. Next both classifiers were combined. The n-
gram LMs of [3] were applied to the k-best lists, but WC scores were not used.
The best candidate sequence was identified among the k-best ones. As the Viterbi
search used in [3] produces the best path across the candidates, but gives no
ranking of candidates on the subsequent positions, there is no simple way to
combine the LMs of [3] with the scores of the WC. Contrary to this, we assumed
here a gradual improvement of the result of the WC. In that way we want to
omit the merging problems encountered in [3] and partially in [1], too. We want
to explore WC scores in a style of the grey-box approach: not depending on the
exact mechanisms of the WC, but taking into account its characteristics.
In order to make more space for the improvement introduced by the LM, we

used in all experiments a version of the WC with the decreased accuracy. The
WC achieves accuracy of 86.05% of words correctly recognised when the first
candidate form the list is taken (96.69% in k = 10 candidates) as calculated
for all input tokens from the TC1 corpus (86.09% and 96.37% respectively for
TC2). The accuracy measured for ambiguous tokens (WC returned more than
one candidate with the score above 0) is respectively: 80.2% and 95.31% (k = 10)
for TC1 and 80.39% and 94.89% (k = 10) for TC2. We distinguished also tokens
without the answer (TWA) among candidates. After testing the accuracy of the
WC for the different values of k, we decided to identify a cut-off threshold τ for
scores in order to balance the number of candidates analysed by the LM and the
maximal possible accuracy. Two parameters were defined:

– a cut-off precision — the precision of recognition calculated only for am-
biguous tokens, excluding TWAs, with at least one candidate above τ ,
– a coverage — the number of candidates below τ in relation to all candidates
from ambiguous tokens.

The cut-off precision determines the highest possible accuracy of decisions to
be achieved by the LM. The coverage informs about the decrease in the number of
candidates to be analysed by LM. The relation of the cut-off precision, coverage
and threshold values for TC1 is presented in Fig 1 (for TC2 this relation is
similiar). On this basis we selected τ = 0.85, that corresponds to the cut-off
precision ≈ 99% and coverage ≈ 43.9%, i.e. less than half of the candidates are
eliminated from tokens for which decission must be made.

2.2 Models

The idea is to select candidates, one per token, such that they form a group of
the maximal average pair-wise semantic similarity. The measure of semantic
similarity is extracted from the training corpus, see Sec. 2.3. In that way, a
sequence of semantically related candidates is chosen as the recognition. Only
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Fig. 1. The relation of the cut-off precision, coverage and threshold values

candidates above the defined threshold τ are analysed. The general scheme of
the algorithm is based on the k–means algorithm [4]:

– For each text context (a document or a text window):
1. An initial centre of the cluster — a mean vector, is set.
2. For each token a candidate which is the most similar to the mean vector
is chosen.

3. The mean vector is recalculated according to the chosen candidates.
4. If a stop condition is not fulfilled go to 2.

Each candidate is represented by a vector of real values in the (possibly trans-
formed) coincidence matrix (see Sec. 2.3). The initial mean vector is calculated
in the step 1 as the average of the vectors of the first candidates of these to-
kens, which are unambiguous after the τ elimination. Moreover, because of the
numerous ad hoc abbreviations and symbols, unambiguous tokens of less than
three letters, e.g. “ż.” — the ad hoc abbreviation of “życia” (lifecase=gen) are
not taken into account during the initial centre calculation. If there is no un-
ambiguous token, one token is randomly chosen and its best candidate is taken
as the initial mean. If a text window is used as a context, then for each next
position of the window, the initial mean vector is a sum of the average with the
previous mean vector — we try to keep consistency across the whole document.
For each ambiguous token we select a candidate which is the most similar

to the mean vector. Different measures of similarity were tested, see Sec. 2.3.
Next, the mean vector is modified to the average of all selected candidates. The
process is repeated until some number of iterations is reached or the increase of
the average similarity in relation to the best level so far is below some threshold.
After the first experiments, see Sec. 3, we noticed that smaller text windows

result in better accuracy. Moreover, the very positive results of the application
of word n-gram LMs to this task [3] show that the short distance associations
among tokens are very important here. Thus, we proposed a new LM based on
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semantic similarity called the Semantic Window LM (SemWnd). In SemWnd,
a flexible text window of the minimal size N is moved across a document in
left to right direction. The centre of the window is positioned on ambiguous
tokens. Next, the borders of the window are gradually extended to the left and
right until N/2 content tokens are collected on both sides. A content token is an
input token that can possibly be a good discriminator. Because of the similarity
measures used (similarity is calculated for every pair of tokens) here we define
content token as a token that has the best candidate of more than 3 letters.
The score of a candidate ci of the ambiguous token in the centre of the text

window is calculated according to SemWnd as following:

score(ci)SW =
∑

N≥j≥1

sim(ci, best of(tj)) (1)

where tj is a token in the window, and best of returns its best candidate.
The best candidates in the left part of the window, in the case of ambiguous

tokens, are defined according to the value of score()SW , in the right part ac-
cording to the scores of the WC. In the case of odd values of N , we take the left
part bigger, as in the opposite case the results of the experiments were lower.
The accuracy of SemWnd is higher than the accuracy of the WC alone.

2.3 Semantic Similarity for Words

As there is no thesaurus covering the terminology of KorMedIIS, the used Se-
mantic Similarity Measures (SSMs) are extracted directly from the corpus. Ac-
cording to the Distributional Hypothesis of Harris [5] words occurring in similar
contexts have similar meanings. If we are interested only in SSM, then the best
results can be achieved when contexts are described by morpho-syntactic fea-
tures of word occurrences, e.g. [6]. However, in the case of the OCR correction,
we need a SSM working for all tokens occurring on the input, including non-
words and any symbols. They have no morpho-syntactic properties. Moreover,
we want to predict occurrences of particular word forms as following other word
forms. Thus, we decided to use tokens (word forms and symbols) as elements be-
ing described and to identify the context with co-occurrence of a described token
ti with some other token tj in a short text window of 5-15 tokens. A coincidence
matrix of the form M[ti, tj ] is created from the learning part of KorMedIIS,
where ti,tj are two tokens, and the cell contains the number of co-occurrences
of ti and tj in the same text window with ti is in its centre. The rows ofM cor-
respond to content tokens (see Sec. 2.2) occurring in the learning corpus, while
the columns initially corresponded to all tokens, including non-content ones, too.
After the first experiments, we limited the column tokens (i.e. features) only to
the ones occurring at least mintf times in the corpus with mintf = 3 defined
experimentally. Elimination of columns for non-content tokens resulted in the
decreased accuracy of the model as non-content tokens express some description
of contexts. We did not apply any weight function to the frequencies to preserve
the possibility of the probabilistic interpretation of the data.
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According to collected earlier experience [7,6], we tested three possible SSMs:

– the cosine measure (Cos) applied to row vectors transformed previously by
the logarithmic scaling and entropy normalisation [7],
– Information Radius (IRad): D(p||p+q

2 ) + D(q||p+q
2 ), and similarity:

SimIRad = 10−βIRad(p||q), where p and q are the probability distributions
calculated for the two row vectors being compared, D(p||q) =

∑
p log p

q is

Kullback-Leiber divergence, p(ti, tj) = M[ti,tj ]
TF (ti)

, TF (ti)— the total frequency
of ti in the learning corpus [8], we choose β = 10 like in [7].
– and the cosine measure applied to vectors produced by the Rank Weight
Function (RWF) proposed in [6], discussed shortly below.

The aim of RWF is to identify a set of the most descriptive features (matrix
columns) for a given row vector M[ti, •] (word), and to describe M[ti, •] with
the ranking of the features in place of the exact feature values [6]:

1. Weighted values of the cells are recalculated using a weight function fw:
∀tjM[ti, tj ] = fw(M[ti, tj ]).

2. Features in a row vector M[ti, •] are sorted in the ascending order on the
weighted values.

3. The k highest-ranking features are selected; e.g. k = 1000 works well.
4. For each selected feature tj :M[ti, tj] = k − rank(tj).

Following [6], as the weight function fw, we applied the t–score measure of
statistical significance of the pair frequency: ti and tj .

2.4 Heuristic rules

Documents of KorMedIIS as written during the real practice in a hospital, are
full of short phrases, ad hoc abbreviations, and lists of activities or medicines.
The ‘non-standard’ parts are especially difficult for the LMs. Thus we introduced
heuristic rules correcting some specific cases which were manually identified in
the learning data. Two types of rules were defined: simple rules and morpho-
syntactic rules. Simple rules deals with mistakenly recognised short symbols and
repair some constant errors made by the WC, e.g. a rule choosing ‘x’ in the case
of the ambiguity between ‘x’ and ‘k’ (the WC prefers ‘k’, what is wrong in the
vast majority of cases). Several simple rules were defined.
Morpho-syntactic rules refer to the morpho-syntacic features of candidates

which are obtained from the morphological analyser Morfuesz [9]. In the case
of Polish, an inflective language, the features constrain the possible sequences
of candidates. The rules express constraints that should be preserved by proper
candidate sequences. Candidates fulfilling the constraints are preferred. Only
several rules were constructed so far, as most candidates are ambiguous accord-
ing to their morpho-syntactic description (an intrinsic property of the inflective
language) and the documents contains quite numerous grammatical and spelling
errors. The examples of rules are: the rule testing presence a case required by a
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preposition or the rule testing the possibility of the morpho-syntactic agreement
between a noun and an adjective which precedes it.
The rules are applied during selection of candidates for a token in the centre

of the text window. From the candidates fulfilling the constraint the one with
the highest scoreSW (1) is chosen. In the case there is no candidate matching,
all are evaluated by the SMM. All the rules, simple and morpho-syntactic, when
applied increase the accuracy by 0.5%.

2.5 Merging with the Word Classifier

The results achieved by SemWnd (see Sec. 3) alone, e.g. 92.69% for the TC1, are
comparable with the n-gram model (92.8% for the same fold). However, during
the manual inspection of the errors we discovered that in the case of the most
serious mistakes of SemWnd, e.g. a candidate unrelated to the context selected or
a typo introduced (because of typos present in the CE) the WC scores are mostly
opposite to the scores of SemWnd. The both classifiers, which are working on
different levels and on the basis of different data, seem to be often complementary
in their decisions. Thus, we decided to combine the scores and to use a WC score
(from 〈0, 1〉) as a scaling factor: score(ci)WC+SW = score(ci)SW ∗ score(ci)SW .
This simple merge increased the accuracy by about 2%–3%.

3 Experiments

In order to directly compare our present approach with the previous works,
namely [1,3], we used the same learning and test corpus — TC1. The best result
obtained for the TC1 part used in [3] is 92.80%. Two basic parameters were
tested: the size of context during the construction of coincidence matrix and the
size of the text window used during selection of candidates for ambiguous tokens.
For the construction phase the best result was achieved for context of 10 tokens.
Moreover, we tested two methods: the k-means model as the first one and

SemWnd. In both models the best results, all presented in Tab. 1, were obtained
by applying SMM based on RWF. During the first experiments with SemWnd
only simple rules were used, in the next three rules of both types were applied.
The morpho-syntactic LM of [1] (with some heuristic rules) produced 89.02%

accuracy on the same corpus. It means that the best results obtained with the
help of SemWnd(10,3), i.e. 93.1% (the reduction of the recognition error by
59.7%) outperforms this result. It is also higher that the result of the n-gram
LM equal to 93%. However, the difference is not statistically significant. On the
larger corpus, i.e. the whole TC, the accuracy of the n-gram model is 92.8%,
while the accuracy of the SemWnd(10,3) is 92.69%, but this difference is not
statistically significant, too. After merging with WC, SemWnd achieved 94.64%.
On the TC2 corpus the accuracy of the n-gram LM is 91.69%. SemWnd achived
lower accuracy of 90,88%, but after merging its accuracy increased to 94.28%.
The other SMMs produced significantly lower accuracy in SemWnd. On the

TC1 corpus, the best accuracy of the cosine SMM was 91.3%, and of the IRad
was 90.9%. This observation is consistent with the results obtained in [7,6].
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Table 1. The overall accuracy [%] of the models (TC1,TC2 — folds of the corpus,
TC1(2000) — the first 2000 tokens of TC1)

Method Corpus Window size
Correction

3 5 10 15 document
k-means TC1(2000) 89.45 91.15 90.65 90.80 88.60
SemWnd+rules TC1(2000) 93.10 92.80 92.05 91.95 —
SemWnd+rules TC1 92.69 92.51 91.74 91.49 —
SemWnd+rules TC2 90.88 90.75 89.82 89.36 —
WC+SemWnd+rules TC1(2000) 95.10 95.00 95.00 95.00 —
WC+SemWnd+rules TC1 94.64 94.54 94.37 94.26 —
WC+SemWnd+rules TC2 94.28 94.21 94.02 93.97 —

4 Related Work

It is very hard to find applications of SSMs to the OCR correction in literature.
Most works concern applications in Speech Recognition (SR) or correction of
spelling errors. In [10] a SSM extracted by the LSA technique [11] (e.g. using
the cosine measure) is applied in SR. This approach depends on the similarity
threshold set manually for the given domain. Moreover, LSA limits the num-
ber tokens processed according to high memory complexity. A SSM based on
the retrieval of co-occurrence frequencies of words in a kind of encyclopedia is
proposed in [12]. In [13], only a limited subset of “content words” is processed
in SR. A pair-wise similarity (PMI measure applied) of words is calculated in a
way similar to [14] based on the manually constructed Roget thesaurus. In [14]
a SSM based on the counting the number of relation defined between two words
in the Roget thesaurus is used in OCR correction. In that way the possibility of
correction is limited only to the words present in the thesaurus. The reported
overall accuracy is higher than ours, but the method was applied to printed OCR
of texts written in a ‘standard language’. Lexico-semantic patterns together with
a lexicon are applied in detection and correction of errors in a kind of SR system
in [15]. However, the method strongly depends on the costly resources: an ontol-
ogy and a lexicon with semantic classes assigned to lexemes. In [16], the notion
of “a low density language” is introduced, i.e. a language with a limited elec-
tronic resources. The sub-language of KorMedIIS can be treated as a low density
language, too. They argue that for such languages, the methods working on the
level of letter models are better suited. In [17] a notion of lexical chains based
on semantic similarity is used in the detection and correction of spelling errors.
All words which occurr less times than some threshold and are not similar to
any other words are identified as suspect. Next, the different spelling variants of
suspect words are tested. The used SSM is based on a thesaurus and the whole
approach is limited only to nouns. [18] is another work in the area of the spelling
correction and the context sensitive spelling error detection. An approach based
on LSA is proposed. The method works exclusively on “confusion sets” i.e. the
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sets of the most frequent spelling errors. In the similar [19] the learning process is
performed on the basis of errors artificially introduced to documents. The errors
are generated according to a manually defined set of rules

5 Conclusions

SemWnd outperforms the morpho-syntactic LM proposed in [7]. The documents
of KorMedIIS are very specific. They were written on a computer and often one
document contains parts copied from the others. The percentage of typos and ad
hoc created abbreviations is very high (more than 25% of tokens are not proper
words). Thus, the problem is positively biased for the applied n-gram model
with a simple Laplace smoothing (almost ‘memory-based’). However the merge
of SemWnd with the WC produced significantly better results. On the other
hand, as we tested the gradual decrease of the learning corpus size, we could
observe the lower speed of the accuracy decrease in the case SemWnd model,
in comparison to the n-gram model. SemWnd expresses the better ability to
generalise.
SemWnd model is more flexible in combing it with other classifier in compari-

son to the n-gram LM. The n-gram LM of [3] produces only the best path across
the candidates. It does not return probabilities or scores for candidates. If we
want to use that model for the reduction of the candidate lists, we have change
the search algorithm to the full search in place of the Viterbi-like search. The
time complexity becomes unacceptable. In the case SemWnd there is no such
problem — its time complexity is independent on the number of candidates left.
The SSM in SemWnd tends to group different word forms of the same lex-

eme as semantically similar. Unfortunately, different misspelled variants of a
word form are grouped together with it, too. Merging with the WC helps here,
but a more general approach should be developed. To increase the accuracy of
SemWnd, we need to combine it with a more sophisticated morpho-syntactic
analysis of candidate sequences and to develop some spelling correction.
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Abstract. This paper presents a method for combining classifiers that uses k-
nearest localized templates. The localized templates are estimated from a 
training set using C-means clustering algorithm, and matched to the decision 
profile of a new incoming sample by a similarity measure. The sample is 
assigned to the class which is most frequently represented among the k most 
similar templates. The appropriate value of k is determined according to the 
characteristics of the given data set. Experimental results on real and artificial 
data sets show that the proposed method performs better than the conventional 
fusion methods. 

Keywords: Classifier fusion; Decision templates; C-means clustering. 

1   Introduction 

Combining multiple classifiers has been actively exploited for developing highly 
reliable pattern recognition systems in the past decade [1, 2]. There are two basic 
parts for generating an ensemble: creating base classifiers and combining the outputs 
of the classifiers. In order to achieve the higher accuracy of the ensemble, the 
individual classifiers have to be both diverse and accurate [3, 4]. Two popular 
methods for creating classifiers are Bagging and Boosting [5]. Bagging creates each 
individual classifier in the ensemble with a different random sampling of the training 
set. Thus some instances are represented multiple times while others are left out. In 
Boosting, examples that were incorrectly predicted by previous classifiers in the 
ensemble are chosen more often than examples that were correctly predicted. 

The outputs of the diverse classifiers have to be combined with some manner to 
achieve a group consensus. In order to improve further on the performance of the 
ensemble, several existing and novel combining strategies have been investigated [6, 
7]. Some combiners do not require additional training after the classifiers in the 
ensemble have been trained individually. Majority voting, minimum, maximum, and 
average are examples of them [8, 9, 10]. Other combiners need training at fusion 
level. Examples are behavior knowledge space (BKS) [11] and decision templates 
(DT) [12]. Especially, DT that composes a template for each class by averaging the 
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outputs of classifiers was reported good performance and was used complementarily 
with a classifier selection method [13]. However, because the DT abstracts the 
characteristics of a class into a template, there might be the limitation of applying it 
to complex problems. In our previous work [14], multiple decision templates 
(MuDTs) which decompose a template into several localized templates using 
clustering algorithm was investigated to solve this limitation. Since many clustering 
algorithms rely on a random component, this method would be sensitive to clustering 
results. 

In this paper, we present a novel fusion method, k-nearest localized template (k-
NLT), which refers k most similar templates among the multiple decision templates. It 
may be less affected by clustering results and thus can obtain stable and high 
accuracy. Finally, to validate the proposed method, its performance are compared 
with several classifier combining approaches by using real and artificial data sets 
from the UCI database and ELENA. 

2   Background 

2.1   Conventional Fusion Methods 

Simple fusion methods such as majority voting, minimum, maximum, average, and 
BKS have been widely used to construct a multiple classifier system. 

Majority Voting. For a sample, this method simply counts the votes received from 
the individual classifiers, and selects the class with the largest number of votes. Ties 
are broken randomly. 

Minimum, Maximum, and Average. These three fusion methods are considered 
together because they have a similar decision scheme. The minimum method selects 
the smallest value among the outputs of the classifiers for each class. The minimums 
are then compared and a class with the larger value is selected. For an M-class 
problem with L classifiers, it is calculated as follows: 
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except that the biggest values are compared as 

{ }
⎭⎬
⎫

⎩⎨
⎧

==
)(maxmax ,

,...,1,...,1
xd zy

LyMz
 (2) 

for the maximum method, and the average method compares the mean values as 
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Behavior Knowledge Space. In this method, possible combinations of the outputs of 
the classifiers are stored in the BKS-table LM L

T ×−∈ }1,1{ . Each entry in the T 
contains a class label (most frequently encountered amongst the samples of the 
training data in this cell) or no label (no sample of the training data has the respective 
combination of class labels). In tests, a new sample can be classified into the label of 
the entry with the same outputs of the classifiers. It fails to classify when an output 
pattern is not found in T. 

2.2   C-Means Algorithm 

The C-means (or K-means) algorithm is an iterative clustering method that finds C 
compact partitions in the data using a distance-based technique [15]. The cluster 
centers are initialized to C randomly chosen points from the data, which is then 
partitioned based on the minimum squared distance criterion 
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Here, n is the total number of samples in the data set, zc is the center of the cth cluster, 
and uc,i is the membership of the ith sample xi in cluster c. The cluster centers are 
subsequently updated by calculating the average of the samples in each cluster and 
this process is repeated until cluster centers no longer change. Although this algorithm 
tends to find the local minima, it is widely used for clustering because of its simplicity 
and fast convergence. 

2.3   Decision Templates 

DT proposed by Kuncheva [12] estimates M templates (one per class) with the same 
training set that is used for the set of classifiers. For the M-class problem, the 
classifier outputs can be organized in a decision profile as a matrix 

 

(5) 

where L is the number of classifiers in an ensemble and dy,z(xi) is the degree of 
support given by the yth classifier for the sample xi of the class z. When decision 
profiles are generated, the template of the class m is estimated as follows: 

 

(6) 

In the test stage, the similarity between the decision profile of a test sample and 
each template is calculated. The sample is then categorized into the class of the most  
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similar template. Kuncheva [16] examined DT with various distance measures, and 
achieved higher classification accuracies than conventional fusion methods. 

3   k-Nearest Localized Templates 

The DT scheme abstracts features of each class as a template which may be difficult 
to classify dynamic patterns. For dealing with the intra-class variability and the inter-
class similarity of the dynamic patterns, we adopt a multiple template-based approach 
where patterns in the same class are characterized by a set of localized classification 
models. Fig. 1 illustrates an overview of the proposed method. 

 

Fig. 1. An overview of the k-nearest localized templates 

3.1   Estimation of Localized Decision Templates 

Localized decision templates are estimated in order to organize the multiple 
classification models. At first, decision profiles are constructed from the outputs of 
the base classifiers as Eq. (5) and are clustered for each class using C-means 
algorithm. The localized template of the cth cluster in the class m, DTm,c, is then 
estimated as follows: 

 

(7) 

Here, um,c,i is the membership of the ith sample xi in the cluster c of the mth class. 
Finally, M×C templates are constructed where M is the number of classes and C is the 
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number of clusters per class. In this paper the number of clusters was selected as 20 
based on the experiments in section 4.1 

3.2   Classification Using k-Nearest Localized Templates 

In the test stage, the profile of a new input sample is matched to the localized 
templates by a similarity measure. A distance between the profile of a given sample x 
and the template of each cluster is calculated as follows: 

)()( ,, xDPDTxdst cmcm −= . (8) 

Since the C-means clustering algorithm which was used for generating localized 
templates is often affected by its random initial instances, it is easy to make error 
clusters. The error clusters cause a misclassification when the sample is only matched 
to the nearest template. In order to resolve this problem, the proposed method adopts 
a k-nearest neighbor scheme where the sample is assigned to the class that is most 
frequently represented among the k most similar templates. In this approach, the 
appropriate value of k commonly depends on the properties of a given data set. The 
proposed method, therefore, analyzes the intra-class compactness IC and the inter-
class separation IS (which were originally designed for the validity index of clustering 
algorithm [17]) of the data set using: 
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where n is the total number of points in the data set, zm is the center of the mth class, 
and um,i is the membership of the ith sample xi in class m. In this paper we generate a 
simple rule for k as Eq. (11) based on experiments (see section 4.1). 
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4   Experiments 

In this paper, we have verified the proposed method on 10 real (R) and artificial (A) 
data sets from the UCI database and ELENA which are summarized in Table 1. Each 
feature of data sets was normalized to a real value between -1.0 and 1.0. For each 
data set 10-fold cross validation was performed. The neural network (NN) was used 
as a base classifier of an ensemble. We trained the NN using standard 
backpropagation learning. Parameter settings for the NN included a learning rate of 
0.15, a momentum term of 0.9, and weights were initialized randomly between -0.5  
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and 0.5. The number of hidden nodes and epochs were chosen based on the criteria 
given by Opitz [5] as follows: at least one hidden node per output, at least one 
hidden node for every ten inputs, and five hidden nodes being a minimum; 60 to 80 
epochs for small problems involving fewer than 250 samples, 40 epochs for the mid-
sized problems containing between 250 to 500 samples, and 20 to 40 epochs for 
larger problems (see Table 1). 

Table 1. Summary of the data sets used in this paper 

      Neural network 
Type Data set Case Feature Class Availability Hidden Epoch 
R Breast-cancer 683 9 2 UCI1 5 20 
R Ionosphere 351 34 2 UCI 10 40 
R Iris 150 4 3 UCI 5 80 
R Satellite 6435 36 6 UCI 15 30 
R Segmentation 2310 19 7 UCI 15 20 
R Sonar 208 60 2 UCI 10 60 
R Phoneme 5404 5 2 ELENA2 5 30 
R Texture 5500 40 11 ELENA 20 40 
A Clouds 5000 2 2 ELENA 5 20 
A Concentric 2500 2 2 ELENA 5 20 

 

Fig. 2. Average test error over all data sets for ensembles incorporating from one to 30 neural 
networks 

In order to select the appropriate size of an ensemble, preliminary experiments with 
conventional fusion methods: majority voting (MAJ), minimum (MIN), maximum 
(MAX), average (AVG), and DT were performed using up to 30 NNs. As shown in 

                                                           
1 http://mlearn.ics.uci.edu/MLRepository.html 
2 http://www.dice.ucl.ac.be/mlg/?page=Elena 
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Fig. 2, there is no significant error reduction over 25 classifiers. Therefore, ensemble 
size of 25 was chosen for the remaining experiments. 

4.1   Parameter Setting of the k-Nearest Localized Templates 

Two major parameters of the proposed method, C (the number of clusters per class) 
and k (the number of referring templates), were selected based on the characteristics 
of given data. The data sets used in our studies were partitioned into two groups 
according to IC and IS as depicted in Fig. 3. One group had small values of IC and IS 
(Ionosphere, Sonar, Phoneme, Clouds, and Concentric), while the other group had 
large values of IC and IS (Satellite, Texture, Segmentation, Breast-cancer, and Iris). In 
this paper, we chose Ionosphere and Satellite as the representative data sets of the two 
groups, and performed two series of experiments on them to select C and generate the 
rules for k (Eq. 11). 

 

Fig. 3. Characteristics of the data sets used in this paper. IC and IS are estimated as Eq. (9) and 
Eq. (10), respectively.  

 

Fig. 4. Accuracies for the two data sets according to C (where k = 1~C) and k (where C = 20) 

First, we investigated the value of C where it had changed from one to 30 while k 
had changed from one to C. Since the accuracies were converged after 20 values of C, 
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we fixed C as 20 and changed k from one to 20 in the second series of experiments. 
As shown in Fig. 4, accuracy was decreased when k was increasing for the 
Ionosphere. In case of Satellite, on the other hand, accuracy was increased when k 
was increasing. Therefore, for the remaining experiments, we simply selected k based 
on Eq. (11) where tIC = 1.5, tIS = 2.0, and C = 20. 

4.2   Classification Results 

We performed the comparison experiments with k-NLT against the conventional 
fusion methods. Table 2 provides the accuracies of 10-fold cross validation 
experiments for all data sets except Ionosphere and Satellite used for the parameter 
selection of the k-NLT. SB indicates the single best classifier among 25 NNs used in 
the ensemble. MuDTs, which combine the outputs of the classifiers using localized 
templates like k-NLT, only refer the class label of the nearest template. Oracle (ORA) 
was used as a comparative method which is assign the correct class label to an input 
sample if at least one individual classifier produces the correct class label of the 
sample. As shown in Table 2, the localized template-based methods (MuDTs and k-
NLT) achieved a high classification performance for the overall data sets. Especially, 
k-NLT showed the best accuracies on more than half of the data sets. 

Table 2. Average test accuracy (%) for each data set. Marked in boldface are the best 
accuracies in each column 

Dataset 
Breast-
cancer 

Iris 
Segmentat
ion 

Sonar Phoneme Texture Clouds Concentric 

SB 97.5 ±1.8 97.3 ±4.7 94.2 ±1.9 85.5 ±6.4 80.4 ±2.0 99.6 ±0.2 79.9 ±3.6 96.2 ±2.7 

MAJ 96.9 ±1.6  96.7  ±4.7  94.1  ±1.9  85.5 ±6.4  80.2 ±1.5  99.7 ±0.2  79.5 ±2.5  97.7  ±1.2  
MIN 97.1 ±1.6  96.7  ±4.7  93.6  ±2.2  81.0 ±8.4  80.3 ±1.6  99.6 ±0.2  79.3 ±2.5  97.6  ±1.2  
MAX 97.1 ±1.7  96.0  ±4.7  94.4  ±1.9  82.5 ±9.2  80.3 ±1.6  99.6 ±0.3  79.3 ±2.5  97.6  ±1.2  
AVG 97.1 ±1.8  97.3  ±4.7  94.5  ±1.7  86.0 ±6.6  80.3 ±1.4  99.7 ±0.2  79.4 ±2.5  97.8  ±0.8  
BKS 95.9 ±2.1  93.3  ±8.3  87.7  ±2.8  72.5 ±14.  79.8 ±1.6  97.8 ±0.7  78.6 ±2.4  92.6  ±2.5  
DT 97.2 ±1.8  97.3  ±4.7  94.5  ±1.7  85.5 ±6.4  80.4 ±1.5  99.7 ±0.2  79.6 ±2.5  98.0  ±0.8  
MuDTs 95.4 ±2.1  95.3  ±5.5  96.2  ±1.4  84.0 ±7.8  80.7 ±1.8  99.6 ±0.2  81.9 ±1.7  98.8  ±0.6  
k-NLT 97.2 ±1.8  96.7  ±4.7  94.6  ±1.5  84.0 ±7.8  80.7 ±1.8  99.7 ±0.2  81.9 ±1.7  98.8  ±0.7  

ORA 98.7 ±1.8  98.7  ±2.8  98.8  ±0.5  98.0 ±3.5  93.1 ±1.2  99.9 ±0.1  84.7 ±3.7  100  ±0.0  

Fig. 5 shows the average test errors and averaged standard deviations over all data 
sets. The standard deviation can be interpreted as the stability measure of algorithm. 
BKS showed the worst performance while k-NLT yielded the highest accuracy with 
stable performance among the compared methods. The paired t-tests between k-NLT 
and comparable methods, AVG, DT, and MuDTs which produced relatively high 
accuracies, were conducted and revealed that the differences were statistically 
significant (p<0.02, p<0.002, and p<0.007 respectively). 

In order to compare the relative performance of each method with respect to the 
others, we calculate a rank score. For each data set, each method was assigned a rank 
with respect to its place among the others. The highest possible score which assigned 
to the best model was nine, and the lowest was one. The ranks for each method were 
then summed to give a measure of the overall dominance among the methods. As 
shown in Fig. 6, k-NLT achieved highest score among the others. 
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Fig. 5. Average test errors and standard deviations over all data sets used in this paper 

 

Fig. 6. The sum of rank scores for all data sets. The higher the score, the better the fusion 
method. 

5   Conclusions 

In this paper, we proposed k-nearest localized templates (k-NLT) for combining 
multiple classifiers. First, decision profiles (the outputs of classifiers) of training set 
were clustered for each class. Second, localized templates were estimated by 
averaging decision profiles of each cluster. The templates were then matched to the 
decision profile of a test sample by a similarity measure. Finally, the sample was 
assigned to the class which was most frequently represented among the k most similar 
templates. Here, the appropriate value of k was selected according to the intra-class 
compactness and the inter-class separation of a given data set. Experimental results on 
ten real and artificial data sets showed that the proposed method performed better than 
conventional fusion methods. The advantage of k-NLT can be proved with theoretical 
backgrounds about the subclass-based model and the k-nearest neighbor approach. In 
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near future, further experiments on additional data sets shall be conducted to analyze 
the parameters of k-NLT. 
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Abstract. The article presents two practical ways of using the automated color 
image segmentation in the medical field: for content-based region query and for 
tracking the time evolution of the disease in patients following a certain 
treatment. A known technique was used for automated color medical image 
segmentation – the color set back-projection algorithm. Our previous work in 
extraction of color regions from a database of nature images using the same 
algorithm showed promising results. The images are transformed from RGB to 
HSV color space, quantized at 166 colors and processed by the color set back-
projection algorithm that allows the color region detection. The algorithm is 
studied from two points of view: complexity and the retrieval quality. The 
experiments that were made on a database with color endoscopy images from 
digestive tract have shown satisfying results for both applications that are 
important in practical medical use and medical teaching. 

Keywords: image processing, content-based region query, color set back-
projection algorithm, HSV color space, color regions. 

1   Introduction 

Because digital images are produced and used in many domains, the process of 
retrieving visual information has become an area of intense research during the last 
years. The initial text-based methods used for finding similar images have been 
augmented by query-by-example methods that need only to establish a query image 
without any other helping information. This methodology takes into consideration 
both coarse granularity and fine granularity preprocessing of the image data. If in the 
first case, the image is considered as a whole, in the second case the image is 
processed and the relevant regions are extracted and used for query [10]. In this paper, 
a fine granularity approach to image indexing and retrieval is adopted. 

Medicine is one of the domains where a large quantity of gray-scale or color 
images, produced by medical devices for establishing a more correct diagnosis, is 
accumulated. In the medical departments, thousands of images are collected including 
color endoscopy images, such as the ones used in this paper. In these digestive tract 
images, the abnormal aspect of the color and texture of the tissue is relevant in 
indicating a great number of diseases. A series of studies have been made and were 
created applications that permit medical image processing and the complex query 
taking into consideration many criteria and characteristics [2], [3], [4], [5] and also 
automatic image segmentation [9], [10], [11]. 
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The applications presented in this paper use a database that is populated by color 
images captured by an endoscope from a number of patients with stomach diseases. 
The color set back-projection algorithm is applied on each image for detecting the 
color regions. The region(s) that represents the sick zone are marked as relevant. The 
color, the minimum bounding rectangle and the number of pixels that roughly 
indicates the dimension of the sick region, are stored in the database. 

The automated medical color image segmentation has two important uses: 

1. in content-based region query  
2. during the time evolution of the disease in patients following a certain treatment. 

In content-based region query on medical images collections, the specialist chooses 
one or more of the detected regions for querying the database, with the purpose to 
retrieve images which are similar by color, texture or both; this can be useful for 
clarifying some uncertain diagnosis, for seeing the evolution and the treatment in 
patients with the same diagnosis or in medical teaching.  

Concerning the second original use, by applying a certain drugs treatment to some 
patients, at certain time intervals that are strictly specified by the physician, the 
images are again collected by the endoscope from the same patients while the same 
algorithm is performed for detecting the color regions. The relevant region(s) that 
represents the sick tissue is marked. The comparison between the new and old regions 
detected as relevant for the same patient, taking into consideration the number of 
pixels, can help the physician to establish in what percentage the sick region is 
reduced because of the administrated drugs. This approach may lead to a more rapid 
and correct estimation of the percentage in which the medication has a good effect in 
the ulcer diagnosis. Based on the information stored in the database for each patient of 
the studied lot of sick persons, the statistics about treatment’s efficiency can be 
generated. This may be of help for the patients, specialists, and drugs producers that 
may intend to test a new medical product. 

Motivating factors for our work include: 

• There are relatively few published studies for medical color images of the digestive 
tract. 

• Our previous work in extraction of color regions from a database of nature images 
showed promising results.  

• We expect the method to provide a useful, valuable capability for clarifying an 
uncertain diagnosis or observing the evolution of disease, or observing the 
regression of disease as a result of treatment; another use is medical teaching, to 
find additional examples of a particular visual phenomenon.  

The paper is structured as follows: section 2 presents the algorithm used for 
detecting color regions from medical images. Section 3 presents the experiments 
made and the results obtained during the content-based region query process, and 
section 4 shows the results obtained in the process of time observation of the 
disease in patients that follow a certain treatment. Section 5 contains the 
conclusions. 
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2   The Color Set Back-Projection Algorithm 

For detecting the color regions, it was chosen the color set back-projection algorithm, 
introduced initially by Swain and Ballard and then developed in the research projects 
at Columbia University [6]. This technique provides the automated extraction of 
regions and the representation of their color content. The extraction system for color 
regions has four steps [6]: 

1. the image transformation, quantization and filtering (the transformation from the 
RGB color space to HSV color space and the quantization of the HSV color 
space at 166 colors) 

2. back-projection of binary color sets 
3. the labeling of regions 
4. the extraction of the region features 

The algorithm reduces the insignificant color information and makes evident the 
significant color regions, followed by the generation, automatically, of the regions for 
a single color, for two colors, for three colors. 

To conclude with, the second step of the color set back-projection algorithm is the 
following [6]: 

1.   Detection of single color regions 
1.1 Making the image histogram, H[m], all the values m'=m for which H[m]≥p0 are 

detected. 
1.2 For each m' the color set c having the property c[k]=1 for k=m and c[k]=0 in 

other cases is found. On the image R[m,n] the back-projection algorithm for each 
color set c is applied and the color regions are found. For each region n the local 
histogram Ln[m] is stored. 

1.3 The residue histogram Hr[m]=H[m]- ∑n Ln[m] is computed. 
2.   Detection of two colors regions, detection of three colors regions... 
For each detected regions the color set that generated it, the area and the 

localization are stored. The region localization is given by the minimal bounding 
rectangle (MBR). The number of color pixels represents the region area. 

For the implementation of the color set back-projection algorithm, the initial image 
is transformed in HSV format and quantized. At the end of this process, the color set 
of the image is obtained [6]. On the matrix that memorizes only the quantized colors 
from 0 to 165 it is applied a 5x5 median filter, which has the role of eliminating the 
isolated points. Having the HSV quantized matrix it is possible to begin the process of 
regions extraction presented above. It may be observed that this process is in fact a 
depth – first traversal, described in pseudo-code in the following way [1], [12]: 

FindRegions (Image I, colorset C) is: 
InitStack(S) 
Visited = ∅ 
for *each node P in the I do 
     if *color of P is in C then 
         PUSH(P) 
         Visited ← Visited ∪ {P} 
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         while not Empty(S) do 
               CrtPoint ← POP() 
               Visited ← Visited ∪ {CrtPoint} 
               For *each unvisited neighbor S of   
               CrtPoint do 
                     if *color of S is in C then 
                           Visited ← Visited ∪ {S} 
                           PUSH(S) 
                    end if 
               end for 
          end while 
          * Output detected region 
     end if 
 end for 

The total running time of a call of the procedure FindRegions (Image I, colorset C) 
is O(m2*n2), where “m” is the width and “n” is the height of image. 

Proof: 
Recall that the number of pixels of the image is m*n, where “m” is the width and 

“n” is the height of the image. As it is observed next the first loop FOR of the 
algorithm is executed once at most for each pixel P in the image. Hence, the total time 
spent in this loop is O(n*m). The WHILE loop processes the stack S for each pixel 
that has the same color of its neighbor. The inner loop FOR processes the pixels of 
unvisited neighbor. So, the total time spent in these loops is O(m*n), because all 
pixels of the image are processed once at most. From previous statements it is inferred 
that the total running time of this procedure is O(m2*n2). 

3   Content-Based Region Query - Experiments and Results 

In content-based region query, the user selects one or several query regions, trying to 
find in the database the images containing similar regions from the point of view of 
color, size or spatial extent.  

Taking into account that the color information of each region is stored as a color 
binary set, the color similitude between two regions may be computed with the 
quadratic distance between color sets [6]. 

Other two important distances are taken into consideration: the distance in area 
between two regions and the distance in MBR width (w) and height (h) between two 
regions q and t [6]. The single region distance is given by the weighted sum of the 

color feature f
tqd , , area a

tqd ,  and spatial extent s
tqd ,  distances. The user may also 

assign a relative weight α to each attribute. For example, the user may weigh the size 
parameter more heavily than feature value and location in the query. The overall 
single region query distance between regions q and t is given by [6]: 

f
tqf

s
tqs

a
tqatot dddD ,,, ⋅+⋅+⋅= ααα . (1) 
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Figure 1 shows an image representing gastric cancer diagnosis. The sick part in the 
image is the prominent oval zone presenting bleedings. The color regions detected by 
the color set back-projection algorithm are presented in figure 2. From the medical 
point of view the region 5 and 6 are important. 

 

Fig. 1. An image representing gastric cancer diagnosis 

      
             Region 1            Region 2             Region 3 

     
             Region 4            Region 5              Region 6 

Fig. 2. Color regions detected by the algorithm 

The results of the query based on two regions, the Region 5 and 6, are presented in 
figure 3.  

         
       (relevant)              (relevant)            (relevant)             (relevant)            (relevant) 

Fig. 3. The results of the content-based query based on the regions Region 5 and Region 6 

The query finds 5 relevant images in the first 5 returned images. 
The quality of the content-based region query process was tested in the following 

conditions: 

• in the database there are 960 images representing: polyps, colitis, ulcer, ulcerous 
tumor and esophagitis 

• for each image the color regions are detected using the color set back-projection 
algorithm 

• the information about regions (color, area, MBR, position) is stored in the database 
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• content-based region queries were made on one or many color regions significant 
from the medical point of view. For each query, the images from the databases 
were inspected and relevance was assigned to them (1 – relevant, 0 – irrelevant). 

In table 1, there are presented some of the results of the queries made. For each 
experiment the following information is given: the number of query regions, the 
weights for the distances (color, area and MBR) and the number of relevant images 
found in the first five retrieved images. 

Table 1. The experimental results 

Nr. of Query Reg. Color Area MBR Nr. of relevant images 
1 100 0 0 4 
1 100 0 0 4 
1 100 100 0 3 
1 100 100 100 2 
2 100 0 0 4 
2 100 100 0 3 
2 100 1000 100 2 

4   Tracking the Time Evolution of the Disease - Experiments and 
Results 

In order to evaluate the efficiency of the color set back-projection algorithm in 
tracking the time evolution of the disease, it was tested on a gastroenterologic 
imagistic database at Filantropia University Hospital of Craiova. A double blind, 
double dummy, placebo controlled study was performed in order to evaluate the 
efficacy and safety of a new proton pump inhibitor in the treatment of peptic ulcer. 
Two hundred and two patients were included and allocated in two groups: a placebo 
group (102) and a treatment group (100). One endoscopic image was taken at 
inclusion for each patient, in order to evaluate the cicatrisation process under 
treatment. During the 6 weeks of follow-up, another endoscopic image of the ulcer 
was taken after the first 3 weeks and another one at the end of the treatment (6 
weeks). Both images were stored in the database.  

The endpoint of the study was to estimate the percentage of patients in which the 
ulcer size diminished with more than 50% after three weeks of treatment and with 
more than 80% at the end of the treatment. A randomization number was allocated to 
each patient. Each image stored at randomization was labeled XXXT0, in which XXX 
was the randomization number and T0 designed the initial aspect of the ulcer, before 
treatment. Using the same algorithm, the image stored at the second visit (three weeks 
of treatment) was labeled XXXT1 and XXXT2 at the end of the treatment. Only the 
endoscopist made the initial evaluation, i.e. the diagnosis of peptic ulcer at T0. In 
order to evaluate the colour set back-projection algorithm, at the following visits both 
the endoscopist and the computer performed the search in the database, and an 
independent expert validated the results. The validated results were quantified as 
„Identified” or ”Non-Identified” both for the observational-based method and the 
computer-based one and included in statistics. The duration of the retrieval process 
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was also taken into account and included in the statistics. In figure 4 are presented the 
important regions detected by the algorithm at the moment T0 and T1 for the selected 
image. At the moment T1, after a period of treatment the area of the region is smaller.  

The percentage of correct diagnosis attended by using the classic observational 
method is compared with the results obtained with the computer-based one in terms of 
reliability and reproducibility of this method. Thus it is evaluated the advantage of 
using a computer-based retrieval system in terms of reducing the time spent on such 
an operation. For this purpose a statistical computation was used, performing the non-
parametric two-sample Wilcoxon test for independent data and the analysis of 
variance. 

 

 

                       

 

 

Fig. 4. Image with relevant color regions at the moment T0 and T1 

In all, both the observer and the computer software correctly identified the healing 
staging at T1 (three weeks visit) in 170 patients, i.e. 84.15% while the attended 
statistical value was 168 patients, and in 158 patients at T2 (end-of-treatment visit) i.e. 
78.21% while the attended statistical value was 155. At T1, the human observer 
correctly staged the ulcer in 188 patients (93.07%), missing 14, while the computer 
software staged correctly 181 (89.60%) missing 21. At the last visit (T2) the human 
observer staged correctly 186 patients (92.07%) missing 16 and the computer 
provided a good staging in 169 (83.66%) missing 33.  

There were slight differences between human observer and computer system in the 
appreciating the healing staging in the way that the endoscopist missed the correct 
staging in certain cases and the software in others, but in all the inter-observer 
agreement was 84.15% at T1 and 78.21% at T2 as seen in table 2.  

Table 2. Evaluation of inter-observer agreement in human- and computer-based query in the 
database 

Patients: 
202 

Correctly 
staged 

Missed by both 
computer and 
observer 

Missed by 
computer but not 
the observer 

Missed by 
observer but not 
the computer 

 Nr % Nr % Nr % Nr % 
T1 HO 188 93.0 3 1.48 11 5.44 8 3.96 
 CS 181 89.6 3 1.48 15 7.42 18 8.91 
 Both 170 84.1 3 1.48 18 8.91 11 5.44 
T2 HO 186 92.0 5 2.47 11 5.44 6 2.97 
 CS 169 83.6 5 2.47 23 11.38 28 13.86 
 Both 158 78.2 5 2.47 28 13.86 11 5.44 

Relevant area= 367  Relevant area= 295 
Color = 162              Color = 162 
MBR=(40,25)         MBR=(35,25) 
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Despite this, no significant statistical difference between human observer and 
computer system was noticed by using the Chi-square test and the Wilcoxon 
nonparametric test, arguing for a good liability of the method (table 3). 

Table 3. Statistic analysis of differences between human- and computer-based querying in the 
database 

 Observer-based evaluation of 
staging vs. computer-based 
evaluation at T1 (3 weeks) 

Observer-based evaluation of 
staging vs. computer-based 
evaluation at T2 (end-of-treatment) 

N 202 202 
Missing 0 0 
DOL 1 1 
Chi2 1.966 2.828 
p (Chi2) 0.1609 0.0927 
G-square 1.589 2.396 
p (G-square) 0.2075 0.1217 
Contigence 0.098 0.117 
Phi 0.099 0.118 
corrected Chi2  0.899 1.767 
corrected p 0.341 0.1838 
Fisher’s exact test 0.1661 0.1482 
Mann-Whitney U 19695.00 18685.00 
U' 21109.00 22119.00 
Wilcoxon T 40198.00 39188.00 
Significance level 
for one-sided test 

11.11% 0.52% 

Significance level 
for two-sided test 

22.22% 1.03% 

Table 4.  Descriptive statistics of time spent by human observer and computer software to 
retrieve and evaluate a patient’s record 

Time for retrieval
(seconds) 

Human observer, 
visit T1 

Computer 
software, 
T1 

Human 
observer, visit 
T2 

Computer 
software, 
T2 

N 202 202 202 202 
Mean 37.520 22.149 37.807 18.881 
Std. Deviation 16.962 8.878 14.499 9.914 
Std. Error 1.193 0.625 1.020 0.698 
Min. 9.000 5.000 6.000 7.000 
Max 76.000 50.000 76.000 54.000 
Missing 0 0 0 0 

The speed of the retrieval process was also tested, comparing the time spent by the 
observer and the computer to find each patient’s record in the database. This process 
was electronically measured and stored in the computer for statistics. The result is that 
the software has a significantly higher speed than human observer with no significant 
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decrease of the retrieval quality. In average, at T1 visit, the observer spent 37.52 
seconds for each patient to find and evaluate the record, while the computer needed 
only 22.14. At visit T2 the human used 37.80 seconds to retrieve and evaluate the 
record, and the computer only 18.88 seconds (table 4). These differences had 
statistical significance as showed the t and Z test with a 95% confidence interval 
(table 5). 

Table 5. Evaluation of statistical significance of differences observed in terms of retrieval 
speed between human observer and computer software  

Timing comparisons: 
human observer vs. 
computer software 

Mean 
difference 

DOL t p 
95% 
inf. 

95%sup 

T1 15.371 201 11.937 <0.0001 12.832 17.910 
T2 18.926 201 15.094 <0.0001 16.453 21.398 

5   Conclusions 

This article presents the experimental results obtained in two medical applications 
based on automated image segmentation realized with the help of the color set back-
projection algorithm. Our goal was to evaluate this algorithm for detection of diseased 
tissue regions, since in previous work we had observed satisfactory results for region 
detection in nature images. We hypothesized that the endoscopic abnormalities are 
detectable in these images by color change.  

In the first application we used these regions to query our database by image 
content, and inspected the retrieved images for similarity to the query image. We 
obtained an average of 3 relevant images in the first 5 returned by the system, when 
we used color and area as search parameters. The results obtained are promising, but a 
larger and more extensive investigation is required to properly evaluate this method 
for practical medical use. A more careful evaluation is needed in order to establish 
correctly the algorithms quality and the usefulness of the application in clinical 
environment. Currently, our software tool for automatic image segmentation on color 
and content-based region query is used in medical teaching.  

Concerning the second original application, endoscopic measurement of lesions is 
of great importance in the design and performance of clinical trials, as, in this case of 
peptic ulcer disease. Although endoscopes are constructed with wide-angle lenses that 
significantly distort the image by creating a relative compression of points in its 
periphery, the presented computerized method showed a remarkable capacity to 
retrieve similar images in a quite large database giving an acceptable reproducibility 
for independent evaluations. Some authors [7] have already developed a computer 
program to correct the distortion of the wide-angle lens, which permits reducing 
errors to 1.8% +/- 2.2% (p < 0.05). On the other hand, evaluations of ulcer healing by 
measuring video-endoscopy images as a dynamic process could not be realized up to 
now. The documentation of the dynamic healing process shattered either on the 
patient's compliance or on the inconstancy of the image cut due to wobbling [8]. In 
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this work, instead of presenting a continuous film, instant takes of ulcer healing were 
processed. The inter-observer disagreement between human observer and the 
computer software was significantly low and the speed of the computerized method 
was higher, proving benefits in terms of time and cost efficiency. In the future, the 
computerized method will be developed in order to increase the capability of the 
system to recognize more complex lesions than ulcers and to diminish the percentage 
of errors. 
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Abstract. Many intermediate program representations are used by
compilers and other software development tools. In this paper, we pro-
pose a novel representation technique that, unlike those commonly used
by compilers, has been explicitly designed for facilitating program ele-
ment matching, a task at the heart of many software mining problems.

1 Introduction

Program element matching is a common problem that must be addressed in
many software mining applications. It is required for maintaining several ver-
sions of the same program (a.k.a. multi-version program analysis [1]), merging,
regression testing automation, understanding the evolution of software code and
the nature of software changes [2], detecting duplicated code (or near duplicates)
for refactoring (or even bug fixing), and also for concept analysis [3], reverse en-
gineering, and re-engineering.

Quite often, matching is approximated by comparing the textual similarity of
program elements, at their source code level [4] [5]. As an alternative approach,
some techniques match elements at their syntactic level [6] [7] [8] [9] [10] [11]. This
enables them to detect some simple transformations that might go unnoticed at
the source code level.

Even though no automatic tool can be perfectly accurate in determining the
semantic equivalence of two programs (because of the inherent undecidability
of the semantic program equivalence problem), this paper introduces a novel
hierarchical program representation that can be useful for matching program
elements in situations where existing techniques fall short.

2 Beyond Syntax Trees

A program textual description (i.e. its source code), or its equivalent syntactic
representations (e.g. syntax trees and control flow graphs), describes the pro-
cesses that the program has been designed to perform, at least in imperative
programming languages. Substituting a state description for a process descrip-
tion, however, can help simplify its description, provided that we find the right
representation for the program structure.
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The program dependence graph (PDG) [12], for instance, is an intermediate
program representation that makes explicit both data and control dependences.
Control dependences are derived from the control flow graph and represent the
essential control flow relationships in a program. Data dependences (hazards in
the hardware jargon) refer to situations where instructions use data involved in
the execution of preceding instructions. True data dependences, also known as
RAW (read-after-write) hazards, refer to situations where a statement needs, as
an operand, the result computed by a preceding statement. Dependence analysis,
thus, is used to discover execution-order constraints in a software program. These
constraints help determine if it is safe or not to reorder or parallelize statements,
hence their importance in optimizing compilers [13] [14].

Program dependence graphs have also been used for program element match-
ing. Unfortunately, the proposed algorithms are not directly applicable to cur-
rent programming languages: they work only on limited languages without global
variables, pointers, arrays, or procedures [1]; or they are just too inefficient to
be of practical use.

– Horwitz [15] determines which program elements have changed by comparing
two versions of a program. She builds a program representation graph (PRG)
that combines features of program dependence graphs (PDG) and static sin-
gle assignment forms (SSA). Then, program elements are partitioned into
sets of equivalent behavior using an efficient graph partitioning algorithm.
The proposed technique is able to flag semantic changes that might go un-
noticed if we used a text-based program comparator (e.g. direct or indirect
uses of changed variable values), but only in a limited language with scalar
variables, assignment statements, structured control statements, and output
statements.

– Krinke’s approach [16] identifies similar code in programs by finding maximal
isomorphic subgraphs in program dependence graphs. His algorithm detects
subgraphs with identical k-length paths in attributed directed graphs. Un-
fortunately, high amounts of duplicated code cause exploding running times
since testing graph isomorphism is NP-complete. Moreover, large duplicated
code sections cause many overlapping duplicates to be reported. This is a
common problem with many existing techniques that have grown out of
work on compiler optimization, which requires semantic-preserving transfor-
mations (i.e. they always err on the side of flagging spurious differences and
never miss a real difference).

– Jackson and Ladd’s semantic diff [17] takes two versions of a procedure and
generates a report summarizing the differences between them in terms of
the observable input-output behavior of the procedure. Unlike the afore-
mentioned approach, this tool does not check for dependence graph isomor-
phism. It also sacrifices soundness in the presence of aliasing and pointers.
Common semantic-preserving transformations will be correctly interpreted
as such (e.g. local variable renaming, using temporary variables for common
subexpressions...), but some real differences will be missed (e.g. off-by-one
errors). Surprisingly, the lack of alias analysis in this tool turned out not
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to be a serious problem in the reported experiments since “aliases occur
relatively infrequently” (sic) in practice.

– Dex (Difference Extractor) [2] does not use PDGs but abstract semantic
graphs (ASGs) in order to compare different versions of a C program. ASGs
are no more than standard abstract syntax trees with additional edges indi-
cating type information. As a matter of fact, Dex works on ordered, rooted
trees it extracts from the ASGs. Since Dex matches trees, and not graphs,
it has a polynomial worst-case time complexity (it avoids working on arbi-
trary graphs, which would lead to NP complexity). Dex has been used for
the analysis of bug fixes, but it should be extended to detect changes that
involve dependences between non-contiguous program elements.

By taking dependences into account, three of the aforementioned techniques
consider not only the syntactic structure of programs, but also the data flow
within them. This makes them robust with respect to the relative ordering of
the independent statements in a program, a feature they share with the novel
program representation we now introduce.

3 Program Dependence Higraphs

In Nature, complexity frequently takes the form of hierarchic systems – the
complex system being composed of subsystems that in turn have their own
subsystems –, maybe because hierarchic systems can evolve far more quickly
than non-hierarchic systems of comparable size [18]. Hierarchies also appear in
human problem solving and, as we are all familiar with, in Software Engineering
(a domain with no obvious connections with natural evolution).

In the form of trees, hierarchies provide relatively simple descriptions for com-
plex systems when they are decomposable (or near decomposable). The novel
representation model we propose, the program dependence higraph or PDH for
short, lends itself to the hierarchical interpretation of any software system.

Figure 1 includes a simple code snippet whose dependence higraph is also
shown. We will use this example to illustrate the construction of dependence
higraphs. But before we formally present them, we must introduce some prelim-
inary definitions.

3.1 Reduced Blocks

As in any dependence-based representation model, we first perform some pre-
liminary control-flow analysis. However, instead of partitioning the intermediate
code into basic blocks (i.e. maximal sequences of consecutive instructions), as
any self-respecting compiler back end would do, we use reduced blocks, which are
defined as follows:

A reduced block is a minimal, stand-alone, consecutive sequence of instruc-
tions whose execution (a) has an observable effect in the program state, or (b)
may affect the program control flow.
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public int TestNestedFor (int n) {

  int sum = 0;

  for (int i=0; i<n; i++)

     for (int j=0; j<n; j++)

          sum += i*j;

  return sum;
}

1

2 8

9

3 6

7

4

5

ji

sum =  0

sum
= 

f(sum,i,j)

Fig. 1. Simple code snippet (left) and its corresponding dependence higraph (right)

The first case corresponds to sequences of instructions used to evaluate expres-
sions whose results are stored into program variables (including local variables
and globally accessible data). This case also applies to procedure calls with vis-
ible side effects.

The second case matches those code fragments that appear at the end of basic
blocks and determine control flow. Therefore, every basic block will contain, at
least, one reduced block (but may contain many of them).

If we view a basic block as a directed acyclic graph (DAG), where common
subexpressions are shared among different expressions, then a reduced block is
obtained from each tree derived from the DAG representation of the basic block
(i.e. we explicitly introduce redundant expressions). This unusual transforma-
tion, from the compiler point of view, is intended to convert reduced blocks into
small independent black boxes. In some sense, this is similar to the input-output
dependence tracking found in semantic diff [17]).

In the example shown in Figure 1, we can identify nine reduced blocks. The
numbers annotating the source code in Figure 1 mark these blocks. A control
flow graph can then be derived from the set of reduced blocks. Figure 2(left)
represents the control flow graph derived from our code snippet. It should be
noted that, for instance, reduced blocks 4 and 5 would have been merged into a
single node if we had used basic blocks instead of reduced blocks for our control-
flow analysis.

3.2 The Dominance DAG

Once we have analyzed the program control flow, we must perform some data-
flow analysis before we can construct the dependence higraph.

For each reduced block Bi, we define def(Bi) as the set of variables whose
values might be modified by the execution of Bi (this includes any variable
within the current program element scope: local variables, globally-accessible
data, procedure parameters, and function return values). Similarly, we define
use(Bi) as the set of variables whose values might be used during the execution
of Bi.
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Fig. 2. The control flow graph (left) and the resulting dominance DAG (right) derived
from the code snippet in Figure 1

We say that there is a def-use chain from Bi to Bj if a variable v defined by
Bi is used by Bj (i.e. def(Bi) ∩ use(Bj) �= ∅) and there exists a path from Bi

to Bj in the control flow graph where the value of v is not changed by any node
in the path preceding Bj .

Now, we can define a strong dominance relationship as follows: A block
Bi strongly dominates a block Bj if, and only if, there is at least one def-use
chain from Bi to Bj and every path in the control flow graph from the entry
node to Bj includes Bi

The dominance relationship computation can be expressed as a data-flow
problem and solved using standard data-flow analysis techniques [19]. As an
antisymmetric relationship defined among the reduced blocks in a program, it
defines a directed acyclic graph that will serve as the basis for the construction
of the program dependence higraph.

Figure 2(right) shows the dominance DAG corresponding to the code snippet
in Figure 1. It should be noted that, unlike dominator trees [19], which are
exclusively defined in terms of the control flow graph, dominance DAGs also
incorporate data-flow information. This important difference explains why the
strong dominance relationship yields directed acyclic graphs and not just trees.

3.3 Dependence Higraph Definition

Higraphs, as a general kind of diagram, are useful for displaying topological
structures [20]. They have applications in databases, knowledge representation,
and the behavioral specification of complex concurrent systems (e.g. Harel’s
statecharts and their descendants, including UML state machine diagrams).

A higraph is a graph whose nodes may contain higraphs within them. Given
a higraph node n, the children of n are the nodes in the graph directly within n.

In order to define the program dependence higraph, we extend the strong dom-
inance relationship we defined in the previous section in terms of blocks. Given
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two children of a node in the higraph, ni and nj , we will say that ni strongly
dominates nj if two reduced blocks Bi and Bj exist so that Bi is contained
within ni, Bj is contained within nj, and Bi strongly dominates Bj .

A program dependence higraph (PDH), if we ignore the control and data
dependences among the reduced blocks in the program, can then be defined as
a tree with two kinds of nodes: P-nodes and S-nodes.

– P-nodes have children that are not related by the strong dominance re-
lationship. In a very limited sense, the nodes within a P-node might be
parallelized.

– On the other hand, S-nodes’ children are sequentially connected by the
strong dominance relationship. In other words, if an S-node contains children
n1, n2... nk, then ni strongly dominates ni+1 for all the S-node children but
nk (i.e. the last node in the S-node does not dominate any other node in the
S-node).

With the program dependence higraph defined as above, the reduced blocks
in the program control flow graph will be, therefore, the leaves in the tree defined
by the S-node and P-node containment hierarchy.

Figure 1 included the program dependence higraph corresponding to the code
snippet shown at its left. The sample program is represented by an S-node whose
second child, which corresponds to the sum value computation, strongly depends
on its first child. This, in turn, is a P-node containing three independent higraphs,
which roughly correspond to the sum value initialization and the counters that
control the execution of the two nested (but independent) loops.

In the next section, we will show how we can obtain such an intuitive higraph
from the program dependence DAG in Figure 2.

3.4 Dependence Higraph Construction

Program higraph construction can be performed by an iterative bottom-up algo-
rithm that traverses the edges in the program dependence DAG. The program
higraph construction algorithm proceeds by merging nodes until there is only
one node left, which will be the root of the resulting higraph.

The traversal of the dependence DAG is done backwards in order to lump
together nodes that share the same set of predecessors in the DAG:

– We create S-nodes containing sequences of nodes (n1, n2... nk) whenever ni

is the only predecessor of ni+1 in the current program dependence DAG and
either (a) ni has no other successors in the current dependence DAG, or (b)
ni+1 has no successors and does not share its set of predecessors with any
other node in the DAG. From an intuitive point of view, S-nodes cluster
sequences that are tightly related by the strong dominance relationship.

– Next, we use a greedy algorithm to discover P-nodes containing sets of nodes
{n1, n2...nk} that share their sets of predecessors and successors in the cur-
rent program dependence DAG. Each of this sets will lead to a new P-node
in the program dependence higraph.
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Fig. 3. Dependence higraph construction (from left to right): (a) initial S-node and
P-nodes; (b) identification of S-nodes; (c) P-node identification

Once we create an S-node or a P-node, we replace the enclosed nodes in
the dependence DAG by the newly-created node (and its corresponding strong
dependences). The process is repeated until the dependence DAG is reduced to
a single node, which will become the root of the program dependence higraph.
Obviously, this root might be either an S-node or a P-node, depending on the
particular situation.

This polynomial-time iterative algorithm eventually terminates because, start-
ing from the finite dependence DAG derived from an imperative program, each
algorithm iteration reduces the number of nodes in the DAG.

It is important to note that the two steps above must be performed in the
specified order (S-nodes before P-nodes) in order to facilitate the semantic in-
terpretation of the resulting higraph.

Let us now return to the code snippet from Figure 1, whose dependence DAG
was shown in Figure 2.

In the first iteration of the PDH construction algorithm, we detect that blocks
4 and 9 can be lumped together into an S-node. Once these blocks are merged
into the S-node 49, we also detect that we can create two new P-nodes, merging
blocks 7 and 8 on the left side, and blocks 5 and 6 on the right side. We can do
this because each pair of blocks share the same set of predecessors in the DAG
(i.e. block 2 for the P-node 78, block 3 for the P-node 56). The resulting DAG
is shown in Figure 3(a).

Now, the newly-created P-blocks 78 and 56 have only one predecessor, have
no successors, and they do not share their sets of predecessors with any other
nodes in the current higraph. Therefore, two new S-nodes are created as shown
in Figure 3(b).

Next, by a backwards traversal of the current DAG, we find that nodes 278,
1, and 356 share their predecessors (the empty set, since none of them has any
predecessor) and they also share their only successor. Hence, we lump them into
a new P-node and our original DAG has been reduced to a simple two node
higraph, as shown in Figure 3(c).
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Therefore, our program dependence higraph consists of an S-node with two
children: an initial P-node and a nested S-node following the initial P-node. The
resulting higraph matches the one we introduced in Figure 1 and the reader can
now check the semantic interpretation we provided when we introduced the idea
of dependence higraphs in the previous section.

4 Dependence Higraph Matching Abilities

The main limitation of text- and syntax-based matching algorithms is that rel-
atively simple modifications can hinder the detection of code duplication. A
matching tool based on dependences is not so easily confused. We can analyze
the potential matching abilities each approach provides by studying some com-
mon change scenarios:

– Verbatim copying (as in copy & paste programming), for which any tech-
nique should properly work.

– Text insertion/deletion (adding or removing source code comments,
changing I/O messages, and other minor formatting modifications) might
reveal some limitations of naive string matching algorithms, although every
clone detector should still handle this kind of changes.

– Renaming (changing the names of program elements: variables; functions,
procedures, or methods; classes, modules, or packages): A clone detector
provided with a string tokenizer can handle such changes.

– Altering assignments and expressions (adding, removing, or changing
variables and expressions in assignment statements): Most clone detectors
would also detect this change scenario.

– Control flow modifications (changing the circumstances the code will
be executed under; e.g. insertion of new conditional statements or changing
existing conditions in conditional expressions): A cleverly-devised text-based
matching algorithm would detect them, although some syntax-based clone
detectors can be misled.

– Replacement (changing expressions and control statements for equivalent
ones, e.g. for → while): Most text-based and some syntax-based matching
algorithms will fail. Dependence-based algorithm will properly work.

– Reordering (changing the order of independent statements while preserv-
ing the program semantics, e.g. exchanging for loops in the example from
Figure 1): In this situation, only dependence-based techniques are reliable.

– Splitting (splitting a procedure or module into several ones, as in the
‘method extraction’ refactoring) and Merging (merging procedure bod-
ies, as in procedure inlining): Only dependence higraphs can be truly use-
ful here, since they can benefit from existing embedded tree mining
algorithms [21].

As Table 1 shows, syntax-based techniques generally improve token-based
matching, even though they might fail to properly match code blocks within new
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Table 1. The potential matching abilities of alternative program representation tech-
niques (� excellent, � partial, � poor)

String Lexical Syntactic Dependence Dependence
matching analysis analysis graphs higraphs

Verbatim copying � � � � �
Text insertion/deletion � � � � �
Renaming � � � � �
Assignment modifications � � � � �
Control flow alteration � � � � �
Replacement � � � � �
Reordering � � � � �
Splitting � � � � �
Merging � � � � �

conditional statements. Dependence-based techniques are robust with respect to
this kind of modifications and they are also better at the detection of equivalent
control structures. Finally, they are not easily confounded by semantic-preserving
statement reordering.

5 Conclusions and Future Work

Text matching tools are usually line-based, so even lexical changes with no syn-
tactic effects might spuriously appear as modifications. Syntactic matching tools
are able to properly detect some code transformations, but they are only able
to show the syntactic scope of the detected change. This could be a severe
drawback if we are interested in understanding the effects of a given change
(as maintainers must do not to introduce new bugs when modifying an existing
code base).

Semantic matching techniques, and the use of dependence graphs in par-
ticular, eliminate this limitation, since the repercussions of a change can be
determined by following dependence edges in the dependence graph. Unfor-
tunately, traditional semantic-based techniques are computationally expensive
(global analysis is often unfeasible in large systems).

Dependence higraphs, however, are amenable to some optimizations due to
their hierarchical structure. S-nodes, due to their sequential structure, can be
matched as ordered, rooted trees to find perfect matches (dynamic programming
can be used for approximate matches). Unordered P-nodes matching can be sped
up with the help of heuristics.

Another interesting (and differentiating) feature of dependence higraphs is
that, due to their hierarchical nature, they are well suited for detecting some
change scenarios beyond the scope of previous techniques (procedure splitting
and merging, for instance). This fact opens up new possibilities in the study of
refactorings, aspect mining, and software modularization in general.
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Abstract. A new approach is proposed for the data-based identifica-
tion of transparent fuzzy rule-based classifiers. It is observed that fuzzy
rule-based classifiers work in a similar manner as kernel function-based
support vector machines (SVMs) since both model the input space by
nonlinearly maps into a feature space where the decision can be eas-
ily made. Accordingly, trained SVM can be used for the construction
of fuzzy rule-based classifiers. However, the transformed SVM does not
automatically result in an interpretable fuzzy model because the SVM
results in a complex rule-base, where the number of rules is approxi-
mately 40-60% of the number of the training data. Hence, reduction of
the SVM-initialized classifier is an essential task. For this purpose, a
three-step reduction algorithm is developed based on the combination of
previously published model reduction techniques. In the first step, the
identification of the SVM is followed by the application of the Reduced
Set method to decrease the number of kernel functions. The reduced
SVM is then transformed into a fuzzy rule-based classifier. The inter-
pretability of a fuzzy model highly depends on the distribution of the
membership functions. Hence, the second reduction step is achieved by
merging similar fuzzy sets based on a similarity measure. Finally, in the
third step, an orthogonal least-squares method is used to reduce the
number of rules and re-estimate the consequent parameters of the fuzzy
rule-based classifier. The proposed approach is applied for the Wiscon-
sin Breast Cancer, Iris and Wine classification problems to compare its
performance to other methods.

Keywords: Classification, Fuzzy classifier, Support Vector Machine,
Model Reduction.

1 Introduction

Fuzzy logic helps to improve the interpretability of knowledge-based classifiers
through its semantics that provide insight in the classifier structure and decision
making process. Application of SVM methods for fuzzy logic is not a completely
new idea. SVMs based on sigmoidal kernels are functionally equivalent to feed-
forward neural networks. When Gaussian kernel functions are applied, the SVM
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can be used to initialize Radial Basis Function (RBF) classifiers [8]. In [9] a sup-
port vector regression model was used to identify a dynamic process by a RBF
network. A restricted class of fuzzy systems is functionally equivalent to RBF
models [11]. These SVM-based approaches can also be applied to identify fuzzy
systems as shown in [10]. However, only a simple example for the approximation
of an univariate function was presented, while interpretability and applicability
issues were not discussed.

An example for the incorporation of fuzzy logic into SVM can be found in [12],
where fuzzy sigmoid functions has been used as a kernel in the SVM framework.
An another interesting example can be found in [13], where the concept of fuzzy
regression has been adopted. Another approach for the fusion of fuzzy and SVM
based modeling techniques us proposed in [14], where fuzzy membership values
are obtained from fuzzy clustering have been applied to form input variables
of the SVM algorithm. The linguistic interpretability of the kernel functions of
SVMs has been already recognized in [15]. It has been showed that the kernel
matrix may be interpreted in terms of linguistic values based on the premises
of if–then rules. A simple real–life application example for SVM based fuzzy
modeling has been presented in [16], where the SVM based fuzzy model is used
for modeling the arc welding process. Though simple SVM models can handle
with a variety of classification tasks, fuzzy support vector machines have been
investigated for a period of time to make classification become more effective
Lin and Wang (2002) first proposed a prototype of fuzzy SVM (FSVM), where
one applies a fuzzy membership function to each input data of SVM. This kind
of fuzzy SVM has been applied in [17] for text categorization.

The main advantage of rule-based fuzzy rule-based classifiers over SVM is
the transparency and the linguistic interpretability. Fuzzy logic, however, does
not guarantee interpretability [1,3]. Hence real effort must be made to keep the
resulting rule-base transparent [2,4,5]. For this purpose, two main approaches
are followed in the literature: (i) selection of a low number of input variables
(features) in order to create a compact classifier [6], and (ii) construction of a
large set of possible rules by using all inputs, and subsequently use this set to
make a useful selection out of these rules [4,7]. In both approaches, further model
reduction can be realized by generalization and/or similarity-based set-reduction
techniques [3,6]. However, if the fuzzy model is obtained from a SVM, the re-
sulted initial fuzzy model is usually not very interpretable. This is because the
SVM results in a complex rule-base where the number of rules is approximately
40-60% of the number of the training data. Therefore, fuzzy models constructed
from SVM are presumably more complex than necessary. This suggests that
a simple transformation of a SVM into a fuzzy model should be followed by
rule-base simplification steps. Hence, to obtain a parsimonious and interpretable
fuzzy rule-based classifier a three-step model reduction algorithm is proposed:

1. Application of the Reduced Set method
The identification of the SVM is followed by the application of the Reduced
Set (RS) method to decrease the number of kernel functions. Originally, this
method has been introduced by [18] to reduce the computational complexity
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of SVMs. The obtained SVM is subsequently transformed into a fuzzy rule-
based classifier.

2. Similarity-based fuzzy set merging
The Gaussian membership functions of the fuzzy rule-based classifier are
derived from the Gaussian kernel functions of the SVM. The interpretabil-
ity of a fuzzy model highly depends on the distribution of the membership
functions. Hence, the next reduction step is achieved by merging fuzzy sets
based on a similarity measure [3].

3. Rule-base simplification by orthogonal transformations
Finally, an orthogonal least-squares method is used to reduce the number of
rules and re-estimate the consequent parameters of the classifier. The appli-
cation of orthogonal transforms for reducing the number of rules has received
much attention in the recent literature [19,20]. These methods evaluate the
output contribution of the rules to obtain the order of importance. The less
important rules are then removed according this ranking to further reduce
the complexity and increase the transparency.

The remainder of this article is organized as follows. Section 2 explains the
structure of the fuzzy rule-based classifier. In Section 3, the reduction of the
classifier is discussed. First, the SVM learning method is reviewed. The other
subsections deal with the similarity-based and orthogonal transform-based model
simplification techniques. In Section 4, the proposed approach is experimentally
evaluated for the two-class Wisconsin Breast Cancer classification problem and
the three-class Iris and Wine classification problems. Finally, the conclusions are
given in Section 5.

2 The Fuzzy Rule-Based Classifier

2.1 The Structure of the Fuzzy Rule-Based Classifier

Fuzzy rule-based models have been successfully applied to many pattern recogni-
tion and classification problems. The classical fuzzy rule-based classifier classifies
an example according to the rule with the greatest degree of association. By us-
ing this reasoning method the information provided by the other rules is lost.
In this paper a new fuzzy rule-based classifier structure is presented for the
classification of Nc labeled classes.

One widely used approach to solve non-fuzzy Nc-class pattern recognition
problems is to consider the general problem as a collection of binary classification
problems. Accordingly, Nc classifiers can be constructed, i.e. one for each class.
The c–th classifier, c = 1, . . . , Nc, separates class c from the Nc −1 other classes.
This one-against-all method results in a hierarchical classifier structure that
allows for a sequential model construction and evaluation procedure. Based on
this, we propose fuzzy rule-based classifier that consists of Nc fuzzy subsystems
with a set of Takagi-Sugeno-type fuzzy rules [21] that describe the c–th class in
the given data set as

Rc
i : If x1 is Ac

i1 and . . . xn is Ac
in then yc

i = δc
i , i = 1, . . . , N c

R , (1)
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where Rc
i is the i–th rule in the c–th fuzzy rule-based classifier and N c

R de-
notes the number of rules. Ac

i1, . . . , A
c
Ni

denote the antecedent fuzzy sets that
define the operating region of the rule in the Ni-dimensional input space; x =
[x1, x2, . . . , xNi ]T . The rule-consequent δc

i , i = 1, . . . , N c
R, is a crisp (non-fuzzy)

number. The and connective is modeled by the product operator allowing for
interaction between the propositions in the antecedent. Hence, the degree of acti-
vation of the i–th rule is calculated as betac

i(x) =
∏Ni

j=1 Ac
ij(xj), i = 1, . . . , N c

R.
The output of the classifier is determined by the following decision function

yc = sgn

⎛

⎝
Nc

R∑

i=1

βc
i (x)δc

i + bc

⎞

⎠ , (2)

where bc is a constant threshold. If yc = +1 then the observation x is part of
class c, otherwise, when yc = −1, then it is not an item in class c.

For simplicity in the notation, the superscript c that denotes the index of the
fuzzy subsystem is neglected in the sequel. It is not necessary there because the
following sections only deal with the identification of the submodels that are
independent from each other.

2.2 Formulation of the Fuzzy Rule-Based Classifier as a Kernel
Machine

Recent years have witnessed a surge of interest in learning methods based on
Mercer kernels, i.e. functions k(xi,xj) which for all data pairs {x1, . . . ,xNd

} ⊂
R

Ni give rise to positive matrices Kij := k(xi,xj), where Nd denotes the number
of data points. Using k instead of a dot product in R

Ni corresponds to mapping
the data into a possibly high-dimensional space F , by a usually nonlinear map
φ : R

Ni → F , and taking the dot product there k(zi,x) = (φ(zi) · φ(x)) [18].
The main principle of kernel-based support vector classifiers is the identifi-

cation of a linear decision boundary in this high-dimensional feature-space.A
link to the fuzzy model structure will now be established. The fuzzy sets are
represented in this paper by Gaussian membership functions

Aij(xj) = exp

(
(xj − zij)

2

2σ2

)
βi(x) = k(zi,x) = exp

(
‖x − zi‖2

2σ2

)
. (3)

The degree of fulfillment βi(x) can be written in a more compact form by using
the Gaussian kernels

This kernel interpretation of fuzzy systems shows that fuzzy models are ef-
fective in solving nonlinear problems because they map the original input space
into a nonlinear feature space by using membership functions similar to the SVM
that utilizes kernel functions for this purpose.

3 Fuzzy Rule-Based Classifier Based SVM

In the previous section, a new type of fuzzy rule-based classifier structure has
been presented that is formed as a set of binary classifiers. We continue with
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the identification of the separate fuzzy rule-based classifiers which means the
determination of the number of rules, the parameters of the membership func-
tions and the rule consequents. The known fuzzy identification methods do not
estimate these parameters simultaneously, but apply heuristic tools like fuzzy
clustering. However, this results in a suboptimal model structure, although it
may also be subject to further optimization [5].

We aimed at a new identification method that quickly, at low computational
costs, results in an optimal classifier that generalizes well. In this section we show
how such fuzzy rule-based classifiers can be identified by means of SVMs. After
a brief review on SVM learning, the model transformation and simplification
techniques are discussed.

In the previous sections it has been shown how a SVM, that is structurally
equivalent to a fuzzy model, can be identified. Unfortunately, this identification
method cannot be used directly for the identification of interpretable fuzzy sys-
tems because the number of the support vectors is usually very large. Typical
values are 40-60% of the number of training data which is in our approach equal
to the number of rules in the fuzzy system. Therefore, there is a need for an
interpretable approximation of the support vector expansion. For this purpose
a step-wise algorithm will be introduced, where the first step is based on the
recently published Reduced Set (RS) method developed for reducing the com-
putational demand of the evaluation of SVMs [18].

3.1 Reduction of the Number of Fuzzy Sets

In the previous section, it has been shown how kernel-based classifiers with a
given number of kernel functions NR, can be obtained. Because the number of
the rules in the transformed fuzzy system is identical to the number of kernels,
it is extremely important to get a moderate number of kernels in order to obtain
a compact fuzzy rule-based classifier.

From (3) it can be seen that the number of fuzzy sets in the identified model
is Ns = NRNi. The interpretability of a fuzzy model highly depends on the
distribution of these membership functions. With the simple use of (3), some of
the membership functions may appear almost undistinguishable. Merging similar
fuzzy sets reduces the number of linguistic terms used in the model and thereby
increases the transparency of the model. This reduction is achieved by a rule-
base simplification method [3,4], based on a similarity measure S(Aij , Akj), i, k =
1, . . . , n and i �= j. If S(Aij , Akj) = 1, then the two membership functions Aij

and Akj are equal. S(Aij , Akj) becomes 0 when the membership functions are
non-overlapping. During the rule-base simplification procedure similar fuzzy sets
are merged when their similarity exceeds a user-defined threshold θ ∈ [0, 1].

The set-similarity measure can be based on the set-theoretic operations of
intersection and union S(Aij , Akj) = |Aij∩Akj |

|Aij∪Akj | , where |.| denotes the cardinal-
ity of a set, and the ∩ and ∪ operators represent the intersection and union,
respectively, or it can be based on the distance of the two fuzzy sets[3]. Here,
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the following expression was used to approximate the similarity between two
Gaussian fuzzy sets [4]

S(Aij , Akj) =
1

1 + d(Aij , Akj)
=

1
1 +

√
(zij − zkj)2 + (σij − σkj)2

. (4)

3.2 Reduction of the Number of Rules by Orthogonal Transforms

By using the previously presented SVM identification and reduction techniques,
the following fuzzy rule-based classifier has been identified

y = sgn

⎛

⎝
NR∑

i=1

Ni∏

j=1

exp

(
(xj − zij)

2

2σ2

)
δi + b

⎞

⎠ . (5)

Because the application of the RS method and the fuzzy set merging procedure
the obtained membership functions only approximate the original feature space
identified by the SVM. Hence, the δ = [δ1, . . . , δNr ]T consequent parameters of
the rules have to be re-identified to minimize the difference between the decision
function of the support vector machine and the fuzzy model (5)

MSE =
Nd∑

j=1

(
Nx∑

i=1

γik(xj ,xi) −
NR∑

i=1

δiβi(xj)

)2

= ‖ys − Bδ‖2 , (6)

where the matrix B = [b1, . . . ,bNR ] ∈ RNd × NR contains the firing strength
of all NR rules for all the inputs xi, where bj = [βj(x1), . . . , βj(xNd

)]T . As the
fuzzy rule-based classifier (5) is linear in the parameters δ, (6) can be solved by a
least-squares method δ = B+ys , where B+ denotes the Moore-Penrose pseudo
inverse of B.

The application of orthogonal transforms for the above mentioned regression
problem (6) for reducing the number of rules has received much attention in
recent literature [19,20]. These methods evaluate the output contribution of the
rules to obtain an importance ordering. For modeling purposes, the Orthogonal
Least Squares (OLS) is the most appropriate tool [19]. The OLS method trans-
forms the columns of B into a set of orthogonal basis vectors in order to inspect
the individual contribution of each rule. To do this, Gram-Schmidt orthogonal-
ization of B = WA is used, where W is an orhogonal matrix WT W = I and
A is an upper triangular matrix with unity diagonal elements. If wi denotes
the i–th column of W and gi is the corresponding element of the OLS solution
vector g = Aδ, the output variance yT

s ys/Nd can be explained by the regressors∑Nr

i=1 giwT
i wi/Nd. Thus, the error reduction ratio, �, due to an individual rule

i can be expressed as �i = g2
i wT

i wi

yT
s ys

. This ratio offers a simple mean for ordering
the rules, and can be easily used to select a subset of rules in a forward-regression
manner. Evaluating only the approximation capabilities of the rules, the OLS
method often assigns high importance to a set of redundant or correlated rules.
To avoid this, in [20] some extension for the OLS method were proposed.
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4 Application Example

In order to examine the performance of the proposed identification method,
firstly it was applied to the Wisconsin Breast Cancer data (WBCD)1, which is a
benchmark problem in the classification and pattern recognition literature. The
data is divided into a training and an evaluation subset that have similar size
and class distributions (We used 342 cases for training and 341 cases for testing
the classifier).

First, the advanced version of C4.5 was applied to obtain an estimate for
the useful features. This method gave 36 misclassification (5.25%) for this prob-
lem. The constructed decision-tree model had 25 nodes and used mainly three
inputs; x1, x2 and x6. Based on this pre-study, only the previous three inputs
were applied to identify the SVM classifier with Nx = 71 support vectors. The
application of this model resulted in 3 and 15 misclassifications on the training
and testing data, respectively. This model has been reduced by the RS method,
by which we tried to reduce the model by a factor of 10, NR = 8. By this
step, the classification performance slightly decreased on the training set to 12
misclassifications, but the validation data showed a slightly better result with
14 misclassifications. Next, the reduced kernel-classifier was transformed into a
fuzzy system. Figure 1 shows the membership functions that were obtained. The
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Fig. 1. Non-distinguishable membership functions obtained after the application of the
RS method (left); Interpretable membership functions of the OLS reduced fuzzy model
(right)

obtained model with eight rules is still not really well interpretable; however,
some of the membership functions appear very similar and can probably be
merged easily without loss in accuracy. The performance of the classifier slightly
increased after this merging step (Table 1). Subsequently, using the OLS method,
the rules were ordered according to there importance. Then, we reduced the
number of rules one-by-one according the OLS ranking, till a major drop in the
performance was observed. To our surprise, only two rules and four member-
ship functions were necessary to have a good classification performance on this

1 The WBCD is available from the University of California, Irvine, URL:
http://www.ics.uci.edu/˜mlearn/
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problem: 14 and 16 misclassification on the learning and validation data, respec-
tively (Table 1). The obtained rules are:

R1: If x1 is Small and x2 is Small and x6 is Small then Class is Benign;
R2: If x1 is High then Class is Malignant;

where x1 is the clump thickness, x2 the uniformity of cell size, and x6 a measure
for bare nuclei.

Table 1. Classification rates and model complexity for classifiers constructed using
the proposed techniques

Method � Miss. Train (Accuracy) � Miss. Test � Rules � Conditions

SVM 3 (99.1%) 15 (95.6%) 71 213

RS method 12 (96.5%) 14 (95.9%) 8 24

Membership merging 11 (96.8%) 13 (96.2%) 8 10

OLS 14 (95.9%) 16 (95.3%) 2 4

The previously presented illustrative example showed the details of how the
application of the model reduction steps effect the model complexity and model
performance. To give more, detailed analysis of the proposed algorithm addi-
tional benchmark datasets were also used. In the following the results of this
analysis are only briefly presented. The IRIS and the Wine datasets are also taken
from the UCI repository. It is interesting to note that these datasets do not de-
fine binary classification problems, hence, there was a need for the integration of
three compact models identified based on the one-class from all strategy. Table 2
concludes these results. In these experiments the same parameterset was used,
that points on that the proposed algorithm is robust, and its parameters can be
tuned easily.

Table 2. Classification rates and model complexity for classifiers constructed using
the proposed technique for the IRIS/WINE datasamples

Method � Miss. Train (Accuracy) � Rules � Conditions

SVM 4 (97%)/5 (97%) 264/117 1056/351

RS method 8 (95%)/7 (96%) 84/63 336/189

Membership merging 12 (92%)/21 (88%) 60/27 240/81

OLS 15 (90%)/12 (93%) 36/27 54/81
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5 Conclusions

It has been shown in a mathematical way that SVMs and fuzzy rule-based classi-
fiers work in a similar manner as both models maps the input space of the classifier
into a feature spacewith the use of either nonlinear kernel ormembership functions.
The main difference between SVMs and fuzzy rule-based classifier systems is that
fuzzy systems have to fulfill two objectives simultaneously, i.e., they must provide a
goodclassificationperformanceandmustalso be linguistically interpretable,which
is not an issue for SVMs. However, as the structure identification of fuzzy systems is
a challenging task, the application of kernel-basedmethods for model initialization
could be advantageous because of the high performance and the good generaliza-
tion properties of these type of models. Accordingly, support vector-based initial-
ization of fuzzy rule-based classifiers is proposed. First, the initial fuzzy model is
derived by means of the SVM learning algorithm. Then the SVM is transformed
into an initial fuzzy model that is subsequently reduced by means of the reduced
set method, similarity-based fuzzy set merging, and orthogonal transform-based
rule-reduction. Because these rule-base simplification steps do not utilize any non-
linear optimization tools, it is computationally cheap and easy to implement.

The application of the proposed approach is shown for the Wisconsin Breast
Cancer classification problem. This classification study showed that a proper
rule structure is obtained by the proposed model identification procedure. The
obtained classifier is very compact but its accuracy is still comparable to the best
results reported in the literature-based on nonlinear optimization tools. Besides,
it might be clear that still real progress can be made in the development of novel
methods for feature selection.

We consider this paper also as a case study for further developments in the di-
rection of a combination–of–tools methodology for modelling and identification,
aiming at models that perform well on multiple criteria, i.e, here different soft-
computing tools, namely support vector machines and fuzzy techniques are com-
bined to achieve a predefined trade-off between performance and transparency.
In this sense, it is expected that the current work is not only useful for the iden-
tification of fuzzy classifiers but also provides insights in the understanding and
analysis of SVM-based classifiers.
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Abstract. As the inaccuracy of current image segmentation methods, it’s 
unavoidable for the objects with discrepant components to be segmented into 
different regions. As a result, good image retrieval performance could not be 
achieved by those region-based image retrieval approaches. Furthermore, the 
complexity of image segmentations is also an unmanageable issue in the scenarios 
with complex backgrounds. Aspired by the wavelet multi-resolution analysis, the 
objects with different scales, orientations, and locations, can be retrieved by their 
invariant features and hierarchical multi-resolution segmentations. For 
simplification, the hierarchical segmentation is conducted to segment one image 
into equal block with different shifts and sizes in one hierarchical way, and those 
blocks can form a complete pitch to the image at different hierarchical levels with 
different shifts and sizes. The smaller the sizes of blocks are, the higher the 
hierarchical levels. Then, the similar metrics of these sub-blocks to query image, 
are evaluated to retrieve those sub-blocks with contents in query images. 
Meanwhile, the location and scale information about query objects can also be 
returned in retrieved images. With geometric invariants, normalized histograms 
and their combinations as invariant features, the hierarchical segmentation-based 
image retrieval scheme are tested by experiments via one image database with 
500 images. The retrieval accuracy with geometric invariants as invariant features 
can achieve 78% for the optimal similar metric threshold, only inferior to that of 
region-based image retrieval schemes, whose retrieval accuracy in our 
experiments is 80% with expectation maximized segmentations. 

Keywords: image retrieval, geometric invariants, normalized histogram, 
hierarchical segmentation. 

1   Introduction 

Early versions of content-Based image retrieval (CBIR) systems [1,2] exploit global 
low-level features such as color, texture and shape as keys to retrieve images. 
However, the interest object may only occupy one small part of querying images, and 
the image retrieval approaches based global features can not achieve the expectation 
                                                           
∗ Work supported by Gansu Natural Science Foundation of China under Grant No. 3ZS051-
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results. Therefore, the schemes based local features of querying images were given in 
recent research works [3-4], i.e., the approaches based regions or objects of interest. So, 
the querying images should be firstly segmented into meaningful semantic objects. 
Although these works have been tried to decompose images into meaningful semantic 
objects, accurate object segmentation is still beyond current computer vision 
technique. Furthermore, the complexity of segmentation also brings bad feasibility to 
those approaches.  

In order to conduct image retrieval with acceptable performance, we propose an 
effective retrieval scheme, which uses hierarchical multi-resolution segmentations 
(HMRS) as the substitutes of meaningful semantic segmentations. According to the 
hierarchical segmentations, the querying images are segmented into equal blocks with 
different shifts and sizes for different hierarchical levels. The smaller the block sizes, 
the higher the hierarchical segmentation levels. In this study, the proposed scheme is 
detailed and evaluated to conduct image retrieval with one novel region-based 
approach, i.e., the region-based scheme with wrapper segmentations [3], where the 
geometric invariants [5] and normalized histogram [6] are used as invariant features to 
different scales, orientations, and locations.  

2   Hierarchical Multi-resolution Segmentations 

The fundamental of hierarchical multi-resolution segmentations is aspired from the 
wavelet multi-resolution analysis, which can segment one image into equal size 
blocks to form an overlay of current images, while the image is overlapped by 
wavelet time-frequency atom in spatial frequency plane. 

If one object in current images can fall into one block, the block size should be 
consistent with that of that object. However, objects in current images may present 
different scales, orientations, and locations. So, the image should also be segmented 
in different forms, and each segmentation form can be characterized by the shift and 
scale of blocks. Furthermore, the aspect ratios for different segmentation forms, is 
given as that of query images. With scale and rotation invariant features, objects can 
be retrieved by search the most similar blocks to queried images.  

In order to formulate hierarchical multi-resolution segmentations, we denote s, r 
and c as the scale, the row and column shift of current segmentation form, which can 
described as one triple (s,r,c). The scale s is defined as the ratio of the segmentation 
sizes and the size of querying images. Then, the details of hierarchical multi-
resolution segmentations can be shown by its flow map.  

1. Compute the aspect ratio R of querying image. 
2. Determine the maximal scale smax of querying images. This can be drawn out by 

the maximal rectangle in current images with the same aspect ratio of the 
querying images.  

3. Determine the minimal scale smin of querying images that could be retrieved in 
current images. This is given by the object retrieval minimal scales in factual 
application requirements. In this paper, its value is given as the sixteenth of the 
original scale s0 of querying images. 

4. Determine the number L of the hierarchical levels and the segmentation shifts 
(r,c).  Let Δs denote the ratio of the adjoining scales, which is kept constant for 
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hierarchical multi-resolution segmentation. By giving the discrete scales s 
between smax and smin, the number L is given by  

( ) ( )min maxlog log 1L s s s= Δ +⎢ ⎥⎣ ⎦  (1) 

where ⋅⎢ ⎥⎣ ⎦ denotes the largest integer of its operator. In this paper, Δs is given as 

4/5. Furthermore, the segmentation shifts r and c are given the 4/5 height and 
length of current segmentation blocks, as the cropping 20% of querying images 
has almost the same invariant moment as the querying images [5].  

5. According to the procedure, the hierarchical multi-resolution segmentation can 
be conducted at different levels and shifts. 

At different segmentation levels, the margin parts of querying images will be 
discarded away after segmentations. Then, the scale and rotation invariant features are 
evaluated to conduct similarity matching for image retrieval.  

3   Scale and Rotation Invariant Features 

Objects in an image may present different scales and rotations from its query 
counterparts, so the required features have to be invariant to translation, scaling, and 
orientation. Many methods have been proposed to extract image invariants [7-9], such 
as zernike moments, rotation invariant Gabor and complex wavelet transform, 
rotation and scale invariant log-polar wavelet feature, discrete fourier transform 
moments, and so on. However, the order of zernike moments as image features, badly 
depends its image reconstruction accuracy, which will change with image contents. 
Other approaches involve log-polar transform, Gabor and wavelet transform, and 
invariant features can be exacted after complex image preprocessing. So, we adopt 
geometric invariants [5] and normalized histogram [6] as image features, which have 
simple implementation without image preprocessing. 

3.1   Geometric Invariants 

According to the results in literature[8]
，define the geometric moments ( ),m p q  of a 

grayscale image ( ),f x y  as 

( ) ( ), ,p qm p q x y f x y dxdy
Γ

= ∫ ∫  (2) 

where Γ  is the support of the image. The central moments ( ),p qμ  are 

( ) ( ) ( ) ( ), ,
p q

p q x x y y f x y dxdyμ
Γ

= − −∫ ∫  (3) 

Here 
( )
( )
1,0

0,0

m
x

m
= , 

( )
( )
0,1

0,0

m
y

m
=  (4) 

denote the centroid of an image. Define the normalized central moments ( ),p qη  
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( ) ( )
( )

,
,

0,0

p q
p q γ

μ
η

μ
=
⎡ ⎤⎣ ⎦

, 
( )2

2

p q
γ

+ +
=  

(5) 

In the following, we present two sets of moment invariants. The first set is 
invariant to orthogonal transformations, while the second is invariant to general affine 
transformation. The following seven functions are invariant to orthogonal 
transformations 

1 2,0 0,2φ η η= +  

( )2 2
2 2,0 0,2 1,14φ η η η= − +  

( ) ( )2 2

3 3,0 1,2 0,3 2,13 3φ η η η η= − + −  

( ) ( )2 2

4 3,0 1,2 0,3 2,1φ η η η η= + + +  

( )( ) ( ) ( )2 2

5 3,0 1,2 3,0 1,2 3,0 1,2 2,1 0,33 3φ η η η η η η η η⎡ ⎤= − + × + − +⎢ ⎥⎣ ⎦
 

( )( ) ( ) ( )2 2

0,3 2,1 0,3 2,1 0,3 2,1 1,2 3,03 3η η η η η η η η⎡ ⎤+ − + × + − +⎢ ⎥⎣ ⎦
 

( ) ( ) ( )2 2

6 2,0 0,2 3,0 1,2 0,3 2,1φ η η η η η η⎡ ⎤= − + − +⎢ ⎥⎣ ⎦
 

( )( )1,1 3,0 1,2 0,3 2,14η η η η η+ + +  

( ) ( ) ( ) ( )2 2

7 2,1 0,3 3,0 1,2 3,0 1,2 2,1 0,33 3φ η η η η η η η η⎡ ⎤= − + × + − +⎢ ⎥⎣ ⎦
 

( )( ) ( ) ( )2 2

3,0 2,1 2,1 0,3 0,3 2,1 3,0 1,23 3η η η η η η η η⎡ ⎤+ − + × + − +⎢ ⎥⎣ ⎦
 

(6) 

It should be noted that 7φ  is invariant to reflection in the absolute value only. It is 

worth mentioning that scaling, rotation, and flipping are all considered within the 
class of orthogonal transformation. The following four functions are invariant under 
general affine transformation 

2 4
1 2,0 0,2 1,1 0,0/ϕ μ μ μ μ⎡ ⎤= −⎣ ⎦  

2 2 3 3 2 2 10
2 3,0 0,3 3,0 2,1 1,2 0,3 3,0 1,2 2,1 0,3 2,1 1,2 0,06 4 4 3 /ϕ μ μ μ μ μ μ μ μ μ μ μ μ μ⎡ ⎤= − + + −⎣ ⎦

( ) ( ) ( )2 2 7
3 2,0 1,2 0,3 1,2 1,1 3,0 0,3 2,1 1,2 0,2 3,0 1,2 2,1 0,0/ϕ μ μ μ μ μ μ μ μ μ μ μ μ μ μ⎡ ⎤= − − − + −⎣ ⎦

3 2 2 2 2 2 2
4 2,0 0,3 2,0 1,1 0,3 2,0 0,2 2,1 0,3 2,0 0,2 1,2 2,0 1,1 2,1 0,3[ 6 6 9 12ϕ μ μ μ μ μ μ μ μ μ μ μ μ μ μ μ μ= − − + +

3 2
2,0 1,1 0,2 3,0 0,3 2,0 1,1 0,2 2,1 1,2 1,1 3,0 0,3 2,0 0,2 3,0 1,26 18 8 6μ μ μ μ μ μ μ μ μ μ μ μ μ μ μ μ μ+ − − −  

2 2 2 2 3 2 11
2,0 0,2 2,1 1,1 0,2 3,0 1,2 1,1 0,2 3,0 2,1 0,2 3,0 0,09 12 6 ]/μ μ μ μ μ μ μ μ μ μ μ μ μ μ+ + − +  

(7) 
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Thus, the feature vector can be described as 

[ ]1 7 1 4, , , , ,
Tφ φ ϕ ϕ=M L L  (8) 

Where (⋅)T represents matrix transpose. 
Furthermore, if M0 denotes the feature vector of query image, the dissimilarity 

measure between query image and its queried image is given by Canberra distance 
metric between their feature vectors, which can achieve better image retrieval 
performance than other metrics [10]. 

( ) ( ) ( )
( ) ( )

11
o

o
1 o

,m
i

i i
D

i i=

−
=

+∑
M M

M M
M M

 (9) 

where M0(i) and M(i) denote the i-th element of M0 and M, respectively. 
According to this formula, the Canberra distance metric is normalized between 0 

and 1. For color images, its moment invariants are implemented for red, green and 
blue components, and the correspondent dissimilarity measures are denoted as Dm(r), 
Dm(g), and Dm(b). Then, their average is used as the dissimilarity measures of color 
images, that is 

( ) ( ) ( )
3

m m m
m

D r D g D b
D

+ +
=  (10) 

3.2   Normalized Histogram 

Suppose that Ho(i) describes the normalized color histogram of query image with 256 
bins, then the similar metric between histograms of query image and queried image, is 
given as the maximal absolute value of their cross-correlation function, i.e.,  

( ),
255, ,0, ,255
max

oh H H
m

D R m
=−

=
L L

 (11) 

where their cross-correlation functions RHo,H(m) is defined as 

( ) ( ) ( ) ( )

( )

255

0
,

*
,

1
0

0
o

o

o
i

H H

H H

H i m H i m
E N mR m

R m m

=

⎧ + ≥⎪ −= ⎨
⎪ − <⎩

∑
 (12) 

Here E is a factor to normalize the cross-correlation functions at zero lag to 1, i.e.,  

( ) ( )
255 255

2 2

0 0
o

i i

E H i H i
= =

= ⋅⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦∑ ∑  (13) 

As the cross-correlation function can cancel the effect of intensity on histogram, it 
is a more practical similar metric than histogram intersection [11]. Moreover, according 
to above formula, the cross-correlations functions at zero lag is normalized to the 
range [0,1], so the histogram similar metric is also normalized to the range [0,1].  
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3.3   Similarity Mmetric 

If geometric invariants and normalized histogram are integrated, the similar metric of 
color images is normalized to [0,1] by the linear combination of that for geometric 
invariants and normalized histogram, i.e.,  

( )1

2
m hD D

D
+ −

=  (14) 

It can also be referred as the similar distance for color images when their geometric 
invariants and normalized histogram are synthetically considered. According to the 
similar metric, the images containing specific contents can be found by checking 
similar metric D whether smaller than a given similar metric threshold. 

4   Image Retrieval Based-Hierarchical Segmentation  

Image retrieval is generally conducted by searching the most similar images from 
databases to the query image, or region-based retrieval according to image 
segmentation results. The former has small complexity but bad retrieval accuracy, 
while the latter has good retrieval accuracy but great complexity. In order to balance 
computational complexity and retrieval accuracy, we use a flexible strategy for 
progressive image retrieval. 

According to the HMRS procedure, an image is firstly segmented into blocks with 
different sizes at different levels. Then, the exaction of scale and rotation invariant 
features for all these blocks is followed. Once the similar metric of these blocks with 
the query objects are calculated, those blocks matching query objects will be retrieved 
with their scale and location information.  

For given similarity metric threshold To, denote N(n) as  the number of blocks in 
the n-th level segmentation. So, the L level HMRS-based image retrieval strategy can 
be formulated as following algorithm: 

(1) Extract geometric invariants Mo and normalized histogram Ho(i) of query image. 
(2) Calculate similar metrics of different blocks 

For n = 0:L 
For m = 0: N(n) -1 

(a)calculate the center coordinates P(n,m) of sub-block B(n,m). 
(b)extract geometric invariants M(n,m) and normalized histogram H(n,m). 
(c)calculate similarity metrics s(n,m) between sub-blocks and query image 

End 
End 

(3) Find those sub-blocks whose similarity metrics s(n,m)≤To. 
If number of matching blocks ≥1 

Retrieve the image and mark the locations of these blocks. 
Retrieval succeeds 

Else  
Retrieval fails. 

End 
(4) Image retrieval is over. 
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5   Experimental Results 

To check the retrieval efficiency of proposed HMRS scheme, a test image database 
with 500 different size color images is constructed, which includes various types of 
images like flowers, birds, natural scenes, cars, etc. Fig.1 shows some image samples 
from the test databases with different sizes and categories.  

         
 

               

Fig. 1. Sample images from test image database 

The retrieval performance is measured by two performance metrics, i.e., retrieval 
accuracy and retrieval rate. Retrieval accuracy is defined as the ratio of the number of 
retrieved relevant images to the total number of retrieved images, while the retrieval 
rate for the query image is measured by the ratio of the number of retrieved relevant 
images to the total number of query images in databases. They are effected by the 
similar metric thresholds and the levels of HMRS, i.e., unlike the retrieval accuracy, 
the retrieval rate will inversely change with similar metric threshold. Consequently, 
the optimal similar metric threshold can be determined by the balance of retrieval 
accuracy and retrieval rate through test experiments. When geometric invariants and 
normalized histogram are used as features to conduct the HMRS image retrieval 
scheme, their changes with similar metric threshold is displayed in Fig.2, and the 
threshold correspondent to their intersection is shown to be 0.175, which can balance 
retrieval accuracy and retrieval rate. The threshold is called the optimal similar metric 
threshold, whose correspondent retrieval accuracy and retrieval rate is evaluated to 
test the retrieval performance of HMRS image retrieval. 

When we considered the first image in Fig.3 as a query image, the HMRS image 
retrieval scheme was conducted to find those images with the contents in the query 
image. Some most matching images were shown in Fig.3 as examples to test the 
retrieval results for the HMRS scheme, where the locations of the symbols, i.e., ‘+’, 
‘o’,’*’ and ‘x’, are the center coordinates of matching blocks in retrieved images for 
the 0, 1, 2, 3 level HMRS schemes, respectively. Thus, the information of the query 
about its sizes and locations in retrieved images is shown clearly, and this is also 
unique for the HMRS schemes when compared with other common image retrieval 
schemes.  
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Fig. 2. The changes of retrieval accuracy and retrieval rate with similar metric threshold for 4 
level HMRS image retrieval, when geometric invariants and normalized histograms are 
simultaneously used as features 

   

  

Fig. 3. Retrieval results of the first image via the HMRS image retrieval scheme with similar 
metric threshold 0.175, when geometric invariants and normalized histograms are used as 
features, while the sizes and locations of query images are also marked in retrieval results 

Subsequently, we evaluated the retrieval performance of the HMRS scheme at 
different levels, where geometric invariants, normalized histograms and their 
combinations are used as features, respectively. In Fig.4, the retrieval accuracy in 
three different cases and at different levels is shown, when the optimal similar metric 
threshold is given. The zero HMRS image retrieval scheme is actually the common 
image retrieval scheme based on whole image matching. From Fig.4, it is clear that 
the retrieval accuracy with geometric invariants and normalized histograms as 
features is improved from 65% to 76%, while with geometric invariants from 40% to 
78% and normalized histograms from 62% to 73%, respectively. Furthermore, at low 
levels, the retrieval performance of the scheme with geometric invariants is inferior to 
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that of the schemes with normalized histograms and their combinations, while the 
latter has approximate retrieval accuracy. However, with the increase of HMRS level 
number, its retrieval accuracy is improved quickly. As the balance of the normalized 
histogram scheme and the geometric invariant scheme, the HMRS image retrieval 
with their combinations at high levels can obtain better retrieval performance than 
that with normalized histograms but inferior to that with geometric invariants. 
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Fig. 4. Effect of the level number of HMRS image retrieval on retrieval performance of 
schemes with geometric invariants, normalized histograms and their combinations, respectively 

Finally, the region-based image retrieval schemes [4] and the global texture-based 
schemes[7], are conducted to compare their performance with that of the proposed 
schemes in this paper. When these image retrieval schemes are implemented by 
Matlab 7.0 version at Intel Celeron 2.4 CPU platforms, it takes about 41.531 seconds, 
0.219000 seconds and 27.750000 seconds respectively, to conduct one time image 
object search, where segmentation and feature exactions are also taken in account. 
Their average retrieval accuracy is given as 65%, 78% and 80% respectively, when 
about 10 time image retrieval accuracy were averaged. The complexity and 
inaccuracy of region-based image retrieval schemes, is the mainly limits for all 
current region-based retrieval schemes. Based the hierarchical multi-resolution 
segmentations, the proposed scheme given in this paper, can take good tradeoff 
between retrieval performance and system complexity. 

6   Conclusion 

In order to balance image retrieval accuracy and complexity, a feasible HMRS image 
retrieval scheme is proposed to conduct image retrieval with different size and 
rotation objects in images. It can be used a tradeoff between image retrieval based 
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whole matching and that regions-based schemes. The information about query objects 
in retrieved images with different sizes and locations can be returned via the scheme, 
which segments retrieved images into blocks with different sizes via a pyramid 
hierarchical multi-resolution segmentation process. The scheme was tested with 
geometric invariants, normalized histograms, and their combinations as image 
invariant features, respectively. As shown by experiments, the retrieval accuracy for 
common image retrieval can achieve comparable retrieval performance to that of 
region-based scheme in our experiments. 

References 

1. Tzagkarakis, G., Beferull-Lozano, B., Tsakalides, P.: Rotation-invariant texture retrieval 
with gaussianized steerable pyramids. IEEE Trans. Image Processing 15(9), 2702–2710 
(2006) 

2. Yap, P.T., Paramesran, R.: Content-based image retrieval using Legendre chromaticity 
distribution moments. IEE Proceedings of Vision, Image and Signal Processing 153(1), 
24–77 (2006) 

3. Farmer, M.E., Jain, A.K.: A wrapper-based approach to image segmentation and 
classification. IEEE Transactions on Image Processing 14(12), 2060–2072 (2005) 

4. Pratikakis, I., Vanhamel, I., Sahli, H., Gatos, B., Perantonis, S.J.: Unsupervised watershed-
driven region-based image retrieval. IEE Proceedings of Vision, Image and Signal 
Processing 153(3), 313–322 (2006) 

5. Masoud, A., Ahmed, H.T.: Geometric Invariance in Image Watermarking. IEEE Trans. 
Image Processing 13(2), 145–153 (2004) 

6. Kebin, J., Sheng, F., Qing, Z.: Rotation and translation invariant color image retrieval. In: 
Proceedings of 6th International Conference on Signal Processing, vol. 2, pp. 1063–1066 
(August 2002) 

7. Sim, D.-G., Kim, H.-K., Oh, D.-I.: Translation, scale, and rotation invariant texture 
descriptor for texture-based image retrieval. In: Proceedings of 2000 International 
Conference on Image Processing, vol. 3, pp. 742–745 (September 2000) 

8. Vasconcelos, N.: On the complexity of probabilistic image retrieval. In: Proceedings of 
IEEE 8th International Conference on Computer Vision, vol. 2, pp. 400–407 (July 2001) 

9. Shin, D., Kim, d., Kim, H., et al.: An image retrieval technique using rotationally invariant 
Gabor features and a localization method. In: Proceedings of 2003 International 
Conference on Multimedia and Expo, vol. 2, pp. 701–704 (July 2003) 

10. Kokare, M., Chatterji, B.N., Biswas, P.K.: Comparison of similarity metrics for texture 
image retrieval. In: Proceedings of 2003 Asia-Pacific Region Conference on Convergent 
Technologies, vol. 2, pp. 571–575 (October 2003) 

11. Kebin, J., Sheng, F., Qing, Z.: Rotation and translation invariant color image retrieval. In: 
Proceedings of 2002 6th International Conference on Signal Processing, vol. 2, pp. 1063–
1066 (August 2002) 



Knowledge Extraction from Unstructured

Surface Meshes

Lars Graening, Markus Olhofer, and Bernhard Sendhoff

Honda Research Institute Europe GmbH,
Carl-Legien-Strasse 30, D-63073 Offenbach/Main, Germany

{lars.graening,markus.olhofer,bernhard.sendhoff}@honda-ri.de

Abstract. We propose methods that allow the investigation of local
modifications of aerodynamic design data represented by discrete
unstructured surface meshes. A displacement measure is suggested to
evaluate local differences between the shapes. The displacement mea-
sure provides information on the amount and direction of surface modi-
fications. Using the displacement measure in conjunction with statistical
methods or data mining techniques provides meaningfull knowledge from
the data set for guiding further shape optimization processes.

1 Introduction

In the field of 3D aerodynamic shape optimization, a large amount of geomet-
ric and flow field data is generated during the design process that usually en-
compasses several optimization runs, manual design phases and experiments.
Typically, only the most promising results with regard to one or more possi-
bly competing performance indices are exploited to define the overal result of
the design process. However, a lot of information that could be condensed into
comprehensive rules or observations concerning the design process in general is
hidden in all of the data. Even poorly performing shapes can provide interest-
ing insight into the fluid-dynamics of the problem and into the dynamics of the
search process. This knowledge extracted from the large amount of data can be
prepared in such a way that it can be used by the engineer or by an follow-
up computational design and optimization processse. This type of knowledge
extraction is the major focus of the present paper.

Obayashi et al. [10] were one of the first who addressed the problem of knowl-
edge extraction from existing design data in order to gain some insights into the
complex relationship between geometry and performance measurements. They
used self organizing maps (SOM) in order to find groups of similar designs and for
multicriteria performance improvements and tradeoffs. Although their methods
have been applied to super sonic wing design, the data and design parameter sets
were small, uniform and well defined. If different optimization runs have been
performed with different design parameters, one first has to find an adequate
representation which captures all shape variations and which can be applied to
various data mining techniques.
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Therefore, we suggest the use of unstructured surface meshes as a general
representation for analyzing a given set of designs resulting from different shape
optimization runs. Each optimization can be a manual or a computational pro-
cess and can be based on different shape descriptors. The unstructured surface
mesh as a general representation allows the analysis of local shape modifications
and their influence on the performance value(s). In this paper, we will propose
a displacement measure between surface meshes. The combination of the dis-
placement measure with techniques from statistics and data mining allows the
extraction of useful knowledge from the design database for the support of fur-
ther optimization processes.

The paper is organized as follows. In Section 2, we will introduce unstructured
surface meshes and outline the new displacement measure in Section 3, which
captures local differences between designs. How we can extract knowledge from
the displacement and performance data is described in Section 4. In the last
section, we summarize the paper.

2 Surface Representation

For the optimization of the shape of three dimensional geometries often different
parametric representations are used [2] which makes it difficult or even impossible
to analyze the whole data set based on the applied parameterization. Therefore,
we suggest unstructured triangular surface meshes as a general representation to
describe the surface of each design. Most shape representations can be converted
to unstructured surface meshes, see e.g. [3], [4].

a) b)

Fig. 1. Illustration of a) the specification of a triangular surface mesh M : (V, N , K)
and b) an example of a triangular surface mesh for a 3D turbine blade

For the description of the surface mesh we start with the mathematical frame-
work given in [5]. It is assumed that the shape of a 3D design is described using a
polygonal surface mesh M, which is a partially linear approximation of the con-
tour of the design. We postulate that each mesh M consists of a list of vertices
V , a complex K and a list of normal vectors N . The vertex list V = (v1, ..., vn)T

describes the geometric position of the vertices in R
3, vi = (x1, x2, x3)T . A ver-

tex can be seen as a sample point of the contour of the design. Each face of
the polygonal surface mesh is defined by simplices of the form {i1, i2, i3, ..., iμ}
where il, l ∈ [1..n] are indices pointing to vertices that enclose the polygonal face.
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Figure 1 a) illustrates a triangular surface mesh where the number of vertices,
which are used to form each polygon, is set to 3. In addition to the vertex list,
a list of normal vectors N = (n1, ..., nn) is given. Each normal vector ni has a
defined direction perpendicular to the surface mesh and provides local curvature
information at the position of vertex vi. Figure 1 b) illustrates an example of a
triangular surface mesh describing the contour of a 3D turbine blade design [1].
The normal vectors point towards the outside of the closed blade contour.

3 Displacement Measurement

Under the assumption that the surface triangulation results in surface meshes for
which the location and the number of vertices is sufficiently precise to capture
the characteristic changes of all designs in the given data set, the displacement
is measured between each vertex on the reference design and each corresponding
vertex on the modified design. In order to measure the displacement between two
vertices of different surface meshes, the correspondence problem (which vertex
from mesh Mr corresponds to which vertex from mesh Mm) has to be solved
and an appropriate metric has to be found for measuring the amount and the
direction of the displacement between both vertices. We will not deal with the
correspondence problem in this paper, the interested reader is refered to e.g.
[7], [6]. In the following, we assume that two corresponding vertices have been
identified.

3.1 Definition

The displacement measure should describe the position of a vertex in reference
to another design. One way to capture this information is to use the difference
vector sij = vr

i − vm
j , which is the difference between vertex i of mesh Mr

and vertex j of mesh Mm. The difference vector clearly captures the correct
displacement between both vertices. However, the difference vector is sensitive
to possible errors resulting from wrong estimations of the corresponding points or
from different sampling methods of the surfaces of the geometries. Furthermore,
the difference vector requires d = 3 parameters for describing the displacement
of one vertex in R

3. Thus, to capture the displacement between two complete
surface meshes the number of parameters is 3 · n, where n equals the number of
vertices. To overcome the disadvantages of the difference vector, we suggest the
following displacement measure:

δr,m
i,j = δ(vr

i , v
m
j ) = (vr

i − vm
j ) ◦ nr

i , δ ∈ (−∞, +∞) (1)

The displacement measure is defined as the projection of the difference vector
sij = (vr

i − vm
j ) onto the normal vector ni of vertex vi of the reference design

Mr. The absolute value of the displacement measure provides information on
the amount of vertex modification while the sign of the displacement measure
in conjuction with the normal vector of the vertex provides information on the
direction of the vertex modification. The normal vector ni points towards the
normal or positive direction of vertex modification.
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3.2 Major Properties

The displacement measure is by definition a vector quantity containing both the
magnitude and the direction of vertex modification. If the modified vertex lies
above the tangential plane described by the normal vector of the reference vertex,
the displacement measure is positive, see Fig. 2 a). Whereas if the vertex lies
below the tangential plane (Fig. 2 b) the displacement measure is negative. In
the special case when the modified vertex is located within the tangential plane,
the displacement measure is zero as shown in Fig. 2 c). If the reference vertex
has been modified along the line described by the normal vector, the amount of
the displacement measure equals the Euclidean distance between the reference
and the modified vertex.

Fig. 2. Examples of the displacement measure. Figures a) and b) illustrate that a ver-
tex displacement parallel (anti-parallel) to the normal direction results in a positive
(negative) displacement value. A displacement perpendicular to the normal vector re-
sults in a displacement value of zero, as shown in c). Figure d) illustrates the error
when calculating the displacement measure, which results from the discretization of
the surface and the error when estimating corresponding points.

As Figure 2 d) indicates, the displacement value contains an error, which is
mainly the result of the discretization of the surface using triangulation and of
the correspondence problem. Formally, this can be written as

δr,m
i,j = (sij + eij) ◦ nr

i = sij ◦ nr
i + eij ◦ nr

i , (2)

where eij describes the error between the ideal displacement value and the mea-
sured displacement value. Under the assumption that the curvature of both sur-
faces Mr and Mm is similar at the position of the corresponding vertices it follows
that nr

i ≈ nm
j . Then, the error term from equation 2 can be rewritten as:

eij ◦ nr
i ≈ |eij |cos(∠(eij , n

m
j )). (3)

If additionally a smooth surface or a small error |eij | is assumed, eij is per-
pendicular to nm

j and hence cos(∠(eij , n
m
j )) ≈ 0. Thus the error term becomes

zero. Therefore, the displacement measure is less sensitive to small errors arising
from the surface triangulation or from an incorrect estimation of corresponding
points.

Another advantage of the displacement measure compared with the difference
vector is that only n parameters are required for the description of the differences
between two unstructured surface meshes, where n equals the number of vertices.
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4 Knowledge Extraction from Design Data

In aerodynamic design optimization the main goal is to find three dimensional
shapes, which are optimal for specific performance measurements like aerody-
namic drag or lift under specific constraints, e.g. manufacturing limitations. In
general, during the optimization process a large number of shapes are generated
and evaluated based on different representations and parameterizations. The re-
sult are heterogeneous design data sets from which only a very small number of
designs are used in the end to determine the optimal shape (or a set of optimal
shapes) which is processed further, e.g. in rapid prototyping devices for exper-
iments. As we noted in the introduction, we aim at exploiting the information
contained in the large remaining part of the data set. In this section, we describe
how the displacement measure in conjunction with statistical and data mining
methods can be used in order to extract meaningfull information (knowledge)
from heterogeneous design data sets.

4.1 Displacement Analyzis

Analyzing local modifications in form of vertex displacement helps to gain some
insight into the exploration of the design space. Two measures are suggested: the
relative mean vertex displacement that provides information on how a vertex has
been modified with respect to one reference design and the overall displacement
variance that highlights the vertices which have been modified most frequently.

Relative Mean Vertex Displacement. In order to get information on local
design modifications in reference to one baseline design, we define the relative
mean vertex displacement :

δ
r

i =
1

N − 1

N∑

m=1,m �=r

δr,m
i,j (4)

Given a data set of N unstructured surface meshes δ
r

i evaluates the mean
displacement of vertex j of all meshes m from the corresponding vertex i of
the reference mesh (baseline) r. The measure provides information on how far
a reference vertex has been modified along its normal vector with respect to
the whole data set. If δ

r

i > 0, the vertex vm
i has been modified parallel to the

normal vector of the vertex and δr
i < 0 indicates a modification anti-parallel to

the normal direction of the vertex. If δ
r

i = 0, the vertex has not been modified or
the modifications around the reference vertex in the data set have canceled each
other out. In order to identify the later situation one can calculate the variance
of the deformation values. If there are outliers that affect the calculation of δ

r

i ,
we recommend to use the median instead of the mean in order to retrieve the
desired information.

As an example the relative mean vertex displacement has been calculated
based on a set of 200 turbine blades from different design optimization runs
and a pre-selected references design. For illustration purpose the values have
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been coded into corresponding color values and mapped onto the surface of the
reference blade, Figure 3 a).

Overall Displacement Variance. In order to calculate δ
r

i , the baseline mesh
r must be given. An alternative would be to calculate the mean displacement
between all possible shape combinations in the data set. However, this is not
sensible, because if the normal vectors of corresponding vertices are similar, it
holds that δr,m

i,j ≈ −δm,r
i,j and as a result such a measure would always tend to

zero.
In order to get an overview over the variations of local design modifications

an overall displacement variance can be defined as follows:

σδi =

√√√√
N∑

r=1

N∑

m=1,m �=r

(δr,m
i,j − δi)2 ≈

√√√√2 ·
N∑

l=1

N∑

m=r+1

(δr,m
i,j )2 (5)

This measure describes the strength and the frequency of local design modifi-
cations based on the whole data set. Following our argument above, we can set
δi ≈ 0.

Figure 3 b) shows the overall displacement for the turbine blade data set.
In order to visualize high as well as low variances σδi has been displayed in
logarithmic scale.

4.2 Sensitivity Analysis

Sensitivity analysis relates the displacement measure to variations of the corre-
sponding performance values.

Relative Vertex Correlation Coefficient. The relative vertex correlation
coefficient Rr

i , see Equation 6, formalizes the linear relation between local mod-
ifications in form of vertex displacements and performance values with respect to
a chosen reference design. φr,m = f r −fm is the performance difference between
two designs r and m and φ

r
is the mean value of the performance differences

with respect to the reference design r.

Rr
i =

∑N
m=1,m �=r(δ

r,m
i,j − δ

r

i )(φr,m − φ
r
)

σδr
i
σφr

(6)

σδr
i

=

√√√√
N∑

m=1,m �=r

(δr,m
i,j − δ

r

i )2, φ
r

=
1
N

N∑

m=1,m �=r

φr,m (7)

Rr
i > 0 indicates that moving the vertex parallel to the normal vector is

most likely to improve the performance of the design and vice versa. Again two
situations can lead to a vanishing Rr

i value. Firstly, the obvious explanation is
that an (anti)-parallel modification of the vertex has no effect on the perfor-
mance measure. Secondly, if the vertex is already located in an optimal position,
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every modification will reduce the performance and Rr
i will also be close to zero.

In order to distinguish between both cases, one could fit a linear model to the
displacement and performance difference pairs and calculate the residual of the
linear model. This residual provides information on the uncertainty of the corre-
lation coefficient. Of course, the uncertainty of the correlation coefficient might
also result from noisy data or non-linear relations between displacement measure
and performance differences.

Concerning the 3D turbine blade example the performance of each design
is determined by the overall pressure loss of the blade, see [1]. Based on the
displacement and pressure loss data the relative vertex correlation has been
calculated. The result is illustrated in Figure 3.

Vertex Sensitivity. In order to identify vertices that are sensitive to perfor-
mance changes based on the whole data set without referring to one baseline
shape, the Pearson correlation coefficient is calculated based on all pairwise de-
sign comparisons. Calculating the mean value for all performance differences
obviously results in φ = 0. We define the overall vertex correlation coefficient as
follows (assuming again δi ≈ 0):

Ri =

∑N
r=1

∑N
m=1,m �=r δr,m

i,j φr,m

σδiσφ
, σφ =

√√√√2 ·
N∑

r=1

N∑

m=r+1

(φr,m)2 (8)

The overall vertex correlation coefficient captures the linear relationship be-
tween the displacement and performance changes. In order to be less sensitive to
outliers or noise in the data, it is reasonable to apply the Spearman rank based
coefficient instead of the Pearson correlation coefficient. Since the overall vertex
correlation is linear, information is provided to distinguish between those ver-
tices which are more likely to improve the performance by moving them parallel
to the direction of the normal vector and those which improve the performance
when moving them anti-parallel to the direction of the normal vector.

The overall vertex correlation coefficient has also been calculated for the tur-
bine blade data set. In order to identify most sensitive points a threshold has
been applied to the sensitivity values, Ri. The emerged regions can be distin-
guished into regions of positive and those of negative correlation as shown in
Figure 3 d).

In aerodynamic design optimization the interrelation between design modifica-
tions and performance changes is often highly non-linear. In order to capture also
non-linearities, one can apply information based measures like mutual informa-
tion [11] to determine the sensitivity of vertices. The disadvantage of non-linear
methods like mutual information is that the information to predict the direction
of design improvement with respect to the normal vector is lost.

4.3 Modeling and Analyzing Interrelations

For the calculation of the measures described above, the displacement of each
vertex is considered independent of the others. Especially in aerodynamics the
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a) b)

c) d)

Fig. 3. As an example the suggested methods are calculated based on a data set which
consists of 200 3D turbine blades: a) Relative mean vertex displacement, b) Overall
displacement variance in logarithmic scale, c) Relative vertex correlation coefficient, d)
Sensitive regions of the blade

interrelation between distant vertices or design regions and their joint influence
on the performance plays an important role. In this section, special character-
istics for the extraction of knowledge in form of associative rules based on data
from unstructured surface meshes are discussed and illustrated by means of
the blade example described above. The rules describe the relation between the
displacement of distant vertices and their joint influence on the performance cri-
teria. Modeling the interrelation between input variables is achieved by applying
well known modeling techniques like Fuzzy rule induction, Bayesian networks,
decision trees or others to the data set, for an overview of techniques see e.g. [8].

Rule Induction. Generally, the number of input parameters must be kept small
for most modeling techniques in order to produce a small set of interpretable
and manageable association rules. With respect to the used shape representa-
tion, the number of inputs equals the number of vertices n, which is large in
practice. Therefore, a reduction of the number of input parameters is strongly
required. Concerning the present turbine blade example, this process consists of
the following steps:

1. Perform sensitivity analysis
2. Select most sensitive vertices (e.g. apply threshold to the sensitivity metrics)
3. Cluster sensitive vertices to form sensitive areas (e.g. K-means)
4. Calculate cluster centers of the sensitive areas (the resulting number of input

variables strongly depends on the number of clusters which are defined for
the clustering algorithm )

5. Use displacement of vertices closest to cluster centers for rule extraction

The main task when modeling interrelations between distant design regions or
vertices is to extract associative rules which can be interpreted by aerodynamic
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engineers. These rules are subdivided into relative rules, which refer to a baseline
shape, and general rules, which refer to the complete data set.

Besides standard real-valued input for the modeling technique, the input can
also be restricted to the sign of the displacement measure. In this case, rules
from the two-valued input describe the interrelation between the direction of
vertex displacement and the change in the performance value.

a) b)

Fig. 4. a) Illustration of the vertices close to the cluster centers of the sensitive areas. b)
Simplified decission tree describing the joint interrelation between a subset of vertices
and the influence to the preformance (overall pressure loss).

Figure 4 illustrates the reduced subset of parameters (vertices) and a part
of the complete classification tree extracted from the turbine blade data set.
The classification tree describes the interrelation between the direction of ver-
tex displacement and the change in the overall pressure loss. The rules for the
correlated movement of vertices are extracted in form of joint probabilities. For
example, moving vertex V7 alone will improve the performance by an probabil-
ity of p(φ > 0|δr

V 7 > 0) = 0.80. But moving V7 correlated with V3 increases
the probability to p(φ > 0|δr

V 7 > 0, δr
V 3 < 0) = 1.00 for improving the overall

pressure loss.

5 Summary

In this paper, we investigated the problem of how to extract knowledge from
the large heterogeneous data sets that usually result from aerodynamic shape
optimization processes. Firstly, the aim is to communicate this knowledge to the
engineer to increase his/her understanding of the relation between shape and
aerodynamic performance, e.g. which part of the design space has been explored
and which part has been largely ignored in the past design processes. Secondly,
the information from the data set can be used in order to improve the ongoing op-
timization process, e.g. by specifying parameters of the optimization algorithms
or by increasing the generalization capabilities and reducing the approximation
erros of surrogate models [13].

The main contribution described in this paper is the formulation of a displace-
ment measure that acts on a generalized shape representation - the unstructured
mesh. Based on the displacement measure a number of methods and approaches
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for displacement analysis, sensitivity analysis and rule extraction were suggested
and formulized.

In order to demonstrate the feasibility of the suggested approach, we have
shown examples for the proposed measures from a data set taken from the op-
timization of a 3D turbine blade.
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Abstract. We show how a previously derived method of using rein-
forcement learning for supervised clustering of a data set can lead to a
sub-optimal solution if the cluster prototypes are initialised to poor po-
sitions. We then develop three novel reward functions which show great
promise in overcoming poor initialization. We illustrate the results on
several data sets. We then use the clustering methods with an underly-
ing latent space which enables us to create topology preserving mappings.
We illustrate this method on both real and artificial data sets.

1 Introduction

We have previously investigated [2, 4] clustering methods which are robust with
respect to poor initialization. In this paper, we investigate using reinforcement
learning with reward functions which are related to our previous clustering meth-
ods in that the reward functions also allow the reinforcement learning algorithms
to overcome the disadvantages of a poor initialization and achieve the globally
optimal clustering.

We begin by reviewing a reinforcement learning algorithm which has previ-
ously [9] been used to perform clustering of data sets.

2 The Bernoulli Model

[12, 11] investigated a particular form of reinforcement learning in which reward
for an action is immediate which is somewhat different from mainstream rein-
forcement learning [10, 7]. Williams [11] considered a stochastic learning unit in
which the probability of any specific output was a parameterised function of its
input, x. For the ith unit, this gives

P (yi = ζ|wi,x) = f(wi,x) (1)

where, for example,

f(wi,x) =
1

1 + exp(− ‖ wi − x ‖2)
(2)

Williams [11] considers the learning rule

Δwij = αij(ri,ζ − bij)
∂ ln P (yi = ζ|wi,x)

∂wij
(3)
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where αij is the learning rate, ri,ζ is the reward for the unit outputting ζ and bij is
a reinforcement baseline which in the following we will take as the reinforcement
comparison, bij = r = 1

K

∑
ri,ζ where K is the number of times this unit has

output ζ. ([11], Theorem 1) shows that the above learning rule causes weight
changes which maximises the expected reward.

[11] gave the example of a Bernoulli unit in which P (yi = 1) = pi and so
P (yi = 0) = 1 − pi. Therefore

∂ ln P (yi)
∂pi

=
{− 1

1−pi
if yi = 0

1
pi

if yi = 1 =
yi − pi

pi(1 − pi)
(4)

[9] applies the Bernoulli model to (unsupervised) clustering with

pi = 2(1 − f(wi,x)) = 2
(

1 − 1
1 + exp(− ‖ wi − x ‖2)

)
(5)

The environment identifies the pk∗ which is maximum over all output units and
yk∗ is then drawn from this distribution. Rewards are given such that

ri =

⎧
⎨

⎩

1 if i = k∗ and yi = 1
−1 if i = k∗ and yi = 0
0 if i �= k∗

(6)

where k∗ represents the winning node, the node that are most similar to the
input sample. This is used in the update rule

Δwij = αri(yi − pi)(xj − wij) (7)
= α|yi − pi|(xj − wij) for i = k∗ (8)

which is shown to perform clustering of the data set.

Implementation

1. Randomly select a sample x from the data set.
2. For i = 1, ..., L compute the probability pi

3. Specify the winning unit k∗ with pk∗ = maxpi, and sample the output yk∗
from pk∗

4. Compute the reinforcement rewards rk∗ using equation (6)
5. Update the weight vectors wk∗ using equation (7)
6. Repeat until convergence

2.1 Simulation

We applied the Bernoulli algorithm to the artificial data set shown in Figure 1,
left, but the Bernoulli algorithm failed to identify all the clusters successfully as
shown in Figure 1, right.

The Bernoulli algorithm is sensitive to the prototypes’ initialization which
can lead it to finding local optima which often are detectable because of dead
prototypes which are not near any data. The main reason for these problems is
that we update the winner prototypes only, not all of them.
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Bernoulli algorithm failed to identify all the clusters

Fig. 1. Left: artificial data set is shown as 6 clusters of red ’*’s, and 6 prototypes of
blue ’o’s. Right: Bernoulli algorithm failed to identify all the clusters successfully.

3 Algorithm RL1

A first new algorithm, RL1, has the following reward function:

ri =

{ ‖x−mk∗‖3

‖x−mi‖3 if yi = 1

− ‖x−mk∗‖3

‖x−mi‖3 if yi = 0
∀i (9)

where

k∗ = arg
K

min
k=1

(‖ x − mk ‖)

This new reward function has the following features:

1. We apply this equation to all prototypes, not only the winners and thus all
prototypes can find the clusters even if they are initialized badly.

2. This reward function allows the prototypes to respond differently to each
other, and each prototype before moving to any new location responds to all
the other prototypes’ position, and hence it is possible for it to identify the
free clusters that are not recognized by the other prototypes.

3. This reward function gives the highest value, 1, for highest similarity between
the data point and the node (prototype).

3.1 Simulation

Figure 2 shows the result after applying RL1 algorithm to the artificial data set,
but with very poor prototypes’ initialization.

Figure 2, left shows the prototypes after many iterations but before conver-
gence; in this Figure we can see one prototype still far from the data points while
others have spread into data; this distant prototype still has the ability to learn
even if it is very far from data, and this is an advantage for this algorithm over
the previous algorithms.
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Fig. 2. Left: RL1 result after many iterations but before convergence. Right: RL1 result
after convergence.

4 New Algorithm RL2

A second new algorithm, RL2, has the following reward function:

ri =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if i = k∗ and yi = 1

1−exp(−β‖x−mk∗‖3)
‖x−mi‖3 if i �= k∗ and yi = 1

−1 if i = k∗ and yi = 0

exp(−β‖x−mk∗‖3)−1
‖x−mi‖3 if i �= k∗ and yi = 0

(10)

where again k∗ = arg minj ‖ x − mj ‖.
The reward function (10) has values ranged between 0 and 1. We update the

closest prototype (or most similar one) by giving it directly a maximum possible
reward value, 1, to allow it to learn more than others and also to a void any
division by zero which may happen using the second equation in (10). The second
equation in (10) is used for all the other prototypes. Prototypes closer (or more
similar) to the input data sample will learn more than others by taking higher
reward value, and so on for all prototypes.

5 Algorithm RL3

A third new algorithm, RL3, has the following reward function:

ri =

⎧
⎪⎪⎨

⎪⎪⎩

1
‖x−mi‖4{�K

l=1
1

‖x−ml‖2 }2 if yi = 1

−1
‖x−mi‖4{�K

l=1
1

‖x−ml‖2 }2 if yi = 0
(11)
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The reward function in (11) has similar principles like the previous new reward
functions. It has values ranged between 0 and 1. All the prototypes can learn in
an effective way. The prototype that is more similar to the input data sample
takes higher reward value. In implementation, to avoid any division by zero we
can rewrite (11) as follows:

ri =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

‖x−mk∗‖4

‖x−mi‖4�
1+
�

K
l �=k∗

‖x−mk∗‖2

‖x−ml‖2

�2 if yi = 1

− ‖x−mk∗‖4

‖x−mi‖4�
1+
�

K
l �=k∗

‖x−mk∗‖2

‖x−ml‖2

�2 if yi = 0

(12)

where k∗ = arg minj ‖ x − mj ‖. Note that ‖x−mk∗‖4

‖x−mk∗‖4 is always set to 1.

5.1 Simulation

Figure 3 shows the results after applying Bernoulli algorithm, top right, RL2,
bottom left, and RL3, bottom right, to the artificial data set shown in Figure 3,
top left. RL2 and RL3 succeeded to identify the clusters successfully while
Bernoulli model failed.

6 A Topology Preserving Mapping

In this section, we show how we can extend RL1 and RL2 to provide new algo-
rithms for visualisation and topology-preserving mappings.

6.1 RL1 Topology-Preserving Mapping (RL1ToM)

A topographic mapping (or topology preserving mapping) is a transformation
which captures some structure in the data so that points which are mapped close
to one another share some common feature while points which are mapped far
from one another do not share this feature. The Self-organizing Map (SOM) was
introduced as a data quantisation method but has found at least as much use as
a visualisation tool.

Topology-preserving mappings such as the Self-organizing Map (SOM) [8]
and the Generative Topographic Mapping(GTM) [5] have been very popular
for data visualization: we project the data onto the map which is usually two
dimensional and look for structure in the projected map by eye. We have recently
investigated a family of topology preserving mappings [6] which are based on the
same underlying structure as the GTM.

The basis of our model is K latent points, t1, t2, · · · , tK , which are going to
generate the K prototypes, mk. To allow local and non-linear modeling, we map
those latent points through a set of M basis functions, f1(), f2(), · · · , fM (). This
gives us a matrix Φ where φkj = fj(tk). Thus each row of Φ is the response of



512 W. Barbakh and C. Fyfe

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

1

2

3

4

5

6

X dim

Y
 d

im

Artificial data set − 190 data points (9 clusters) − 9 prototypes

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

1

2

3

4

5

6

X dim

Y
 d

im

Bernoulli model algorithm result

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

1

2

3

4

5

6

X dim

Y
 d

im

RL2 algorithm result 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

1

2

3

4

5

6

X dim

Y
 d

im

RL3 algorithm result

Fig. 3. Top left: Artificial data set with poor prototypes’ initialization. Top right:
Bernoulli algorithm result. Bottom left: RL2 algorithm result. Bottom right: RL3 al-
gorithm result.

the basis functions to one latent point, or alternatively we may state that each
column of Φ is the response of one of the basis functions to the set of latent
points. One of the functions, fj(), acts as a bias term and is set to one for every
input. Typically the others are gaussians centered in the latent space. The output
of these functions are then mapped by a set of weights, W , into data space. W
is M × D, where D is the dimensionality of the data space, and is the sole
parameter which we change during training. We will use wi to represent the ith

column of W and Φj to represent the row vector of the mapping of the jth latent
point. Thus each basis point is mapped to a point in data space, mj = (ΦjW )T .

We may update W either in batch mode or with online learning: with the
Topographic Product of Experts [6], we used a weighted mean squared error;
with the Inverse Exponential Topology Preserving Mapping [1], we used Inverse
Exponential K-means, with the Inverse-weighted K-means Topology-preserving
Mapping (IKToM) [3, 2], we used Inverse Weighted K-means (IWK). We now ap-
ply the RL1 algorithm to the same underlying structure to create a new topology
preserving algorithm.
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Each data point is visualized as residing at the prototype on the map which
would win the competition for that data point. However we can do rather better
by defining the responsibility that the jth prototype has for the ith data point as

rji =
exp(−γ ‖ xi − wj ‖2)∑
k exp(−γ ‖ xi − wk ‖2)

(13)

We then project points taking into account these responsibilities: let yij be the
projection of the ith data point onto the jth dimension of the latent space; then

yij =
∑

k

tkjrki (14)

where tkj is the jth coordinate of the kth latent point.

6.2 RL2 Topology-Preserving Mapping (RL2ToM)

RL2ToM algorithm like RL1ToM has the same structure as the GTM, with a
number of latent points that are mapped to a feature space by M Gaussian func-
tions, and then into the data space by a matrix W . Each latent point t indexed
by k is mapped, through a set of M fixed basis functions φ1(), φ2(),...,φM () to
a prototype in data space mk = Wφ(tk) . But the similarity ends there because
the objective function is not a probabilistic function like the GTM neither it
is optimised with the Expectation-Maximization (EM) algorithm. Instead, the
RL2ToM uses the well proved clustering abilities of the K-means algorithm,
improved by using RL2 to make it insensitive to initialisation.

6.3 Simulation

6.3.1 Artificial Data Set
We create a simulation with 20 latent points deemed to be equally spaced in
a one dimensional latent space, passed through 5 Gaussian basis functions and
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Fig. 4. The resulting prototypes’ positions after applying RL1ToM. Prototypes are
shown as blue ’o’s.
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Fig. 5. The first column shows the results of using RL1ToM; the second column shows
the results of using RL2ToM. The top line is the projection of the iris data set; the
second line shows the algae data set; the third line shows the genes data set; the bottom
line shows the glass data set.
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then mapped to the data space by the linear mapping W which is the only
parameter we adjust. We generated 500 two dimensional data points, (x1, x2),
from the function x2 = x1 + 1.25 sin(x1) + μ where μ is noise from a uniform
distribution in [0,1]. Final result from the RL1ToM is shown in Figure 4.

6.3.2 Real Data Set
Iris data set: 150 samples with 4 dimensions and 3 types.
Algae data set: 72 samples with 18 dimensions and 9 types
Genes data set: 40 samples with 3036 dimensions and 3 types
Glass data set: 214 samples with 10 dimensions and 6 types

We show in Figure 5, left and right, the projections of the real data sets onto a
two dimensional grid of latent points using RL1ToM and RL2ToM, respectively.
The results are comparable with others we have with these data sets from a
variety of different algorithms.

7 Conclusion

We have shown how reinforcement learning of cluster prototypes can be per-
formed robustly by altering the reward function associated with finding the
clusters. We have illustrated three different reward functions which clearly have
a family resemblance. Most importantly all three overcome the disadvantages of
poor initialization in that they do not succumb to local minima as the existing
Bernoulli algorithm does.

We have also illustrated how a topology preserving mapping can be created by
using these algorithms with an underlying fixed latent space. Future work will
compare these methods with our existing methods of creating robust optimal
clusters.
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Abstract. Proposing efficient techniques for discovery of useful information 
and valuable knowledge from very large databases and data warehouses has 
attracted the attention of many researchers in the field of data mining. The well-
known Association Rule Mining (ARM) algorithm, Apriori, searches for 
frequent itemsets (i.e., set of items with an acceptable support) by scanning the 
whole database repeatedly to count the frequency of each candidate itemset. 
Most of the methods proposed to improve the efficiency of the Apriori 
algorithm attempt to count the frequency of each itemset without re-scanning 
the database. However, these methods rarely propose any solution to reduce the 
complexity of the inevitable enumerations that are inherited within the problem. 
In this paper, we propose a new algorithm for mining frequent itemsets and also 
association rules. The algorithm computes the frequency of itemsets in an 
efficient manner. Only a single scan of the database is required in this 
algorithm. The data is encoded into a compressed form and stored in main 
memory within a suitable data structure. The proposed algorithm works in an 
iterative manner, and in each iteration, the time required to measure the 
frequency of an itemset is reduced further (i.e., checking the frequency of n-
dimensional candidate itemsets is much faster than those of n-1 dimensions). 
The efficiency of our algorithm is evaluated using artificial and real-life 
datasets. Experimental results indicate that our algorithm is more efficient than 
existing algorithms. 

Keywords: Data Mining, Frequent Itemset, Association Rule Mining, 
Transactional Database, Logical Operations. 

1   Introduction 

Mining association rules (ARs) is a popular and well researched field in data mining 
for discovery of interesting relations between items in large databases and transaction 
warehouses. Their most popular applications include market basket data analysis, 
cross-marketing, catalog design, information retrieval, clustering and classification 
[1,2,3].  

ARs are represented in the general form of X → Y and imply a co-occurrence 
relation between X and Y, where X and Y are two sets of items (called itemsets). X 
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and Y are called antecedent (left-hand-side or LHS) and consequent (right-hand-side 
or RHS) of the rule, respectively. Many evaluation measures are defined to select 
interesting rules from the set of all possible candidate rules. The most widely used 
measures for this purpose are minimum thresholds on support and confidence.  

In most cases, we are just interested in ARs involving itemsets that appear 
frequently. For example, we cannot run a good marketing strategy involving items 
that are infrequently bought. Thus, most of mining methods assume that we only care 
about set of items that appear together in at least an acceptable percentage of the 
transactions, i.e., the minimum support threshold. The support of an itemset X is 
defined as the proportion of transactions in the data set containing X. The term 
frequent itemset is used for itemsets with high value of support.  

The confidence of a rule X → Y is defined as supp(X ∩ Y )/supp(X), i.e., a 
fraction of transactions containing X, which contain Y as well. ARs must satisfy a 
minimum degree of support and confidence at the same time. In this paper, we use the 
short terms MinSupp and MinConf for minimum support and minimum confidence 
thresholds, respectively. 

Most association rule mining (ARM) algorithms generate association rules in two 
steps: (1) Mining all frequent itemsets, and (2) generating all rules using these 
itemsets. The base of such algorithms is the fact that any subset of a frequent itemset 
must also be frequent, and that both the LHS and the RHS of a frequent rule must also 
be frequent. Thus, every frequent itemset of length n can result in n association rules 
with a single item on the RHS [4,5,6,10,11].  

In data mining applications, the data is often too large to fit in main memory. 
Therefore, the first step of mining ARs is expensive in terms of computation, memory 
usage and I/O resources. Much of the research effort in this field has been devoted to 
improving the efficiency of the first step. The main factors used to evaluate these 
algorithms are the time needed to read data from disk and the number of times each 
data item has to be read. There are also some approaches, which consider the memory 
usage as the main factor to be minimized. 

Different algorithms use some key principles and tricks to mine frequent itemsets 
more efficiently. Most of these algorithms try to present a solution to the problem of 
finding frequent itemsets by reducing the number of times the whole database has to 
be scanned (i.e., reduce the number of times that the occurrences of itemsets has to be 
counted). In the literature, many efficient solutions have already been proposed for 
this problem. However, one key issue, which has rarely been addressed by other 
researchers in this field is how to compute the frequency of itemsets in an efficient 
manner. Finding the frequency of an itemset is carried out by counting the number of 
occurrences of the itemset, which is a very time consuming process due to the large 
volume of data in data mining applications. In this paper, we focus our attention on 
how to present an efficient solution for this problem. In our approach, the database is 
scanned only once and the data is encoded into a compressed form and stored in main 
memory within a suitable data structure. The proposed algorithm works in an iterative 
manner, where by each iteration, the time required to measure the frequency of 
itemsets, is reduced further. 
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The rest of the paper is organized as follows: Section 2 introduces some efficient 
ARM algorithms from the literature. In Section 3, we describe our approach and give 
the detail of the algorithm, FastARM. Experimental results using artificial and real-
life data sets are presented in Section 4. Finally, we give the conclusion in Section 5. 

2   Related Work 

Many algorithms that have already been proposed for ARM, use a two step process 
for generating ARs: 1) mining frequent itemsets, 2) generating ARs from frequent 
itemsets. The main focus of many of these proposed algorithms is over the first step, 
where they try to improve the efficiency of the mining process for finding frequent 
itemsets by reducing the number of read operations from disk, as much as possible. 
For this purpose, some methods propose solutions to compute the support of some 
itemsets in order to avoid a number of unnecessary data re-scans. Some others build a 
special data structures in main memory for this purpose.  

Apriori [4] is the most well-known ARM method. The concepts and principles of 
this method are the basis of many other proposed algorithms. Many improved 
versions or efficient implementations of the primary Apriori have also been proposed 
by different researchers. VIPER [5] and ARMOR1 [6] are two relatively new 
algorithms which use the Apriori approach, but are much more efficient. VIPER uses 
a similar data presentation to our proposed method, but it is not efficient because of 
its need for multiple data re-scans. ARMOR can be considered as the improved 
version of another efficient algorithm, Oracle [6]. Oracle and ARMOR use a data 
structure called DAG to optimize their counting operations of itemset occurrences. 
FP-Growth [7] is another well-known algorithm, which works differently from others. 
It discovers frequent itemsets without generating any candidate itemset. In this 
algorithm, the data is read three times from disk and a hash tree structure is built in 
memory. All frequent itemsets can be found by traversing the hash tree. The main 
problem of FP-Growth is its heavy utilization of main memory, which is very 
dependent on the size of database. Running this algorithm for huge data sets is almost 
impossible due to the limitation of main memory.  

The major problems of many ARM methods are their need to read data from the 
disk iteratively and the time consuming operation of counting the frequency of each 
itemset [4,5,6,8,10]. The method proposed in this paper attempts to provide a solution 
for these problems. 

3   The Proposed Algorithm 

For ease of illustration, we assume the transaction data warehouse as a binary-valued 
data set having a relational scheme. Each column in this scheme stands for a possible 
item that can be found in any transaction of the data warehouse and each tuple 
represents a transaction. Each 0 or 1 value indicates the presence or absence of an 
itemset in a transaction, respectively. As an example the relation shown in Fig. 1.(b) 
is the structured form of the data set of Fig. 1.(a), which contains four transactions. 

                                                           
1 Association Rule Mining based on Oracle. 
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Cheese, Coke, Egg 
Cheese, Egg 
Coke, Cheese, Beer 
Coke, Beer

 a) A transactional data set                                      b) A structured presentation of transactions 

Cheese Coke Egg Beer 
1 1 1 0 
1 0 1 0 
1 1 0 1 
0 1 0 1 

 

Fig. 1. A data set containing some transactions of a market basket 

3.1   Mining Frequent Itemsets  

As the first step of the algorithm, we divide the relation horizontally into some equi-
size partitions, each containing k tuples. We comment on choosing the best value for k 
later in this section. In this relation, each column contains k bits in each partition, thus 
the group of bits in each column within each partition can be viewed as a k-bit binary 
code, which is equivalent to a decimal number between 0 and 2k-1. These decimal 
numbers are the major elements of our algorithm. 

The partitioned relation is scanned just once and the supports of singletons (1-
itemsets) are measured to find 1-frequent itemsets. Meanwhile, for each partition, all 
nonzero decimal values are extracted. For any column of the data set, which 
represents a frequent singleton, we build a hash table in memory. Each value in this 
hash table, is a non-zero decimal value extracted from a partition and its access key is 
the number of that partition (an integer number between 1 and m, where m is the 
number of partitions). Since we do not insert zero values into the hash tables, then the 
values recorded in the hash table indicate the regions of the itemset occurrences and 
limits the search space for the next steps.  
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Fig. 2. An Example data set 
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As an example, consider the data set r with 24 transactions, shown in Fig. 2, where 
A, B and C are three different items. Assume the value of k is set to 4. Thus, the 24 
transactions are divided into 6 partitions, each containing 4 tuples. The proposed 
algorithm with MinSupp set to 0.4, searches for frequent itemsets as follows. The first 
step involves counting the occurrences of all singletons and constructing the hash 
tables for the frequent ones. The calculated values for the supports of A,B and C are 
0.45, 0.41 and 0.33, respectively.  

Here, only the hash tables of A and B (frequent singletons) are constructed. The 
hash table for C is not constructed because its support is less than the MinSupp 
threshold. 

Hash table of A: 

Keys I II III V 
Values 9 7 14 11 

 (9 = (1001)2, 7 = (0111)2, 14 = (1110)2, 11 = (1011)2) 

Hash table of B: 

Keys I IV VI 
Values 7 13 15 

(7 = (111)2, 13 = (1101)2, 15 = (1111)2) 

The support of a compound itemset such as AB, is easily measured by using the 
hash tables of its elements (i.e., A and B), instead of scanning the whole database 
again. In order to calculate the support of a compound itemset, we begin with the 
smaller hash table (i.e., the one having fewer values). For each key of this hash table, 
we first verify if it also exists in the other hash table. This verification does not 
involve any search due to the direct access structure of hash table. If a key exists in 
both hash tables, then we perform a logical AND operation between the the 
corresponding values related to that key.        

The result of the AND operation is another integer value, which gives the co-
occurrences of A and B in that partition. If the result is zero, it means that there is no 
simultaneous occurrence of A and B in that partition. We build a similar hash table 
for the compound itemset, AB, and insert the non-zero integer values resulted from 
AND operations in this table. The size of this hash table is at most equal to the size of 
the smaller hash table of the two elements. Each number stored in this hash table is 
equivalent to a binary number, which contains some 1's. The total number of 1's 
indicates the co-occurrence frequency of A and B. Thus we should just enumerate the 
total number of 1's for all integer values, instead of scanning the whole database. This 
measurement can be done using logical Shift Left (SHL) or Shift Right (SHR) 
operations over each value and adding up the carry bits until the result is zero (i.e., 
there is no other 1-bits to be counted).  

The SHR operation is preferred to SHL in cases where the decimal number under 
investigation has a value less than 2k/2. The reason is that the equivalent binary codes 
for such cases do not contain any 1-bit in their left-hand side half, and selecting SHR 
will make enumeration at least two times faster than using SHL. 
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The efficiency of this structure becomes clearer for measuring the support of 
higher dimensional itemsets. As we proceed to higher dimensional itemsets, the size 
of hash tables becomes smaller due to new zeros emerging from AND operations. 
These zeros are not inserted into the result hash table. 

Let us refer to the above example and continue the mining process. According to 
the frequent singletons found, the only candidate for 2-frequent itemsets (pairs) is the 
itemset AB. In order to build the hash table of AB, each value stored in the hash table 
of B (i.e., the smaller hash table) is selected for logical AND operation with a value 
having the same key stored in A's hash table. The only key present in both hash tables 
is I, thus the result is a hash table having just one item, as follows. 

Hash table of AB: (9 & 7 = 1) 

Keys I 
Values 1 

To measure the support of AB, the number of 1's in the value field of this hash table 
(in the binary form) has to be counted. Since this value is equal to 1 (i.e., 0001), just 
one SHR operation and thus one comparison is enough to count 1's. However, if we 
had searched all the data to find the co-occurrences of A and B, the number of 
required comparisons would have been 48 (for reading the value of A and B in all 24 
tuples). In general, this improvement is much more apparent for itemsets of higher 
dimensions.  

In a same way, the hash tables of 2-frequent itemsets are then used to mine  
3-frequent itemsets and in general, n-frequent itemsets are mined using (n-1)-frequent 
itemsets. However, we do not use all combinations of frequent itemsets to get (n+1)-
frequent itemsets. The Apriori principle [4] is used to avoid verifying useless 
combinations: "An n-dimensional itemset can be frequent if all of its (n-1)-
dimensional subsets are frequent". Thus, for example if AB and AC are two frequent 
itemsets, their combination is ABC, but we do not combine their hash tables unless 
the itemset BC is also frequent. If all the n-1 subsets of an n-dimensional itemset are 
frequent, combining two of them is enough to get the hash table of the itemset.     

4   Experimental Results 

We conducted two experiments to evaluate the performance of our algorithm, 
FastARM in comparison with four well-known ARM methods, Apriori, VIPER, 
ARMOR and FP-Growth. We implemented the algorithms in C++ on a 3GHz Intel 
system with 1 GB RAM. We performed experiments on synthetic and real-life data. 
In all of the experiments we used k = 32 for the size of partitions.  

4.1   Experiment 1: Synthetic Data 

We used 10 data sets each containing 2*106 transactions in this experiment to 
evaluate the performance of Apriori, VIPER, ARMOR and FastARM algorithms. We 
generated synthetic data sets randomly for 500 distinct items such that the probability 
of an item being presenct in a transaction is 0.1. In this experiment, we could not 
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evaluate the performance of FP-Growth due to its heavy utilization of main memory. 
The reason for this is that FP-Growth stores the database in a condensed form in main 
memory (using a data structure called FP-tree).  

The results are shown in Fig. 3. The x-axis in these graphs represents the MinSupp 
threshold values and the y-axis represents the run times of different algorithms. For 
each specified value of MinSupp, the average run time of each algorithm over 10 data 
sets is measured and displayed. In this graph, we observe that the execution time of 
FastARM is relatively less than all of the other algorithms. This relative efficiency is 
more sensible where the value of MinSupp is very low. We also see that there is a 
considerable improvement in the performance of FastARM with respect to both 
Apriori and VIPER and also a relative improvement with respect to ARMOR. 

Table 1 shows the memory consumption of the algorithm throughout each part of 
the experiment. The values shown in this table represent the amount of memory 
required for hash tables in each case. Since the hash tables contain the whole 
information of the primary database (in another format), we can find out the 
compression rate of the algorithm by comparing these values with the size of database 
(which is about 100 MB). 

Table 1. The memory consumption of the algorithm through each part of the experiment 

Consumed Memory (MB)Probability of 1-bit
6.80.005

11.30.01
47.60.05
88.70.1  
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Fig. 3. Performance of different methods on synthetic data for different Minsupp values 
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a) Running times of various methods on the BMS-POS data set 
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b) Running times of various methods on the BMS-WebView-1 data set 
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c) Running times of various methods on the BMS-WebView-2 data set  

Fig. 4. Performance of algorithms over some real-life data sets 
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4.2   Experiment 2: Real Databases 

Our second set of experiments involved real data sets extracted from the Frequent 
Itemset Mining Dataset Repository, namely BMS-POS, BMS-WebView-1 and BMS-
WebView-2. 

The BMS-POS dataset contains sales data of several years from a large electronics 
retailer. Since this retailer has so many different products, product categories are used 
as items. Each transaction in this dataset is a customer’s purchase transaction 
consisting of all product categories purchased at one time. The goal for this dataset is 
to find associations between product categories purchased by customers in a single 
visit to the retailer. This data set contains 515,597 transactions and 1,657 distinct 
items. The BMS-WebView-1 and BMS-WebView-2 datasets contain several months 
worth of clickstream data from two e-commerce web sites. Each transaction in these 
data sets is a web session consisting of all the product detail pages viewed in that 
session. That is, each product detail view is an item. The goal for both of these 
datasets is to find associations between products viewed by visitors in a single visit to 
the web site. These two data sets contain 59,602 and 77,512 transactions, respectively 
(with 497 and 3,340 distinct items). 

We set the MinConf threshold value to zero and evaluated the performance of 
different algorithms using the MinSupp value varying within the range of (0.02%–
0.1%). The results of these experiments are shown in Figures 4a–c. We see in these 
graphs that for lower values of MinSupp, the performance of FastARM is significantly 
better than other methods. 

5   Conclusion  

In this paper, we proposed an efficient ARM algorithm called the FastARM that 
partitions the data and constructs hash tables to count the frequency of itemsets. Only 
a single scan of the database is required in this approach and all the necessary 
information is stored in hash tables. Frequent itemsets are computed by performing 
the logical AND operations on values from individual hash tables.  

We used two experiments on artificial and real-life data sets to evaluate the run 
time of FastARM in comparison with Apriori, FP-Growth, VIPER and ARMOR as 
four well-known ARM algorithms proposed in the literature. The experiments were 
conducted to investigate the effect of MinSupp and the database size on the execution 
time of each algorithm. The results of these experiments clearly indicated that 
FastARM performs better specially for lower values of MinSupp. It should be noticed 
that as we increase the value of MinSupp, the number of frequent itemsets and 
generated ARs decreases rapidly. That is why FastARM performs similar to the other 
methods when higher values for MinSupp are used. 
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Abstract. The Bio-Basis Function Neural Network (BBFNN) is a suc-
cessful neural network architecture for peptide classification. However,
the selection of a subset of peptides for a parsimonious network structure
is always a difficult process. We present a Sparse Bayesian Bio-Kernel
Network in which a minimal set of representative peptides can be se-
lected automatically. We also introduce per-residue weighting to the Bio-
Kernel to improve accuracy and identify patterns for biological activity.
The new network is shown to outperform the original BBFNN on vari-
ous datasets, covering different biological activities such as as enzymatic
and post-translational-modification, and generates simple, interpretable
models.

1 Introduction

The Bio-Basis Function Neural Network (BBFNN) [1] is a novel neural archi-
tecture that accepts peptide data as input, without requiring the peptides to
be numerically encoded. A number of bio-basis functions, which make use of
sequence similarity scoring, are used to transform the non-numerical, non-linear
input space, with a linear classification stage then being used to make predic-
tions. The BBFNN can be used in both regression and classification modes.
Variants of the network are available for use with fixed length peptides, or vari-
able length input sequences, through the use of differing basis functions. This
paper is concerned with the classification of fixed length peptides, a common
bioinformatics problem.

In the context of peptide classification the BBFNN has been applied to the
prediction of cleavage sites, post translational modifications, and aspects of pro-
tein structure. Whilst it has been able to produce high quality results for these
problems, some aspects of the network merit investigation and improvement.
Previous work has investigated the selection of Substitution Matrices used in
the Bio-Basis Function, and the production of problem-specific matrices [2]. This
paper is concerned with two topics, the selection of the most suitable support
peptides from the training data, and the lack of position weightings.

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 527–536, 2007.
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1.1 Selecting Support Peptides

In the traditional BBFNN model a user must specify the number of basis neu-
rons to be used. Each of these neurons requires a support peptide taken from
the training data. Input peptides are compared to the support peptides using
the bio-basis function, and the outputs of the function used in the linear classi-
fication step of the network. It makes intuitive sense that optimum classification
performance would be achieved by using a set of support peptides from the train-
ing data which are highly representative of their respective classes. However, the
standard BBFNN offers no automatic means of obtaining this set.

The user of the original BBFNN software may manually select a number of
support peptides, use a given number of randomly selected peptides, or choose
to use all peptides as support peptides. The first case requires careful analysis of
the data, and one must be careful not to over-fit the support peptides to the data
in hand. The second case is the most frequently used, but can result in relatively
large variations in performance depending on the mix of basis peptides selected;
selecting the best number of basis neurons to use is also a problem. The final
case results in a network that is likely to be over-fitted, and will take a large
amount of time to train due to the high complexity. Within all of these methods
it has also been common to vary the balance of positive and negative support
peptides to try and address class imbalance in the dataset.

It is clear that a method of selecting a set of support peptides that gives good
accuracy, is resistant to over-fitting, and results in a parsimonious network that
is quick to use, would be of great benefit. We propose using sparse Bayesian
learning to accomplish this goal [3].

1.2 Position Weighting

It is reasonable to expect that, in most cases, certain residues will be more
important than others in determining the class of a peptide, due to the differing
effects on protein structure from each position. Since biological experience shows
that all residue positions are not equal in their ability to determine the class
of a peptide (e.g. cleavable / non-cleavable), it is reasonable to expect that
peptide classification methods that consider specific positions will produce better
results than those which do not. Where predictions are made by concentrating
on the most informative residues, they are likely to be less affected by noise from
unimportant variations at other residue positions. It is therefore reasonable to
expect that a position specific method would offer more robust results. However,
this is subject to the method not having been over-fitted to certain residues.

Position specific methods in machine learning seek to accommodate this sit-
uation, and examine not just the overall composition of a peptide, but consider
the amino acids in each position separately. The standard BBFNN is not a posi-
tion specific method, since the bio-basis function sums the similarity scores for all
residue positions without weightings. Methods which use the sparse orthonormal
encoding [4] are position specific, each residue has corresponding input nodes and
weights. We propose introducing a per-residue weighting to the basis function
address this issue.
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1.3 Biological Interpretation

The two proposed improvements to the BBFNN are not motivated only by a
wish to increase performance, but also to increase the ease with which trained
models can be interpreted. Whilst neural network models have been shown to
be able to make accurate predictions on biological problems, they are often
criticised for being a black box, from which it is hard to extract knowledge. The
original BBFNN has a simpler structure than that of multi layer perceptrons,
having a single weight layer, and using support peptides and similarity values
which can be examined easily. However, by selecting an arbitrary number of
support peptides we risk over complicating the model, or excluding potentially
interesting support peptides. A method which allows a small model with a set
of highly relevant support peptides selected will allow for easier analysis.

By introducing per-residue weights to the basis function we hope additional
information useful for biological interpretation will be obtained. On problems
where certain positions are known to be more important we hope that the residue
weights will allow greater prediction accuracy. On problems where there are no
general motifs, we hope that the residue weight information will be useful when
interpreting the model, allowing more distinct rules to be identified.

2 Method

Sparse Bayesian Learning, as discussed in [3], is a method to find sparse solutions
to models with linearly combined parameters. The BBFNN takes this linear
form, where N is the number of basis neurons, wi is the network weight associated
with basis n, y is the model output, and Φ(x, zi) is the value of the basis function
applied to input vector x, using support peptide zi.

y =
N∑

i=1

wiΦ(x, zi)

Since there is a linear combination of our parameters wn, we can use the
method to find a sparse model, where the majority of network weights are close
to zero, and can be zeroed, and therefore few basis neurons are required. To carry
out sparse Bayesian learning we begin with a network consisting of all possible
basis functions, i.e. N is the size of our training dataset. During the learning
process network weights, and basis neurons, will be removed. This approach is
equivalent to a relevance vector machine (RVM) [3], using the bio-basis function
as its kernel function.

We will use the Bernoulli likelihood function, and apply a sigmoid function to
the model output y, as is appropriate for two class problems. If t is the target
vector, and l is the number of data points, then the negative log likelihood
function of the model is:

L = −
�∑

n=1

{tn log yn + (1 − tn) log(1 − yn)}
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As we will be introducing residue weights which will be learnt using the
Bayesian method, we choose to use a kernel function which does not include
the normalisation terms, or the exponential operator. The original Bio-Basis
Function, given in [1], is such that introducing sparse Bayesian position weight-
ing would generate complicated second derivatives which are inconvenient to
work with, and cause the Hessian matrix to be extremely costly to compute.
The simplified kernel function, including residue weighting is:

Φni =
D∑

d=1

θdMnid

where θd is the weighting for the dth residue in a peptide, D is the number of
residues in the peptide, and Mnid is the similarity matrix score between the
dth residues of the nth support peptide and ith input peptide. Note that θd = 1
when residue weights are not in use.

2.1 Optimisation of Network Weights

For the network weights, a standard Gaussian prior wn ∼ G(0, αw−1
n ) is used.

The Laplace approximation procedure in [5] is also applied. A Newton-Raphson
method optimisation is performed to find the most probable weight vector ŵ for
the current hyper parameter values αw.

The Hessian matrix, used in the Newton’s method optimiser is:

Hw = A + ΦBΦT

where A is a diagonal matrix of the hyper-parameters αw, and B is an l × l
diagonal matrix with values yn(1 − yn).

This Hessian can be negated and inverted to give the covariance matrix:

Σw = (A + ΦBΦT )−1

for a Gaussian approximation to the hyper-parameter posterior, with mean ŵ.
We will consider our hyper-parameters to be uniformly distributed and there-

fore only the marginal likelihood must be maximised in order to find αw. We
integrate over the negative log of the marginal likelihood with respect to w, and
then differentiate with respect to αw as in [5] to give the update equation:

αw
i =

1 − αw
i Σw

ii

ŵ2
i

The training process beings with w = 0, and αw = 0.1. An inner loop im-
plements the Newton method search for the most probable weights given αw.
Once this search has converged, the hyper-parameters are updated in the outer
loop. Due to the nature of the sparse Bayesian process, a large number of hyper-
parameters will tend to infinity, and their corresponding network weights tend
to zero. We prune a weight wi and its corresponding basis function from the net-
work when αw

i > 1 × 1010. We continue to update w and αw until convergence.
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2.2 Optimising Residue Weights

To introduce residue weights we add an additional layer, outside of the hyper-
parameter loop to update θ. Note that θ is a kernel parameter, whereas w is
a network parameter. Again we use the sparse Bayesian approach, resulting in
inner and outer loops for optimisation of θ, and the hyper-parameter vector αθ

respectively. These loops sit outside of those for optimisation of the network
weights.

Within the inner loop, the most probable residue weights θ̂ given αθ are
again obtained using a Newton’s method optimiser. The first derivative of the
marginal likelihood p(θ|D) with respect to θd is −Ze+Aθ, where A = diag(αθ),
Z = (M1w,M2w, · · · ,M�w) and

Mn =

⎛

⎜⎜⎜⎝

Mn11 Mn12 · · · Mn1�

Mn21 Mn22 · · · Mn2�

...
...

...
...

MnD1 MnD2 · · · MnD�

⎞

⎟⎟⎟⎠

The Hessian is then:
Hθ = A + ZBZT

Δθ for the Newton-Raphson optimisation in the inner loop is:

Δθ = −(ZT BZ + A)−1(Aθ − Ze)

The covariance matrix for the Gaussian approximation is:

Σθ = (A + ZBZT )−1

The marginal likelihood maximisation procedure is applied as previously, to
give the hyper-parameter update equation:

αθ =
1 − αθΣ

θ
ii

θ̂i
2

Initially θ = 1, with αθ = 0.1. At each iteration of the θ loop, the Φ matrix
is recalculated, as with different residue weights the kernel function scores are
altered. The network weights w, and weight hyper-parameters αw are updated
for each change in θ. No pruning of residue weights is implemented. In practice
the hyper-parameters only approach values that would result in pruning on rare
occasions.

3 Results and Discussion

3.1 Datasets

We will use three datasets to compare the performance of the new models with
the original BBFNN:
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GAL - Glycoprotein Linkage Sites. Glycoproteins are an important subset
of proteins with a high level of potential pharmacological significance. Carbohy-
drate groups attached to glycoproteins affect the solubility and thermal stability
and are implicated in important biological functions such as controlling uptake
of glycoproteins into cells. Chou et al. [6] presented a dataset of 302 9-residue
peptides, of which 190 are linkage sites and 112 non-linkage sites.

HIV - HIV-1 Protease Cleavage Sites. During the life-cycle of HIV, precursor
polyproteins are cleaved by HIV protease. Disruption of cleavage ability causes
non-infectious, imperfect virus replication and is therefore a promising target for
anti AIDS drugs. The dataset presented in [7] consists of 8-residue peptides from
HIV protease marked as cleavable or non-cleavable. There are 362 peptides of
which 114 are positive, cleavage sites and 248 are negative, non cleavable sites.

TCL - T-Cell Epitopes. T-cells are a critical part of the immune response to
viral infection. Epitopes are sites on viral proteins that are recognised and bound
by the T-cell receptor. The TCL dataset consists of 202 10-residue peptides of
which 36 are positive T-cell epitope peptides, the remaining 167 are non-epitope
peptides. This data was presented in [8].

3.2 Results

A 5-fold cross validation experiment was used to compare the Sparse Bayesian
Bio-kernel Network (SBBKN) with, and without residue weighting, to the origi-
nal BBFNN. Data was randomised and split into five equal folds. Four folds are
used to train a classifier, with the remaining fold then being used to test the
model. Each fold is used once for testing, and four times as part of the training
set. The entire procedure was repeated twenty times to allow means and stan-
dard deviations to be taken for the test statistics. Experiments using the original
BBFNN were carried out using 20 bio-basis neurons, with the basis functions
randomly selected. The basis functions were not manually selected or balanced
as comparison is being made with a new method which does not require manual
intervention.

Table 3.2 gives the mean values, and standard deviations in italics, for the
test statistics. ACC is the total accuracy, MCC is the value of the Matthew’s
correlation co-efficient, and AUR is the area under the ROC curve for the model
[9], calculated using a 1000 step trapezium method numerical integration.

It can be seen from the ACC column in the table, and more clearly from
figure 1(a), that the new techniques outperform the original BBFNN in terms
of prediction accuracy on all of the datasets. Standard deviations are slightly
larger with the new techniques. The new techniques also outperform the original
BBFNN in terms of the Matthews Correlation Coefficient, and mean area under
the ROC curves. In the GAL and HIV cases the true negative and positive
fractions were both higher than for the original BBFNN. However, on the TCL
dataset, which has few positive cases, large improvements in total accuracy and
the true negative fraction are accompanied by a smaller decrease in the true
positive fraction.
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Table 1. Cross Validation Results - Mean & (Standard Deviation)

Data Method ACC MCC AUR

BBFNN 85.09 (5.76) 0.69 (0.12) 0.92 (0.05)
GAL SBBKN 89.27 (8.08) 0.77 (0.17) 0.94 (0.05)

SBBKN-RW 88.78 (8.27) 0.76 (0.18) 0.94 (0.06)

BBFNN 87.25 (4.39) 0.70 (0.10) 0.92 (0.03)
HIV SBBKN 93.13 (5.45) 0.84 (0.13) 0.97 (0.03)

SBBKN-RW 93.56 (5.46) 0.85 (0.13) 0.97 (0.03)

BBFNN 82.50 (6.22) 0.54 (0.15) 0.90 (0.05)
TCL SBBKN 92.36 (6.28) 0.74 (0.21) 0.95 (0.06)

SBBKN-RW 92.72 (5.11) 0.75 (0.17) 0.96 (0.05)

The SBBKN with residue weightings slightly outperforms that without
weightings on the HIV and T-Cell data, but falls behind on the glycoprotein
linkage data. The small differences suggest that there is little to choose between
the methods, except the increased computational cost of residue weightings.
However, analysis of the models shows a difference in the number of kernels
used to achieve the same performance. Also, the residue weight information may
be of biological significance, and therefore useful in further interpretation.
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The computational cost of the new methods is an increase on that of the
standard BBFNN, but is not excessive. On a PC containing an Intel Core 2 Duo
processor at 1.7Ghz, the SBBKN without residue weighting takes, on average,
96 seconds to train on 288 peptides from the HIV dataset. With residue weight-
ing the average is 145 seconds. Residue weighting adds relatively little extra
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computation time. The majority of kernels will be pruned in the first update
cycle, leaving only a small network for the majority of the residue weight update
calculations.

3.3 Model Analysis

Having considered raw performance statistics we will examine the models that
are produced by the training process. Although it was shown that the perfor-
mance of the weighted and non-weighted SBBKNs was similar, the weighted
SBBKN uses fewer kernels on each problem. Figure 1(b) shows the mean, and
standard deviation, of the number of bio-kernels used for each dataset. It can
be seen that around three fewer kernels are used on the GAL and HIV sets,
with five fewer on the T-Cell data. For the T-Cell data this represents a 32%
decrease in the size of the network. Whilst there is increased complexity due to
the addition of per-residue weights, this is partially offset by a reduction in the
number of bio-kernels required to achieve similar performance.

Further analysis work has been carried out on the residue-weighted models
produced for the HIV-1 cleavage site prediction problem. Whilst there have
been some questions regarding the use of neural networks on the dataset [10],
the availability of motifs in the literature will allow comparison with the residue
weights and support peptides used in our trained models. In future we will
examine the models for datasets without known strong motifs.

The intuitive first step in the analysis to calculate the mean values of the
residue weights, to identify the most important positions in the peptides. How-
ever, initial inspection suggested that the weights were highly skewed, precluding
the sensible use of the mean and standard deviation in analysis work. Histograms
were plotted which confirmed that the distribution is heavily positively skewed.
Further investigation showed that in general, where any given θd value is high,
all other position weights will also be high. When examining the relative impor-
tance of residues we are interested in the difference between θd values, not their
absolute value. With this in mind, we have chosen to scale the values, relative
to the highest position weight in each model: θ′d = θd/θMAX . This will allow
for meaningful averages to be taken, and would not be necessary if examining
a single model. Figure 2 shows the minimum, mean, and median values for the
scaled weights.

Whilst there is a large spread of values there appears to be a trend that
is consistant between the statistics. Values are high in the P1, P2, P1’, and
P2’ positions. The P2’ site is recognised as important for cleavage predictions,
with Glutamate (E) or Glutamine (Q) identified as amino acids which indicative
of a possible cleavage. At P2, Valine (V) or Alanine (A) are associated with
an increased likelihood of the peptide being cleavable [10,11]. The P1 and P1’
positions, directly to each side of the cleavage site, are also of importance and
similarly mentioned in motifs. The high value of the P4’ position was unexpected,
since attention is usually paid to the P1-P1’ positions [12,7]. However, Lysine
(K) at P4’ was noted as a contributor to positive predictions in 29% of cases in
a model given in [10].
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Fig. 2. HIV scaled residue weights

The low importance of the P3 and P3’ positions were also noted in [10],
where it was found that they could be excluded from models without changing
the separability of the data. It is perhaps disappointing that the median value
for these residue positions is still fairly high. However, whilst there are only
fairly small variations in the statistics between each residue, the trends fit with
what might be expected. The majority of residue weight updates take place
after pruning of support peptides and network weights has taken place, once the
network weights are tuned for high performance on with a small set of support
peptides. It may be the case that allowing for a cycle of residue weight updates
before any pruning of network weights takes place would allow the values to
move further; with less tuned network weights, changes to the residue weights
would likely cause larger changes in error, in turn causing larger updates. Further
investigation would be useful.

One aspect of the motivation for the use of the sparse Bayesian approach was
to identify a parsimonious model, with a minimal number of support peptides.
For the HIV case there is a mean of 17.07 support peptides per model, of which
53% are positive, i.e. actual cleavage sites. Within the 5 fold, 20 repeat cross
validation procedure, each peptide occurs in the training data for 80 models.
Therefore the most common support peptide, DAINTEFK, observed in 68 models,
occurred in 85% of possible cases. The 30 most common support peptides account
for 1027 out of the 1707 selections across 100 models, i.e. 60% of support peptides
are selected from 8% of the training data. The fact that this small number of
peptides are commonly selected across randomly populated training folds seems
to indicate that they are representative across all of the data, and that over-
fitting to training sets has been eliminated by the sparse Bayesian method.

4 Conclusions

We have introduced a sparse Bayesian bio-kernel network, based on the Bio-Basis
Function Neural Network. The new method produces models which have been
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shown to make accurate predictions on three datasets, using only a small number
of support peptides. In addition we have introduced a variant that includes per-
residue weights in the basis function. With the added residue weights, slightly
better classification accuracies are achieved using fewer support peptides. Anal-
ysis of the models produced for HIV-1 protease cleavage site prediction identifies
patterns which agree with previous literature.
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Abstract. Support Vector Regression (SVR) is usually pursued using
the ε–insensitive loss function while, alternatively, the initial regression
problem can be reduced to a properly defined classification one. In ei-
ther case, slack variables have to be introduced in practical interesting
problems, the usual choice being the consideration of linear penalties
for them. In this work we shall discuss the solution of an SVR prob-
lem recasting it first as a classification problem and working with square
penalties. Besides a general theoretical discussion, we shall also derive
some consequences for regression problems of the coefficient structure of
the resulting SVMs and illustrate the procedure on some standard prob-
lems widely used as benchmarks and also over a wind energy forecasting
problem.

1 Introduction

Standard ε–insensitive SVR [9,12] seeks to minimize ‖W‖2 subject to the restric-
tions W ·X i + b− (yi − ε) ≥ 0, W ·X i + b− (yi + ε) ≤ 0. If it exists, the solution
of this problem, that we shall refer to as ε–SVR, defines what is usually called a
hard ε tube. However, in practical problems, hard tubes have to be replaced by
soft ones, where besides ε insensitivity, extra slack terms have to be introduced.
More precisely, the previous restrictions become now

W · X i + b − (yi − ε) + ξi ≥ 0, W · X i + b − (yi + ε) − μj ≤ 0, (1)

and the function to be minimized is now Jp(W, b, ξ, μ) = ‖W‖2 + C
∑

(ξp
i + μp

j )
for some p ≥ 1 and where C is a properly chosen penalty factor. Obviously,
minimizing Jp(W, b, ξ, μ) is equivalent to minimizing

∑

i

[
yi − f(X i, W, b)

]p

ε
+ λ‖W‖2,

for λ = 1/C and where f(X, W, b) = W ·X+b and [z]ε = max(0, |z|−ε). Thus, the
problem that soft ε–insensitive SVR solves can be seen as a modelling problem
where errors are measured in terms of the [·]pε function and a regularization term
λ‖W‖2 is added. As it is the case in standard soft margin SVMs, the usual choice
in SVR is to take p = 1; however, in this work we shall take p = 2, which is

� All authors have been partially supported by Spain’s TIN 2004–07676.
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also a frequent election in SVM training. For either choice, rather than minimize
the criterion Jp(W, b, ξ, μ) one defines a certain dual problem with a quadratic
programming structure and that can be solved by standard packages or simply
by gradient ascent on the dual function (see [13] for the linear penalty case).
Here, however, we will take a different point of view. We note first that SVR
can be transformed in a classification problem [2]. More precisely, if an ε hard
tube exists, shifting the yi values by ±ε we obtain subsets D+ = {(X i, yi + ε)}
and D− = {(X i, yi − ε)} that are linearly separable, and the ε–insensitive SVR
problem can then be recast as that of minimizing the quantity ‖W‖2+δ2 subject
to the conditions

W · X i + b − δ(yi − ε̃) ≥ 1, W · X i + b − δ(yi + ε̃) ≤ −1, (2)

where ε = ε̃ − 1/δ; we shall call this problem ε̃–SVC. Its dual function is then

Θ(α, β) = −1
2
‖Xα − Xβ‖2 −

1
2

(
ε̃
∑

(αi + βi) −
∑

(αi − βi)yi
)2

+
∑

(αi + βi) (3)

subject to the restrictions αi, βj ≥ 0 and
∑

αi =
∑

βj , and where Xα =∑
αiX

i, Xβ =
∑

βjX
j. We can get a more compact formulation of ε̃–SVC

writing points in D± as X i
+ = (X i, yi + ε̃), Xj

− = (Xj , yj − ε̃) and the weight
vector as W̃ = (W, −δ). Then ε̃–SVC can be stated as minimizing ‖W̃‖2 subject
to W̃ · X i− + b ≥ 1, W̃ · Xj

+ + b ≤ −1. A possible way to solve it is to find [1] the
closest points X∗

+ and X∗
− in the convex hulls C(D+), C(D−) of D+ and D−.

We shall call this third convex hull formulation CH–SVM.
Our approach to solve square penalty ε–SVR will be based on the solution

of CH–SVM. More precisely, we will show in section 2 the equivalence for the
hard margin setting of ε̃–SVC and CH–SVM, and how to reduce ε–SVR to ε̃–
SVC; in particular, we will see how their solutions are related. An advantage
of using square penalties is that hard and soft SVMs can be treated formally
in the same way. In section 3 we will recall how this is done and, turning our
attention to ε–SVR, our main contribution will be Proposition 3, where we show
that the coefficient structure of the optimal solution of soft CH–SVM can be
seen as defining a certain regression tube, slightly larger than the original ε one.
Patterns correctly classified by the CH–SVM solution will fall inside it, while not
correctly classified patterns will fall outside. In section 4 we will illustrate the
application of square penalty SVR to some publicly available regression datasets
as well as in a wind energy prediction problem. The paper will end with a short
discussion and some conclusions.

2 Hard Margin SV Regression and Classification

It is well known [9] that the optimal ε–SVR solution weight Ŵ can be written
as Ŵ = X

�α − X
�β , with α̂, β̂ the optimal dual solutions. Moreover, the Karush–

Kuhn–Tucker (KKT) conditions verified by the optimal Ŵ , b̂, α̂, β̂ imply that if
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at some i we have, say, α̂i > 0, then Ŵ · X i + b̂ − (yi − ε) = 0 and, therefore,
b̂ = (yi − ε) − Ŵ · X i = 0. Similarly, the optimal ε̃–SVC solution weight W o can
be written as W o = Xαo − Xβo [2], with αo, βo now the optimum solutions of
the corresponding dual problem; moreover, the optimal δo value is given by

δo =
∑ {

βo
i

(
yi + ε̃

)
− αo

i

(
yi − ε̃

)}

= ε̃
∑

(αo
i + βo

i ) −
∑

(αo
i − βo

i ) yi. (4)

Finally, the KKT conditions are in this case

αo
i > 0 ⇒ W o · X i − δo(yi − ε̃) + bo = 1,

βo
j > 0 ⇒ W o · Xj − δo(yi + ε̃) + bo = −1,

and just as before, the optimal bo can be obtained as, say, bo = 1 + δo(yi − ε̃) −
W o · X i if αo

i > 0. The following proposition relates the optimal solutions of
ε–SVR and ε̃–SVC. Although essentially known in the literature, we shall give
here its proof for a lack of a proper reference.

Proposition 1. Assume ε̃ to be such that the shifted classes D+, D− are linearly
separable and let W o, δo, bo and Ŵ , b̂ be the optimal solution of ε̃–SVC and ε–
SVR respectively. We then have W o = δoŴ , bo = δob̂ and ε = ε̃ − 1/δo.

Proof. If W o, δo, bo is the optimal solution of ε̃–SVC, it easily follows from (2)
that ε̃ ≥ 1/δo. If ε̃δo = 1, the restrictions in (2) would become W o·X i−δoyi+bo ≥
0, W o · X i − δoyi + bo ≤ 0 for all i. This would imply W o

δo · X i + bo

δo = yi for
all i, i.e., we would have a perfect fit at all points, an unusual circumstance
not likely to happen; hence, we will assume ε̃ > 1/δo. Then W̃ = W o/δo and
b̃ = bo/δo is a feasible solution of ε–SVR with ε = ε̃ − 1/δo. As a consequence,
‖Ŵ‖ ≤ ‖W̃‖ = ‖W o‖/δo.

On the other hand and as we have just mentioned (see also [9]), the optimal
solution Ŵ of ε–SVR can be written as Ŵ =

∑
i α̂iX

i −
∑

β̂jX
j, with

∑
i α̂i =∑

β̂j . The KKT conditions imply that at an α̂i > 0 SV X i we have Ŵ · X i +
b̂ − (yi − ε) = 0, while at a β̂j > 0 SV Xj we have Ŵ · Xj + b̂ − (yj + ε) = 0.
Writing now ε = ε̃ − 1/δo, it follows that

Ŵ · Xj + b̂ − (yj − ε̃) =
1
δo

; Ŵ · Xj + b̂ − (yj + ε̃) =
−1
δo

,

and, therefore,

δoŴ · xj + δob̂ − δo(yj − ε̃) = 1; δoŴ · xj + δob̂ − δo(yj + ε̃) = −1.

Thus, (W ′ = δoŴ , δo, b′ = δob̂) is a feasible solution of ε̃–SVC and, hence,
δo‖Ŵ‖ = ‖W ′‖ ≥ ‖W o‖. By the uniqueness [3] of the SVM solutions, it follows
that Ŵ = W o/δo and the other equalities are then immediate. ��
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Turning our attention to the relationship between ε̃–SVC and CH–SVM, recall
that writing X+ = (X, y + ε̃), X− = (X, y − ε̃) and W̃ = (W, −δ), ε̃–SVC
minimizes ‖W̃‖2 subject to W̃ · X i

− + b ≥ 1, W̃ · Xj
+ + b ≤ −1. As mentioned

before, the optimal solution of CH–SVM is given by the closest points X∗
+ and

X∗− in the convex hulls C(D±) of D± (see [1] for more details). They verify
therefore that X∗− =

∑
α∗

i X
i− and X∗

+ =
∑

β∗
j Xj

+, with
∑

α∗
i =

∑
β∗

j = 1 and
define an optimal vector W̃ ∗ and bias b∗ as

W̃ ∗ = X∗
− − X∗

+, b∗ =
1
2

(
‖X∗

−‖2 − ‖X∗
+‖2) .

Moreover, the maximum margin m∗ is given by m∗ = ‖W̃ ∗‖/2. The following
proposition is also known [1] and proved using the KKT conditions of each
problem.

Proposition 2. The optimal solution W̃ ∗ of CH–SVM is related to the optimal
W̃ o of ε̃–SVC as

W̃ o =
2

‖W̃ ∗‖2
W̃ ∗ =

1
m∗ W̃ ∗,

or, equivalently, W̃ ∗ = 2W̃ o/‖W̃ o‖2. Moreover, W o = 2W ∗/‖W ∗‖2, bo =
2b∗/‖W ∗‖2 and δo = 2δ∗/‖W ∗‖2.

CH–SVM is somewhat different formally from ε–SVR and ε̃–SVC and although
still solvable using quadratic programming tools, it lends itself to algorithms
quite different from those standard in SVMs. A good choice is the Schlesinger–
Kozinec (SK) algorithm [6]. The starting observation is that for any potential
weight W̃ = X− − X+, with X± ∈ C(D±), its margin m(W ) verifies m(W ) ≤
‖W‖/2. Moreover, if W̃ ∗ = X∗− − X∗

+ is the optimal weight, we have m(W̃ ) ≤
m(W̃ ∗) = ‖W̃ ∗‖/2 ≤ ‖W̃‖/2. Thus setting g(W̃ ) = ‖W̃‖/2 − m(W̃ ), we have
0 = g(W̃ ∗) ≤ g(W̃ ). The SK algorithm iteratively constructs approximations W̃ t

to W ∗ by convex updates W̃ t = (1−λt)W̃ t−1+λtX̃t
±, where λt and X̃t

± ∈ C(D±)
are chosen to ensure that W̃ t < W̃ t−1 and that approximately (although not
true for all iterations) m(W̃ t) < m(W̃ t−1) (see [6] for more details). We shall
use the SK algorithm in our square penalty experiments.

3 Square Penalty SV Regression and Classification

Recall that square penalty ε–SVR seeks to minimize ‖W‖2+C
∑

(ξ2
i +μ2

j) subject
to the restrictions W · X i + b − (yi − ε) + ξi ≥ 0, W · X i + b − (yi + ε) − μj ≤ 0.
It can be reduced to a hard ε–SVR problem by extending the W and X vectors
adding 2N extra coordinates to them, with N the sample size, and defining

W = (W,
√

Cξ1, . . . , ·
√

CξN ,
√

Cμ1, . . . ,
√

CμN ),
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X
i

− = (X i, 0, . . . , 1√
C

, . . . , 0, 0, . . . , 0), X
j

+ = (Xj, 0, . . . , 0, 0, . . . , −1√
C

, . . . , 0),

where the final non–zero coordinate of X
i

− is the extra i–th one and the final non–

zero coordinate of X
j

+ is the extra (N+j)–th one. We then have ‖W‖2+C
∑

(ξ2
i +

μ2
j) = ‖W‖2 and the previous restrictions become W · X

i

− + b − (yi − ε) ≥ 0,

W · X
j

+ + b − (yi + ε) ≤ 0.
We can similarly reduce square penalty ε̃–SVC to a hard ε̃–SVC problem.

Keeping the previously used X± = (X, y ± ε̃) and W̃ = (W, −δ) notation, we
consider now the extended weight and vectors

W = (W̃ ,
√

Cξ1, . . . ,
√

CξN ,
√

Cμ1, . . . ,
√

CμN ),

X
i

− = (X i
−, 0, . . . ,

1√
C

, . . . , 0, 0, . . . , 0), X
j

+ = (Xj
+, 0, . . . , 0, 0, . . . ,

−1√
C

, . . . , 0),

for which we have again ‖W‖2 + δ2 +C
∑

(ξ2
i +μ2

j) = ‖W‖2 and the restrictions

W · Xi

− + b ≥ 1, W · Xj

+ + b ≤ −1. Solving the CH–SVM version of ε̃–SVC will

give the optimal extended weight W
∗

as W
∗

= X
∗
− − X

∗
+, with X

∗
− =

∑
α∗

i X
i

−
and X

∗
+ =

∑
β∗

j X
j

+. In particular we will have

W
∗

= (W̃ ∗,
√

Cξ∗1 , . . . ,
√

Cξ∗N ,
√

Cμ∗
1, . . . ,

√
Cμ∗

N )

= (
∑

α∗
i X

i
− −

∑
β∗

j Xj
+,

α∗
1√
C

, . . . ,
α∗

N√
C

,
β∗

1√
C

, . . . ,
β∗

N√
C

),

and, therefore, margin slacks and SV coefficient are directly related as Cξ∗i = α∗
i ,

Cμ∗
j = β∗

j . Moreover, as we will shall see next, the size of the optimal α∗
i , β∗

j

coefficients determine the tube in which patterns Xj
−, Xj

+ will fall.

Proposition 3. Set Λ∗ = C‖W
∗‖2 =

∑{
(α∗

i )
2 + (β∗

i )2
}
+C

(
‖W ∗‖2 + (δ∗)2

)
.

Then a pattern (X i, yi) will fall inside the ε̃ tube if and only if α∗
i < Λ∗/2 and

β∗
i < Λ∗/2.

Proof. We will bring the extended CH–SVM solution W
∗

back to the ε–SVR
one retracing the steps already mentioned in the penalty–free case. We go first
from W

∗
to the optimal solution W

o
of ε̃–SVC as W

o
= 2W

∗
/‖W

∗‖2. As a
consequence, the optimal ε̃–SVC slack variables verify

ξo
i =

2

‖W
∗‖2

ξ∗i =
2

Λ∗ α∗
i , μo

j =
2

‖W
∗‖2

μ∗
j =

2
Λ∗ β∗

j . (5)

Now, since we have δo = 2δ∗/‖W
∗‖2 = 2Cδ∗/Λ∗, proposition 1 and (5) imply

that the ε–SVR slacks are

ξ̂i =
1
δo

ξo
i =

Λ∗

2Cδ∗
2
Λ∗ α∗

i =
1

Cδ∗
α∗

i ,

μ̂j =
1
δo

μo
j =

Λ∗

2Cδ∗
2
Λ∗ β∗

j =
1

Cδ∗
β∗

j .
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Table 1. SVM parameters used. For the flare and building problems only the
parameters for the first output are shown.

Linear Penalty Square Penalty

Problem C σ ε C σ ε̃

flare1 160 250 0.0025 0.125 10 0.04

flare2 30 150 0.001 0.5 12 0.06

flare3 40 175 0.001 3 40 0.05

building1 0.6 125 0.01 0.3 25 0.4

building2 3.2 8 0.01 0.8 6 0.6

building3 6.3 6.5 0.01 0.8 5 0.6

wind power 0.4 32 0.08 5 40 0.2

Furthermore, since ε = ε̃ − 1/δo, we have

ε + ξ̂i = ε̃ − Λ∗

2Cδ∗
+

α∗
i

Cδ∗
= ε̃ − 1

Cδ∗

(
Λ∗

2
− α∗

i

)
,

ε + μ̂j = ε̃ − Λ∗

2Cδ∗
+

β∗
j

Cδ∗
= ε̃ − 1

Cδ∗

(
Λ∗

2
− β∗

j

)
.

Since αo
i = 0 if and only if ξo

i = 0, all the regression patterns (X i, yi) for which
αo

i = βo
i = 0 will be inside an ε̂ tube with ε̂ = ε̃ − Λ∗/2Cδ∗. Next, since α∗

i

and β∗
i cannot be simultaneously nonzero, patterns (X i, yi ± ε̃) for which either

coefficient is < Λ∗/2 result in regression patterns (X i, yi) inside the ε̃–hard tube.
On the other hand if, say, α∗

i > Λ∗/2, the KKT conditions now imply

Ŵ · X i + b − yi = ε̃ +
1

Cδ∗

(
α∗

i − Λ∗

2

)
> ε̃;

that is, (X i, yi) will fall outside the ε̃–hard tube, and the same will happen with
those (Xj , yj) for which β∗

j > Λ∗/2. ��

We will illustrate next square penalty SVR over several regression problems,
comparing its performance to that of linear penalty SVR and of multilayer
perceptrons.

4 Numerical Experiments

We have tested the performance of both linear and square penalty SVR methods
in two Proben1 regression problems [7] and also in a wind power prediction one.
The SVMSeq [13] algorithm was applied in the linear penalty case and the SK
algorithm [6] for square penalties. In both cases a Gaussian kernel k(x, y) =
exp

(
−‖x − y‖2/2σ2

)
was used. The Proben1 problems used were building,

where hourly electrical energy and hot and cold water consumption in a building
are to be predicted, and flare, where we want to do the same for the daily
number of small, medium and large solar surface flares. Both datasets are given
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Table 2. Mean square test errors for building and flare problems and for wind
energy prediction obtained by an MLP and linear and square penalty SVMs. The
corresponding best result recorded in the Proben1 database is also given.

Problem Proben1 best result MLP Linear penalty SVM Square penalty SVM

flare1 0.5283 0.5472 0.5444 0.5431

flare2 0.3214 0.2732 0.2680 0.2662

flare3 0.3568 0.3423 0.3457 0.3552

building1 0.6450 0.4267 0.4369 0.4556

building2 0.2509 0.2696 0.2418 0.2616

building3 0.2475 0.2704 0.2318 0.2525

Wind Power – 8.33 8.96 8.68

Table 3. Initial sample size, number of Support Vectors of linear and square penalty
SVMs and corresponding percentages with respect to sample size for the first dependent
variable in the building and flare problems and for wind energy prediction

Problem Training set size Linear penalty SVM Square penalty SVM

flare1 800 792 (99%) 211 (26.37%)

flare2 800 799 (99.87%) 216 (27.00%)

flare3 800 796 (99.5%) 214 (26.75%)

building1 3156 3156 (100%) 2299 (72.84%)

building2 3156 2988 (94.67%) 1430 (45.31%)

building3 3156 3107 (98.44%) 1243 (39.38%)

Wind Power 1560 583 (37.37%) 315 (20.19%)

in [7] in three variations, numbered 1 to 3, each one with a different arrangement
of the training and test sets. On the other hand, we will also work with a real wind
power prediction task, where numerical weather predictions from the European
Centre for Medium-Range Weather Forecasts (ECMWF, [5]) at time T are used
to provide energy production estimates for the Sotavento wind farm [10] located
in Galicia (Spain) on 36 hour periods going from the T + 12 to the T + 48 hour.
The test set was the farm’s hourly production in August 2006.

Model performance was measured first by mean square error and the SVM
model results were compared with the best ones in the Proben1 database and
also with those provided by a single hidden layer multilayer perceptron (MLP).
In the wind power problem errors are given as percentages of the farm’s in-
stalled capacity. As it can be seen from the test results of table 2, all models
give similar errors but the square penalty SVM ones are usually slightly larger
than those of the linear penalty SVM but comparable to the MLP ones. No-
tice that, in any case, stopping criteria for linear and square penalty SVMs are
different, as SVMSeq performs a gradient ascent over the dual problem while
the SK algorithm tries to minimize the function g defined in section 2. On the
other hand, the number of support vectors (SVs) obtained using square penalties
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Fig. 1. Placement and density of support vectors plotted along wind speed X and Y
components. Darker areas represent a higher support vector density

is in general much smaller than in the case with linear penalties. This is seen
in table 3 for the wind energy prediction problem and the first variable to be
predicted of each data split for the building and flare problems (similar results
are obtained for the other two dependent variables).

An advantage of SVMs over MLPs for the wind energy prediction problem
is the easier interpretation of the resulting model, as the SVs obtained some-
how reflect the dominant data and the model’s behaviour. For instance, figure 1
depicts the density of support vectors (computed using a Parzen window es-
timator) along the X and Y wind speed components. On the one hand, the
density plot reflects dominant southwest–northeast wind directions in the train-
ing database; on the other, it is also clear that model performance over wind
speed predictions outside the grey areas is likely to be poor. For instance, no
support vectors appear for moderate–to–large wind speeds with northwest and
southeast directions; this reflects that wind on these areas has been rare on the
training database, but the model will also ignore it in the future.

The effect of the ε̃ tube is depicted for the wind farm training data in figure 2,
that shows the distribution of positively (circles) and negatively (crosses) shifted
support vectors on a plot with absolute wind speed in the x–axis and energy
production (as a percentage of installed power capacity) in the y–axis. As it
can be expected, for a given wind speed patterns with negative shifts tend to
lie below the positively shifted ones; when this is not the case, it is likely to be
due to the presence of outliers. The figure is also somewhat reminiscent of the
power curve of wind turbines, which typically have a sigmoidal–like shape with
a cut–off for wind speeds above 25 m/s.
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Fig. 2. Positively (circles) and negatively (crosses) shifted SVs over absolute wind (x
axis) and percentage of maximum energy output (y axis)

5 Conclusions and Discussion

In this work we have studied support vector regression where tube squared slacks
are added as a penalty term to the standard SVM squared weight norm. This
has two clear advantages. The first one is that, as it happens with SVM classi-
fication, hard and soft SVR can be formally treated in the same way once soft
weights and patterns are appropriately extended. The second advantage is that
the coefficients of the support vectors obtained have a direct relationship with
the width of the tube where these support vectors will fall in. Moreover, and
as demonstrated with our numerical experiments, both linear and square penal-
ties seem to give quite similar test errors, while the second models tend to give
a smaller number of support vectors (resulting in a faster application on new
data).

As pointers to further study, more experimental work is needed for a more
precise comparison on linear and square penalty SVR performance. Moreover,
the standard SVR formulation has the drawback of having to decide on the extra
ε parameter on top of the other two usual SVM parameters, namely the penalty
factor C and the kernel width σ. For linear penalties, the so–called ν–SVR [8]
allows to simultaneously get rid of the C and ε parameters by introducing a
new parameter ν that, moreover, can be used to control some aspects of the
SVM obtained. It may be possible that appropriate square penalty extensions of
ν–SVR provide the same benefits. These and similar topics are presently under
consideration.
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Abstract. A fuzzy rule-based classification system (FRBCS) is one of the most 
popular approaches used in pattern classification problems. One advantage of a 
fuzzy rule-based system is its interpretability. However, we're faced with some 
challenges when generating the rule-base. In high dimensional problems, we 
can not generate every possible rule with respect to all antecedent 
combinations. In this paper, by making the use of some data mining concepts, 
we propose a method for rule generation, which can result in a rule-base 
containing rules of different lengths. As the next phase, we use rule-weight as a 
simple mechanism to tune the classifier and propose a new method of rule-
weight specification for this purpose. Through computer simulations on some 
data sets from UCI repository, we show that the proposed scheme achieves 
better prediction accuracy compared with other fuzzy and non-fuzzy rule-based 
classification systems proposed in the past.  

Keywords: Pattern classification, fuzzy systems, data mining, rule weighting. 

1   Introduction   

Fuzzy rule-based systems have been widely used on control problems [1,2,3]. One 
key feature of fuzzy rule-based systems is their comprehensibility because each fuzzy 
rule is linguistically interpretable. Recently, fuzzy rule-based systems have been 
applied successfully on classification problems [4,5,6].  The interest in using fuzzy 
rule-based classification systems (FRBCS) arises from the fact that those systems 
consider both accuracy and comprehensibility of the classification result at the same 
time. In fact, error minimization and comprehensibility maximization are two 
conflicting objectives of these kinds of classification systems and the trade off 
between these two objectives has been discussed in some recent studies [7,8,9,10].  

Basic idea for designing a FRBCS is to automatically generate fuzzy rules from 
numeric data (i.e., a number of pre-labeled training examples). Hence, rule-base 
construction for a classification problem always has been a challenging part of it. In 
this paper, a novel approach for generating a set of candidate rules of each class is 
presented using data mining principles in which the number of generated rules is 
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reduced dramatically. A compact rule-base is then constructed by selecting a specified 
number of candidate rules from each class (using a selection metric).  

In many studies, antecedent fuzzy sets were generated and tuned by numerical 
input data for rule-base construction to improve the classification accuracy of 
FRBCSs. As shown in [11,12], the modification of the membership functions of 
antecedent fuzzy sets can be replaced by rule weight specification to some extent. 
Since, the adjustment of membership functions may degrade the interpretability of a 
FRBCS. In this paper, a learning algorithm is proposed to adjust the weights of the 
rules (existing in the rule-base) by the training data. This method attends to improve 
the generalization of FRBCS by minimizing the classification error rate on the 
training data. 

The rest of this paper is organized as follows. In Section 2, a FRBCS is briefly 
introduced. In Section 3, the process of rule-base construction and the proposed 
method of generating rules with different lengths are described. Section 4 is devoted 
to introduction of the proposed method of rule weight learning. In Section 5, the 
experimental results over artificial and real-life data are shown. Finally, Section 6 
concludes the paper. 

2   Fuzzy Rule-Based Classification Systems  

Various methods have been introduced for fuzzy classification. Let us assume that we 
have m training patterns xp = (xp1,…,xpn), p = 1,2,…,m from M different classes where 
xp  is an n-dimensional vector of attributes in which xpi is the i-th attribute value of the 
p-th training pattern (i =1,2,…,n). For our M-class, n-dimensional classification 
problem, we use fuzzy if-then rules of the form below: 

 
(1) Rule Rq:  If x1 is Aq1 and … and xn is Aqn then class Cq with CFq   , 

where Rq is the label of the q-th fuzzy if-then rule, x = (x1,…,xn) is n-dimensional 
vector of a pattern, Aqi presents an antecedent fuzzy set, Cq is a class label, and CFq is 
the weight assigned to the q-th rule. In [13], fuzzy rules of other types are introduced. 
To calculate the compatibility grade of each training pattern xp with the antecedent 
part of the rule Aq = (Aq1,…,Aqn), we use the product operator as follows:  

 

1 21 2( ) ( ) ( ) ( ), 1,2, ,
q q q qnA p A p A p A pnx x x p mμ μ μ μ= ⋅ ⋅ ⋅ =K Kx ,                              (2) 

 
where μAqi(xpi) is the compatibility grade of xpi with fuzzy membership function Aqi. 
To determine the consequent class of the q-th rule Cq, we measure the confidence 
degree of the association rule "Aq ⇒ Class h" from the field of data mining for each 
class, where Aq is a multi-dimensional fuzzy set representing the antecedent 
conditions and h is a class label. Confidence of a fuzzy association rule Rq is defined 
as follows:  

Class h 1

( Class h) ( ) ( ), 1, 2, ,
q q

p

m

q A p A p
X p

c A h Mμ μ
∈ =

⇒ = =∑ ∑ Kx x ,                          (3)             
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where μAq(Xp) is the compatibility grade of pattern Xp with the antecedent part of the 
rule Rq, m is the number of training patterns and Cq is a class label. The class with 
maximum confidence degree is identified to determine the consequent class Cq:  

qargmax{c(A Class h) |q = h = 1, 2, , M}⇒ K                                          (4) 

An input pattern is classified regarding to the consequent class of the winner rule. 
By using rules of the form (1), a weight assigned to each rule is used to find the 
winner rule. Rule weighting has a profound effect on the classification ability of 
FRBCSs. In [14], several methods of rule weighting have been introduced. In this 
paper, we use a learning mechanism to find the weight of each rule.  

3   Rule-Base Construction 

For an M-class problem in an n-dimensional feature space, assume that m labeled 
patterns Xp=[xp1, xp2, …, xpn], p=1, 2, …, m from M classes are given. A simple 
approach for generating fuzzy rules is to partition the domain interval of each input 
attribute using a pre-specified number of fuzzy sets (i.e., grid partitioning). Some 
examples of this partitioning (using triangular membership functions) are shown in 
Fig. 1. 

  0.0            1.0          0.0             1.0 

  0.0                                 1.0            0.0                                1.0 
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0.0

1.0 
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Fig. 1. Different partitioning of each feature axis 

Given a partitioning of pattern space, one approach is to consider every possible 
combination of antecedents to generate the fuzzy rules. The problem with grid 
partitioning is that an appropriate partitioning of each attribute is not usually known. 
One solution is to simultaneously consider different partitions, as shown in Fig. 1. 
That is, for each attribute, one of the 14 fuzzy sets shown in Fig. 1 can be used when 
generating a fuzzy rule. The problem is that for an n-dimensional problem, 14n 
antecedent combinations have to be considered. It is impractical to consider such a 
huge number of antecedent combinations when dealing with high dimensional 
problems. 

One solution for the above problem has already been presented by adding the fuzzy 
set “don’t care” to each attribute. The membership function of this fuzzy set is defined 
as µdon’t care(x) =1 for all values of x. The trick is not to consider all antecedent 
combinations (which is now 15n) and only short fuzzy rules having a limited number 
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of antecedent conditions are generated as candidate rules. For example, fuzzy rules 
having only two or less antecedent fuzzy sets (excluding don’t care) are investigated. 

It seems that ignoring majority of possible antecedent combinations for rule 
generation would degrade the accuracy of the FRBCS. On the other hand, increasing 
the limitation of two or less antecedent fuzzy sets may be impossible in some cases. 
As an instance, for a high-dimensional data set such as Sonar (available in UCI-ML 
repository) which is a 2-class data set, containing 60 attributes, number of all possible 
fuzzy rules of length 4, considering 15 fuzzy membership functions for each attribute 
is (60 × 15)4 × 2 which is more than 1012. Since measuring confidence and support 
values for each rule involves scanning all training data patterns, construction of a 
rule-base containing such rules seems to be very difficult or even impossible. That's 
why the existing classifiers are able to generate rules having at most three antecedent 
conditions (excluding don’t care) in such cases. This limitation prevents from some 
useful rules, which would have positive effects on the classification accuracy, to be 
present in the rule-base. As mentioned in the last paragraph, by increasing the number 
of antecedents, the rule set grows exponentially. Moreover, within a very large 
number of rules, usually a small fraction of rules are acceptable. Thus, in many cases, 
a considerable time is devoted to useless computations.   

The purpose of the solution presented in this paper, is to avoid the exponential 
growth of the rule sets in each step. In this approach, we do not generate rules that are 
hardly probable to be interesting. The method is based over two data mining 
principles, used for mining frequent item sets:   

1) Increasing the length of an item set, the support value will not improve. 
2) A set of n items is probable to be frequent (have a good support), if and only 

if all of its subsets of size n-1 are frequent (the Apriori principle).  

The common usage of the above principles is in data warehouses, to find itemsets 
with good supports (i.e., set of items that have frequently occurred together). In this 
work, we observe them from a different viewpoint and use them to find fuzzy rules 
having good supports. 

3.1   Generating Rules with 1 or 2 Antecedents 

As mentioned before, A major purpose in this paper is to propose a solution that 
enables us to generate fuzzy rules with any number of antecedents, i.e., There would 
be no restriction on the number of antecedents especially for high dimensional data 
sets (the problem which originates from the exponential growth of rule-base by 
increasing the number of features). For this purpose, we consider the well-known 
evaluation measure, Support as the primary factor for rule filtering. In equation (5), a 
simple definition for the fuzzy aspect of the Support measure is presented.  

(5) s(Aj ⇒ Class h) = ( )∑
∈ h Class 

p

x Am

1

p
j
xμ , 

where µj(Xp) is the compatibility degree of Xp with the antecedent part of the rule Rj, 
m is the number of training patterns and h is a class label. After determining a 
minimum support threshold (denoted by MinSupp), a set of 1-dimensional rules 
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(containing one antecedent), is generated. This set is then filtered by selecting only 
rules having a support value above the MinSupp. Combining the rules within this set 
in the next step, results in the set of 2-dimensional candidate rules. The reason of this 
issue (that we just combine rules having good supports) refers to the first principle 
mentioned in Section 2. In other words, the 1-dimensional rules which are pruned 
through the first step because of their bad supports, can not absolutely lead to 2-
dimensional rules with good supports and thus there is no need to consider them. 
Another key point in combination of a pair of 1-dimensional rules is the conditions 
under which the rules can be combined:  

1) The rules must not contain similar antecedents on their left-hand sides.  
2) The consequent classes of the two rules must be identical. Similarly, the resulting 
rule set is filtered with respect to the MinSupp value. However, note that the rules 
being selected according to their higher support values are just candidate rules and 
may be rejected in the next step. The rule selection metric will be discussed later.   

3.2   Generating Rules of Higher Dimensions 

In order to generate rules containing more than two antecedents, a similar procedure 
is followed. However, in this case, both of the principles (used for mining frequent 
item sets) must be regarded. Generating 3-dimensional rules is accomplished using 
the 1 and 2-dimensional candidate rules. Any possible combination of the rules from 
these two sets, having the same consequent and not containing common antecedents 
would be a 3-dimensional candidate rule. The second principle is used to avoid the 
time-consuming evaluation of some useless rules (which can not have high support 
values). A rule resulting from a combination will be evaluated only if all of its  
2-dimensional sub-rules1 are present in the candidate set of the previous stage (i.e., all 
the sub-rules have good supports). Otherwise, we do not measure the support of the 
rule, since it can not be even a candidate rule. As an example, the support of the rule 
R: If X1 is A1 and X2 is A2 and X3 is A3 → C1 is computed only if all the following 
sub-rules have good supports: 

If X1 is A1 and X2 is A2 → C1 
If X1 is A1 and X3 is A3 → C1 
If X2 is A2 and X3 is A3 → C1 

Similarly, generating an n-dimensional rule is performed by the combination of n-1 
and 1-dimensional candidate rules.     

An important challenge here is to find a solution for this problem: How should 
we control the presence of all sub-rules in order to avoid efficiency reduction. 
Moreover, combining 1 and n-dimensional rules (even with respect to the 
mentioned conditions) may lead to some repeating combinations. Another 
challenging problem is how to avoid generating repeating rules, which could be so 
helpful to the efficiency of the process. To achieve these two goals, we make use of 
the efficiency of SQL and accomplish the primary phases of the rule generation 
process using this language.  

                                                           
1  Rule R1 is called to be a sub-rule of R2 iff R1 has less antecedents than R2 and every 

antecedent of R1 is present in R2, too. 
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Following the above process, it will also be possible to generate rules having 4 and 
more antecedents, for any data set having arbitrary number of features.  

Although the set of rules is pruned to some extent, in some cases the number of 
rules is still large. This problem gets more sensible as we increase the number of 
antecedents. In order to obtain a more concise data set, we divide the set of candidate 
rules into M distinct groups, according to their consequents (M is the number of 
classes). The rules in each group are sorted by an appropriate evaluation factor and 
the final rule-base is constructed by selecting p rules from each class, i.e., in total, M.p 
rules are selected. Many evaluation measures have already been proposed. In this 
work, we use the measure proposed in [15] as the rule selection metric, which 

evaluates the rule jj CclassA  ⇒  through the following equation:  

q q

p p

A p A p
X Class X Class 

( ) = ( ) ( )
j j

j
C C

e R μ μ
∈ ∉

−∑ ∑x x  
(7) 

4   The Proposed Method for Rule Weighting 

Initially, all rules are assumed to have a weight of one (i.e. CFk=1, K=1,2,...,N). In this 
section we propose an algorithm to assign some real numbers (in the interval [1,∞)) as 
the rule weights using the training patterns. The rule-weighting process for a typical 
rule, Ri, can be organized into the following steps: 

1. Specify the center of the rule's covering area, sort the training patterns within 
this area in ascending order of their distance from the center (The first pattern in 
the sorted list is the most compatible one with the rule).  

2. Scan the patterns through the sorted list until a pattern (Xn) from the negative 
class (any class except the rule's target class) is met (The enemy pattern with 
maximum compatibility degree is found). 

3. Call the pattern just before the enemy pattern in the list X* and Find its 
compatibility with the rule Ri (μi(X

*)). 
4. Compute the rule's weight (CFi) using the following equation: 
 

        CFi = 1/ μi(X
*)                                   (8) 

 

This algorithm obtains a real number in the interval [1,∞) as the weight of each 
rule. However, in this issue, two exceptional cases may occur: 

1. The first pattern in the sorted list is an enemy pattern. For this case, we set the 
value of 1 to μi(X

*) and thus the rule's weight will not change from 1. 
2. There is no enemy pattern in the covering area of the rule (i.e., an interesting case). 

For this case, we chose the compatibility degree of the last pattern in the sorted list 
for μi(X

*), i.e., μi(X
*) = μi(last pattern). Since the last pattern has the minimum 

compatibility with the rule, a higher weight is given to such rules.  

In this method, no rule is given a weight of 0. Thus, the number of rules does not 
change through this weighting process. As the number of partitions of each feature 
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increases, the performance of the system approaches the performance of weighted  
K-NN method, while having the extra advantage of interpretability, especially for 
low-dimensional data sets.  

4.1   Finding the Optimal Decision Boundaries 

The method proposed in Section 3, increases the classification accuracy of each fuzzy 
rule over training data up to 100%. This is accomplished by tuning the boundaries for 
the decision area of each rule through assigning a weight to it. It can be predicted that 
the generalization ability of the classifier will be improved, too. However, there is 
really no reason that we will get the optimal results for generalization accuracy, 
through this issue. The main reason refers to some probable noisy or exceptional 
patterns or in case of data sets with highly ovelapped classes. Our proposed method 
can easily become more flexible (for noisy data) by making a small change to it. After 
determining a threshold for the rule accuracy, we do not stop the scanning of the 
sorted list when meeting the first enemy pattern. Instead, we extend the decision 
boundary of the rule until we reach an enemy pattern that makes the rule's accuracy 
become less than the specified threshold. In other words we let a few number of 
enemy patterns to exist in the decision area of each rule. This can be more effective 
for noisy-nature data sets. 

To find the best accuracy threshold for a typical data set, different threshold values 
can be tested through the discussed method and the optimal value will be obtained by 
comparing the generalization accuracies of different cases.  

5   Experimental Results 

In order to evaluate the performance of the proposed scheme, we arranged two sets of 
experiment, over artificial and real-life data sets. The results were compared with the 
non-weighted rule-base classifier in each case. 

5.1   Artificial Data 

In this experiment, we generated 1200 data points of two classes, namely 1 and 2. The 
data of the first class had a normal distribution, with μ = (0,0) and σ = 0.3, whereas the 
data of the second class had a normal distribution, with μ = (1,1) and σ = 0.3. Using 4 
triangular fuzzy sets, we first run the non-weighted and then the weighted rule-base 
classifier over this data set and found the discriminating line in each case. It is known 
that the closer the discriminating line to the diagonal, the higher generalization ability of 
the classifier. The results of this experiment are shown in Fig. 2.  

5.2   Real-Life Data Sets 

In order to assess the performance of the proposed scheme over some real-life data, 
we used the data sets shown in Table 1 available from UCI ML repository. To  
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      a) Non-weighted rule-base classifier                             b) Weighted rule-base classifier 

Fig. 2. Visualized effect of the proposed rule-weighting technique compared to the non-
weighted case for a 2-class, Normal-distributed data set 

construct an initial rule-base for a specific data set, a number of equi-length rules 
(number of antecedents equaling to the number of features), having at least one 
training pattern in their decision areas were generated. In order to assess the effect of 
the proposed scheme in comparison with its alternatives, we used 10CV technique 
which is a case of n-fold cross validation.  

In the first part of the experiment, the generalization accuracy of the initial rule-
base (before rule weighting) was measured.  

In the second part, our rule-weighting method was evaluated without considering 
any accuracy threshold, as discussed in Section 4. In other words, the threshold was 
set to 1. The results, shown in Table 2 narrate from a positive effect for the weighting 
method over the generalization ability.  

Finally, in the third part, for each data set, we tried different values of the accuracy 
threshold by changing it from 1 down to 0.4 (by the step size of 0.05). Using the LVO 
(Leave One Out) technique, in each case, the error rate was measured using training 
data. The best threshold (leading to the best result) was then selected to evaluate the 
generalization ability over that data set using the 10CV technique.  

The error rates of the classifier using the optimal value of θ for each data set are 
presented in Table 2. In this table, our proposed method is compared with another 
successful rule-based method as benchmark results called C4.5 reported by Elomaa 
and Rousu [7]. It is also compared to four different weighting methods defined by 
Ishibuchi in [12]. In all cases, the rule selection is performed using the single winner 
method.  As shown in Table 2, except in one case, the proposed classifier in this paper 
results in better classification rates, compared to the best results already achieved by 
C4.5. As seen, the proposed method achieves better results in comparison with 
Ishibuchi metrics in all experimental cases. 
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Table 1. Some statistics of the data sets used in our computer simulations 

Data set 
Number of 
attributes 

Number of patterns Number of 
classes 

Iris 4 150 3 
Wine 13 178 3 

Thyroid 5 215 3 
Sonar 60 208 2 
Bupa 6 345 2 
Pima 8 768 2 
Glass 9 214 6 

Table 2. Classification  Error rates of the proposed classifier using the optimal threshold values 
in comparison with threshold of 1, the non-weighted rule-base classifier, Ishibuchi weighting 
methods and the C4.5 method for data sets of Table 1 

Error Rates (%) 
proposed method  Ishibuchi Metrics 

Data sets No
Weight  = 1 Optimal  Metric1 Metric2 Metric3 Metric4 

C4.5 
(best 

results) 

Iris 5 3.6 3.6 4.2 4.6 4.4 4.2 5.1 
Wine 6.1 5.2 5.1 8.4 8.4 5.6 6.7 5.6 
Pima 27.8 25.7 24.3 26.3 26.5 27.8 26.5 25 
Bupa 39 37.8 37.8 39 38.4 38.8 38.8 38.2 
Thyroid 8.5 4.1 4.1 6.7 5.8 6.3 6.1 6.7 
Glass 35 34.9 33.3 41.1 40.2 40.6 44.4 27.3 
Sonar 11.2 5 4.1 11 10.8 10.6 10.8 23.3  

6   Conclusions 

In this paper, a novel method of rule-base construction using data mining principles 
and a rule weighting mechanism was proposed. Using the proposed method for rule 
generation, it will be possible to generate rules having different lengths, efficiently. It 
is much more useful when dealing with high dimensional data sets, were the existing 
methods are not able to generate rules containing more than 2 or 3 antecedent 
conditions. We also proposed a new method of rule-weight specification in order to 
tune the classifier. As the number of partitions of each feature increases, the 
generalization ability of the system competes and even precedes the weighted K-NN 
method. Moreover, the proposed scheme is a FRBCS and has the advantage of 
interpretability, especially for low-dimensional data sets.  

We also proposed a mechanism to find the optimal rule weights, which is much 
more useful in case of noisy or highly overlapped data sets, in order to prevent from 
overfitting of the learned classifier. 

We used seven data sets from UCI-ML repository to assess the performance of the 
learning scheme. Simulation results on thsese data sets showed that the method can be 
used to construct a rule-base with a good generalization ability. The effect of rule 
weights could be seen, clearly, through this experiment. We also showed that the 
proposed method is more effective in reducing the error rate of the classifier in 
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comparison with all weighting metrics introduced by Ishibuchi and also comparing to 
the C4.5 as a successful rule-based method. 
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Abstract. As data analysis tasks often have to face the analysis of huge
and complex data sets there is a need for new algorithms that combine
vector quantization and mapping methods to visualize the hidden data
structure in a low-dimensional vector space. In this paper a new class
of algorithms is defined. Topology representing networks are applied to
quantify and disclose the data structure and different nonlinear map-
ping algorithms for the low-dimensional visualization are applied for the
mapping of the quantized data. To evaluate the main properties of the re-
sulted topology representing network based mapping methods a detailed
analysis based on the wine benchmark example is given.

1 Introduction

In the majority of practical data mining problems high-dimensional data has
to be analyzed. Because humans simply can not see high-dimensional data, it
is very informative to map and visualize the hidden structure of complex data
set in a low-dimensional space. The goal of dimensionality reduction is to map
a set of observations from a high-dimensional space (D) into a low-dimensional
space (d, d � D) preserving as much of the intrinsic structure of the data as
possible. Three types of dimensionality reduction methods can be distinguished:
(i) metric methods try to preserve the distances of the data defined by a met-
ric, (ii) non-metric methods try to preserve the global ordering relations of the
data, (iii) other methods that differ from the previously introduced two groups.
Principal Component Analysis (PCA) [6,7], Sammon mapping (SM) [14] and
multidimensional scaling (MDS) [2] are widely used dimensionality reduction
methods. Sammon mapping minimizes the Sammon stress function by the gra-
dient descent method, while the classical MDS though similarly minimizes the
cost function, but it uses an eigenvalue decomposition based (single step) al-
gorithm. So e.g. the optimization algorithm used by the Sammon mapping can
stuck in local minima,hence it is sensitive to the initialization. The MDS has

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 557–566, 2007.
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a metric and a non-metric variant, thereby it can also preserve the pairwise
distances or the rank ordering among the data objects.

In the literature there are several neural networks proposed to visualize high-
dimensional data in low-dimensional space. The Self-Organizing Map (SOM) [8]
is one of the most popular artificial neural networks. The main disadvantage of
SOM is that it maps the data objects into a topological ordered grid, thereby it
is needed to utilize complementary methods (coloring scheme such as U-matrix)
to visualize the relative distances between data points on the map. The Visu-
alization Induced Self-Organizing Map (ViSOM) [18] is an effective extension
of SOM. ViSOM is an unsupervised learning algorithm, which is proposed to
directly preserve the local distance information on the map. ViSOM preserves
the inter-point distances as well as the topology of data, therefore it provides a
direct visualization of the structure and distribution of the data. ViSOM con-
strains the lateral contraction forces between neurons and hence regularizes the
interneuron distances so that distances between neurons in the data space are in
proportion to those in the input space [18]. The motivation of the development
of the ViSOM algorithm was similar to the motivation of this work, but here the
improvement of the Topology Representing Network based data visualization
techniques are in focus.

Dimensionality reduction methods in many cases are confronted with low-di-
mensional structures nonlinearly embedded in the high-dimensional space. In
these cases the Euclidean distance is not suitable to compute distances among
the data points. The geodesic distance [1] is more suitable to catch the pairwise
distances of objects lying on a manifold, because it is computed in such a way
that it always goes along the manifold. To compute the geodesic distances a
graph should be built on the data. The geodesic distance of two objects is the sum
of the length of the edges that lie on the shortest path connecting them. Although
most of the algorithms utilize the neighborhood graphs for the construction of
the representative graph of the data set, there are other possibilities to disclose
the topology of the data, too. Topology representing networks refers to a group of
methods that generate compact, optimal topology preserving maps for different
data sets. Topology representative methods combine the neural gas (NG) [11]
vector quantization method and the competitive Hebbian learning rule [5].

There are many methods published in the literature proposing to capture the
topology of the given data set. Martinetz and Shulten [12] showed how the sim-
ple competitive Hebbian rule forms Topology Representing Network (TRN). Dy-
namic Topology Representing Networks (DTRN) were introduced by Si at al. [15].
In their method the topology graph incrementally grows by adding and remov-
ing edges and vertices. Weighted Incremental Neural Network (WINN) [13] pro-
duces a weighted connected net. This net consists of weighted nodes connected
by weighted edges. Although, the TRN, DTRN and WINN algorithms are quite
similar, the TRN algorithm gives the most robust representation of the data.

The aim of this paper is to analyze the different topology representing network
based data visualization techniques. For this purpose we round up the techniques
being based on this method and perform an analysis on them. The analysis
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compares the mapping qualities in the local environment of the objects and the
global mapping properties.

The organization of this paper is as follows. Section 2 gives an overview of
the Topology Representing Network and introduces the related mapping meth-
ods. Section 3 introduces the measurement of the mapping quality and gives
application example to show the results of the analysis. Section 4 concludes the
paper.

2 Topology Representing Network Based Mapping
Algorithms

2.1 Topology Representing Network

Given a set of data (X = {x1,x2, . . . ,xN}, xi ∈ R
D, i = 1, . . . , N) and a set

of codebook vectors (W = {w1,w2, . . . ,wn}, wi ∈ R
D, i = 1, . . . , n) (N > n).

TRN algorithm distributes the pointers wi between the data objects by neural
gas algorithm, and forms connections between them by applying competitive
Hebbian rule. The algorithm of the Topology Representing Network firstly selects
some random points (units) in the input space. The number of units (n) is a
predefined parameter. The algorithm then iteratively selects an object from the
input data set randomly and moves all units closer to this pattern. After this step,
the two units closest to the randomly selected input pattern will be connected.
Finally, edges exceeding a predefined age are removed. This iteration process
is continued until a termination criterion is satisfied. The run of the algorithm
results in a Topology Representing Network that means a graph G = (W, C),
where W denotes the nodes (codebook vectors, neural units, representatives)
and C yields the set of edges between them. The detailed description of the
TRN algorithm can be found in [12].

The algorithm has many parameters. The number of the iterations (tmax) and
the number of the codebook vectors (n) are determined by the user. Parameter
λ, step size ε and lifetime T are dependent on the number of the iterations. This
time dependence can be expressed by the following general form:

g(t) = gi

(
gf

gi

)t/tmax

(1)

where gi denotes the initial value of the variable, gf denotes the final value of the
variable, t denotes the iteration counter, and tmax denotes the maximum number
of iterations. (For example for parameter λ it means: λ(t) = λi(λf/λi)t/tmax .)
Paper [12] gives good suggestions to tune these parameters.

In the literature few methods are only published, that utilize the topology rep-
resenting networks to visualize the data set in the low-dimensional vector space.
The Online Visualization Neural Gas (OVI-NG) [3] is a nonlinear projection
method, in which the codebook positions are adjusted in a continuous output
space by using an adaptation rule that minimizes a cost function that favors the
local distance preservation. As OVI-NG utilizes Euclidean distances to map the
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data set it is not able to disclose the nonlinearly embedded data structures. The
Geodesic Nonlinear Projection Neural Gas (GNLP-NG) [4] algorithm is an ex-
tension of OVI-NG, that uses geodesic distances instead of the Euclidean ones.
Abreast with these algorithms J.Abonyi and A. Vathy-Fogarassy from among
the authors of this article have developed a new group of the mapping meth-
ods, called Topology Representing Network Map (TRNMap) [16]. TRNMap also
utilizes the Topology Representing Network and the resulted graph is mapped
by MDS into a low-dimensional vector space. Hence TRNMap utilizes geodesic
distances during the mapping process, it is a nonlinear mapping method, which
focuses on the global structure of data. As the OVI-NG is not able to disclose
the nonlinearly embedded manifolds in the following we will not deal with this
method.

2.2 Geodesic Nonlinear Projection Neural Gas

The GNLP-NG algorithm is a nonlinear mapping procedure, which includes
the following two major steps: (1) creating a topology representing network to
depict the structure of the data set, and (2) mapping this approximate structure
into a low-dimensional vector space. The first step utilizes the neural gas vector
quantization method to define the codebook vectors (wi) in the input space, and
it uses the competitive Hebbian rule for building a connectivity graph linking
these codebook vectors. The applied combination of the neural gas method and
the Hebbian rule differs slightly from the TRN algorithm: it connects not only
the first and the second closest codebook vectors to the randomly selected input
pattern, but it creates connection between the k-th and the k+1-th nearest units
(1 ≤ k ≤ K), if it does not exist already, and the k + 1-th nearest unit is closer
to the k-th nearest unit than to the unit closest to the randomly selected input
pattern. The parameter K is an accessory parameter compared to the TRN
algorithm, and in [4] it is suggested to set to K = 2. Furthermore GNLP-NG
increments not only the ages of all connections of the nearest unit, but it also
extends this step to the k-th nearest units.

During the mapping process the GNLP-NG algorithm applies an adaptation
rule for determining the positions of the codebook vectors (wi, i = 1, 2, . . . , n) in
the (low-dimensional) projection space. The mapped codebook vectors are called
codebook positions (zi, i = 1, 2, . . . , n). The mapping process can be summarized
as follows:

1. Compute the geodesic distances between the codebook vectors based on the
connections of the previously calculated topology representing network. Set
t = 0.

2. Initialize the codebook positions zj , randomly.
3. Select an input pattern x with equal probability for each x. Increase the

iteration step t = t + 1.
4. Find the codebook vector wi0 in input space that is closest to x.
5. Generate the ranking (mj ∈ 0, 1, . . . , n − 1) for each codebook vector wi

with respect to the wi0 .
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6. Update the codebook positions in the output space:

znew
i = zold

i + αe−( mj
σ(t) )

2 (Di0,i − δi0,i)
Di0,i

(zi0 − zi) (2)

7. If t < tmax go back to step 3.

Parameter α is the learning rate, σ is the width of the neighborhood, and they
typically decrease with the number of iterations t, in the same way as Equation 1.
Dj,k denotes the Euclidean distance of the codebook vectors zj and zk defined
in the output space, δj,k yields the geodesic distance between codebook vectors
wj and wk measured in the input space, and mj yields the ranking value of the
codebook vector wj . Paper [4] gives an extension to the GNLP-NG, to tear or
cut the graphs with non-contractible cycles.

2.3 Topology Representing Network Map

Topology Representing Network Map (TRNMap) refers to a group of nonlinear
mapping methods, which combines the TRN algorithm and the MDS method
to visualize the data structure to be analyzed. The algorithm has the following
major steps: (0) data normalization to avoid the influence of the range of the
attributes, (1) creating the Topology Representing Network of the input data
set, (2) if the resulting graph is unconnected, the algorithm connects the sub-
graphs together, (3) calculation of the pairwise graph distances, (4) mapping the
modified TRN, (5) creating the component planes. A component plane displays
the value of one component of each node. If the input data set has D attributes,
the TRNMap component plane includes D different maps according to the D
components. The structure of these maps is the same as the TRNMap map, but
the nodes are represented in greyscale. The mapping process of the TRNMap al-
gorithm can be carried out by the use of metric or non-metric multidimensional
scaling, as well.

The Topology Representing Network Map Algorithm

0. Normalize the input data set X.
1. Create the Topology Representing Network of X by the use of the TRN

algorithm. Yield M (D) = (W, C) the resulting graph, let wi ∈ W the repre-
sentatives (nodes) of M (D). If exists an edge between the representatives wi

and wj (wi,wj ∈ W , i �= j), ci,j = 1, otherwise ci,j = 0.
2. If M (D) is not connected, connect the subgraphs in the following way:

While there are unconnected subgraphs (m(D)
i ⊂ M (D), i = 1, 2, . . .):

(a) Choose a subgraph m
(D)
i .

(b) Let the terminal node t1 ∈ m
(D)
i and its closest neighbor t2 /∈

m
(D)
i from:

‖t1 − t2‖ = min‖wj − wk‖, t1,wj ∈ m
(D)
i , t2,wk /∈ m

(D)
i

(c) Set ct1,t2=1.
Yield M∗(D) the modified M (D).
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3. Calculate the geodesic distances between all wi,wj ∈ M∗(D).
4. Map the graph M (D) into a 2-dimensional vector space by MDS based on

the graph distances of M∗(D).
5. Create component planes for the resulting Topology Representing Network

Map based on the values of wi ∈ M (D).

The parameters of the TRNMap algorithm are the same as those of the Topology
Representing Networks algorithm. The TRNMap algorithm has different varia-
tions based on the mapping used. If the applied MDS is a metric MDS method,
the mapping process will preserve the pairwise distances of the objects. On the
other hand, if the TRNMap algorithm applies a non-metric MDS, the resulted
map tries to preserve the global ordering relations of the data.

Table 1 gives a systematic overview of GNLP-NG, metric TRNMap (DP -
TRNMap, DP from distance preserving) and non-metric TRNMap
(NP TRNMap, NP from neighborhood preserving). It also includes the combina-
tion of the non-metric TRNMap and the GNLP-NG algorithms (NP TRNMap-
GNLP NG), which means the fine tuning of the non-metric TRNMap with the
GNLP-NG as follows: after the running of the non-metric TRNMap the projected
codebook vectors were ’fine tuned’ by the mapping of the GNLP-NG algorithm.
This table comparable summarizes the applied topology learning methods, dis-
tance measures, and mapping techniques.

Table 1. Systematic overview of the Topology Representing Network based mapping
methods

Algorithm topology
learning

distance
measure

mapping

GNLP NG modified
TRN

geodesic iterative adaptation rule

DP TRNMap TRN geodesic metric MDS
NP TRNMap TRN geodesic non-metric MDS
NP TRNMap-GNLP NG TRN geodesic combined non-metric MDS

and iterative adaptation rule

3 Analysis of the Topology Representing Network Based
Mapping Methods

The aim of this section is to analyze the Topology Representing Network based
mapping methods that are able to unfold the nonlinearly embedded manifolds.
We have shown that GNLP-NG and TRNMap algorithms are nonlinear map-
ping methods, which utilize a topology representing network to visualize the
high-dimensional data structure in the low-dimensional vector space. Because
the GNLP-NG method utilizes a non-metric mapping procedure, and the TRN-
Map also has a non-metric variant, their mapping qualities of the neighborhood
preservation can be compared.
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3.1 Mapping Quality

A projection is said to be trustworthy [9,17] if the nearest neighbors of a point in
the reduced space are also close in the original vector space. Let n be the number
of the objects to be mapped, Uk(i) be the set of points that are in the k size
neighborhood of the sample i in the visualization display but not in the original
data space. The measure of trustworthiness of visualization can be calculated in
the following way:

M1(k) = 1 − 2
nk(2n − 3k − 1)

n∑

i=1

∑

j∈Uk(i)

(r (i, j) − k) , (3)

where r(i, j) denotes the ranking of the objects in the input space.
The projection onto a lower dimensional output space is said to be continuous

[9,17] if points near to each other in the original space are also nearby in the
output space. Denote Vi(k) the set of those data points that belong to the k-
neighbors of data sample i in the original space, but not in the visualization. The
measure of continuity of visualization is calculated by the following equation:

M2(k) = 1 − 2
nk(2n − 3k − 1)

n∑

i=1

∑

j∈Vk(i)

(r̂ (i, j) − k) , (4)

where r̂(i, j) is the rank of the data sample i from j in the output space.

3.2 Analysis of the Methods

In this subsection the local and global mapping qualities of GNLP-NG, TRN-
Map and its combination are analyzed. The presentation of the results comes
true through the well known wine data set coming from the UCI Repository
of Machine Learning Databases (http://www.ics.uci.edu). The common param-
eters of GNLP-NG and TRNMap algorithms were in the simulations set as
follows: tmax = 200n, εi = 0.3, εf = 0.05, λi = 0.2n, λf = 0.01, Ti = 0.1n,
Tf = 0.5n. The auxiliary parameters of the GNLP-NG algorithm were set as
αi = 0.3, αf = 0.01, K = 2, and if the influence of the neighborhood size was
not analyzed, the values of parameter σ were set as follows: σi = 0.7n, σf = 0.1.

The wine database consists of the chemical analysis of 178 wines from three
different cultivars in the same Italian region. Each wine is characterized by 13
continuous attributes, and there are three classes distinguished. Figure 1 shows
the trustworthiness and the continuity of mappings at different number of code-
book vectors (n = 35 and n = 45). These quality measures are functions of the
number of neighbors k. As small k-nn-s the local reconstruction performance of
the model is tested, while at larger k-nns the global reconstruction is measured.
It can be seen, that the NP TRNMap and DP TRNMap methods give better
performances at larger k-nn values, furthermore these techniques are much less
sensitive to the number of the mapped codebooks than the GNLP-GL method.
Opposite this the GNLP-NG technique in most cases gives better performance
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Fig. 1. Trustworthiness and continuity as a function of the number of neighbors k, for
the wine data set

at the local reconstruction, and it is sensitive to the number of the neurons.
This could be caused by the fact that GNLP-NG applies a gradient based iter-
ative optimization procedure that can be stuck in local minima (e.g. Fig. 1(b)).
The GNLP-NG-based fine tuning of the NP TRNMap improves the local conti-
nuity performance of the NP TRNMap at the expense of the global continuity
performance.

Figure 1 shows that GNLP-NG is very sensitive to the number of the codebook
vectors. This effect can be controlled by the σ parameter that controls the locality
of the GNLP-NG. Figure 2 shows, that the increase of the values σ increases the
efficiency of the algorithm. At larger σ the algorithm tends to focus globally, the
probability of getting into local minima is decreasing.

The CPU time of different mappings have been also analyzed. The DP
TRNMap and NP TRNMap require significantly shorter calculation than the
GNLP-NG method. The combination of NP TRNMap with GNLP-NG method
decreases the computational time of the GNLP-NG method by a small amount.
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Fig. 2. Trustworthiness and continuity as a function of the number of neighbors k, for
the wine data set at different values of σ (n = 45)

The mapping methods have also been tested on other benchmark examples,
and the results confirmed the previous statements.

4 Conclusion

In this paper we have defined a new class of mapping methods, that are based on
the topology representing networks. To detect the main properties of the topol-
ogy representing network based mapping methods an analysis was performed on
them. The primary aim of the analysis was the examination of the preservation
of the neighborhood from local and global viewpoint. Both the class of TRN-
Map methods and the GNLP-NG algorithm utilize neighborhood preservation
mapping method, but the TRNMap is based on the MDS technique, while the
GNLP-NG utilize an own adaptation rule. It has been shown that: (1) MDS is a
global technique, hence it is less sensitive to the number k-nearest neighbors at
the calculation of the trustworthiness and continuity. (2) MDS-based techniques
can be considered as global reconstruction methods, hence in most cases they
give better performances at larger k-nn values. (3) MDS-based techniques are
much less sensitive to the number of the mapped codebook vectors than the
GNLP-NG technique, which tends to give worse performances when the number
of codebook vectors is increased. This could be caused by the fact that GNLP
applies a gradient based iterative optimization procedure that can be stuck in
local minima. (4) This effect is controlled by parameter σ that influences the
locality of the GNLP-NG method. (5) The GNLP-NG-based fine tuning of the
MDS-based mapping methods improves the local performance at the expense
of the global performance. (6) The GNLP-NG needs more computational time,
than the MDS based TRNMap methods. Further research could be the compar-
ison of ViSOM and the proposed TRNMap methods.
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Abstract. The appraisement of rules and rule sets is very important in
data mining. The information content of rules is discussed in this paper
and is categorized into inner mutual information and outer impartation
information. We put forward the viewpoint that the outer impartation
information content of rules and rule sets can be represented by relations
from input universe to output universe. Then, the interaction of rules in
a rule set can be represented by the union and intersection of binary
relations expediently. Based on the entropy of relations, the outer im-
partation information content of rules and rule sets are well measured.
Compared with the methods which appraise rule sets by their overall
performance (accuracy, error rate) on the given test data sets, the outer
impartation information content of rule sets is more objective and con-
venient because of the absence of test data sets.

Keywords: interestingness measure of rules, relations, outer imparta-
tion information content of rules, outer impartation information content
of rule sets.

1 Introduction

The assessment of discovered knowledge has become a key problem in the domain
of knowledge discovery by the emergence of enormous algorithms for knowledge
acquisition. Rule is an important form of discovered knowledge, and interesting-
ness measure is a common tool for the evaluation of it. In these thirty years, there
have been many literatures focused on interestingness measures[1,2,3]. The inter-
estingness measures can be divided into objective measures and subjective mea-
sures based on the estimator, a computer or human user. The subjective measures,
such as Unexpectedness[4,5]and actionability[6], evaluate the rules by the synthe-
sis of cognition, domain knowledge, individual experiences [7]. Variously, the ob-
jective measures, such as Coverage, Support, Accuracy and Credibility[7,8],etc,
only depend on the structure of a pattern and the underlying data used in the dis-
covery process. Detailedly, the objective interestingness can be categorized into
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some groups with the criterions and the theories for evaluation. The main cri-
terions for the classification are Correctness[9], Generality[10], Uniqueness[11],
and Information Richness[12,13]. We focus on Information Richness in this paper.
Whichever criterion is used, there is a fact that almost all of the objective interest-
ingness measures are determined by the quantitative information table of rules.
Just because of this fact, most objective interestingness measures can not distin-
guish the rules having the same quantitative information table, even if these rules
are obviously different. (The quantitative information table of a rule r : c → d is
shown as table 1, where m(c) denotes the set of elements which satisfy the condi-
tion expressed by c, and | · | denotes the cardinality of a set.)

Table 1. The quantitative information table of r

d ¬d Total

c |m(c) ∩ m(d)| |m(c) ∩ m(¬d)| |m(c)|
¬c |m(¬c) ∩ m(d)| |m(¬c) ∩ m(¬d)| |m(¬c)|

Total |m(d)| |m(¬d)| |U |

Example 1. Table 2 represents a database S.

Table 2. S=(U, {Temperature, Noise} ∪ {Speed}, f, V)

Temperature Noise Speed number of records

Low Low Low 20
Medium Low Medium 30
Medium Normal High 10

High Normal Medium 10
High Normal High 30

r1 and r2 are rules induced from S, where

r1 : If Temperature is Low and Noise is Low, Then Speed is Low.

r2 : If Temperature is Low, Then Speed is Low..

The quantitative information table of r1 is the same as r2. There is no difference
between the interestingness value of r1 and r2, if we estimate the interestingness
of r1 and r2 by the measures which are absolutely decided by the quantitative in-
formation table(such as Support, Coverage, Recall, χ2 measure, J-measure, Yao’s
interestingness measures, etc.[7,8]). But the fact is that r2 is more general and in-
teresting than r1. So another new measure, which is not solely based on the quan-
titative information table, is needed to estimate the interestingness of rules.

On the other side, although lots of work have been done to discuss the in-
terestingness of single rule, there are few literatures related to the appraise-
ment of rule sets. Rule sets are usually assessed in terms of overall performance
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(accuracy, error rate) on the given test data sets. But the overall performance is
not objective enough, because the result of evaluation depends on the choice of
test data set. Aggregating the interestingness measures of single rule to appraise
rule set is not a good way too, because the existed interestingness measures of
single rule can not represent the interaction of rules in the rule set.

In this paper, we propose new measures for the estimation of rules and rule
sets. At first, we classify the information content of rules to inner mutual infor-
mation and outer impartation information. Then, the outer impartation infor-
mation content of rules is represented by relations from input universe to output
universe and measured based on the entropy of relations. Different from the ob-
jective measures proposed before, this new measure focuses on the corresponding
relation between explanatory attributes and class attributes, and evaluates the
information that helps human or receptor to make decision. Then, the union and
intersection of relations are used to represent the interaction of rules in a rule
set. A measure for the estimation of rule sets is well defined based on the infor-
mation content of rules, and we named it as the outer impartation information
content of rule sets.

2 The Outer Impartation Information Content of Rules

Let S =< U, A = C ∪ D, V, f > be the database. U is the universe.
C = {C1, C2, · · · , Cn} is the set of condition-attributes, and D is the set of
decision-attributes (suppose that there is only one attribute included in D).
V = (

⋃n
i=1 VCi) ∪ VD, where VCi = {ci1, ci2, · · · , cimi}(i = 1, 2 · · · , n), VD =

{d1, d2, · · · , dl}. f : U × A → V is the evaluation function. A classification
rule is defined as

r : If Ck1 is ck1v1 and Ck2 is ck2v2 and · · · and Ckj is ckjvj , Then D is dv,

where Ck1 , Ck2 , · · · , Ckj ∈ C, cktvt ∈ VCkt
, t = 1, 2, · · · , j, vt ∈ {1, 2, · · · ,

mkt}. For convenience, a classification rule can be abbreviated to the form
r : c → d, where c is the conjunction of condition-attribute values and d
is the predicted class.

Concerning the information content of rules, we think that it should be cate-
gorized to two classes:

� inner mutual information content: How much information does the
antecedent contribute to the consequent. The strength of the connection between
the antecedent and consequent of rules.

� outer impartation information content: How much information is con-
veyed to the receptor and help the receptor to decide which is the predicted class
in different conditions.

Symth and Goodman first define J-Measure[13] to measure the information
content of rules,

J(r) = P (c)(P (d|c) log(
P (d|c)
P (d)

) + (1 − P (d|c)) log(
(1 − P (d|c))
(1 − P (d))

)) = P (c)j(d; c).

(1)
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j(d; c) measures the information that the antecedent c contributes to the con-
sequent d[14]. The other part of J-Measure, P (c), can be viewed as a preference
for generality or simplicity of the rule c → d. So, we can find the fact that J-
Measure does not focus on the outer impartation information but inner mutual
information content of rules.

There are other useful measures which use information theory to discuss the
interestingness of rules[7]. Such as Normalized Mutual Information, Yao’s in-
terestingness and K-Measure. Just as the analysis of J-Measure, all of these
measures focus on the inner mutual information content of rules.

To the best of our knowledge, there is no reported work related to measur-
ing the outer impartation information content of rules. In fact, rules help the
receptor to construct relations from condition-attributes to class-attributes, and
the relations do help users to make decision and represent the outer impartation
information content of rules. That is to say, the outer impartation information
content of rules can be represented by relations from input universe to output
universe. We have defined the entropy of relations in [15] to estimate the infor-
mation conveyed by relations.

Definition 1. [15] Let U be the finite universe. X , Y ∈ ℘(U), R is a relation
from X to Y . ∀x ∈ X , R(x) = {y ∈ Y |(x, y) ∈ R}. R′ is a relation defined by R,

R′(xi) =
{

R(xi) xi ∈ R−1(Y )
Y xi ∈ R−1(Y ), xi ∈ X

(2)

The entropy of R restricted on X is denoted by H(R ↓ X) and defined as follows:

H(R ↓ X) = −
∑

xi∈X

|R′(xi)|∑
xi∈X |R′(xi)|

log
|R′(xi)|

|Y | . (3)

The base of logarithm is 2, and 0 log 0 = 0.

Based on the entropy of relations, the outer impartation information content of
rules can be easily defined and measured.

Definition 2. Let S =< U, A = C ∪ D, V, f > be the given database.
C = {C1, · · · , Cn}, VCi = {ci1, · · · , cimi}, D contains only one element,
VD = {d1, · · · , dl}. Suppose that we have induced a rule rk from S,

rk : If Ck1 is ck1v1 and Ck2 is ck2v2 and · · · and Ckj is ckjvj , Then D is dv,

where Ck1 , Ck2 , · · · , Ckj ∈ C, cktvt ∈ VCkt
, t = 1, 2, · · · , j, dv ∈ VD. A

relation Rrk
from

∏n
i=1 VCi to VD is defined to represent the outer impartation

information content of rk.

Rrk
= Rerk

∪ Rurk
, (4)

Rerk
= {(< c1h1 , · · · , ck1v1 , · · · , cihi , · · · , ck2v2 , · · · , ckjvj , · · · , cnhn >, dv)|

h1 ∈ {1, · · · , m1}, hi ∈ {1, · · · , mi}, hn ∈ {1, · · · , mn}},
(5)
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Rurk
= {(< c1h1 , · · · , ck1s1 , · · · , cihi , · · · , ck2s2 , · · · , ckjsj , · · · , cnhn >, dq)|

h1 ∈ {1, · · · , m1}, hi ∈ {1, · · · , mi}, hn ∈ {1, · · · , mn},

cktst ∈ Vkt , t ∈ {1, · · · , j}, ∨j
t=1(cktst �= cktvt), q = 1, · · · , l},

(6)

Rerk
and Rurk

represent the expanded information and unknown information
of rule rk, and they all relations from

∏n
i=1 VCi to VD.

Then, the outer impartation information content of rk is measured by IC(rk),

IC(rk) = Precision(rk) · H(Rrk
↓

n∏

i=1

VCi), (7)

where Precision(rk) is the Precision of rk, Precision(rk) = P (dv| ∧j
t=1 cktvt),

and H(Rrk
↓

∏n
i=1 VCi) is the entropy of Rrk

restricted on
∏n

i=1 VCi .

Remark 1. In definition 2, We do not use H(Rrk
)[15] but H(R ↓

∏n
i=1 VCi)

to measure the outer impartation information content of rk, because classifica-
tion rule has a direction from antecedent to consequent. If rk is a rule with-
out direction, such as association rule, we should use H(Rrk

) to substitute
H(Rrk

↓
∏n

i=1 VCi) in equation (7).

Remark 2. If you want to use some new measures to substitute one of the
terms, Precision(rk) and H(Rrk

↓
∏n

i=1 VCi) in equation (7), you must take
care of your choice. The key of substitution is the trade-off between accuracy and
generality. For example, Lift(P (dv|∧j

t=1cktvt)/p(dv)) or Relative Risk(P (dv|∧j
t=1

cktvt)/P (dv|¬(∧j
t=1cktvt))) can be used to substitute Precision(rk).

Table 3. The outer impartation information content of r1 (Rr1)

Temperature Noise Speed

Original form of r1 Low Low Low

Expanded Information(Rer1) Low Low Low

Unkonwn Information (Rur1)

Low Normal
Medium Low
Medium Normal

High Low
High Normal

{L, M, H}
{L, M, H}
{L, M, H}
{L, M, H}
{L, M, H}

Table 4. The outer impartation information content of r2 (Rr2)

Temperature Noise Speed

Original form of r2 Low Low

Expanded Information (Rer2)
Low Normal
Low Low

Low
Low

Unkonwn Information(Rur2)

Medium Low
Medium Normal

High Low
High Normal

{L, M, H}
{L, M, H}
{L, M, H}
{L, M, H}
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Table 5. J(∗) and IC(∗)

r1 r2 Result

J(*) 1
5 log 5 1

5 log 5 r1 is the same as r2

IC(∗) 1
16 log 3 1

7 log 3 r2 is better than r1

Example 1 (continued). Compare r1 and r2 by J-Measure and IC(∗). The
The outer impartation information content of r1 and r2 are shown in table 3
and table 4, where {L, M, H} represents that the corresponding antecedent
can lead to Low, Medium or high speed.

IC(∗) can distinguish r1 and r2, because the outer impartation information
content of r1 is less than r2.

Proposition 1. S =< U, A = C ∪ D, V, f > is the given database, C =
{C1, · · · , Cn}, VCi = {ci1, · · · , cimi}, VD = {d1, · · · , dl}. rk is the rule induced
from S,

rk : If Ck1 is ck1v1 and Ck2 is ck2v2 and · · · and Ckj is ckjvj , Then D is dv.

Let MIN = min{ml1 , · · · , mln−j}, (l1, · · · , ln−j ∈ {1, · · · , n}\{k1, · · · , kj}). K =
�n

i=1 mi
�j

t=1 mkt

,

(1). rks is specialization of rk. If the Precision of rk satisfies the following
inequality

Precision(rk) = P (dv| ∧j
t=1 cktvt) � K + (

∏n
i=1 mi − K) × l

K + (MIN ·
∏n

i=1 mi − K) × l
, (8)

Then, IC(rks) ≤ IC(rk).
(2). Suppose rkg is the generalization of rk, which is gotten by deleting the

condition ”Ck1 is ck1v1” from rk

rkg : If Ck2 is ck2v2 and Ck3 is ck3v3 and · · · and Ckj is ckjvj , Then D is dv.

If

Precision(rkg ) ≤ Precision(rk)· mk1 · K + l ·
∏n

i=1 mi − mk1 · K · l

mk1 · K + mk1 · l ·
∏n

i=1 mi − mk1 · K · l
, (9)

then
IC(rkg ) ≤ IC(rk). (10)

Remark 3. When we want to use the way of specialization to capture more
information, we should use proposition 1 to estimate if there is a chance to
increase the outer impartation information content. On the other side, we always
generalize a rule to make it suit for more situation. But we can’t generalize the
rule blindly. Otherwise, the outer impartation information may be lost in the
process of generalization because of the decrease of Precision. Proposition 1
shows us there’s a boundary for the Precision of rkg .
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3 The Outer Impartation Information Content of Rule
Sets

In section 2, the outer impartation information of a rule is represented by re-
lations. Then, by the union and intersection of relations, we can deal with the
interaction of rules in a rule set.

Definition 3. Suppose that we have induced a rule set Q = {rk|k = 1, · · · , h. h ≥
2} from the database S. The expanded information of rule set Q can be defined
as

ReQ =
h⋃

k=1

Rerk
, (11)

The unknown information of rule set Q can be defined as

RuQ =
h⋂

k=1

Rurk
. (12)

Thus the outer impartation information content of Q is represented by RQ,

RQ = ReQ

⋃
RuQ. (13)

∀σ ∈ RQ, we define the Precision of σ under Q and the Precision of Q as

PrecisionQ(σ) = max{Precision(rk)|rk ∈ Q, σ ∈ Rerk
}. (14)

Precision(Q) =

∑
σ∈ReQ

PrecisionQ(σ)

|ReQ| . (15)

The outer impartation information content of rule set Q is measured by IC(Q),

IC(Q) = Precision(Q) · H(RQ ↓
n∏

i=1

VCi). (16)

Remark 4. If Q = {r0}, thenIC(Q) = IC(r0).

Remark 5. When there is ′∨′ exiting in the antecedent of a rule, we can transfer
the rule to a rule set and deal with it by definition 3.

Example 1 (Continued). Suppose Q = {r3, r4} is a rule set induced from
database S, where

r3 : If Noise is Low, Then Speed is Low.,

r4 : If Temperature is Medium, Then Speed is Medium..

The outer impartation information content of Q is shown in table 6.

Precision(Q) = (0.4 + 0.4 + 0.4 + 0.75 + 0.75)/5 = 0.54;
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Table 6. The outer impartation information content of Q(RQ)

Temperature Noise Speed

Original
Form

Low
Medium

Low
Medium

Expanded
Information

Low Low
Medium Low

High Low
Medium Normal
Medium Low

Low
Low
Low

Medium
Medium

Unknown
Information

Low Normal
High Normal

{L, M, H}
{L, M, H}

IC(Q) = Precision(Q) · ( 3
10

log
3
1

+
1
10

log
3
2

+
1
10

log
3
3
) = 0.2884.

Definition 4. Let rk and rN be rules induced from database S. Let W =
∏

VCi ,
R ⊆ W×VD. The antecedents of the elements in R is denoted by R|W and defined
as

R|W = {ω ∈ W |∃dv ∈ VD, (ω, dv) ∈ R}.

rN is independent of rk if and only if

(RerN |W ) ∩ (Rerk
|W ) = Ø. (17)

Proposition 2. Let W =
∏

VCi , |VD| = l. Suppose that we have induced a rule
set Q = {rk|k = 1, · · · , h. h ≥ 2}(�= Ø) from the database S. Q satisfies

∀rk ∈ Q, IC(rk) �= 0. (18)

then

(1). 0 ≤ IC(Q) ≤ log l. (19)

If |RQ| = |W |·l, then IC(Q) = 0. If RQ|W = W , |RQ| = |W | and Precision(Q)=
1, then IC(Q) = log l holds.
(2). If all rules in Q are independent from each other, then

IC(Q) >

m∑

i=1

IC(rk). (20)

Remark 6. In equation (19), the information content of a rule set may be zero.
When we put rules together, the right result seems to be

IC(Q) ≥ max{IC(r1), · · · , IC(rh)}. (21)

But equation (21) is wrong at some time. There may be inconsistent information
among the expanded information of rules. In table 6, there is inconsistency in
the expanded information of Q:

{(< Medium, Low >, Low), (< Medium, Low >, Medium)}.
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Based on the definition of the entropy of relations, it is easily seen that Adding
a rule which has conflict with the former rule set will reduce the effective
information.

Remark 7. The outer impartation information content of a rule set may be
bigger than the sum of the outer impartation information content of each rule
in the rule set.

When we estimate the relation between IC(Q) and
∑h

i=1 IC(rk), the right
result seems to be

IC(Q) ≤
h∑

i=1

IC(rk), (22)

But equation (23) does not always hold, and at sometime, we have

IC(Q) >

h∑

i=1

IC(rk), (23)

just as the result in proposition 2. This result is too strange to be trusted, but it
is true. We can use an example which is more direct to explain this phenomenon.
Suppose that we want to decide the occurrence of an event E1. There are two
relative evidences e1 and e2,

e1 : an event E2 has occurred,

e2 : E2 must occur with E1.

If we want to solely use e1 or e2 to decide the occurrence of E2, we’ll get no infor-
mation and can’t reach the decision. But when we use the evident set {e1, e2},
the result is obvious.

The strength of collectivity is much bigger than the sum of individual’s at
sometime. This is a well known theory and is also held by the society of rules.
Different rules interact with each other and remedy each other. This is just the
reason of the result shown in equation (23).

4 Experiment

The outer impartation information content(OIIC) of rule sets can be easily in-
corporated with knowledge discovery algorithms to appraise and compare them
without test data sets. The algorithm with maximal OIIC value is the best.

The well-known iris data set proposed by R.A.Fisher is used to compare
the function of accuracy and OIIC measure of rule set. In [16], Iris database
was transferred to a discrete database by fuzzy partition. We use different
measures(SIG,Add,J-measure,Natual Order,ICR) to learn maximal structure
rules for the data after discretization. ’Accuracy’ and ’OIIC’ are used to ap-
praise the rule sets induced by different measures. In table 7, the accuracy of
the induced rule set is estimated by Leaving-one-out method.
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Table 7. The comparison of accuracy and OIIC measure of rule set

SIG Add V alue J − measure Natual Order ICR

Accuracy 0.8529 0.9412 0.8919 0.9118 0.9611
OIIC value 0.8389 0.8721 0.8476 0.8945 1.1767

The appraisement result of accuracy and OIIC are

ICR > Add V alue > Natural order > J − measure > SIG

and
ICR > Natural order > Add V alue > J − measure > SIG

respectively, where the meaning of ’>’ is ’better than’. We find the fact that the
appraisement result of accuracy is almost the same as OIIC. But it is obvious
that the information content measure of rule sets is better because we need not
to test the rule sets under different test sets, and the results independent of test
data sets are more objective.
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Abstract. Both the number and complexity of Data Mining projects has in-
creased in late years. Unfortunately, nowadays there isn’t a formal process model
for this kind of projects, or existing approaches are not right or complete enough.
In some sense, present situation is comparable to that in software that led to ’soft-
ware crisis’ in latest 60’s. Software Engineering matured based on process models
and methodologies. Data Mining’s evolution is being parallel to that in Software
Engineering. The research work described in this paper proposes a Process Model
for Data Mining Projects based on the study of current Software Engineering
Process Models (IEEE Std 1074 and ISO 12207) and the most used Data Mining
Methodology CRISP-DM (considered as a “facto” standard) as basic references.

1 Introduction

In its early days, software development focused on creating programming languages
and algorithms that were capable of solving almost any problem type. The evolution
of hardware, continuous project planning delays, low productivity, heavy maintenance
expenses, and failure to meet user expectations had led by 1968 to the software crisis
[1].This crisis was caused by the fact that there were no formal methods and method-
ologies, support tools or proper development project management. The software com-
munity realized what the problem was and decided to borrow ideas from other fields
of engineering. This was the origin of software engineering (SE). As of then process
models and methodologies for developing software projects began to materialize.

Software development improved considerably as a result of the new methodologies.
This solved some its earlier problems, and little by little software development grew
to be a branch of engineering. This shift means that project management and quality
assurance problems are being solved. Additionally, it is helping to increase productivity
and improve software maintenance.

The history of knowledge discovery in databases (KDD), now known as Data Mining
(DM), is not much different. In the early 90s, when the KDD processing term was first
coined [2], there was a rush to develop DM algorithms that were capable of solving all
problems of searching for knowledge in data. Apart from developing algorithms, tools
were also developed to simplify the application of DM algorithms. From the viewpoint
of DM process models, the year 2000 marked the most important milestone. CRISP-
DM (CRoss-Industry Standard Process for DM)[3] was published.
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While it is true that the number of applied projects in the DM area is expanding
rapidly, neither all the project results are in use [4,5,6] nor do all projects end suc-
cessfully [7,8]. The failure rate is actually as high as 60% [9]. CRISP-DM is the most
commonly used methodology for developing DM projects as a “facto” standard.

Are we at the same point as SE was in 1968? Certainly not, but we do not appear to
be on a par yet either. Looking at the KDD process and how it has progressed, we find
that there is some parallelism with the advancement of software. From this viewpoint,
DM project development is defining development methodologies to be able to cope
with the new project types, domains and applications that organizations have to come to
terms with. Nowadays, SE pay special attention to organizational, management or other
parallel activities not directly related to development, such as project completeness and
quality assurance. CRISP-DM has not yet been sized for these tasks, as it is very much
focused on pure development activities and tasks.

This paper is moved by the idea that DM problems are taking on the dimensions
of an engineering problem. Hence, the processes to be applied should include all the
activities and tasks required in an engineering process, tasks that CRISP-DM might not
cover. The proposal is inspired by the work done in SE derived from other branches of
engineering. It borrows ideas to establish a comprehensive process model for DM that
improves and adds to CRISP-DM. Further research will be needed to define method-
ologies and life cycles, but the basis of a well-defined process model will be there.

2 Data Mining Process Models

There is some confusion about the terminology different authors use to refer to process
and methodology.

A process model is defined as the set of tasks to be performed to develop a partic-
ular element, as well as the elements that are produced in each task (outputs) and the
elements that are necessary to do a task (inputs) [10]. The goal of a process model is to
make the process repeatable, manageable and measurable (to be able to get metrics).

Methodology can be defined as the instance of a process model that both lists tasks,
inputs and outputs and specifies how to do the tasks [10]. Tasks are performed using
techniques that stipulate how they should be done. After selecting a technique to do the
specified tasks, tools can be used to improve task performance.

Finally, the life cycle determines the order in which each activity is to be done [11].
A life cycle model is the description of the different ways of developing a project.

From the viewpoint of the above definitions, what do we have in DM? Does DM
have process models and/or methodologies? The KDD process [12] has a process model
component because it establishes all the steps to be taken to develop a DM project, but
it is not a methodology because its definition does not set out how to do each of the
proposed tasks. It is also a life cycle. Like the KDD process, Two Crows [13] is a
process model and waterfall life cycle. At no point does it set out how to do the es-
tablished DM project development tasks. SEMMA [14] is the methodology that SAS
proposed for developing DM products. Although it is a methodology, it is based on the
technical part of the project only. Like the above approaches, SEMMA also sets out a
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waterfall life cycle, as the project is developed through to the end. 5 A’s [15] is a process
model that proposes the tasks that should be performed to develop a DM project and was
one of CRISP-DM’s forerunners. Therefore, their philosophy is the same: it proposes
the tasks but at no point suggests how they should be performed. The life cycle is
similar to the one proposed in CRISP-DM. Data Mining Industrial Engineering [16] is
a methodology because it specifies how to perform the tasks to develop a DM project
in the field of industrial engineering. It is an instance of CRISP-DM, which makes it a
methodology, and it shares CRISP-DM’s associated life cycle. Finally, CRISP-DM [3]
states which tasks have to be carried out to successfully complete a DM project, making
it a process model. It is also a waterfall life cycle. CRISP-DM also has a methodological
component, as it gives recommendations on how to do some tasks. However, it just
proposes other tasks, giving no guidance about how to do them. Therefore, we class
CRISP-DM as a process model.

3 Software Engineering Process Models

The SE panorama is quite a lot clearer, and there are two well-established process mod-
els: IEEE 1074 [17] and ISO 12207 [18] . In the following, we will analyze both pro-
cesses in some detail and propose a generic joint process model. This joint model will
then be used for comparison with and, if necessary, to expand the CRISP-DM.

3.1 IEEE STD 1074

The IEEE Std 1074 [17] specifies the processes for developing and maintaining soft-
ware. IEEE Std 1074 neither defines nor prescribes a particular life cycle. Each organi-
zation using the standard should instantiate the activities specified in the standard within
its own development process.Next, the key processes defined in this process model will
be described. The software life cycle selection process identifies and selects a life cy-
cle for the software under construction. The project management processes are the set
of processes that establish the project structure, and coordinate and manage project re-
sources throughout the software life cycle. Development-oriented processes start with
the identification of a need for automation. With the support of the integral process
activities and under the project management plan, the development processes produce
software (code and documentation) from the statement of the need. Finally, the activi-
ties for installing, operating, supporting, maintaining and retiring the software product
should be performed. Integral processes are necessary to successfully complete the soft-
ware project activities. They are enacted at the same time as the software development-
oriented activities and include activities that are not related to development. They are
used to assure the completeness and quality of the project functions.

3.2 ISO 12207

ISO 12207 divides the activities that can be carried out during the software life cycle
into primary processes, supporting processes and organizational processes.
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The primary life cycle processes are a compendium of processes that serve the pri-
mary parties throughout the software life cycle. A primary party is the party that starts
or enacts software development, operation or maintenance.

The supporting life cycle processes support other processes as an integral part with
a distinct purpose and contribute to the success and quality of the software project. The
supporting processes are divided into subprocesses, which can be used in other pro-
cesses defined by ISO 12207. The supporting processes are used at several points of the
life cycle and can be enacted by the organization that uses them. The organization that
uses and enacts a supporting process manages that process at project level as per the
management process, establishes an infrastructure for the process as per the infrastruc-
ture process and drives the process at the organizational level as per the improvement
process.

The organizational life cycle processes are used by an organization to perform orga-
nizational functions, such as management, personnel training or process improvement.
These processes help to establish, implement and improve software process, achieving
a more effective organization. They tend to be enacted at the corporate level and are
outside the scope of specific projects and contracts.

3.3 Unification of IEEE STD 1074 and ISO 12207

Having reviewed IEEE Std 1074 and ISO 12207, the goal is to build a joint process
model that is as generic as possible to then try to use it as a basis for defining a process
model against which to compare CRISP-DM.

If we compare both models, clearly most of the processes proposed in IEEE Std 1074
match up with ISO 12207 processes and vice versa. To get a joint process model we have
merged IEEE Std 1074 and ISO 12207 processes. The process selection criterion was
to select the most thoroughly defined IEEE Std 1074 and ISO 12207 processes and try
not to merge processes from different groups in different process models. According to
this criterion, we selected IEEE Std 1074 as a basis, as its processes are more detailed.
Additionally, we added the ISO 12207 acquisition and supply processes, because IEEE
Std 1074 states that ISO 12207 acquisition and supply processes should be used [17] if
it is necessary to acquire or supply software.

Figure 1 shows the joint process model developed after studying IEEE Std 1074 and
ISO 12207 according to the above criteria. Figure 1 also shows the details of the major
process groups, the activities they each involve according to the selected standard for
that process group. In the next section we will analyse which of the above activities
CRISP-DM includes and which it does not in order to try to build a process model for
DM projects.

4 SE Process Model vs. CRISP-DM

This section presents a comparison between CRISP-DM and the joint process model
discussed in section 3.3. This comparison should identify what SE model elements are
applicable to DM projects and are not covered by CRISP-DM. This way we will be able
to build a process model for DM projects based on fairly mature SE process models.
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PROCESS ACTIVITY

Acquisition

Supply

Software life cycle selection Identify available software life cycles

Select software life cycle

Project management processes

Initiation Create software life cycle process

Allocate project resources

Perform estimations

Define metrics

Project monitoring and control Manage risks

Manage the project

Retain records

Identify software life cycle process improvement needs

Collect and analyze metric data

Project planning Plan evaluations

Plan configuration management

Plan system transition

Plan installation

Plan documentation

Plan training

Plan project management

Plan integration

Development-oriented processes

Pre-development

Concept exploration Identify ideas or needs

Formulate potential approaches

Conduct feasibility studies

Refine and finalize the idea or need

System allocation Analyze functions

Decompose system requirements

Develop system architecture

Software importation Identify imported software requirements

Evaluate software import sources

Define software import method

Import software

Development

Requirements Define and develop software requirements

Define interface requirements

Priorizate and integrate software requirements

PROCESS ACTIVITY

Design Perform architectural design

Design data base

Design interface

Perform detailed design

Implementation Create executable code

Create operating documentation

Perform integration

Post-Development

Installation Distribute software

Install software

Accept software in operational environment

Operation and support Operate the system

Provide technical asístanse and consulting

Maintain support request log

Maintenance Identify software improvement needs

Implement problem reporting method

Maintenance support request log

Retirement Notify user

Conduct parallel operations

Retire system

Integral processes

Evaluation Conduct reviews

Create traceability matrix

Conduct audits

Develop test procedures

Create test data

Execute test

Report evaluation results

Software configuration management Develop configuration identification

Perform configuration control

Perform status accounting

Documentation development Implement documentation

Produce and distribute documentation

Training Develop training materials

Validate the training program

Implement the training program

Fig. 1. Joint process model

Note that the correspondence between CRISP-DM and SE process model elements
is not exact. In some cases, the elements are equivalent but the techniques are different,
whereas, in others, the elements have the same goal but are implemented completely
differently.

4.1 Life Cycle Selection Process

The purpose of the set of processes for selecting the life cycle (Life cycle selection) in
projects is to select a life cycle for the project that is to be developed. Based on the type
of product to be developed and the project requirements, life cycle models are identified
and analysed and a model that provides proper support for the project is selected. This
set of processes also extends to third party software acquisition and supply. These two
processes cover all the tasks related to supply or acquisition management. CRISP-DM
does not include any of the acquisition or supply processes at all. DM project devel-
opment experience suggests that acquisition and supply processes may be considered
necessary and third parties engaged to develop or create DM models for projects of
some size or complexity. Developers undertaking a DM project also need to select a
life cycle, and this depends on the type of project to be developed. Life cycle models
are used for software development because not all projects are equal, neither do all de-
velopers and clients have the same needs. This also applies to DM projects, as a typical
client segmentation, is quite a different kettle of fish from predicting aircraft faults. Life
cycle selection is not an easy task, as you have to take into account the project type in
terms of complexity, experience in the problem domain, knowledge of the data that are
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being analysed, variability, and data expiration. Therefore, the life cycle selection pro-
cess is considered useful for DM projects. However, DM project life cycles will have to
be defined, as no thorough studies on possible cycles for use or the variables or criteria
that distinguish one life cycle from another have yet been conducted.

4.2 Project Management Processes

The set of processes defined here establish the project structure, and coordinate and
manage project resources. The project initiation process defines the activities for creat-
ing and updating the project development or maintenance infrastructure . Project plan-
ning covers all the processes related to planning project management activities, includ-
ing contingency planning. The project monitoring and control process analyses techni-
cal, economic, operational, and timetable risks in order to identify potential problems,
and establish the steps for their management. Additionally, it also covers subprocesses
related to project metric management.

Project management processes are evidently also necessary when we undertake a
DM project. The tasks that are to be performed need to be planned, and there should
be a contingency plan because of the high risk involved in DM projects. Also it is
necessary to analyse project costs, benefits and ROI. Looking at the tasks covered by
the CRISP-DM stages, however, only in the business understanding (BU) phase do we
find tasks that are related to project management. The identify major iterations task
is comparable to map activities for the selected life cycle, except that the DM project
iterations are only roughly outlined as there are no defined DM life cycles. Additionally,
the philosophy behind the experience documentation task is the same as the identify
software life cycle process improvement needs. CRISP-DM’s inventory of resources task
accounts for resources allocation, although its tendency is to identify what resources are
available rather than allocating resources throughout the project. CRISP-DM does not
cover this issue.

The other tasks proposed by CRISP-DM directly match up with the SE process
model tasks. And all the tasks that do not appear in CRISP-DM are considered neces-
sary in a DM project. However, CRISP-DM’s biggest snag in terms of project manage-
ment is related to metrics (Define metrics, retain records, collect and analyze metrics).
For the most part, this can be attributed to the field’s immaturity. There is a need to de-
fine DM metrics in order to establish costs and deviations throughout project execution.
The other major omission is the evaluation component (Plan evaluations). CRISP-DM
does have a results evaluation stage, but what we are referring to here is process evalu-
ation as a whole. Configuration management (Plan configuration management) aims to
manage versions, changes and modifications of each project element. CRISP-DM does
not cover DM project configuration management, but we believe that, because of the
size of current projects and the teams of human resources working together on such
projects, it should. Different people generate multiple versions of models, initial data
sets, documents, etc., in a project. Therefore, if they are not well located and managed,
it is very difficult to go back to earlier versions, should the current versions not be valid,
and there is a risk of confusing models, data and documentation for different versions.

Additionally, any DM project should include tasks for managing the transfer and use
of the results (Plan system transition, plan installation), tasks that CRISP-DM does not
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cover either. Finally, the other major oversight, fruit of process immaturity, is the doc-
umentation task (Plan documentation). Reports are generated in all stages, but there is
no task aimed at planning what this documentation should be like to conform to thor-
ough standards. This would improve documentation evaluation and review and facilitate
work on process improvement.

4.3 Development-Oriented Processes

Software development-oriented processes start with the identification of a need to au-
tomate some tasks for performance using a computer (Identify ideas or needs). With
the support of the integral process activities and subject to the project management
plan (Plan project management), the development processes produce the software. Fi-
nally, activities for installing (Installation), operating (Operation and support), support-
ing (Operation and support), maintaining (Maintenance) and retiring (Retirement) the
software product should be performed. They are subdivided into pre-development, de-
velopment and post-development processes. DM projects start with the need to gather
knowledge from an organization’s data to help in business decision-making, knowledge
that can be used directly or can be integrated into the organization’s systems. This is
the most mature set of processes at present, as all the existing “methodologies” for DM
project development focus primarily on this part. As for SE, these processes can also be
divided into pre-development, development and post-development stages.

Pre-Development are related to everything that you have to do before you start to build
the system, such as concept exploration or system allocation requirements. The concept
exploration process includes identifying an idea or need (Identify ideas or needs) for the
system to be developed, and the formulation (Formulate potential approaches), evalu-
ation (Conduct feasibility studies) and refinement of potential solutions at system level
(Refine and finalize the idea or need). Once the system limits have been established,
a statement of need is generated for the system to be developed. This statement of
need starts up the system allocation process and/or requirements process and feeds the
project management processes. The statement of need is as necessary in DM projects
as in any other project; it is a starting point for project development as it provides an
understanding of the problem to be solved. Because of its importance, CRISP-DM al-
ready accounts for this process. However, it is spread across different stages and always
in the business understanding stage at the start of the project. The software importation
process is related to the reuse of existing software. In the case of software, this process
provides the means required to identify what requirements imported software can sat-
isfy and evaluate the software to be used. Software does, in principle, not need to be
imported in a DM project, because a DM project gathers knowledge and does not de-
velop software. Its equivalent in a DM project would be to import existing DM models
that are useful for the current project. For example, one usual practice is to have a client
clustering and use that clustering in the ongoing project to classify clients. Therefore,
a process that manages the importation of DM models for use in the ongoing project is
also required.

Development is responsible for building the software or gathering knowledge in the
case of DM projects. There is no exact match between the development processes in



An Engineering Approach to Data Mining Projects 585

DM projects and SE projects, as the ends are completely different. DM projects aim
to gather knowledge, whereas SE projects target software construction. Even so, they
share the same phases: requirements definition, solution design and solution develop-
ment (Implementation). The requirements stage bears most resemblance, as its aim is
to gather the client needs and describe these needs in practical terms for the design-
ers and/or implementers (Assess situation and Determine DM goals). As for software,
DM’s design stage has to design the software support for data, since the available data
will ultimately be analysed on the software support. However, the key SE design task,
which is ‘‘perform architectural design”, has no direct equivalent in DM. As already
mentioned, the goal of SE design is to translate specifications and requirements into
a preliminary design of the solution (i.e, object-oriented design). Therefore, perhaps
the best thing would be to equate this task to the early decision made on what DM
paradigms (clustering, classification, etc.), are to be explored to achieve the DM Goals.
This would fit in with the later implementation phase, where the modelling technique
will be selected (Select modeling technique) for each goal. There is no direct mapping
between the implementation stages, as the goal they pursue is different. This is the best
researched stage of DM, on which all the proposed “methodologies” focus. The imple-
mentation stage would be equivalent to gathering and analysing the data available for
the project, the creation of new data from what are already available, tailoring for DM
algorithms and the creation of DM models, all of which are covered by CRISP-DM.

Post-Development processes are the processes that are enacted after the software has
been built. The installation process implies the transportation and installation of a sys-
tem from the development environment to the operating environment. The operation
and support process involves system operation by the user. Support includes techni-
cal assistance, user queries and support request entry in the support request log. This
process can start up the maintenance process that provides feedback information to the
software life cycle and leads to changes. Finally, the retirement process is the retire-
ment of an existing system by withdrawing it from operation. The knowledge gathered
in DM projects should be passed on to the user and installed either as pure knowledge
or integrated into the client organization’s software system for use. The operation and
support process is necessary to validate the results and how they are interpreted by the
client in a real environment in the same way as the maintenance process is required to
update models obtained or to discover which of the gathered knowledge is erroneous
or invalid when new data are entered. This can lead to backtracking in the global pro-
cess in order to select new attributes or techniques not considered before. As regards
retirement, DM models also have a period of validity, as if the data profiles change, the
models will also change and will no longer be valid. CRISP-DM neither satisfactorily
nor completely covers any of the above processes, despite their importance.

4.4 Integral Processes

Integral processes are necessary to successfully complete the project. They are enacted
simultaneously to development processes and include activities that are unrelated to
development. They are used to assure the completeness and quality of the project func-
tions. The evaluation processes are used to discover defects in the product or in the
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process used to develop the project. This process covers the performance of all the
verification tasks to assure that all the requirements are satisfied. The configuration
management process identifies the structure of a system at a given time in the life cycle
(called system configuration). Its goal is to control system changes and maintain system
coherence and traceability. On the other hand, the documentation development process
is the set of activities that produce, distribute and maintain the documents developers
and users require. Finally, the training process includes the development of training
programs for staff and clients and the preparation of proper training materials. The doc-
umentation development process for DM projects will be almost the same as for SE, but
changes should be made to how the evaluation process is done. The configuration man-
agement process is an especially important CRISP-DM omission, as mentioned earlier.
This process is considered absolutely necessary, because one or more people developing
a DM project generate a great many versions of input data, models and documents, etc.
If these versions are not properly organized by means of configuration management,
it is very difficult to return to previous models if it is necessary. We believe that any
new DM process model should account for the training process, making a distinction
between data miner training and user training. To be able to repeat the process enacted
in the project or properly interpret the results when new data become available, users
sometimes need to be trained in DM.

5 A Process Model for Data Mining Engineering

Having compared CRISP-DM with a SE process model, we find that many of the pro-
cesses defined in SE and that are very important for developing any type of DM engi-
neering project are missing from CRISP-DM. What we propose is to take the tasks and
processes that CRISP-DM includes and organize them by processes similar to those
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covered in SE and add what we consider to be key development activities. The activ-
ities missing from CRISP-DM are primarily project management processes, integral
processes and organizational processes. Figure 2 shows an overview of the proposed
process model1, including subprocesses. KDD process is the core of development.

6 Conclusions

After analysing SE standards, we developed a joint model that we used to compare
SE and DM procedures process by process and activity by activity. This comparison
highlighted that CRISP-DM either fails to address many tasks related to management,
organization and project quality at all or, at least, in enough detail to be able to deal
with the complexity of projects now under development. These projects tend to involve
not only the study of large volumes of data but also the management and organization
of large interdisciplinary human teams. As a result, we proposed a process model for
DM engineering that covers those aspects, making a distinction between what is a pro-
cess model from what is a methodology and life cycle. The proposed process model
includes all the activities covered in CRISP-DM, but spread across process groups ac-
cording to more comprehensive and advanced standards of a better established branch
of engineering with over 40 years of experience: SE. The model is not complete, as this
paper merely states the need for the subprocesses and especially the activities set out in
IEEE Std 1074 or ISO 12207 but missing in CRISP-DM.
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Abstract. In this investigation we propose a novel approach for
classifying polyphonic melodies. Our main idea comes from for auto-
matic classification of polyphonic melodies by Hidden Markov model
where the states correspond to well-tempered chords over the music
and the observation sequences to some feature values called pitch
spectrum. The similarity among harmonies can be considered by
means of the features and well-tempered chords. We show the effec-
tiveness and the usefulness of the approach by some experimental results.

Keywords: Melody Classification, Melody Features, Markov process,
Hidden Markov Modeling.

1 Motivation

We propose a novel approach for classifying polyphonic melodies. We define
similarity among polyphonies in terms of features, and generate Hidden Markov
Model (HMM) analyzing training music data and classifying any music with
Viterbi algorithm. During the process, we estimate chord progression since state
transition corresponds to chord progression in principle. Readers are assumed to
be familiar with basic notions of music[5] and basic IR techniques[4].

Section 2 and 3 contain several definitions of features for melody description
that have been proposed so far. In section 4 we review Hidden Markov models
and discuss how to apply HMM to our issue of music classification. We show
some experiments and some relevant works in section 6. Finally we conclude our
investigation in section 7.

2 Melody and Polyphony

Music consists of many tones. Each tone consists of pitch, duration and strength.
Pitch means modulation or height of tone that is defined by frequency. For exam-
ple, 440Hz sounds like A (la). Two times height is called an octave thus 880Hz
sounds like a, an octave higher pitch1. An interval is a distance between two
1 We denote an octave pitch by small letter.
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pitch. We equally divide one octave into 12 semitones. Given an octave between
A and a, we obtain 12 semitones denoted by A,A#,B,C,C#,D,D#,E,F,F#,G,G#.
The well-tempered sequence consists of 2,1,2,2,1,2,2 semitones or 2,2,1,2,2,2,1
semitones between adjacent pitch. The former sequence is called minor and the
latter major. Also, in the sequence, A, C are called keys. Transposition means rel-
ative movement of keys while keeping the number of semitones between adjacent
pitch of minor/major intervals.

Each tone has its duration which describes length aspect of the pitch. Melody
is a sequence of tones, or pitch/duration while chord or harmony is descrip-
tion of tones in parallel which are assumed to be played simultaneously. Theme
is an intended melody which composers think most important. Music except
theme is called accompaniment. Polyphony is music with accompaniment while
monophony is the one without. That is, in monophony, there can be at most
one tone in music. Five horizontal lines contain expression which is described
by a list of notes with pitch and duration in both sequence and parallel. The
expression on the lines is called score. Here melody is described by a set of notes
arranged into a sequence. Beat is a summarized duration in the notes, and a
bar is a partial description in a score which contains equal size of beat. Time of
signature means the number of the beat and its characteristic. Especially rhythm
is a rule how beat and the characteristic is constructed.

3 Features for Melody Classification

To specify and classify melodies, we should examine what kinds of semantics
they carry and we should describe them appropriately. Since we need score-
based features for classification purpose, we should examine notes over score or
in bars. We discuss several kinds of features, and we put these characteristic
values into vector spaces[4]. Similarity between two melodies is defined by their
cosine value. The similarity can be modeled by ranking these values[12].

First of all, let us describe several features for monophonic melody
description[8]. Melody Contour is one of the major techniques proposed so
far[1,7,11]. Pitch Contour is the one where we put stress on incremental transi-
tion of pitch information in monophonic melody. Unfortunately there exist many
problems in pitch contour[11].

Given a melody on score, we introduce Pitch Spectrum per bar in the melody
for similarity measure[8]. Pitch Spectrum is a histogram where each column rep-
resents total duration of a note within a bar. The spectrum constitutes a vector
of 12 × n dimensions for n octaves range. We calculate pitch spectrum to every
bar and construct characteristic vectors prepared for querying music.

By pitch spectrum we can fix several problems against incomplete melody. In
fact, the approach improves problems in swinging and grace. Note that score ap-
proach improves issues in rhythm, keys, timbre, expression, speed, rendition and
strength aspects of music. Some of the deficiencies are how to solve transposition
(relative keys) issues and how to distinguish majors from minors[8]. Especially
the latter issue is hard to examine because we should recognize the contents.
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Fig. 1. Score of A Song of Frogs

On the features for polyphonic melodies, we assume that polyphonic scores
are given in advance to obtain the feature values. Also, we extract all the tones
in each bar from polyphonic music and put them into a spectrum in a form of
vector. Since the pitch spectrum (for monophonic melody) has been generated
as a histogram in which each column represents total duration of a note within
the bar, it is straightforward to generate a (polyphonic) pitch spectrum from
counting notes appeared in all the parts in the bar. Clearly the new spectrum
reflects not only all the tones in the bar but also all the noises for classification
like grace/trill notes. We take modulo 12 to all the notes (i.e., we ignore octave).
Then we define (polyphonic) pitch spectrum as the pitch spectrum as mentioned
that consists of only n biggest durations considered as a chord. If there exist
more than n candidates, we select the n tones of the highest n pitch. Note that
we select n tones as a chord but ignore their explicit duration. And we define the
feature description of the length m as a sequence w1, ...., wm where each feature
wj is extracted from i-th bar of music of interests.

Example 1. Let us describe our running example “A Song of Frogs” in figure 1.
Here are all the bars where each collection contains notes with the total duration
counted the length of a quarter note as 1.

{C:1, D:1, E:1, F:1}, {C:2, D:2, E:2, F:1}, {C:1, D:1, E:2, F:1, G:1, A:1 }, {E:2,
F:2, G:2, A:1}, {C:2, E:1, F:1, G:1}, {C:4}, {C:3, D:1, E:1, F:1}, {C:2, D:2, E:2,
F:1}

The sequence of the pitch spectrums constitute the new features for all the bars
by top 3 tones. In this case we get the feature description (DEF, CDE, EGA,
EFG) for the first 4 bars.

Bar1 : {C:1, D:1, E:1, F:1} = {DEF}
Bar2 : {C:2, D:2, E:2, F:1} = {CDE}
Bar3 : {C:1, D:1, E:2, F:1, G:1, A:1} = {EGA}
Bar4 : {E:2, F:2, G:2, A:1} = {EFG}

4 Hidden Markov Model

A Hidden Markov Model (HMM) is an automaton with output where both the
state transition and the output are defined in a probabilistic manner. The state
transition arises according to a simple Markov model but it is assumed that we
don’t know on which state we are standing now2, and that we can observe an
2 This is why we say hidden.
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output symbol at each state. We could estimate the transition sequences through
observing output sequence.

Formally a HMM model consists of (Q, Σ, A, B, π) defined below[6]:

(1) Q = {q1, · · · , qN} is a finite set of states
(2) Σ = {o1, · · · , oM} is a finite set of output symbols
(3) A = {aij , i, j = 1, ..., N} is a probability matrix of state transition where

each aij is a probability of the transition at qi to qj . Note ai1+...+aiN = 1.0.
(4) B = {bi(ot), i = 1, ..., N, t = 1, ..., M} is a probability of outputs where

bi(ot) is a probability of an output ot at a state qi

(5) π = {πi} is an initial probability where πi is a probability of the initial state
qi

In this work, each state corresponds to a well-tempered chord such as < C >
= CEG, and the set of states depends on a polyphonic melody. Output symbols
(pitch spectrum such as CDE) should be observable and identifiable in our case.
Note spectrums do not always go well with well-tempered chords theoretically.

A HMM is suitable for estimation of hidden sequences of states by looking at
observable symbols. Given a set of several parameters, we can obtain the state
sequence which is the most likely to generate the output symbols. The process
is called a decoding problem of HMM.

Here we define the most likely sequence of states as the one by which we obtain
the highest probability of the output generation during the state transition. The
procedure is called Maximum Likelihood Estimation (MLE). In the procedure,
once we have both sequences of the states and the output symbols, we can de-
termine the probabilities (or likelihood) of the state transition and of the output
generation along with the state transition. Putting it more specifically, when we
have the state transition q1q2 · · · qT and the output sequence o1o2 · · · oT , we must
have the likelihood as πq1bq1(o1) × aq1q2bq2(o2) × · · · × aqT −1qT bqT (oT ). A naive
calculation process is called a Forward algorithm. Viterbi algorithm is another
solution for the decoding problem. Given the output sequence o1 · · · oT , the algo-
rithm is useful for obtaining the most likely sequence of the states by taking the
highest likelihood δt(j) of an output ot at a state qi to go one step further to qj .
That is, the algorithm goes recursively as δt+1(j) = max

i
(δt(i)aij)bj(ot+1). Dur-

ing the recursive calculation, we put the state qj at each time t, and eventually
we have the most likelihood sequence q1 · · · qT .

In a HMM, there is an importnat issue, how to obtain initial HMM parameters
A, B and π. One of the typical approach is supervised learning. In this approach,
we assume training data in advance to calculate the model, but the data should
be correctly classified by hands since we should extract typical patterns them by
examining them. Another approach comes, called unsupervised learning. Assume
we can’t get training data but a mountain of unclassified data except a few. Once
we obtain strong similarity between the classified data and unclassified data
(such as high correlation), we could extend the training data in a framework of
Expectation Maximization (EM) approach[6]. Here we take supervised learning
by analysing scores.
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5 HMM for Melody Classification

In this investigation, we assume a collection of music classes and we classify an
unknown music d into one of the classes where d = {w1, ...., wm} and wj are
a feature. In our approach, we consider well-tempered chords[5] as states, and
given vectors of pitch spectrums considered as observable sequences, we estimate
how the state transition arises and what class of music is most likely.

According to the general procedure of HMM, let us apply the HMM to our
problems. We already know a set of well-tempered chords by theory of music[5]
and a set of possible features (pitch spectrums). Given a collection C of poly-
phonic melodies with classes as training data and an unknown music d to be
examined, we estimate a class label ck of d.

(a) By examining C, we generate a probability matrix A of state transition and
probability B of symbol output at each state in a HMM model (Q, Σ, A, B, π)
where Q means a set of well-tempered chords, Σ a set of possible features.

(b) Then we estimate a membership probability P (ci|d) of a class ci by using the
HMM model, i = 1, .... Then, by Maximum Likelihood Estimation (MLE),
we have ck = ArgMaxc∈CP (c|d).

Since we classify unknown music into one of the classes given in advance, we
compare pitch spectrum with each other, but very often we have many chances
to see no common chord among features such as { CDE, DEF } and { CEG,
DEG }. Note we have constructed sequence of pitch spectrum in each bar3.
During comparison of feature descriptions of two music d1, d2, it is likely to have
some feature (a chord) w in d1 but not in d2 at all. In this case, the probability
must be 0.0 in d2 and the membership probability should be zero. Then the two
music can’t belong to a same class even if the most parts look much alike. Such
situation may arise in the case of noises or trills.

To solve this problem4, we introduce a notion of similarity between each pair
of chords and we adjust the probabilities with them. We introduce a notion
of similarity between two pitch spectrum and we adjust probability of output
observation at each state. Assume there are w1, ..., wk outputs at a state s,
and we see an observation w. We define the probability P (wi|s) where we have
an observation wi at the state s. Then the observation probability of w at s,

denoted by P ′(w|s), is adjusted as P ′(w|s) =
k∑

i

P (wi|s) × sim(wi, w) where

sim means cosine similarity. Given observations w1...wk at states s1, ..., sk, we
see the adjusted probability of the observation sequence P ′(w1...wk|s1...sk) =∏k

i=1 P ′(wi|si) as usual.

Example 2. First of all, we show the similarity V of two spectrums {CDE}
and {CDF}. Since we have two common tones C, D, V = 2√

3×3 = 0.66.

3 Remember pitch spectrum is a histogram in which each column represents total
duration of a note within a bar and we select top n tones for the spectrum.

4 Some sort of revisions are usually introduced which causes erroneous classification.
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Fig. 2. Mozart Variation KV.265: Ah, Vous dirai-Je, Maman

Fig. 3. Beethoven: Op.125

Then let us illustrate our approach as running examples with chords of top
3 tones. We have A Song of Frog (d1) with a label A in figure 1, and Ah, Vous
dirai-Je, Maman in C Major, KV.265, by Mozart (d2) with a label B in figure 2.
Let L1 = {d1, d2} and we classify Symphony Number 9 (Opus 125) by Beethoven
(d3) in figure 3. Here we assume d3 contains monophonic melody. We translate
the first 8 or 9 bars of these music into abc format[13] as follows:

d1: {CDEF,-}, {EDC,CDEF}, {EFGA,EDC}, {GFE,EFGA}, {CC,GFE}, {CC,CC}, {C/2C/2D/
2D/2E/2E/2F/2F/2,CC}, {EDC,C/2C/2D/2D/2E/2E/2F/2F/2}, {CDE}

d2: {CCGG,CCEC}, {AAGG,FCEC}, {FFEE,DBCA}, {DD3/4E/4C2,FGC}, {CCGG,CCEC},
{AAGG,FCEC}, {FFEE,DBCA}, {DD3/4E/4C2,FGC}

d3: {FFGA}, {AGFE}, {DDEF}, {F3/2E/2E2}, {FFGA}, {AGFE}, {DDEF}, {E3/2D/2D2}

The sequences of the pitch spectrums constitute the new features for all the bars
by the tones. They are observation sequences (outputs) as in table 1. In this work,
we consider well-tempered chords as states. Then estimation of state transition
by looking at observation sequences means chords progression, i.e., how chords
go along with polyphonic music, based on HMM. To training data, we give the
states initially by hands according to the theory of music as illustrated in table 2.

It is possible to count how many times state transition arises between two
states and how many output sequences are observed at each state. Eventually
we obtain state transition diagrams with probabilities as shown in figures 4(a)
(A Song of Frogs) and 4(b) (KV.265). By using the state transition diagrams,
we classify d3. Here we obtain each class membership probability by multiplying
each probability of state transition and output in the corresponding diagram,
but let us note we should examine extended probabilities at every state. Then
we can apply MLE to d3 through Forward algorithm or Viterbi algorithm.

Algorithm P (A|d3) P (B|d3)
Forward 4.006 × 10−3 2.216 × 10−3

V iterbi 4.006 × 10−3 1.089 × 10−3

In any cases, the probability A for d3 is bigger than B and we should assign
Beethoven Op.125 (d3) to “A Song of Frogs” (A).
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Table 1. Tones Appeared and Observation Sequences

Bar d1 d2 d3
1 {C:1, D:1, {C:5, E:1, G:2} {F:2, G:1, A:1}

E:1, F:1}
2 {C:2, D:2, {C:2, E:1, F:1, {E:1, F:1,

E:2, F:1} G:2, A:2} G:1, A:1}
3 {C:1, D:1, E:2, {C:1, D:1, E:2, {D:2, E:1, F:1}

F:1, G:1, A:1} F:2, A:1, B:1}
4 {E:2, F:2, {C:13/4, D:7/4, {E:5/2 , F:3/2}

G:2, A:1} E:1/4, F:1, G:1}
5 {C:2, E:1, {C:5, E:1, G:2} {F:2, G:1, A:1}

F:1, G:1}
6 {C:4} {C:2, E:1, F:1, {E:1, F:1,

G:2, A:2} G:1, A:1}
7 {C:3, D:1, {C:1, D:1, E:2, {D:2, E:1, F:1}

E:1, F:1} F:2, A:1, B:1}
8 {C:2, D:2, {C:13/4, D:7/4, {D:5/2, E:3/2}

E:2, F:1} E:1/4, F:1, G:1}
9 {C:1, D:1, E:1 }

Bar 1 2 3 4 5 6 7 8 9
d1 DEF CDE EGA EFG CFG C CEF CDE CDE
d2 C CEG CFA CEG DFB CEA DFG C
d3 FGA FGA DEF EF FGA FGA DEF EF

Table 2. State Sequences by Well-Tempered Chord

Bar 1 2 3 4 5 6 7 8 9
d1 C C C C C C C C C
d2 C C F C G C G C

6 Experimental Results

6.1 Preliminaries

We examine three kinds variations for piano where a variation consists of themes
and its various transformations. We assume all the training data are variations
and considered their themes as labels.

Here we examine 3 variations, “Ah, Vous dirai-Je, Maman” in C Major (KV.
265) by Mozart, “Impromptus” in B flat Major (Op.142-3) by Schubert and “6
Variations on theme of Turkish March” in D Major (Op.76) by Beethoven. They
contain 12, 5 and 6 variations respectively and 23 variations in total. Note there
is no test collection reported so far.

All of 3 themes and 23 variations are processed in advance into a set of feature
descriptions. We preprocess the feature descriptions of all the bars of the 3
themes to obtain Hidden Markov Models. Then we calculate the two collections
of the feature descriptions, one for the first 4 bar, another for the first 8 bars to
all the variations. In this experiment, we examine 3 kinds of chords consisting
of the 3, 4 and 5 longest tones. Thus we have 23 × 2 × 3 = 138 features.
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Fig. 4. A Song of Frogs (a) and KV.265 (b) - State Transition Diagrams

Also we give a well-tempered chord to each bar of each training music by hand
in advance. Once we complete all the preparations, we examine unlabeled music
and guess states (chords) by our approach.

We have 3 classes (labels), Mozart, Schubert and Beethoven according to the
themes. We classify all the 23 unlabeled melodies into one of the 3 labels. We say
a variation is correctly classified if the music is composed by the label person.
Formally the correctness ratio is defined as p/23 where p means the number of
correctly classified melodies. During classification process, we also estimate a
well-tempered chord to each bar, since a state in HMM corresponds to a chord
(one chord in each bar).

6.2 Results

Let us show the correctness ratio to each theme in table 3 (a), and the correctness
ratio to chords (in each theme) estimated by Viterbi algorithm in table 3 (b). In
the latter case, we examine, to all of 8 bars, whether the chords are estimated
correctly or not.

Looking at the experimental results in tables 3 (a) and 3 (b), the readers can
see the perfect results (100.0 % of the correctness ratio) for theme classification
with only 3 tones of every case of bars. Similarly we get 69.6 % of the correctness
ratio (chord) with 3 tones in 4 bars or more.

6.3 Discussion

Let us look closer at our results. As for the correctness ratio of theme classifica-
tion in table 3, we see the more bars cause better results. In fact, in a case of 3
tones by Viterbi algorithm, we have improved the results of 95.7% with 4 bars
to 100.0% with 8 bars. Similarly in a case of 4 tones by Forward algorithm, we
have improved 69.6% with 4 bars to 82.6% with 8 bars, and 56.7% with 4 bars
by Viterbi algorithm to 78.3% with 8 bars. However, in a case of 5 tones, we got
the worse result of 39.1% with 4 bars by Viterbi algorithm to 30.4% with 8 bars.
One of the reasons is that, the more bars we have, the more chances we get to
make mistakes in a case of two similar themes. We have already pointed out this
problem in another work[15].
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Table 3. Correctness Ratio - (a) Theme and (b) Chord

Algorithm
(tone) bars Chord(Forward) (Viterbi)

(3) 4 100.0% 95.7%
(3) 8 100.0% 100.0%
(4) 4 69.6% 56.5%
(4) 8 82.6% 78.3%
(5) 4 39.1% 47.8%
(5) 8 30.4% 47.8%

Number of Correct Bars
tone 8bars ≥ 6bars ≥ 4 bars

3 4.35% 39.1% 69.6%
4 0.0% 38.9% 55.6%
5 0.0% 45.5% 63.6%

In this experiment, we have compared Viterbi and Forward algorithms with
each other. In cases of correctness ratio of theme classification with respect to
3 tones and 4 tones, Forward algorithm is superior to Viterbi, while in a case
of 5 tones, Viterbi is better. One of the specific points to Forward algorithm is
that, the more bars we give, the worse the classification goes, but not in a case
of Viterbi algorithm. This comes from the difference of probability calculation,
though we skip the detail of probability results. In Forward algorithm, we get
the probability by summarizing the values along with all the paths to the state
of interests. On the other hand, in a case of Viterbi, we get the probability by
finding one of the paths with the highest probability.

There is no investigation of polyphony classification to compare directly with
our results. In [9,10], given about 3000 music of polyphony, classification as been
considered as query and the results have been evaluated based precision. They
got 59.0% at best.

Let us examine our previous results[14]. Naive Bayesian provides us with
87.0 % correctness ratio, and we got 91.3 % correctness ration at best by EM
algorithm. Compared to our case where all the melodies are polyphony that are
much complicated, we got the perfect correctness ratio (100.0 %) with 8 bars.
Certainly our approach is promising.

As for chord estimation, we got up to 70% correctness ratio with respect to 4
bars and more cases. Basically it is possible to say that HMM approach workswell.

7 Conclusion

In this work, we have proposed a sophisticated approach to classify polyphonic
melodies given a small amount of training polyphonic music. To do that, we
have introduced special features of pitch spectrum and estimated Maximum
Likelihood based on HMM. We have shown the perfect estimation of theme
classification by examining small amount of tones and bars in unknown melodies.
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Abstract. In recent years, there has been an increasing interest in the
detection of non-contiguous sequence patterns in data streams. Existing
works define a fixed temporal constraint between every pair of adjacent
elements of the sequence. While this method is simple and intuitive, it
suffers from the following shortcomings: 1)It is difficult for the users who
are not domain experts to specify such complex temporal constraints
properly; 2)The fixed temporal constraint is not flexible to capture in-
terested patterns hidden in long sequences. In this paper, we introduce a
novel type of non-contiguous sequence pattern, named Elastic Tempo-
ral Constrained Non-contiguous Sequence Pattern(ETC-NSP).
Such a pattern defines an elastic temporal constraint on the sequence,
thus is more flexible and effective as opposed to the fixed temporal con-
straints. Detection of ETC-NSP in data streams is a non-trivial task
since a brute force approach is exponential in time. Our method exploits
an similarity measurement called Minimal Variance Matching as the
basic matching mechanism. To further speed up the monitoring process,
we develop pruning strategies which make it practical to use ETC-NSP
in streaming environment. Experimental studies show that the proposed
method is efficient and effective in detecting non-contiguous sequence
patterns from data streams.

1 Introduction

Sequence patterns, which may describe a meaningful tendency or an important
phenomenon of the monitored objects, refer to a series of ordered elements. Se-
quence pattern detection in streaming environment is to find the data streams
that contain the specified sequence patterns through subsequence matching.
Given a distance function, a pattern is said to be contained in a data stream if
the distance between the pattern and a subsequence of the data stream is within
a predefined threshold.

Recently, there is an increasing interest in the monitoring of non-contiguous
sequence patterns[2,3], which can be obtained from a long sequence by discarding
some irrelevant parts. Non-contiguous sequence pattern is of great importance
since some applications require retrieving a specific ordering of events without

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 599–608, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



600 X. Zuo, Y. Zhou, and C. Zhao

t1

x7xxx4 5xxx
xx7x4x xxx5
xxxxx4 x5x7

S 1

S 2

S 3

t3t2 t4 t5 t6 t7 t8 t9 t10

Fig. 1. Fixed Temporal Constraint on Non-contiguous Sequence Patterns

caring about the events which interleave them in the actual sequence[2,3,5]. As
in the above example, previous work related to non-contiguous sequence pat-
terns define a fixed temporal constraint on the adjacent elements of a sequence,
i.e, every pair of adjacent elements in the sequence should satisfy a temporal
interval. This mechanism is convenient for indexing and searching for interested
sequence patterns, but suffers from the following shortcomings: 1)It is difficult,
if not impossible, for users who are not domain experts to define such non-
contiguous patterns properly. 2)Though non-contiguous sequence patterns may
repeat themselves in a long sequence, it is not likely that they always follow the
fixed temporal constraint in a strict way. Thus the fixed temporal constraint is
not flexible to capture interested patterns hidden in a long sequence. Consider
the situation in Figure.1, where a non-contiguous sequence Sn=(4, 7, 5) appears
in 3 long sequences {S1, S2, S3} with different temporal intervals among its el-
ements. Any fixed temporal constrained sequence pattern can only detect the
occurrence of Sn in at most one of long sequences and omit the other two. And at
least 3 non-contiguous sequence patterns has to be defined to detect all the oc-
currences of Sn. Obviously this strategy is ineffective in handling large amounts
of sequence patterns and a natural requirement of detecting all the occurrences
of the same sequence with one single pattern emerges.

In this paper, we introduce a novel type of non-contiguous sequence pattern,
what we name Elastic Temporal Constrained Non-contiguous Sequence
Pattern(ETC-NSP). Such a pattern defines an elastic temporal constraint
on the sequence, i.e, only the first and the last element of the sequence should
satisfy a specified time-interval. This mechanism is more flexible and effective as
opposed to the fixed temporal constraints.

Non-contiguous sequence pattern detection is not a trivial task. For a long
sequence of length m, the number of its n-length non-contiguous subsequences
is as many as Cn

m. A brute-force approach is exponential in time complexity
since all the non-contiguous subsequence should be considered.

Motivated by be the requirement of elastic temporal constraint and the fol-
lowing challenge mentioned above, we exploit Minimal Variance Match-
ing(MVM)[4] as the basic similarity model for efficient non-contiguous sequence
pattern detection.

The contribution of this paper can be summarized as: 1)We propose the
concept of elastic temporal constrained non-contiguous sequence pattern (ETC-
NSP) in stream monitoring, which is more accurate and robust. 2)We reduce
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the computation complexity of ETC-NSP from O(Cn
m) to O(mn) by exploiting

the Minimal Variance Matching(MVM). 3)To further speed up the pattern de-
tection process, we develop 2 pruning methods for ETC-NSP to make it feasible
to be applied in stream monitoring.

The remainder of this paper is as follows: Section 2 describes related work on
stream monitoring in the past years. A formal definition of ETC-NSP together
with the corresponding MVM algorithm is provided in Section 3. We propose
the pruning methods to speed up ETC-NSP in Section 4. Section 5 describes
the experimental evaluation of ETC-NSP on different data sets, which shows the
efficiency and effectiveness of ETC-NSP.

2 Related Work

The problem of sequence pattern detection has been studied extensively in the
past years. In [1], a solution for similar sequence matching has been proposed,
where the trick of Discrete Fourier Transformation(DFT) has been used. After
the features of sequence be extracted by DFT, they are indexed by R-Tree. The
method of Minimal Variance Matching(MVM) is developed in [4]. MVM handles
the matching of sequences of different lengths, but it is only applicable in static
environment.

The first work about non-contiguous sequence is proposed in [3], but only
fixed temporal constraint was considered. Another important work about non-
contiguous sequence is [2]. Indexing methods are used in both [3] and [2] to
speed up the calculation process. In [6], the authors solved the problem of non-
contiguous sequence patterns in both spatial dimension and temporal dimension.
The sequence pattern monitoring problem is well studied in [7] under the no-
tation of Dynamic Time Warping(DTW) distance, where elastic temporal con-
straint is not considered, either.

3 Non-contiguous Subsequence

3.1 Problem Formalization

We first give a formal definition of the non-contiguous subsequence.

Definition 1. Non-contiguous Subsequence(NCS). Given a long sequence
of length m: X=(X1, X2, ..., Xm), where Xi is the ith element of X. A non-
contiguous subsequence of X is a sequence X

′
=(Xi1 , Xi2 , ..., Xin)(n ≤ m), where

1 ≤ i1 ≤ i2 ≤ ... ≤ in ≤ m, denoted as X
′ ⊂ X

Definition 2. Fixed Temporal Constrained Non-Contiguous Sequence
Pattern(FTC-NSP). A fixed temporal constrained non-contiguous sequence
pattern is a non-contiguous sequence with fixed temporal constraints. P =<
(P1, t1), (P2, t2), ..., (Pn, tn) >. A long sequence S contains a FTC-NSP P , if there
exists a non-contiguous sequence S

′
=< (S

′

1, t
′

1), (S
′

2, t
′

2), ..., (S
′

n, t
′

n) >, S
′ ⊂ S
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such that
∑n

i=1 |Pi − S
′

i | < ε 1 and |ti − ti−1|=|t′

i − t
′

i−1|, ∀i ∈ 2, ..., n, where ε is
a given threshold.

From the above definition, it can be found that every pair of the adjacent ele-
ments in a non-contiguous sequence should satisfy the specified temporal con-
straint. Though a non-contiguous sequence pattern may repeat itself in data
streams, it is not likely that the time interval between its elements may remain
unchanged all the time. Thus the fixed temporal constraint is not flexible and
effective enough to capture interested patterns hidden in data streams.

Definition 3. Elastic Temporal Constrained Non-contiguous Sequence
Pattern(ETC-NSP). An elastic temporal constrained non-contiguous sequence
pattern is a non-contiguous sequence P=(P1, P2, ..., Pn) together with a tem-
poral interval tp. A long sequence S contains a ETC-NSP P if there exists a
non-contiguous sequence S

′
=< (S

′

1, t
′

1), (S
′

2, t
′

2), ..., (S
′

n, t
′

n) >, S
′ ⊂ S such that∑n

i=1 |Pi − S
′

i | < ε and t
′

n − t
′

1 ≤ tp, where ε is a given threshold.

In ETC-NSP, the temporal constraint is more flexible since only the first and
last element of the sequence should satisfy the temporal interval. Thus it is tol-
erant to time shift in the sequence and robust to noise, and is more powerful in
capturing hidden patterns. Consider the example in Figure.1, the pattern in the
3 sequence can be detected by a ETC-NSP (4, 7, 5) with a temporal interval 10.

3.2 ETC-NSP Detection in Streaming Environment

In this subsection, we discuss the problem of ETC-NSP detection in data
streams. A data stream is a non-contiguous, ordered sequence of values
x1, x2, ..., xn, ..., where xn is the most recent values[7]. Due to the semi-infinite
characteristic of data stream, it is not feasible to monitor on the whole stream.
We exploit a sliding window in the streaming environment, and search for non-
contiguous subsequence in the window. We now define the distance between an
ETC-NSP and a data stream.

Definition 4. Distance Between ETC-NSP and Data Stream. Given a
data stream S and an ETC-NSP P with a temporal constraint tp. We apply a
sliding window W of length m=|P |+tp, where |P | is the length of P , on the data
stream. W

′
is a non-contiguous subsequence of length |P | in W , and W is the set

of all the non-contiguous subsequence of length |P | in W . The distance between
S and P can be defined

D(S, P ) = min{DL1(P, W
′
), W

′ ∈ W}

From the above definition, we can see that the distance between a sequence
pattern and a data stream is the minimal value of the Lp distances between the
sequence pattern and all the subsequences in a sliding window applied on thedata
1 Note that any Lp distance can be used here. Without the loss of generality, we exploit

the L1 distance.
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stream. If the pattern sequence is seemed to be a query, pattern detection in data
stream can be considered as a range query process.

Definition 5. Non-Contiguous Subsequence Based Range Query. Given
a data stream S, an ETC-NSP P with a temporal constraint tp and a threshold
ε. When applying a sliding window W of length m=|P |+tp on the data stream,
the range query process is to determine whether the distance between S and P is
within ε, i.e., D(S, P ) < ε

4 Proposed Method

4.1 Naive Approach

It can be found from Definition.4 that the distance between a sequence pattern
and a data stream is in essence the distance between the sequence pattern and
the sliding window applied on the data stream, which is in the form of a long
sequence. Given a long sequence X of length m and a pattern sequence P of
length n(n ≤ m), the distance between X and P is the minimum Lp distance
between P and all the non-contiguous subsequences of X .

Lemma 1. For a data sequence X of length m, there are Cn
m non-contiguous

subsequences of X whose lengths are n(n ≤ m).

A brute-force approach to calculate D(X, P ) is to enumerate all the non-
contiguous subsequences of X , for each subsequence X

′
, calculate the LP dis-

tance between X
′

and P . The minimum DLp(X
′
, P ) is the distance between

X
′
and P . Without loss of generality, we exploit L1 distance in the rest of this

paper. This simple approach is rather straightforward and understandable, but
is precluded due to its extremely expensive time cost.

4.2 Minimal Variance Matching

Since the naive method to calculate the distance is rather expensive in terms
of time cost, we exploit a more efficient technique, the Minimal Variance
Matching(MVM), which outperforms the naive method in a magnitude of
time (from O(n ∗ Cn

m) to O(m ∗ (m − n)). MVM is first proposed in [4] and
considered as a directed acyclic graph problem. In this paper, we formulate this
technique in a more formal dynamic programming manner.

We first introduce the notion of non-contiguous path. Let M be a m×n matrix
of pairwise distances between elements of X and P , i.e., M [i][j]=|Xi − Pj |. A
non-contiguous path Pnc = (m1, m2, ..., mn) is a sequence of n matrix cells,
mk = M [ik][k], k ≤ ik ≤ (k + m − n) and ik < ik+1. Any non-contiguous path
determines an alignment between X and P , thus there are total Cn

m different
non-contiguous paths for X and P . The distance between X and P corresponds
to the non-contiguous path that has the minimum sum of matrix cells, i.e.,
D(X, P ) = minPnc{

∑n
i=1 mi, mi ∈ Pnc}. The algorithm of finding such a non-

contiguous path is described in Algorithm.1.
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Algorithm 1. Calculate non-contiguous subsequence distance
Input: Long sequence X = (X1, ..., Xm) and pattern sequence P = (P1, ..., Pn), n ≤ m
Output:non-contiguous subsequence distance between X and P

1: for j = 1 to n do
2: for i = j to j + m − n do
3: M[i][j]=|Xi − Yj |
4: end for
5: end for
6: for j = 2 to n do
7: for i = j to j + m − n do
8: M[i][j]+=minj−1≤k≤i−1 {M [k][j − 1]}
9: end for

10: end for
11: return minj≤k≤j+m−n {M [k][j]}

Now we provide a running example in Figure.2 to illustrate the method
in more detail. Consider the two sequences X=(5, 3, 1, 19, 4, 3, 2) and
Y =(4, 3, 6, 1, 2), we show how to obtain D(X, Y ) with our proposed algorithm.
The left table in Figure.2 shows the initial state of the matrix M. In the right
table, the series of cells with shadow is corresponding to the non-contiguous path
and the minimal value 5 in the right-most column is the MVM distance between
X and Y . That is to say, among all the subsequences of X , X

′
=(5, 3, 4, 3, 2) has

the minimal L1 distance 5 with Y . This algorithm is based on a dynamic pro-
gramming technique and has a time complexity of O(m∗ (m−n+1)), which is a
great improvement as opposed to the naive method. One important property of
the MVM distance we will use later is that if the two sequences being calculated
are of the same lengths, then MVM distance is identical to L1 distance.
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Fig. 2. Example of the MVM Algorithm

5 Pruning Methods in Streaming Environment

Although the method in last section already outperforms the naive approach by
orders of magnitude, a time complexity of O(m∗(m−n+1)) is still needed. Thus
it is still impractical in streaming environment where data elements are coming
continuously at high rate. We propose two techniques in this section to further
speed up the monitoring process and make it feasible to be used in streaming
environment.
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5.1 Triangle Inequality

In metric space, there exists a triangle inequality which is used as a pruning
tool in the search process, that is: DLp(X, Y ) +DLp(Y, Z) > DLp(X, Z). In this
subsection, we prove that the MVM distance also follows a triangle inequality
which is different from that in the metric space.
Theorem 1. triangle Inequality Theorem: Given three data sequence Q, S and
R. Q is a long sequence of length m. S and R are short sequences of length n.
The following inequality holds: D(Q, S) + D(S, R) > D(Q, R).

5.2 Lower Bound Distance

In this subsection we propose a lower bound distance of the MVM distance
[8]. Suppose that P=(P1, P2, ..., Pn) is an ETC-NSP with a temporal constraint
tp and a threshold ε, and W=(W1, W2, ..., Wn, ..., Wn+tp) is a sliding window
on a data stream S. We define the data structure WL=(WL

1 , WL
2 , ..., WL

n ) and
WU=(WU

1 , WU
2 , ..., WU

n ), where

WL
i = min {Wi, .., Wi+tp}, WU

i = max {Wi, .., Wi+tp}
We can derive a lower bound distance Dlb(P, W ) of the MVM distance between
W and P from the proposed WL and WU ,

Dlb(P, W ) =
n∑

i=1

g(Pi, W
L
i , WU

i )

g(Pi, W
L
i , WU

i ) =

⎧
⎪⎨

⎪⎩

|Pi − WL
i | if Pi ≤ WL

i

|Pi − WU
i | if Pi ≥ WU

i

0 otherwise

The proposed lower bound distance Dlb(P, W ) can be calculated in a linear
time and used as a pruning tool. When Dlb(P, W ) > ε, it is straightforward that
D(P, W ) > ε since D(P, W ) > Dlb(P, W ). Then it is unnecessary to calculate
D(P, W ) explicitly.

5.3 Complexity Analysis

Compared with the naive method, the novel algorithm uses a matrix to reach
the lower bound distance. Given m the length of the query data and n the length
of the incomplete data, the time complexity of this method is O(n(m − n + 1)).
As can be found directly from the running example, for each of the n columns in
the matrix, m − n + 1 cells has to be visited in our algorithm. Thus this method
is especially efficient when m and n are close. One extreme case is when m is the
same as n, our algorithm is identical to the L1 distance and the time complexity
has been reduced to O(m). That is, since no value is missing, the lower bound
of the L1 distance is just itself. Another extreme case is when n is much smaller
than m, i.e., a large amount of elements is missing, the time complexity is as
large as O(mn). The two pruning methods further reduce the time complexity
since it is not necessary to really conduct MVM calculation for all the data.
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6 Experiment Evaluation

To evaluate the effectiveness of our method, we carried out experiments on both
real and synthetic data sets. Our experiments were conducted on an Intel CPU
of 1.7GHz with 512 MB of Memory. The programming language we exploited
was Java(JDK 1.5).

6.1 Data Set

– Synthetic Data Set: The data set consists of a synthetic data stream, which
contains 4000 predefined non-contiguous sequence patterns interleaved by
white noise. The noise and the values of the sequence patterns follow the
same Gaussian distributions.

– S&P 500 Data Set: This data contains stock information about 500 compa-
nies for about 250 days, including the prices of all the 500 stocks in the form
of time series.2

6.2 Capture of Non-contiguous Sequence Patterns

We present the power of our method in detecting of non-contiguous sequence
patterns in data streams in this subsection. We generate two data sets with
different Gaussian distributions, i.e, with < mean = 10, variance = 2 > and
< mean = 10, variance = 5 > respectively. in Figure.3, we compare the number
of sequence patterns captured by different similarity measurements, including
LCSS, DTW, Euclidean distance, and the proposed ETC-NSP based MVM. For
LCSS, it is needed that a parameter has to be specified to judge whether two real-
valued data elements are “equal”. The perform of LCSS will vary according to
this parameter. We show the best performance of LCSS in the figures. ETC-NSP
outperforms other technique in terms of number of sequence patterns captured.
When the variance of the distribution decreases, the performance of LCSS, DTW
and Euclidean degrades, but ETC-NSP is influenced slightly by this change.
This shows that ETC-NSP is robust to noise when applied to monitor sequence
patterns. The elastic temporal constraint allows it to avoid the noise element
in the data stream automatically. DTW and Euclidean distance are sensitive to
noise, so they dismiss many sequences in the presence of noise.

6.3 Pruning Power

The proposed triangle inequality and the lower bound can be used to pruning
unqualified data sequences in the monitoring process. The measurement for its
effect is pruning power, which can be defined as follows:

P =
NumberofObjectsDoNotRequireFullComputation

NumberofObjectsInDataset

2 http://biz.swcp.com/stocks/
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(a)
Mean=10,Variance=2

(b)
Mean=10,Variance=5

Fig. 3. Power of Pattern Detection
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Fig. 4. Effectiveness of Pruning with Lower Bound
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Fig. 5. Effectiveness of Pruning with triangle Inequality

We combine the lower bound and the triangle inequality to prune unqualified
sequence data in the monitoring process. The pruning power on both the data
sets is shown in Figure.4 and Figure.5. When the threshold to judge whether a
sequence is a defined pattern increases, the pruning power of method decrease.
This is because that if the calculated lower bound is not larger than the threshold,
it is not permitted to dismiss the sequence data without conduct the MVM
algorithm.

7 Conclusion

We propose the problem of elastic temporal constrained non-contiguous subse-
quence detection in data streams. The MVM distance is used to evaluate the
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similarity between sequence patters and data in streaming environment. To fur-
ther speed up MVM, we develop two pruning methods, i.e, the triangle inequality
and the lower bound to make it feasible in streaming environment.
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Abstract. Frequently, organisations have to face complex situations
where decision making is difficult. In these scenarios, several related deci-
sions must be made at a time, which are also bounded by constraints (e.g.
inventory/stock limitations, costs, limited resources, time schedules, etc).
In this paper, we present a new method to make a good global decision
when we have such a complex environment with several local interwoven
data mining models. In these situations, the best local cutoff for each
model is not usually the best cutoff in global terms. We use simulation
with Petri nets to obtain better cutoffs for the data mining models. We
apply our approach to a frequent problem in customer relationship man-
agement (CRM), more specifically, a direct-marketing campaign design
where several alternative products have to be offered to the same house
list of customers and with usual inventory limitations. We experimen-
tally compare two different methods to obtain the cutoff for the models
(one based on merging the prospective customer lists and using the local
cutoffs, and the other based on simulation), illustrating that methods
which use simulation to adjust model cutoff obtain better results than a
more classical analytical method.

1 Introduction

Data mining is becoming more and more useful and popular for decision making.
Single decisions can be assisted by data mining models, which are previously
learned from data. Data records previous decisions proved good or bad either by
an expert or with time. This is the general picture for predictive data mining.
The effort (both in research and industry) is then focussed on obtaining the best
possible model given the data and the target task. In the end, if the model is
accurate, the decisions based on the model will be accurate as well.

However, in real situations, organisations and individuals must make several
decisions for several given problems. Frequently, these decisions/problems are
interwoven with the rest, have to be made in a short period of time, and are
accompanied with a series of constraints which are also just an estimation of the
� This work has been partially supported by the EU (FEDER) and the Spanish MEC
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real constraints. In this typical scenario, making the best local decision for every
problem does not give the best global result. This is well-known in engineering
and decision making, but only recently acknowledged in data mining. Examples
can be found everywhere: we cannot assign the best surgeon to each operation
in a hospital, we cannot keep a fruit cargo until their optimal consumption point
altogether, we cannot assign the best delivering date for each supplier, or we
cannot use the best players for three matches in the same week.

In this context, some recent works have tried to find optimal global solutions
where the local solutions given by local models are not good. These works address
specific situations: rank aggregation [3] and cost-sensitive learning are examples
of this, a more general “utility-based data mining”1 also addresses this issue,
but also some other new data mining tasks, such as quantification [5], are in this
line. Data mining applied to CRM (Customer-Relationship Management) [1] is
also one of the areas where several efforts have also been done.

Although all these approaches can be of great help in specific situations, most
of the scenarios we face in real data mining applications do not fit many of
the assumptions or settings of these previous works. In fact, many real scenar-
ios are so complex that the “optimal” decision cannot be found analytically.
Approximate, heuristic or simplified global models must be used instead. One
appropriate non-analytic way to find good solutions to complex problems where
many decisions have to be made is through simulation.

In this work, we connect inputs and outputs of several data mining mod-
els and simulate the global outcome under different possibilities. Through the
power of repeating simulations after simulations, we can gauge a global cutoff
point in order to make better decisions for the global profit. It is important to
highlight that this approach does not need that local models take the constraints
into account during training (i.e. models can be trained and tested as usual).
Additionally, we can use data which has been gathered independently for train-
ing each model. The only (mild) condition is that model predictions must be
accompanied by probabilities (see e.g. [4]) or certainty values, something that
almost any family of data mining algorithms can provide. Finally, probabilities
and constraints will be used at the simulation stage for estimating the cutoff.

In order to do this, we use the basic Petri Nets formalism [6], with additional
data structures, as a simple (but powerful) simulation framework and we use
probabilistic estimation trees (classical decision trees accompanied with proba-
bilities [4]). We illustrate this with a very frequent problem in CRM: we apply
our approach to a direct-marketing campaign design where several alternative
products have to be offered to the same house list of customers. The scenario is
accompanied, as usual, by inventory/stock limitations. Even though this prob-
lem seems simple at the first sight, there is no simple good analytic solution for
it. In fact, we will see that a reasonable analytic approach to set different cutoffs
for each product leads to suboptimal overall profits. In contrast, using a joint
cutoff probabilistic estimation, which can be obtained through simulation, we
get better results.

1 (http://storm.cis.fordham.edu/˜gweiss/ubdm-kdd05.html)
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The paper is organised as follows. Section 2 sets the problem framework, some
notation and illustrates the analytical (classical) approach. Section 3 addresses
the problem with more than one product and presents two methods to solve
it. Section 4 includes some experiments with the presented methods. The paper
finishes in Section 5 with the conclusions.

2 Campaign Design with One Product

Traditionally, data mining has been widely applied to improve the design of
mailing campaigns in Customer Relationship Management (CRM). The idea is
simple: discover the most promising customers using data mining techniques,
and in this way, increase the benefits of a selling campaign.

The process begins by randomly selecting a sample of customers from the com-
pany database (house list). Next, all these customers receive an advertisement
of the target product. After a reasonable time, a minable view is constructed
with all these customers. In this table, every row represents a different customer
and the columns contain information about customers; the predictive attribute
(the target class) is a Boolean value that informs whether the corresponding
customer has purchased or not the target product. Using this view as a training
set, a probability estimation model is learned (for instance a probability estima-
tion tree). This model is then used to rank the rest of customers of the database
according to the probability of buying the target product. The last step is to
select the optimal cutoff that maximises the overall benefits of the campaign,
i.e. the best cutoff of the customer list ranked by customer buying probability.

The optimal cutoff can be computed using some additional information about
some associated costs: the promotion material cost (edition costs and sending
cost)(Icost), the benefit from selling one product (b) and the cost to send an
advertisement to a customer (cost). Given all this information, the accumulated
expected benefit for a set of customers is computed as follows. Given a list C
of customers, sorted by the expected benefit (for ck ∈ C, E benefit(ck) = b ×
p(ck)−cost), we calculate the accumulated expected benefit as −Icost+

∑j
k=1 b×

p(ck)− cost, where p(ck) is the estimated probability that customer ck buys the
product and j is the size of the sample of customers to which a pre-campaign has
offered the product. The optimal cutoff is determined by the value k, 1 ≤ k ≤ j
for which the greatest accumulated expected benefit is obtained.

The concordance between the real benefits with respect to the expected bene-
fits is very dependent on the quality of the probability estimations of the model.
Therefore, it is extremely important to train models that estimate accurate prob-
abilities (e.g. see [4]). A more reliable estimation of the cutoff can be obtained by
employing different datasets of customers (or by spliting the existing dataset): a
training dataset for learning the probability estimation models, and a validation
dataset to compute the optimal cutoff. With this validation dataset the latter
estimation of the accumulated expected benefit turns into a real calculation of the
accumulated benefit, where p(ck) is changed by f(ck) in the formula, being f(ck)
the response of ck wrt. the product, such that f(ck) = 0 if customer ck does not
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Table 1. Accumulated expected benefit vs. Accumulated benefit

Customer Buys Probability E(Benefit) Acc. Exp. Benefit Acc. Benefit

-250 -250

3 YES 0.8098 141.96 -108.04 -70

10 YES 0.7963 139.26 31.22 110

8 YES 0.6605 112.10 143.31 290

1 YES 0.6299 105.98 249.30 470

4 NO 0.5743 94.86 344.15 450

6 NO 0.5343 86.85 431.00 430

5 YES 0.4497 69.94 500.94 610

7 NO 0.2675 33.50 534.44 590

9 NO 0.2262 25.24 559.68 570

2 NO 0.0786 -4.29 555.39 550

buy the product and f(ck) = 1 if ck buys it. Then, the cutoff is determined by
the greatest accumulated benefit.

Let us see an example where the benefit for the product is 200 monetary
units (m.u.), the sending cost is 20 m.u. and the investment cost is 250 m.u.
In Table 1 we compare the results obtained with each method. According to
the accumulated expected benefit we will set the cutoff at 90% of the customers,
which clearly differs from the maximum accumulated benefit (located at 70%).

3 Using Simulation and Data Mining for a Campaign
Design with More Than One Product

The approach shown at the previous section has been successfully applied to
very simple cases (i.e. one single product for each campaign), but computing
optimal cutoffs by analytic methods is impossible for more complex scenarios
(more than one product, constraints for the products, etc.). Therefore, in this
section we develop two different approaches: one is an extension of the analytic
method, and the other is a more novel and original method based on simulation.

Back on our marketing problem, the objective now is to design a mailing cam-
paign offering N products to a customer list, but taking the following constraints
into consideration: there are stock limits (as usual), each product has a different
benefit, and the products are alternative, which means that each customer would
only buy one of them (or none). As we have seen at Section 2, a good solution,
at least apriori, could be to determine a cutoff point defining the segment of
customers we have to focus on. But now, since there are several products, it is
not clear how this cutoff can be defined/determined. Based on the idea of sorting
the customers by their expected benefit, one possibility (what we call the single
approach) is to combine (in some way, like adding or averaging) the optimal
cutoffs which are analytically calculated for each product, in order to obtain a
unique cutoff for the global problem. An alternative method, that we call joint
simulation approach, is to determine in a dynamic way the global cutoff. We use
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a validation set to simulate what will happen in a real situation if the customer
receives the advertisement (of any of the N products).

Considering that all products have the same sending cost (cost), we define the
following two alternative ways for obtaining a global cutoff using a validation
set C:

1. Single Approach: For each product i, we downwardly sort C by the ex-
pected benefit of the customers, obtaining N ordered validation sets Ci (one
for each product i). Now, for each Ci, 1 ≤ i ≤ N , we determine its local
cutoff point as we have explained in Section 2. Then, the global cutoff T is
obtained by averaging the local cutoffs. In order to apply it, we now jointly
sort the customers by their expected benefit considering all products at the
same time (that is, just one ranked list obtained by merging the sets Ci).
That produces as a result a single list SC where each customer appears N
times. Finally, the cutoff T is applied over SC. Then, the real benefit ob-
tained by this method will be the accumulated benefit for the segment of
customers that will receive the advertisement for the total house list, which
will be determined by this cutoff T .

2. Joint Simulation Approach: Here, from the beginning, we jointly sort
the customers downwarded by their expected benefit of all the products, i.e.
we merge the N sets Ci. However, we do not use local cutoffs to derive the
global cutoff, but we calculate the cutoff by simulating N × |C| accumulated
benefits considering all the possible cutoffs Tj, 1 ≤ j ≤ N × |C|, where T1 is
the cutoff that only considers the first element of SC, T2 is the cutoff that
considers the two first elements of SC, and so on. Then, the best accumulated
benefit gives the global cutoff.

To illustrate these two approaches consider a simple example consisting of 10
customers, 2 products (p1 and p2) and the parameters Icostp1 = 150, Icostp2 =
250, b1 = 100, b2 = 200, and cost = 20. Table 2 Left shows for each product
the list of customers sorted by its expected benefit as well as the local cutoffs
marked as horizontal lines. As we can observe, the cutoffs for products p1 and p2
are 90% and 70% respectively. Table 2 Right shows the global set and the global
cutoff, which is marked by an horizontal line, computed by each approach. Note
that the cutoff computed by the single and joint simulation methods is different.
For the single approach, the global cutoff is 80% (the average of 90% and 70%),
whereas the cutoff computed by the joint simulation approach is 90%.

We have adopted Petri nets [6] as the framework to formalise the simulation.
Petri nets are well-known, easy to understand, and flexible. Nonetheless, it is
important to highlight that the method we propose can be implemented with
any other discrete simulation formalism. We used a unique Petri net to simulate
the behaviour of all the customers, but we also implemented additional data
structures to maintain information about customers and products (e.g. remaining
stock for each product, remaining purchases for each customer). The Petri net
can work with as many products and customers as we need with no change
in the Petri net structure. Other similar problems, as mailing campaigns with
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Table 2. Left: Customers sorted by their expected benefit for the case of two products.
Right: Customers and cutoff for the Single and Joint Simulation Approaches.

Product p1 Single & Joint Approaches

Customer E(Benefit) fp1 Acc. Benefit Customer Product Acc. Benefit

-150 -400

2 76.61 1 -70 3 p2 -220

8 75.71 1 10 10 p2 -40

9 60.37 0 -10 8 p2 140

5 48.19 1 70 1 p2 320

1 44.96 1 150 4 p2 300

7 30.96 0 130 6 p2 280

10 24.58 1 210 2 p1 360

3 23.04 0 190 8 p1 440

6 7.81 1 270 5 p2 620

4 -4.36 0 250 9 p1 600

5 p1 680

Product p2 1 p1 760

Customer E(Benefit) fp2 Acc. Benefit 7 p2 740

-250 7 p1 720

3 141.96 1 -70 9 p2 700

10 139.26 1 110 Single 10 p1 780

8 112.10 1 290 3 p1 760

1 105.98 1 470 6 p1 840 Joint

4 94.86 0 450 2 p2 820

6 86.85 0 430 4 p1 800

5 69.94 1 610

7 33.50 0 590

9 25.24 0 570

2 -4.29 0 550

non-alternative products, can also be handled without changes. Figure 1 shows
our Petri net which has 24 places and 10 transitions. Each customer arrives to
the Petri net and, thanks to the additional data structures created, the suitable
number of tokens are put in each place to allow for the suitable transitions to
be enabled/disabled and fired or not. E.g. if the remaining stock of the product
is not zero a place P12 is updated with as many tokens as the current stock is,
and place P11 is put to zero. The first place enables the transition T4 that can
be fired if the rest of conditions are fulfilled (place P14 has a token), while the
second place disables the transition T5 that cannot be fired. Only two arcs have
a weight not equal to one, the arc with the product benefit and the arc with the
sending cost. The first arc finishes in the place P1 (Total gross benefit) and the
second one finishes in the place P15 (Total loss). The total (or net) benefit for
each cutoff is calculated subtracting the number of tokens accumulated in the
places P1 and P15 (that is, Total gross benefit -Total loss).

In this scenario, we consider that, at the most, only one of the N products can
be bought since they are alternative products (e.g. several cars or several houses
or different brands for the same product). This constraint suggests to offer to
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Fig. 1. Petri net for our mailing campaign

each customer only the product with the higher probability of being bought. If
we impose this condition then we say that the approach is with discarding. In an
approach with discarding, only the first appearance of each customer is taken
into account. For instance, in the single approach, only the first occurrence of
each customer in the customer segment determined by the global cutoff is pre-
served. Analogously, in the joint simulation approach, the simulation process
does not consider customers that have been already processed. However, since
a prospective customer who receives an offer might finally not buy the prod-
uct, we consider an alternative option which allows several offers to the same
customer. This approach is called without discarding. The combination of the
two approaches and the two options for considering customer repetitions give
four scenarios that will be experimentally analysed in the following section. The
notation used for referring to these four different methods is: Single WO (Sin-
gle approach without discarding), Single WI (Single approach with discarding),
Joint WO (Joint simulation approach without discarding), and Joint WI (Joint
simulation approach with discarding).

4 Experiments with N Products

For the experimental evaluation, we have implemented the four methods ex-
plained at Section 3 and the Petri net in Java, and have used machine learning
algorithms implemented in the data mining suite WEKA [7].
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4.1 Experimental Settings

For the experiments we have taken a customers file (newcustomersN.db) from
the SPSS Clementine2 samples, as a reference. This file has information about
only 200 customers, with 8 attributes for each one, 6 of them are nominal and the
rest are numeric. The nominal attributes are the sex of the customers (male or
female), region where they live (inner city, rural, town, suburban), whether they
are married, whether they have children, whether they have a car and whether
they have a mortgage. The numeric attributes are the age of the customers and
their annual income.

Since 200 customers are too few for a realistic scenario, we have implemented
a random generator of customers. It creates customers keeping the attribute
distributions of the example file, i.e. for numeric attributes it generates a random
number following a normal distribution with the same mean and deviation as
in the example file, and for nominal attributes it generates a random number
keeping the original frequency for each value of the attributes in the file.

Also, to assign a class for each customer (wether s/he buys the product or
not), we implemented a model generator. This model generator is based on a
random decision tree generator, using the attributes and values randomly to
construct the different levels of the tree. We have two parameters which gauge
the average depth of the tree and most importantly, the probability of buying
each product. We will use these latter parameters in the experiments below.

So, the full process to generate a customer file for our experiments consists
of generating the customer data with our random generator of customers and to
assign the suitable class with a model obtained by our model generator.

Finally, these are the parameters we will consider and their possible values:

– Number of customers: 10000 (60% training, 20% validation and 20% testing)
– Number of products: 2, 3 and 4
– Probability of buying each product: 0.01, 0.05, 0.2, 0.5, 0.8, 0.95 or 0.99
– Benefits for each product: 100 monetary units (m.u.) for the product 1 and

100, 200, 500 or 1000 m.u. for the other products
– Sending cost (the same for all products): 10, 20, 50 or 90 m.u.
– Stock for each product: 0.1, 0.2, 0.5 or 1 (multiplied by number of customers)
– Investment cost for each product: benefits of the product multiplied by stock

of the product and divided by 20
– Correlation (how similar the products are): 0.25, 0.5, 0.75 or 1

4.2 Experimental Results

The three main experiments consist in testing 100 times the four approaches for
2, 3 and 4 products, where all the parameters are selected randomly for the cases
where there are several possible values.

If we look at overall results, i.e. averaging all the 100 experiments, as shown
in Table 3, the results for 2, 3 and 4 products are consistent. As suggested in [2]

2 (http://www.spss.com/clementine/)
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Table 3. Friedman test: wins (
√

) /loses (X)/draws(=)

2 products 3 products 4 products

S.WO S.WI J.WO J.WI S.WO S.WI J.WO J.WI S.WO S.WI J.WO J.WI

Benefits 165626 164568 171225 169485 182444 184077 186205 185694 220264 228483 231771 233724

S.WO - =
√ √

-
√ √ √

-
√ √ √

S.WI = - =
√

X -
√

= X - =
√

J.WO X = - = X X - X X = -
√

J.WI X X = - X =
√

- X X X -

we calculate a Friedman test and obtain that the four treatments do not have
identical effects, so we calculate a post-hoc test (with a probability of 99.5%)
This overall difference is clearly significant, as the significant analysis shown in
Table 3, illustrates that the joint simulation approaches are better than the single
ones. About the differences between with or without discarding methods, in the
case of 2 products there are no significant differences. For 3 products the Single
WI method wins the Single WO method, and the Joint WO method wins the
Joint WI method. In the case of 4 products the approaches with discarding win
the approaches without them. Moreover, in the case of 3 products, the Joint WO
method clearly outperforms the other 3 methods and, in the case of 4 products
is the Joint WI method which wins the rest of methods.

However, it is important to highlight that these values average many different
situations and parameters, including some extreme cases where all the methods
behave almost equally. This means that in the operating situations which are
more frequent in real applications, the difference may be higher than the one
reported by these overall results.

Moreover, in the case of 2 products, from the results of the 100 iterations we
create three groups taking into account the probability of buying each product
(probability of buying the product 1 is greater, equal or less than probability of
buying the product 2) and 3 groups taking into account the stocks for the prod-
ucts (stock for the product 1 is greater, equal or less than stock for the product
2). The results obtained are shown in Figure 2. On one hand, the maximum
benefit is obtained for all the methods and results are quite similar when the

Fig. 2. Left: Variations in probability of buying. Right: Variations in stocks.
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popularity (probability of buying) of both products is the same. On the other
hand, the maximum benefit is obtained for all the methods and results are quite
similar too when both products have the same stock. The results differ between
the four methods especially when probabilities or stocks are different.

5 Conclusion

In this paper, we have presented a new framework to address decision making
problems where several data mining models have to be applied under several
constraints and taking their mutual influence into account. The method is based
on the conjunction of simulation with data mining models, and the adjustment
of model cutoffs as a result of the simulation with a validation dataset. We have
applied this framework to a direct marketing problem, and we have seen that
simulation-based methods are better than classical analytical ones.

This specific direct marketing problem is just an example where our framework
can be used. Almost any variation of a mailing campaign design problem could
be solved (without stocks, with other constraints, non-alternative products, time
delays, joint replies, etc.) in some cases with no changes in the presented Petri net
and, in the worst case, by just modifying the Petri net that models the constraints
and the relations between models. If not only the cutoff is to be determined but
also the optimal stock or other important variables, then other techniques, such
as evolutionary computation might be used to avoid a combinatorial explosion
of the simulation cases. In our example, though, the combinations are not so
huge to allow for an exhaustive analysis of all of them.

Out from marketing, we see prospective applicability in many other domains.
In particular, the ideas presented here were originated after a real problem we
addressed recently in colaboration with a hospital, where resources and data
mining models from different services were highly interwoven. Other domains
which we are particular familiar with and we plan to use these ideas are the
academic world (e.g. university), where we are using data mining models to
predict the number of registered students per course each year, but until now
we were not able to model the interdependencies between several courses.
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Abstract. Searching multimedia data in particular audiovisual data is
still a challenging task to fulfill. The number of digital video recordings
has increased dramatically as recording technology has become more af-
fordable and network infrastructure has become easy enough to provide
download and streaming solutions. But, the accessibility and traceabil-
ity of its content for further use is still rather limited. In our paper we
are describing and evaluating a new approach to synchronizing auxiliary
text-based material as, e. g. presentation slides with lecture video record-
ings. Our goal is to show that the tentative transliteration is sufficient
for synchronization. Different approaches to synchronize textual mate-
rial with deficient transliterations of lecture recordings are discussed and
evaluated in this paper. Our evaluation data-set is based on different
languages and various speakers’ recordings.

1 Introduction

Audiovisual recordings in terms of streaming media or video podcasts (vodcasts)
are increasingly used for live distance and on-demand lecturing by universities
and distance learning institutions. Independent in/from time and place, learners
have access to libraries of recorded lectures, often being organized as knowledge
bases that offer their content in a well ordered and categorized manner. But, how
can appropriate information be retrieved in a large lecture video data base in
an efficient way? Manual segmentation of video lectures into smaller units, each
segment related to a specific topic, is an accepted approach to find the desired
piece of information [7,14,19,17,18].

Traditional multimedia retrieval based on feature extraction cannot be ef-
ficiently applied to lecture recordings. Lecture recordings are characterized by
a homogeneous scene composition. Thus, image analysis of lecture videos fails
even if the producer tries to loosen the scene with creative camera trajectory. A
promising approach is based on using the audio layer of a lecture recording in
order to get information about the lecture content. Unfortunately, most lecture
recordings do not provide optimal sound quality and thus, also the effectiveness
of automatic speech recognition (ASR) for the extraction of spoken words suf-
fers even if a speaker-dependent system is used. The raw results of an untrained
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ASR applied to lecture audio streams are not capable for an accurate index-
ing. Today, in lectures often text-based presentations such as MS Powerpoint
or Portable Document Format (PDF) are used to support the teaching. The
best alternative is thus to synchronize slides with presenter speech, which can
be extracted using a speech to text engine.

Section 2 of the paper shows current approaches and outlines related work,
while section 3 introduces the new segmentation method. Section 4 gives an
evaluation of the algorithm and Section 5 concludes the paper with a short
summary and an outlook on future work.

2 Related Work

Using speech recognition for indexing the lecture videos is an often used and
evaluated procedure [10,7,14]. Text matching is a widely recognized method [12]
too. The Text matching method has a direct impact on other fields such as ge-
netic sequence alignment [11]. The main focus of these algorithms is to parse large
strings on a block level and to find correct matches to short strings (gene). Much
research has been focused on the area of intelligent meeting rooms and virtual
classrooms [9,6]. They usually try to minimize error in the speech transcription
or recognition stages. Chu and Chen presented an approach for cross-media syn-
chronization [4]. They match audio recordings with text transliterations of the
audio recordings based on dynamic programming methods [13]. It differs from
our approach. In our case, the content of the presentation slides and the translit-
eration of audio recording do not match. Chu and Chen make use of explicitly
encoded events for synchronization, instead of implicit automated synchroniza-
tion.
Another non-analytic approach is to synchronize presentation slides by main-
taining a log file during the presentation thus keeping track of slide changes.
But, most available lecture recordings do neither support desktop recordings
nor maintain a dedicated log file. In [19], they synchronize the book sections
with word blocks of the transcript. Yamamoto use a sliding window system and
a vector model. They measure the precision and the recall of the results. Chen
and Heng [2] also propose a method for automatic synchronisation of speech
transcripts with presentation slides. After matching the speech transcript with
the slides, redundancy and noise are removed by a fitting procedure. Finally,
transitions of slides are approximated by using a progressive polynomial fitting.

Our algorithm lies downstream of these related works, assuming speech to text
transcription from an out-of-the box commercial speech recognition software.
Further we show, how linear text segmentation algorithms [5,3] can be applied
to segment lecture video recordings and to map presentation slides to a particular
point of time in the video recording. Additionally we suggest a new algorithm,
that deals with achieving global synchronization between the transcript and
the presentation text. In the synchronization problem, our transcript input is
expected to contain a large amount of error from the speech to text process. Our
evaluation is divided into two stages:
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First, the transliteration generated from the ASR is segmented by standard
linear text segmentation algorithms while the text boundaries are assumed as
slide transitions. How can standard linear text segmentation algorithm be able to
segment the erroneous transcript into coherent segments, without any additional
recourse like the slide? Second, the presentation slides are used as an additional
resource for the segmenting procedure and for the slide transition detection. We
have implemented a vector-space-algorithm based on a sliding window system,
as shown in [8,19,1] and a new algorithm for noise removal.

3 Algorithm Description

Synchronization is not a trivial problem because the input data from the speech
to text process naturally contains many sources for error and confusion. Errors
in this process reside in the speech to text (STT) engines inherent inaccuracy,
the inability for us to train accurately the engine, poor sound quality from the
lecture videos, and poor enunciation by the lecturer. The synchronization process
faces inconsistencies produced by the way that a professor generally lectures and
authors his lecture slides. The slides are not a direct script of the lecture, merely
an outline. As the lecturer speaks, he elaborates on each topic and discusses
related areas, while only referring to key terms from the slides. As a result, the
lecture transcript deviates greatly from the slides, and rarely directly matches a
continuous sequence of the slide text.

For our algorithm we assume the monotonicity of the progression of the slides.
The most real life presentations follow the schedule given in the presentation
slides. But, if the presenter skips some slides (slide-gap), our algorithm is able to
resynchronize and if the presenter steps back to a previous slide, our algorithm
is also able to resynchronize, when the regular schedule continues.

Figure 1 depicts the overall system architecture.

Descriptor Extraction: The generation of keyword descriptors from the pre-
sentation slides is realised in the following way. The presentation slides are
converted into the portable document format (PDF) and the plain text informa-
tion is extracted from the PDF. To exclude nonrelevant words (stop words) the

Fig. 1. Overall system architecture
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extracted plain text is processed by part-of-speech tagging. Words with high
term frequency are removed.

Thus, only words with higher content separatability remain in text. With
term frequency and inverse document frequency lesser separating words can
be identified and deleted. Generating the keyword stems (word stemming) to
enhance the number of hits in the subsequent matching is not suitable, because
stemming reduces the content separatability of every word, which is unfavourable
for further processing. Hence, for every set of presentation slides we obtain a
revised list consisting out of slide numbers and keywords.

Speech Recognition: The lecture video recordings are analysed with an out-of-
the-box speech recognition engine. This procedure is already discussed in detail
in [16]. The engine needs a short neglectable training phase of 1-3 minutes for
adapting the microphone to the ASR. In addition, the extracted slide descriptors
complement the engine’s vocabulary, but these keywords are not trained by
the speakers. The word accuracy is only about 20%-70% per transcript. The
transcript consists of a list of words with the corresponding point in time, where
the word was spotted in the speaker’s flow of words.

Join: The matching procedure works in the following way: (1) Extract all
matches between the words from the generated transcript and the slides. This
matching results in a tuple (time, slide number, word). (2) Use only the relevant
matches for a word that matches at most four times. The parameter four was
obtained during a training-phase. It is important to remove datasets with more
than four hits per word, otherwise the step function will not be visible. Figure 2
shows the data before and after the filtering. The x-axis represents the time, the
y-axis represents the slide numbers. After this procedure a new chronologically
sorted list (time, slide number) is generated.

Slider: The purpose of the slider is the removal of the noise and implausible val-
ues. The slider is using a bounded-mean-filter. Let N be the number of datasets,
si the slide number of dataset i with 0 < i < N and 0 < si ≤ S, with S being
the last slide number in the presentation. For the dataset i we define a foregoing
environment of k datasets. For these k datasets of the i-th dataset’s environment
we calculate a mean value x̄i as:

x̄i = 1
k

∑k−1
j=0 si−j
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Fig. 2. Matching values before (left) and after filtering (right)
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Fig. 3. Values after slider filtering (left), detected slide transitions (right)

The mean value x̄i is compared to the successive mean, the mean of the i+1-th
dataset. If a threshold l satisfies: x̄i + l < si+1 or x̄i − l/2 > si+1, the i + 1-
th dataset will be discarded and not used for further calculations. The lower
threshold is less than the upper one, thus we get a monotone increasing slope.
The algorithm depends on two parameters: the threshold l and the environ-
ment k. Parameter tuning was performed on a corpus. The best performance
was achieved with k=7 values and a threshold of l=5 slides. The algorithm is
implemented recursively: if there exists no match within the given threshold, the
algorithm is recursively called with an increase of l.

Figure 3 illustrates the dataset after the use of the noise removal and the both
threshold boundaries. Next, the slide steps of the datasets have to be determined.
To do this the calculated mean values are used again. Every alteration of the
means represents one step. Only one step is allowed per alteration. Thus, the
slide transitions can be reproduced. Figure 3 shows the slide starting points and
the manually determined reference values.

4 Evaluation

For evaluation we were using the recorded lectures series “Technische Grundlagen
des WWW” and “Internet Security - Weaknesses and Targets” of Christoph
Meinel from Hasso-Plattner-Institute in Potsdam (Germany) and the recorded
lecture series “Semantic Web” of Harald Sack, Friedrich-Schiller-University of
Jena (Germany). Our dataset includes two different speakers and two different
languages (German and English). Table 1 shows a summary of the dataset’s
content.

Table 1. Summary of the lecture series archive

Name Speaker Language Accuracy Lectures Words Duration Transitions

WWW Meinel German 20-70% 24 258190 31h 1069

Semantic Sack German 20-55% 10 100437 12h 485

Security Meinel English 20-55% 14 130320 15h 448
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4.1 Measurement

Mean of Error Rates: The error rates are calculated as difference between the
point in time of the reference and the point in time achieved by our algorithm
for each slide transition in the course. The meaning of these values is the medial
of all differences (i.e. the offset of the time-shift). A positive offset is a positive
time shift and a negative offset is a negative time shift. For example X̄ = −100s
the starting point (or the constant component of the data-set) is 100 seconds
after the real start-time of the slide. It is certain that a low offset (the mean X̄)
stands for higher accuracy of the algorithm. Addinally, we calculate the mean Ȳ
of all absolute differences. The means of difference are calculated in the following
way:

X̄ = 1
N

∑N
i=1(ri − ci) and Ȳ = 1

N

∑N
i=1 ABS(ri − ci)

with ri denoting reference time and ci calculated time of dataset i.

Standard Deviation: The standard deviation points out how much the data
are spread out from the mean X̄. If the datasets are close to the mean, the
standard deviation is small and the algorithm matches the boundaries very well.
Conversely, if many data points are far-off the mean, the standard deviation is
large and the algorithm has higher error rates. Higher deviation of values are
downgrading the search process. The users are not ready to accept overflowing
dissimilarities of the starting time in the search results.

Precision and Recall: For our setting, precision and recall are not adequate for
evaluation. The number of slides is well-known and any implemented algorithm
would generate a hit for each slide. Thus, the recall would be always 100%.
Another argument is the inconvenience of deciding, if a calculated time is a
hit or not. This depends on the size of the delay between reference time and
calculated time. The acceptable size of delay varies for every video recording
and cannot be assigned in an objective way.

WindowDiff: The WindowDiff [15] measurement is used as a standard eval-
uation measure for text segmentation. WindowDiff does not take into account
the time delay between the calculated time and the real boundary time. Even
if a promising WindowDiff value is measured, a high discrepancy between the
time of the real boundary and the calculated boundary can still exist. Figure 4
is showing texts with ten sentences (boxes) each. Each text box shows a calcu-
lated (calc) and a reference (ref) boundary. The calculated boundary in the first
example is after the second sentence and in the second example after the fourth

Fig. 4. WindowDiff Example 1. (left) and WindowDiff Example 2.(right)
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sentence. The x-axis represents the time, whereas the time in the first example
has higher resolution than in the second example. The WindowDiff value of the
second example is better than in the first example, but the time delay in the
second example is 10 seconds compared to 2.5 seconds in the first example. But,
for video retrieval it is preferred to match the exact position in time, than to
have an exact text segmentation position. Thus, WindowDiff is not a good choice
for video segmentations measurement.

4.2 Comparison of Algorithms

Our algorithm was evaluated in countercurrent with two kinds of algorithms:
First, we have compared it with standard linear text segmentation algorithms.
The slide transition number is given and a sentence length of 10 words is defined.
A slide transition is assumed to be a text boundary and can be detected by the
C99 and the LCseg algorithm [3,5]. In this way the number of segments has
been provided to the algorithms. A stop-word list and a stemmer both for the
German language have been adapted to C99 and LCseg. Additionally, a linear
distribution (Linear) of the slide transition during the presentation time has
been implemented.

Second, a vector algorithm similar to [19,8] has been implemented. A window
slides over the stream of words and each window is matched with the word
stems of each slide. The window size has been set to 140 words and the step to
20 words. After standard pre-processing (deletion of stop-words, word stemming,
and matrix ranking) the similarity values (cosine measure) between each window

Table 2. Mean, standard deviation, and WindowDiff of experimental results

mean/s X̄ (Ȳ )

Course LCseg/s C99/s Linear/s Vector/s RW07/s

WWW -31 (674) 6 (215) 85 (204) 28 (311) 27 (52)

Semantic -63 (742) 184 (321) 179 (293) 205 (663) 5 (89)

Security -306 (577) 28 (189) 3 (164) 209 (639) 9 (113)

Summary -100 (669) 54 (235) 89 (217) 111 (470) 18 (74)

Standard Deviation

WWW 924 294 258 837 84
Semantic 1050 359 318 1393 134
Security 850 252 217 1211 163
Summary 947 311 272 1087 119

WindowDiff

WWW 0.54 0.47 0.53 0.49 0.46
Semantic 0.54 0.50 0.52 0.52 0.54

Security 0.49 0.52 0.51 0.53 0.52

Summary 0.52 0.49 0.52 0.51 0.49
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Table 3. Vector algorithm combined with Slider

mean/s X̄ (Ȳ ) Standard Deviation/s WindowDiff

RW07 18 (74) 119 0.49

Vector 111 (470) 1087 0.51

Vector + Slider -1 (104) 224 0.53

and each slide have been calculated. A detected slide transition maps to the
highest similarity between a window and the slide.

4.3 Result

Table 2 shows the mean over the three test corpora and the quantitative re-
sults are summarized in final column. The table shows that our RW07 algorithm
yields to significantly lower mean and standard deviation than C99, LCseg, Lin-
ear and the Vector algorithm for the test corpora. It is not clear, whether the
RW07 performs better than the other algorithms in the text segmenting measure
WindowDiff. The difference is too low and it is not significant for any statement.

The vector algorithm matches a lot of slides correct. A disadvantage of this
algorithm is the large amount of outlier hits (see figure 5). This mismatch results
in the loss of the chronological sequence. Only one outlier can produce a large
mean and a large standard deviation. The vector algorithm and the increasing
slope algorithm (Slider) have been combined to avoid this interference in the
result set.

Therefore, the vector algorithm has been modified in the way that the tenth
most similar value between a slide and the text windows have been used. The
resulting tuple (slide-number, time) of a lecture serves as the input for the Slider.

With this improvement an enhancement in mean and in standard deviation
has been achieved.
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Compared with RW07 the mean is better, but the more important standard
deviation becomes worse. The deviation is approximately 3.5 min, compared to
2 min of the RW07.

5 Conclusion

We have presented a speaker and language independent segmentation and anno-
tation algorithm for synchronization of lecture video recordings and text-based
presentations. Keeping in mind that the average duration of a lecture video is
about 45 to 90 minutes, a lecturer is speaking about a single slide approximately
for only 105 seconds. If it is possible to match the correct slide in the video with
an offset of 18 seconds and with a deviation of +/- 119 seconds, then we will find
a fuzziness area of +/- 1 slide. For lectures, usually the topics of surrounding
slides are very similar and therefore, the fuzziness area has no dramatic effect
for the user. It is a significant improvement in accessing the content of video
recordings.

The linear text based segmentation approaches (C99, LCseg) are not suitable
for the application to erroneous transliteration of lecture video recordings. The
vector algorithm is most suitable for a none sequential workflow, where a presen-
tation slide might match to any given point in time of a lecture video recording.
But, most lectures follow a sequential order of presentation slides.

The descriptors gained from the presentation slides can be used for MPEG-7
annotations. The application for our algorithm is not only limited to the use in
sequentially ordered presentations. All applications with a chronology activity,
as e. g. newscasts, theater-plays, or any kind of speech being complemented by
textual data could be analysed and annotated with the help of our proposed
algorithm. For further refinement, we plan to investigate the effects of adding
features such as feature-words to our segmentation and annotation algorithm to
achieve even more accurate results.
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Abstract. Frequent disjunctive pattern is known to be a sophisti-
cated method of text mining in a single document that satisfies anti-
monotonicity, by which we can discuss efficient algorithm based on
APRIORI. In this work, we propose a new online and single-pass algo-
rithm by which we can extract current frequent disjunctive patterns by
a weighting method for past events from a news stream. And we discuss
some experimental results.

1 Motivation

Recently much attention has been focused on quantitative analysis of several
features of text thus a new approach, called text mining, has been proposed
to extend traditional methodologies[13]. Text mining approach comes from fre-
quency and co-occurrence among text1, the former means important words arise
many times while the latter says related words occur at the same time[10].

On the other hand, recently much attention has been focused on data mining
on data stream which is huge amount dynamic data on network[6]. Generally we
see that data stream has some characteristics;(1)huge amount, (2)high speed,
(3)changing data distribution, (4)continuous. Therefor we like algorithms which
should be able to output approximate solutions for any time and any stream
during the whole process and rapid analysis with limited calculation resources.
That’s why we cannot apply traditional methods for this problem[6].

Especially data stream such as news articles and broadcast transcription is
called news stream. Generally we know that issue interval of news articles are
irregular. So we assume that time stamp of news articles correspond to content-
time of news articles. Under the news stream environment, we see that news
articles always occur, and collections of news articles grow incrementally with
new ones. We usually have interests in recent ones, i.e., new ones are more
important than old.

There have been important research results obtained based on anti-
monotonicity such as APRIORI[2,4]. Generally we can avoid vast range of search
but not enough to sequence data, since in text mining the property doesn’t hold
1 Text means sequence data, i.e., an ordered list of information.
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any more and we can’t apply APRIORI technique any more. An interesting ap-
proach of disjunctive patterns has been proposed with a new counting method for
frequency to get efficient pattern mining algorithm on single sequence data. The
counting method satisfies anti-monotonicity thus we can obtain efficient mining
algorithm based on APRIORI[11].

Generally end users got used to try the algorithms many times. This is because
they want to get and compare several results with various parameter values
through trial and error. Therefor they see that the algorithms take very long time
for final results with many exhaustive scan. Moreover they need to re-calculate to
get another results for independent processes if they change several parameters.
To overcome this issue, Online Analysis has been proposed[1]. Particularly under
data stream environment, online analysis approach is very important for all but
impossible re-calculation. In the previous work, we proposed a new method of
extracting disjunctive patterns under static data environment by using online
analysis approach[12].

Let us see some related works. As data mining algorithm to data stream, we
know Lossy Counting[9]. This is an online and single pass algorithm which gener-
ates guaranteed frequent itemsets quickly for transaction data stream. Moreover
this has many improvement[8] used for large sensor networks. However it doesn’t
consider adaptability to time progress. There have been several weighting meth-
ods proposed so far under data stream environment, such as decay function[5,14]
and Tilted-Time Window[3]. However, all these don’t assume data mining of news
stream.

In this investigation, we define a new online and single-pass algorithm by
which we can extract current frequent disjunctive patterns by a weighting
method for past events from a news stream. We introduce disjunctive patterns
and a counting measure in section 2. In section 3, we define a problem of mining
disjunctive patterns from news stream. Section 4 contains how to construct con-
densed information, called Disjunctive Pattern Lattice (DPL) and how to extract
frequent disjunctive patterns from DPL. Section 5 contains some experimental
results. We conclude our work in section 6.

2 Disjunctive Patterns

In this work, we consider a word as a unit, called an item. Any element in an
itemset I = {i1, .., iL}, L > 0 is called alphabet, and a sequence data (or, article)
S = s1...sm (∞ > m > 0) is an ordered list of items, m is called a length of S,
and S is called m-sequence. Note an item may appear many times in S.

A disjunctive pattern (or just a pattern) p is a form of t1t2...tn where each
ti is an alphabet a or a disjunction [a1a2...am], m > 0, each aj is a distinct
alphabet. Given two patterns p = t1t2...tn and q = v1v2...vm, m ≤ n, we say q
is a sub-pattern of p, denoted by q � p, if there exist 1 ≤ j1 < ... < jm ≤ n
such that each vk corresponds to tjk

(denoted by vk � tjk
if no confusion arises)

satisfying:
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If vk is an alphabet a, tjk = a or tjk is a disjunction containing a
If vk is a disjunction [a1a2...am], we have both tjk = [b1b2...bl] and
{a1, .., am} ⊆ {b1, .., bl}

Example 1. ac is a sub-pattern of abcd. Similarly [ac] is a sub-pattern of [abcd],
bd is a sub-pattern of [ab]b[cd]de, b is a sub-pattern of [ab], and ”ac” is a sub-
pattern of [ab][cd]. However, ab is not a sub-pattern of [ab], nor [ab] is a sub-
pattern of ab.

We say a pattern p = t1t2...tn matches a sequence S = c1c2...cm if t1 is an
alphabet a1, there exist t1 = a1 = ci1 , 1 ≤ i1 ≤ m and the sub-pattern t2...tn
matches ci1+1...cm, and if t1 is a disjunction [a1a2...am], there exists a permu-
tation aj1 ...ajm of a1, ..., am that matches c1...ci1 , and the subpattern t2...tn
matches ci1+1...cm.

Example 2. Assume S is a1a2b3b4b5a6 where each suffix shows its position in
the occurrence. A pattern a matches S 3 times(a1, a2, a6), ab 6 times (a1b3, a1b4,
a1b5, a2b3, a2b4, a2b5) and [ab] 9 times. Note we can see more frequency by [ab].

Given a sequence data S, a function MS from patterns to non-negative integers
satisfies Anti Monotonicity if for any patterns p, q such that q � p, we have
MS(q) ≥ MS(p). In the following, we assume some S and we say M for MS .
Given M and an integer σ > 0 (called minimum support), A pattern p is called
frequent if M(p) ≥ σ. If M satisfies anti-monotonicity, for any q such that
M(q) < σ, there is no frequent p such that q � p. By using this property, we can
reduce search space to extract frequent patterns. However, it is not easy to obtain
M satisfying anti-monotonicity. For example, ”the number of matching” is not
suitable as M as shown in EXAMPLE 2. There have already been proposed a
counting method that satisfies anti-monotonicity[11].

The first idea is called head frequency. Given a sequence S = s1s2...sr

and a pattern p of t1t2...tn, we define a head frequency H(S, p) as H(S, p) =∑r
i=1 V al(S, i, p) where V al(S, i, p) is 1 if the following holds, and 0 otherwise:

Let S(i) be a suffix of S from i-th position, i.e., S(i) = si...sr. If t1 is an

alphabet a, we have si = a and t2t3...tn matches S(i + 1). And if t1 is a

disjunction [a1a2...am], there exists j such that si = aj (for instance, j = 1),

and [a2a3...am]t2...tn matches S(i + 1).

Intuitively H(S, p) describes the number of matching of p from the heading of S
or its suffix. However, it is known that the head frequency H(S, p) doesn’t satisfy
anti-monotonicity. Note that this counting ignores matching appeared in the
subsequent sequence. That’s why we introduce a new counting D(S, p), called
total frequency, which means the minimum H(S, q) for any q � p: D(S, p) =
MIN{H(S, q)|q � p}

In fact, we have D(S, p) = MIN{H(S, p), D(S, p(2))} where p(2) means a sub-
pattern of p that has the length pf p minus 1. And also it is enough to calculate
the ones for all the suffixes of p in ascending order of length. Then we can show
that D(S, p) satisfies anti-monotonicity. Note there are only n suffixes of p thus
we can reduces search space dramatically[11].
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Example 3. Let S be caabbbc. If p = ab, we have H(S, p) = 2 and D(S, p) = 2.
If p = ac, we have H(S, p) = 2 and D(S, p) = 2. And if p = [ac], we see
H(S, p) = 3 and D(S, p) = 2 while p matches S 4 times. In these cases, sub-
patterns (i.e., a, c) of ac and [ac] appear more interspersed in S and this is why
total frequency is different from head frequency and the number of matching.

In this work we assume single document and the frequency of words cor-
responds to the importance directly. However we examine a test collection
containing multiple articles in this experiment which means that the longer ar-
ticles become the more words appear, and the frequency doesn’t always mean
the importance. For this reason we give some weights to sequences to avoid
the effect of the length. In this work, we introduce Term Frequency (TF) for
frequent words[7]. For a pattern p and a pattern length of p n, denoted by
Hw(S, p), is defined as Hw(S, p) = H(S,p)

|S|−(n−1) where |S| means the number
of words in S. Then we give weightened total frequency, Dw(S, p), defined as
Dw(S, p) = MIN{Hw(S, p), Dw(S, p(2))} In our new method which is proposed
at following sections, we utilize Hw(S, p) and Dw(S, p) as both head frequency
and total frequency.

3 Problem Definition

Let us define what mining disjunctive patterns from news stream means. Given
3 inputs of news stream NS, minimum support σ and error bound ε, we want
to find all frequent patterns which have frequency (σ − ε) or above when it is
current time timenowD

Putting it into more specific description, we define an infinite ordered list of
sequence data S1...Si...Sj ..., called news stream NS, and Si means i-th sequence
data in NS. Each Si in NS has time stamp timei, and if i ≤ j then timei ≤ timej.
In this work, we consider sequence data Si1 ...Siwsize with a common timei as a
single sequence data Si. Window size wsize means the number of sequence data
which can be calculated at once. Current time timenow is a query time which
has different interpretations at each point. In this section, a text pattern is called
frequent pattern if the frequency is more than a threshold σ.

Most of algorithms which take data stream have to consider huge amount data
and long term analysis. Generally, they output approximate frequent itemsets to
avoid a lot of computation cost. In this investigation, we propose a new algorithm
which is based on Lossy Counting[9] for mining disjunctive patterns from news
stream. Lossy Counting constructs a data structure by using each item’s estimate
frequencies and maximum errors. The constructed data structure satisfies two
important properties: Property1 : If an item is in a data structure, then its exact
frequency is more than its estimate frequency and less than the sum total of its
estimate frequency and maximum error. Property2 : If an item isn’t in a data
structure, then its exact frequency is less than an error bound.

The solutions from the constructed data structure at chosen random time are
guaranteed frequent itemsets by an error bound ε, in other words, they have
frequencies which are more than σ − ε.
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Here is a new online and single-pass algorithm which consists of 3 steps.

(1) Generating a collection of candidate patterns from sequence data.
(2) Constructing a disjunctive pattern lattice from a generated collection of
candidate patterns.
(3) Extracting a collection of frequent patterns from a constructed disjunctive
pattern lattice.

The algorithm goes through step (1) and (2) in a repeated manner whenever
new article comes in from news stream. Or the algorithm generates a collection
of frequent patterns by step (3) if users want. A collection of candidate patterns
are generated efficiently using list of positions at step (1), and a particular data
structure called disjunctive pattern lattice are also constructed at step (2). Then
we extract frequent patterns quickly from a constructed disjunctive pattern lat-
tice at step (3).

Here we assume that frequencies on the latest sequence are the most important
and we give a weight based on timestamp of sequence data, denoted by ω. In the
algorithm, we give a decay function ω as a weight when we access each node in
a disjunctive pattern lattice at step (2) and (3), and consequently, frequencies
on sequence data which have old timestamps are decreased exponentially: ω =
uλ(timenow−timelast) where timelast means last update time of each pattern in
a disjunctive pattern lattice and λ means the decay constant 0 ≤ λ ≤ 1. If λ
becomes smaller, then ω becomes smaller too and frequencies are decreased more.
Also u describes the unit step function such that u = 1 if (timenow − timelast ≤
τ), and u = 0 otherwise, where τ means valid time.

4 Algorithm

Let us discuss how to generate a collection of candidate patterns from sequence
data S in NS. The main idea is that we keep a list of pairs of head and
tail positions to each frequent pattern p where ”head” means starting posi-
tion of p in S and ”tail” means ending position. Let Pp(head, tail) be the two
positions of p in S. Then we define a list of positions of p (in S), listp, as
{Ppi(head, tail), ..., Ppmax(head, tail)} where max means the head frequency and
all the head values are distinct by definition. Here is the algorithm to generate
a collection of n -candidate patterns Cn from S.

Input: a sequence data S
Output: a collection of n -candidate patterns Cn

Algorithm:

if n = 1: After scanning S, obtain all 1-frequent patterns and generate the
corresponding nodes and the arcs to Cn. Let n be 2.

if n > 1: By examining the lists, obtain all n-frequent patterns and add the
nodes and the arcs to Cn. Let n be n + 1.
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In this algorithm, we obtain listpq of an n-frequent pattern pq by examining
listp and listq of (n − 1)-frequent patterns p, q, described below:

Input: listp, listq

Output: listpq

Algorithm:
1. By examining listp and listq, we find all the pairs of Ppi(head) and

Pqj (tail) such that Ppi(tail) < Pqj (head), and add the pair to listpq as
(head, tail) of k-th element Ppqk .

2. After completing the match, output listpq .

Eventually we have listp, listq and listpq:

listp = {Ppi(head, tail), ..., Ppimax (head, tail)}
listq = {Pqj (head, tail), ..., Pqjmax (head, tail)}
listpq = {Ppqk (Ppi(head), Pqj (tail))|Ppi(tail) < Pqj (head)}

Example 4. Let S be caabbbc, and a, b, c be 3 patterns (of 1 item). We get
3 lists lista = {Pa1(2, 2), Pa2(3, 3)} listb = {Pb1(4, 4), Pb2(5, 5), Pb3(6, 6)}, and
listc = {Pc1(1, 1), Pc2(7, 7)}. Also we get 2 lists listab = {Pab1(2, 4), Pab2(3, 4)}
and list[ac] = {P[ac]1(1, 2), P[ac]2(2, 7), P[ac]3(3, 7)}.

Given a set I of items and a single sequence S, to examine online analysis for
disjunctive patterns, we make up a lattice over a power set 2I , called Disjunctive
Pattern Lattice (DPL), as shown in a figure 1. Formally a DPL is a rooted,
acyclic directed graph (V, E) where V means a finite set of nodes with labels
and E means a set of arcs such that E ⊆ V × V . In a DPL, there exists only
one node, called a root, without any label. A node v ∈ V with the distance

NULL

f:0.29, Δ:0.0, time:1

a b c

[a, b] [a, c] [b, c]

[a, b] c

f:0.43, Δ:0.0, time:1 f:0.29, Δ:0.0, time:1

f:0.29, Δ:0.0, time:1f:0.29, Δ:0.0, time:1f:0.29, Δ:0.0, time:1

f:0.14, Δ:0.0, time:1

root

Fig. 1. DPL of cabcbba with ε = 0.1
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n ≥ 0 from the root corresponds to a candidate pattern of n items (called an
n-candidate pattern) with the label (f , Δ, timelast) where f means its estimated
pattern frequency which has been calculated until timelast, Δ means its pattern’s
maximum error and timelast means last update time of its node. There is an arc
e〈v1, v2〉 ∈ E if and only if n-candidate pattern v1 has v2 as an (n+1)-candidate
sub-patterns for some n.

Example 5. Let S ∈ NS be a sequence cabcbba, time = 1 and ε = 0.1. Then
we have the DPL as in a figure 1.

Here is the algorithm to append p ∈ Cn to DPL D and update/delete a node of
p in D from sequence data Si.

Input: a collection of candidate patterns C, error bound ε
Output: DPL D
Operations:
Insert: Insert a node vp with a label (

∑
Dw(Si, p), εNlast, timei) to D if

∃vp /∈ D and
∑

Dw(Si, p) ≥ ε(Nall − Nlast).
Update: Update a label of a node vp in D to (

∑
Dw(Si, p)+ ωf, Δ, timei) if

∃vp ∈ D and (
∑

Dw(Si, p) + ωf + Δ ≥ εNall).
Delete: Delete vp and all of vp’s super nodes in D if ∃vp ∈ D and

(
∑

Dw(Si, p) + ωf + Δ < εNall).

Note Nall means all of processed sequence data which include Si and Nlast

means processed sequence data Nall − wsize without Si. Also let us note∑
Dw(Si, p) describes the summation of total frequencies Dw(S, p) from Nlast+1

to Nall, that is,
∑

Dw(Si, p) =
∑Nall

l=Nlast+1 Dw(Sil
, p) Also timenow is used to

obtain ω in this step which corresponds to a timestamp timei of Si.

NULL

f:0.48, Δ:0.0, time:3

a b c

[a, b] [a, c] [b, c]

[a, b] c

f:0.43, Δ:0.0, time:1 f:0.29, Δ:0.0, time:1

f:0.29, Δ:0.0, time:1f:0.29, Δ:0.0, time:1f:0.29, Δ:0.0, time:1

f:0.14, Δ:0.0, time:1

root

NULL

f:0.29, Δ:0.0, time:1

a b c

[a, b] [a, c] [b, c]

[a, b] c

f:0.43, Δ:0.0, time:1 f:0.29, Δ:0.0, time:1

f:0.29, Δ:0.0, time:1f:0.29, Δ:0.0, time:1f:0.29, Δ:0.0, time:1
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Fig. 2. Updating/Deleting, and Extracting Frequent Patterns from a DPL (σ = 0.5)
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Example 6. Now we update a node va in the DPL of a figure 1. We are given ε
= 0.1, Nall = 3, timenow = 3, wsize = 1, λ = 0.98, τ = 3 and

∑
Dw(S, a) = 0.2.

Then ω = 0.96 and a weighted frequency of p is
∑

Dw(S, p)+ωf+Δ = 0.48. Also
εNall = 0.3 and we see that va’s label is updated (f : 0.48, Δ : 0, timelast : 3).
On the other hand, we assume that vc is deleted from the DPL. In this case,
we can see that it’s supper patterns v[a,c], v[b,c], v[a,b]c are deleted as well. After
operating nodes, we get the DPL as in a figure 2(left).

Now let us describe how to extract frequent patterns from DPL. Basically we
apply depth first search algorithm to DPL. Note timenow is used to obtain ω in
this step.

Input: DPL D, minimum support σ, error bound ε
Output: a collection of frequent patterns F
Algorithm:
1. Start with the root in DPL, find 1-frequent patterns which satisfies (σ −

ε)Nall ≤ ωf , push them to a stack K and add them to F .
2. For each v popped from K, go to v′ through an arc e〈v, v′〉 in DPL.

Push v′ to K if we have never visited v′ and add v′ to F if v′ satisfies
(σ − ε)Nall ≤ ωf . Goto (2).

3. Discard v′ if we have already visited v′, and goto (2)
4. After examining all the K elements, we output F .

Example 7. We extract all the frequent patterns which have frequencies (σ −
ε)Nall = 0.4 from a DPL in a figure 1. Now, we are given σ = 0.5, ε = 0.1,
Nall = 1, timenow = 2, λ = 0.98 and τ = 3. According to the traversal as in a
figure 2 (right), we obtain F .

5 Experimental Results

5.1 Preliminaries

In this section we examine 4 kinds of experiments containing scalability, efficiency
of construction of DPL and extracting frequent patterns from DPL, and space
utilization for candidate patterns in DPL and the flexibility of time progress.
We also analyze about the validity of our experimental results and deliberate
about the weighting method in our method. In this experiment, we discuss only 1
level of disjunctive patterns where length are 5 or less such as a, [ab], [ab]c,
[abc]d, [abcd]e . Also we assume disjunctive sub-pattern appears at most one
time in any patterns.

Here we examine Reuters-21578 text categorization test corpus as a test collec-
tion. The collection consists of 21,578 news articles in 1987 provided by Reuters
kept in time order. We have selected 2200 articles as 22 datasets which include
100 articles which have a common time stamp per dataset in time order and
cleaned them by stemming and removal of stop-words[7]. We take ”day” which
is relative time for the first dataset as a time unit of time stamps through our
experiments. Here are some examples of the results. shower continu week bahia
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Table 1. Details of experimental data

dataset# 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

time[day] 0 5 7 11 14 15 19 21 25 26 28 32 34 36 40 41 46 95 96 113 235 236

diff.[day] - 5 2 4 3 1 4 2 4 1 2 4 2 2 4 1 5 49 1 17 122 1

cocoa zone allevi drought earli januari improv prospect temporao humid
level restor... Details of our experimental data are found in a table 1.

In our experiments, we take 4 kinds of the decay constants λ which are
1.00(without weighting), 1.007(valid for 1 week), 0.98(approx. ω = 0.5 of 1 month
past) and 0.91(approx. ω = 0.5 of 1 week past).

5.2 Results

In the first experiment, we give 0.005, 0.008 and 0.010 as error bound ε, 0.98 as
a decay constant λ, and examine the construction time (in seconds) of a DPL
every 50 articles in the experimental data. We show the scalability of our method
in a figure 3(left).

In the experiment 2, we examine the frequency of the operations which are
”Insert”, ”Update” and ”Delete” and the execution time for the construction
of DPL for each threshold, (1)error bound ε, (2)the number of simultaneous
processed articles and (3)decay constant. In the case of (1), we give 0.005, 0.008
and 0.010 as ε with the number of simultaneous processed articles. In the case
of (2), we give 25, 50 and 100 as the number of simultaneous processing articles
with 0.008 as ε. In the case of (3), we give 0.008 as ε with 50 as the number of
simultaneous processed articles. Both tables in a table 2 and a table 3(upper)
illustrate the experimental results on each case.

A table 3 (bottom) contains the results of the experiment 3. We give ε =
0.005, λ = 0.98, 100 as the number of simultaneous processed articles and give
0.005, 0.006, ...,0.010, 0.015, 0.020, 0.030 as minimum support σ and examine
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Table 2. Constructing a DPL for ε (upper) and λ (bottom)

λ 1.00 1.007 0.98 0.91

ε .005 .008 .01 .005 .008 .01 .005 .008 .01 .005 .008 .01

Insert 1301 461 258 1360 483 275 1388 487 281 1453 521 296

Update 1579 614 364 1368 530 316 1230 486 289 903 359 223

Delete 1125 400 223 1206 425 241 1233 429 247 1293 462 261

Time[sec] 1041.1 67.8 36.2 1054.3 66.8 36.9 929.1 61.2 36.1 738.6 56.5 35.7

λ 1.00 1.007 0.98 0.91 λ 1.00 1.007 0.98 0.91

Insert 461 483 487 521 Delete 400 425 429 462

Update 614 530 486 359 Time[sec] 67.8 66.8 61.2 56.5

Table 3. Constructing a DPL on number of articles and Execution Time (sec.)

λ 1.00 1.007 0.98 0.91

# of articles 25 50 100 25 50 100 25 50 100 25 50 100

Insert 2597 461 172 2618 483 187 2626 487 188 2643 521 203

Update 1450 614 266 1328 530 221 1210 486 196 1024 359 124

Delete 2494 400 134 2524 425 156 2532 429 158 2549 462 172

Time[sec] 224.7 67.8 48.3 239.1 66.8 50.7 208.9 61.2 44.3 196.4 56.5 39.4

σ .005 .006 .007 .008 .009 .01 .015 .02 .03

Time[msec] 47 46 32 31 31 31 31 31 16

# of patterns 101 101 72 51 39 37 7 5 2

Table 4. The number of frequent patterns for past days

Past days 0 7 14 21 28 35 42 49 56 63 70 Past days 0 7 14 21 28 35 42 49 56 63 70

λ = 1.00 37 37 37 37 37 37 37 37 37 37 37 λ = 0.98 37 31 20 18 8 7 7 6 5 4 2

λ = 1.007 35 0 0 0 0 0 0 0 0 0 0 λ = 0.91 28 7 2 0 0 0 0 0 0 0 0

the execution time (in seconds) to extract all the frequent patterns from 300
articles in the experimental data.

In the experiment 4, we give ε = 0.005, σ = 0.010 and 100 as the number of
simultaneous processed articles and we examine the comparison of the number
of frequent patterns and candidate patterns which mean nodes in a DPL with
the cases of λ = 1.00 and λ = 0.91. Also we examine the number of frequent
patterns which are extracted from constructed DPL by 300 articles every 7 days
under same conditions. A figure 3(right) and a table 4 illustrate the results.

5.3 Discussion

Let us discuss what the results mean. In the experiment 1, the reader sees
the scalability of our method. In our method, 2 times bigger ε causes 25.7
times longer execution time. The result as a whole becomes approximately linear
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increase for any ε. However, in a first part(0 to 300 articles) of the result, the
efficiency is much worse by perpetual inserting nodes to a DPL. Also in a final
part(2050 to 2200 articles) of the result, the efficiency is much worse as well. This
is because our method gets the effect of time progress which becomes bigger with
smaller ε.

Through experiment 2, the reader can see the efficiency of construction of
DPL. In the case of (1), we see that 2 times bigger ε causes 28.8 times longer
execution time and 4.74 times larger the number of all operations which are
”Insert”, ”Update” and ”Delete” when we give 1.00 as λ. Similarly we need 20.7
times longer execution time and 4.68 times bigger costs when we give 0.91 as
λ. This is because our method generates more candidate patterns with smaller
ε. In the case of (2), we see that 4 times bigger the number of simultaneous
processed articles causes 4.65 times shorter execution time and 11.3 times smaller
the number of all operations when we give 1.00 as λ. Similarly we need 4.99
times shorter execution time and 12.5 times smaller costs when we give 0.91
as λ. Because our method can execute the operations which is like a batch
processing for DPL by simultaneous processing of articles. In the case of (3),
we see that smaller λ reduces the costs of construction, more specifically, the
number of ”Insert” and ”Delete” is increased and ”Update” is decreased. This
is because our method updates the candidate patterns in DPL frequently for
smaller λ.

Experiment 3 shows how efficiently our method works. Our method takes
more bigger execution time when we give smaller minimum support σ. However
we think that it isn’t much worse. For example, 6 times bigger σ causes 2.9 times
longer execution time. This is because our method scans the collection only once
to extract frequent patterns.

In the experiment 4, we examine space utilization for candidate patterns in
DPL and the flexibility of time progress.

As for space utilization for candidate patterns, our method gets worse effi-
ciency for remaining candidate nodes in DPL with smaller λ, an average of 28%
with 1.00 and 17% with 0.91. This is because, in our method, candidate patterns
in DPL become infrequent quickly for bigger weight with smaller λ.

As for the flexibility of time progress, after the 1600 articles, we see that
the number of candidate patterns and frequent patterns in DPL are reduced
markedly when we give 0.91 as λ. Moreover, in a table 4, we can see that our
method takes account of newer patterns in DPL with smaller λ, the number
of extracted frequent patterns from DPL are 84% after 1 weak and 54% after
3 weeks with 0.98, 25% and 0% with 0.91 and both 0% with 1.007. From this
results, we think that our method deletes old candidate patterns from DPL with
given weight.

Finally, we analyze about the validity of our experimental results and deliber-
ate about the weighting method in our method. In our experiments, we can see
that smaller λ improves the execution efficiency of our method. In other words,
we think that our method pays a consideration of that. Therefor we construct a
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Table 5. The coverage of dominant patterns with 2200/1700 articles

Cover[%] said mln dlr pct year billion campani

λ : 1.00 100/100 100/100 100/100 100/100 100/100 100/100 100/100

λ : 1.007 77.3/100 77.3/100 77.3/100 77.3/100 77.3/100 100/100 77.3/100

λ : 0.98 90.9/100 86.4/100 77.3/100 77.3/100 72.7/94.1 40.0/40.0 77.3/100

λ : 0.91 77.3/100 63.6/82.4 63.6/82.4 45.5/58.8 18.2/23.5 6.7/6.7 18.2/23.5

Cover[%] bank share ct net loss sale Total
λ : 1.00 100/100 100/100 100/100 100/100 100/100 100/100 100/100
λ : 1.007 61.5/100 77.3/100 77.3/100 77.3/100 100/100 100/100 78.6/100
λ : 0.98 0/0 72.7/94.1 77.3/100 50.0/64.7 0/0 33.3/33.3 67.1/82.6
λ : 0.91 0/0 18.2/23.5 45.5/58.8 13.6/17.6 0/0 33.3/33.3 33.3/44.6

DPL with 0.005 as ε and 100 as the number of simultaneous processed articles.
After that we extract frequent patterns from a constructed DPL with 0.01 as
σ, select dominant patterns which have frequency of 81% for all of extracted
frequent patterns’ frequency, and compare the coverage of dominant patterns
for any λ. We give the coverage (percentage) of dominant patterns Cover as

# of extraction of patterns for any λ
# of extraction of patterns for λ = 1.00 × 100

A table 5(left) shows the coverage of dominant patterns for whole experi-
mental data. As shown, smaller λ causes reduction of the coverage, 33.3% with
0.91. That is, we obtain efficiency of our method by reduction of the coverage.
Therefore, we limit local appearance of frequent patterns by using the weight-
ing method. That’s reason why we can improve the execution efficiency of our
method.

From a table 1, we can see that there are a lot of time interval from 1800 to
2200 of the experimental data, that is to say, the update interval of the patterns
in DPL becomes longer. A table 5 (right) shows the coverage of dominant pat-
terns for 1700 articles of the experimental data. By this table and a table 5 (left),
we get 21.4% smaller coverage with 1.007 as λ. That is, we can extract frequent
patterns of the whole data in relevant execution time by using the weighting
method.

6 Conclusion

In this investigation we have proposed an online and single-pass algorithm
by which we can extract current frequent disjunctive patterns by a weighting
method for past events from a news stream. We have introduced a sophisticated
structure, DPL, discussed how to construct DPL and given a decay function as
a weighting method for time progress. Also, by experimental results, we have
shown that our method is effective for extraction of disjunctive patterns and
construction in real data.



642 K. Shimizu, I. Shioya, and T. Miura

References

1. Aggarwal, C.C., Yu, P.S.: Online Generation of Association Rules. ICDE, 402–411
(1998)

2. Agrawal, R., Srikant, R.: Fast Algorithm for Mining Association Rules. In: proc.
VLDB, pp. 487–499 (1994)

3. Chen, Y., Dong, G., Han, J., Wah, B.W., Wang, J.: Multi-dimensional regression
analysis of time-series data streams. In: International Conference on Very Large
Databases, pp. 323–334 (2002)

4. Goethals, B.: A Survey on Frequent Pattern Mining, Univ.of Helsinki (2003)
5. Ishikawa, Y., Kitagawa, H.: An Improved Approach to the Clustering Method

Based on Forgetting Factors. DBSJ Letters 2(3), 53–56 (2003) (in Japanese)
6. Jian, N., Gruenwald, L.: Research Issues in Data Stream Association Rule Mining,

SIGMOD Record 35-1, pp. 14–19 (2006)
7. Grossman, D., Frieder, O.: Information Retrieval – Algorithms and Heuristics.

Kluwer Academic Press, Dordrecht (1998)
8. Loo, K.K., Tong, I., Kao, B.: Online Algorithms for Mining Inter-stream Asso-

ciations from Large Sensor Networks. In: Ho, T.-B., Cheung, D., Liu, H. (eds.)
PAKDD 2005. LNCS (LNAI), vol. 3518, pp. 143–149. Springer, Heidelberg (2005)

9. Manku, G.S., Motwani, R.: Approximate frequency counts over data streams. In:
The 28th International Conference on Very Large Data Bases, pp. 346–357 (2002)

10. Nagao, M.: Natural Language Processing, Iwanami (1996) (in Japanese)
11. Shimizu, K., Miura, T.: Disjunctive Sequential Patterns on Single Data Sequence

and its Anti-Monotonicity. In: Perner, P., Imiya, A. (eds.) MLDM 2005. LNCS
(LNAI), vol. 3587, pp. 376–383. Springer, Heidelberg (2005)

12. Shimizu, K., Miura, T.: Online Analysis for Disjunctive Sequential Patterns. In:
ADBIS Workshop on Data Mining and Knowledge Discovery (ADMKD), pp. 61–72
(2006)

13. Takano, Y., Iwanuma, K., Nabeshima, H.: A Frequency Measure of Sequential
Patterns on a Single Very-Large Data Sequence and its Anti-Monotonicity. In:
proc. FIT, pp. 115–118 (2004) (in Japanese)

14. Uejima, H., CMiura, T., Shioya, I.: Estimating Timestamp From Incomplete News
CorpusC proc.DEWS, 3C-o4 (2005) (in Japanese)
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Decomposition of Unit-Cost Edit Distance
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Tokyo 182-8585, Japan

Abstract. Tree edit distance is a conventional dissimilarity measure be-
tween labeled trees. However, tree edit distance including unit-cost edit
distance contains the similarity of label and that of tree structure simul-
taneously. Therefore, even if the label similarity between two trees that
share many nodes with the same label is high, the high label similarity
is hard to be recognized from their tree edit distance when their tree
sizes or shapes are quite different. To overcome this flaw, we propose a
novel method that obtains a label dissimilarity measure and a structural
dissimilarity measure separately by decomposing unit-cost edit distance.

1 Introduction

Tree is useful for expressing various objects such as semi-structured data and
genes [1]. For this reason, it is essential to compute tree similarity in the field of
pattern recognition and information retrieval.

In this paper we focus on labeled ordered trees with the root. Let T be a
rooted tree. T is called a labeled tree if each node is a assigned a symbol from
a finite alphabet Σ. T is ordered if a left to right order among siblings in T is
given. Tree edit distance [2] is one of the most common dissimilarity measures
between two trees and defined as the minimum cost necessary to convert from one
tree to another tree by repeating node edit operations (i.e, deletion, insertion and
relabeling). Tree edit distance is easily implemented with dynamic programming
for labeled ordered trees [3]. To compute a tree edit distance, users need to supply
a cost function defined on each edit operation. Because it is difficult to tailor
node edit costs for a specific application, unit-cost edit distance [4] in which all
of node edit operations cost 1 equally is used frequently.

Tree edit distance including unit-cost edit distance mixes the similarity of
node labels and that of tree structure, because not only label of nodes but also
tree shape are matched in turning a tree T1 to another tree T2. Thus, even if T1
and T2 share many nodes with the same label, the high label similarity is hard
to be recognized from their tree edit distance, if their tree sizes or shapes are
quite different. To overcome this flaw, this paper newly proposes to decompose
unit-cost edit distance into node edit operations to match node labels and into
those to match tree structure and, then, to obtain a label dissimilarity measure
from the former and a structural dissimilarity measure from the latter. Since

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 643–652, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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both measures take a value between 0 and 1, users can easily understand the
extent of dissimilarity. Furthermore, our label dissimilarity measure generalizes
tree inclusion [2] which is the problem to decide if a tree T1 includes another
tree T2. That is, it can measure the extent of the tree inclusion, even if T2 is not
completely contained in T1. Since our dissimilarity measures are obtained from
unit-cost edit distance, users may use unit-cost edit distance without additional
overhead like development of a new program, in case they are not satisfied with
our dissimilarity measures, which is a large advantage of our approach.

By applying our method to the noisy subsequence tree recognition problem
[5] and to the classification of XML documents, we show that our method yields
a better performance than the unit-cost edit distance.

The structure of this paper is as follows. Sect. 2 introduces the unit-cost edit
distance and the tree inclusion as preliminaries. Sect. 3 exemplifies the flaw of
the unit-cost edit distance. Sect. 4 presents our dissimilarity measures. Sections
5 and 6 report the experimental results. Sect. 7 is the conclusion.

2 Preliminaries

2.1 Unit-Cost Edit Distance

Here we define unit-cost edit distance between trees. Let T1 and T2 be labeled
ordered trees with the root. A node with a label x is denoted by “node x”. T1
can be converted to T2 by repeating deletion, insertion and relabeling of nodes.

All of the insertion, deletion and relabeling of nodes are named node edit
operations. These operations are defined formally as follows.
insertion: Let u1, u2, . . . , ul be the children of node y that are ordered, where
l is the number of children nodes for y. Inserting a node x as the child of y
between ui and uj (1 ≤ i < j ≤ l) means that x becomes a child of y and the
parent of nodes from ui+1 to uj−1.
deletion: Deleting a node x means that the children of x become the children
of the parent of x and then x is removed.
relabeling: Relabeling a node x to a node y means that the label of the node
is modified from x to y. It has no influence on the tree shape.

By introducing the notation of a null node λ, all of these operations can be
consistently described in the form of a node pair (x, y), where (x, y) indicates
that node x is changed to node y. A relabeling operation corresponds to the
case when x �= λ and y �= λ. If x = λ and y �= λ, (x, y) becomes an insertion
operation. If x �= λ and y = λ, (x, y) grows a deletion operation.

When T1 is converted to T2, we denote this conversion by T1 → T2. The
tree conversion is determined uniquely by the set of the performed node edit
operations. This set is expresses as M(T1, T2) and M is called a tree mapping.
Fig. 1 illustrates the tree mapping. Let T [i] be the i-th node in T . A dotted line
from node T1[i] to node T2[j] indicates that T1[i] is relabeled to T2[j]. The nodes
in T1 not touched by a dotted line are deleted and those in T2 are inserted.

A node edit operation (x, y) is associated with its cost c(x, y). For computing
unit-cost edit distance, we assume that c(x, y) = 1 for any x, y satisfying x �= y
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and that c(x, x) = 0 for any x. This means that any insertion, deletion and
relabeling to a different label costs 1 evenly. Relabeling to a different label is
referred to as non-free relabeling.

Let DM (IM ) be the set of nodes deleted from T1 (respectively inserted to T2)
in M . Let SM be the set of relabeled node pairs in M . Then, the cost of M is
defined as (1) that is the total cost incurred in deletion, insertion and relabeling.

cost(M) =
∑

(v,w)∈SM

c(v, w) +
∑

v∈DM

c(v, λ) +
∑

w∈IM

c(λ, w). (1)

D(T1, T2) = minM{cost(M)} where the minimum is taken over M is called the
unit-cost edit distance between T1 and T2.

2.2 Tree Inclusion

When T1 can be converted to T2 only by node delete operations, T2 is said to be
included in T1. Tree inclusion problem is to determine if T2 is included in T1.

3 Flaw of Unit-Cost Edit Distance

Unit-cost edit distance contains the similarity of node labels and that of tree
structure simultaneously. Hence, even if a pair of trees share many nodes with
the same label, the high label similarity between them is hard to be recognized
from the unit-cost edit distance, if their tree sizes or shapes are much different.

Fig. 2 illustrates the above claim. In this figure, T1 is a subtree of T2 and every
node label that appears in T1 also emerges in T2. By contrast, T3 do not include
the same label as T1 at all. Here, D(T1, T2), the unit-cost edit distance between
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T1 and T2, becomes 8, where the optimal tree mapping is to insert 8 nodes
into T1. On the other hand, D(T1, T3) = 5, where the optimal tree mapping is to
delete node f from T1 and relabel the remaining 4 nodes in T1. Thus, T1 becomes
closer to T3 than T2 under unit-cost edit distance, despite the label similarity is
higher between T1 and T2 than between T1 and T3.

This implies that unit-cost edit distance does not suit for applications for
which label similarity should be paid much attention.

4 Our Dissimilarity Measures

After mentioning the decomposition of unit-cost edit distance in Sect. 4.1, our
measures are defined in Sect. 4.2.

4.1 Decomposition of Unit-Cost Edit Distance

Especially, given two trees T1 and T2, we decompose the optimal tree mapping
from a tree with more nodes to a tree with less nodes into node edit operations
to match node labels and those to match tree structure. Let |T1| ≥ |T2| in the
subsequence, where |T | indicates the number of nodes in T and called the tree
size of T . When |T1| < |T2|, they are permuted. Let M(T1, T2) be the optimal
tree mapping from T1 to T2 which corresponds to the unit-cost edit distance.
We use Fig. 3 for explanation. Among the three types of node edit operations,
only insertion and deletion are related to the change of the tree shape. Hence,
we may suppose that M follows the next two steps in order.

Step 1: The tree shape is matched to T2 by insertion and deletion operations.
Step 2: After Step 1, the node labels are made consistent with T2 by relabeling.

Step 1 is further divided into two substeps in the next way.
Step 1a: The tree size is matched to T2 by deleting some nodes from T1.
Step 1b: The tree shape is matched between two trees of the same size by
insertion and deletion operations.



A New Dissimilarity Measure 647

Step 1 becomes T1 → Tm and Step 2 becomes Tm → T2 in Fig. 3. Let S′
M is

the set of non-free relabeling operations performed in M . Then the cost in Step 1
is |IM |+ |DM | and that in Step 2 is |S′

M |. In the example of Fig. 3, as two nodes
D and E are removed and node X is inserted in Step 1, |IM | + |DM | = 3. Then,
as Step 2 includes only one non-free relabeling operation (C, Y ), |S′

M | = 1.
Since the cost in Step 1a is obviously |T1| − |T2|, the cost in Step 1b becomes

|IM | + |DM | − (|T1| − |T2|). Note that the number of insertion operations and
that of deletion operations are the same in Step 1b, because the tree size does
not change in Step 1b. In addition, insertion operations are performed only in
Step 1b. Hence, we have |IM | + |DM | − (|T1| − |T2|) = 2|IM |.

Because the nodes inserted in Step 1b (e.g. node X in Fig 3) must have labels
included in T2, the matching of labels is realized by |IM | insertion operations
in Step 1b and |S′

M | relabeling operations in Step 2. On the other hand, the
matching of tree structure is realized by deletion operations in Step 1a and
insertion and deletion operations in Step 1b.

4.2 Definitions of Our Dissimilarity Measures

Label Dissimilarity Measure: In the optimal tree mapping M , the number
of node edit operations for matching labels is exactly |IM | + |S′

M |. The label
dissimilarity measure is defined as (2) in which |IM |+ |S′

M | is normalized by the
tree size |T2|. The term “label dissimilarity measure” is abbreviated as LDM.

LDM(T1, T2) =
|IM | + |S′

M |
|T2|

(2)

Since the matched labels remain in T2, 0 ≤ |IM | + |S′
M | ≤ |T2|. Hence, LDM

takes a value between 0 and 1. Note that LDM takes the preservation of the
order of nodes common to T1 and T2 into account. LDM has the next features.

– If and only if T1 includes T2, the LDM between them equals 0, because the
optimal tree mapping consists of only deletion operations.

– When T1 and T2 do not have any common label at all, the LDM becomes 1,
since any node in T2 must be prepared by means of insertion or relabeling.

For the trees in Fig. 3, the LDM grows 1+1
4 = 0.5. In this way, LDM generalizes

tree inclusion and measures the extent that T1 includes T2, even if T2 is not
completely included in T1.

Structural Dissimilarity Measure (SDM) is defined as Formula (3).

SDM(T1, T2) =
1
2

(
|T1| − |T2|

|T1|
+

|IM |
|T2|

)
(3)

The first term in (3) divides the cost for Step 1a by T1 to exclude the influence
of the tree size. Obviously, 0 ≤ |T1|−|T2|

|T1| ≤ 1. The second term in (3) corresponds
to the cost of matching the shapes of the two trees of the same size in Step 1b,
which equals 2|IM |. Note that the size of the two trees in Step 1b is |T2|. As a



648 H. Koga et al.

tree mapping which deletes all nodes from one tree and then inserts all nodes
contained in T2 is feasible, the cost for Step 1b is at most 2|T2|. Thus, we have
0 ≤ |IM |

|T2| ≤ 1. Hence, SDM takes a value between 0 and 1.

4.3 Related Works

LDM works as a measure for approximate tree inclusion. With respect to ap-
proximate tree inclusion, Schlieder and Naumann [6] measures the quality of a
tree inclusion by the number of nodes skipped in the tree mapping. Pinter et
al. [7] allows the inexact matching of node labels in subtree homeomorphism, a
special case of tree inclusion. They rank subtree homeomorphisms by label simi-
larity. These two works disallow inexact tree inclusion in terms of tree structure
unlike our approach. Sanz et al. [8] studies approximate subtree identification
which admits an inexact matching of tree structure like our paper. Although
their algorithm is very fast, it cannot recognize the exact tree inclusion, as the
ancestor relationship is weakened. Bunke and Shearer [9] proposes a dissimi-
larity measure in which the size of the maximum common embedded subtree
is divided by max{|T1|, |T2|}. Their measure generalizes not tree inclusion but
graph isomorphism.

5 Application to Noisy Subsequence Tree Recognition

Our LDM is especially suitable for the noisy subsequence tree recognition [5]
that is formulated as follows:

Suppose we have a database DB of labeled ordered trees. Let T be any tree
from DB. UT is an arbitrary subtree of T obtained by randomly deleting nodes
from T . A noisy subsequence tree YT of T is constructed by garbling UT by
insertion, deletion and relabeling further. Fig. 4 illustrates an example. Here,
the nodes surrounded by a circle in T constitutes UT . The nodes surrounded by
a rectangle in UT and YT correspond to noises in the tree conversion UT → YT .
The task of the noisy subsequence tree recognition problem is to identify the
original tree T from the trees in DB, given YT . One major application of this
problem is the comparison of RNA secondary structures.

For this problem, Oommen and Loke [5] computed the constrained tree edit dis-
tances between YT and every tree in DB and judged the tree in DB that is the least
dissimilar to YT as the original tree T . The constrained tree edit distance is a spe-
cial tree edit distance under the condition that the number of relabeling operations
executed in the tree mapping is fixed. In particular, they assume that the number
of relabeling operations denoted by L executed in UT → YT can be obtained by
some means. The computational complexity of the constrained tree edit distance
between two trees T1 and T2 becomes O(|T1||T2| ∗ min{|T1|, |T2|}2 ∗ span(T1) ∗
span(T2)), where span(T ) = min{No. of leaves in T , No. of depths in T}.

Our method utilizes the LDM instead of the constrained tree edit distance.
The computational complexity of LDM is O(|T1||T2|∗span(T1)∗span(T2)) which
inherits from tree edit distance. Our method is splendid, as it does not need L.
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Our method is compared with the one by Oommen and Loke. We perform the
same experiment as their paper [5]: We prepare 25 labeled ordered tree as DB
which vary in sizes from 25 to 35 nodes. A label of a node is chosen uniformly
randomly from the English alphabet. For a tree T in DB, a corresponding noisy
subsequence tree is constructed in the following manner.

1. 60% of the nodes in T are randomly selected and removed to produce UT .
2. In making YT , each node in UT is deleted with a probability of 5% and

relabeled with a probability that follows the QWERTY confusion matrix in
[5] which models the errors in stroking a keyboard. Also, several nodes are
inserted to randomly chosen places in UT such that the number of inserted
nodes follows the geometric distribution with an expectation value of 2.

10 noisy subsequence trees are made per a tree in DB. Thus, 250 noisy sub-
sequence trees are generated in total. The average number of noises to deform
UT is 3.67 that consists of 1.98 insertion, 0.53 deletion and 1.16 relabeling op-
erations. The average size of 25 trees in DB is 30.7 and that of the 250 noisy
subsequence trees is 13.8.

For each noisy subsequence subtree, its original tree is searched from DB
both with our method and Oommen’s method [5]. As the result, 99.6 % out of
the 250 noisy sybsequence trees are correctly recognized by our method, which
is superior to the success ratio of 92.8% by Oommen’s method reported in [5].
Though we also implemented the unit-cost constrained tree edit distance, we
could not attain a success ratio higher than 90%. The execution time of our
method is 21.8s, whereas that of Oommen’s method is 114.4s. Each execution
time contains the time to compute a dissimilarity measure 250×25 = 6250 times.
Our method is faster than Oommen’s method, since unit-cost edit distance is
lighter to compute than unit-cost constrained edit distance.

We remark here that even if 5 relabeling operations and 5 insertion operations
are performed on each UT to create each YT , the success ratio still grows about
98%. Roughly speaking, LDM is not affected by the gap of the tree sizes between
T and UT , so LDM is robust.
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6 Application to Classification of XML Documents

This section demonstrates that our measures yield a more natural clustering
result (that is, a dendrogram) when combined with hierarchical clustering al-
gorithms than the unit-cost edit distance in classifying XML documents. Espe-
cially, when a set of XML documents from multiple different XML databases are
given, our measures are good at bundling the XML documents from the identical
database into the same cluster. Our method works in two phases as follows.
Step 1: The hierarchical clustering is executed by using the LDM only. From the
clustering result, clusters C1, C2, . . . , Ck are determined.
Step 2: The hierarchical clustering is performed once more. This time, we use a
weighted sum Lij +αSij as the dissimilarity measure between a tree i and a tree
j. Here, Lij and Sij are the LDM and the SDM between tree i and tree j. The
weighting parameter α is determined from the constraint that the membership
of clusters C1, C2, . . . , Ck remains unchanged. As the result, α is not so large.

Our method aims to categorize the XML documents from the same database
into the same cluster in Step 1, because LDM can equate them without regard to
the number of repeatable tags or elements that are specified with the ’*’ regular
expression in the schema. Note that these repeatable tags/elements cause tree
structural difference among the XML documents from the same database. After
Step 1, Step 2 attempts to classify the XML documents inside each cluster,
considering their structural dissimilarities.

Step 1 need to determine the number of clusters k. k can be estimated from
the dendrogram such that a sudden increase of the LDM value between a pair of
clusters to be merged in the agglomeration signifies that two heterogeneous clus-
ters that should not be united are merged. Step 2 produces a single dendrogram
over the whole data by using a weighted sum of the LDM and the SDM.

6.1 Experimental Results

80 XML documents are sampled from the next 4 different XML databases (that
is, 20 documents per a database): (1) XML-Actors, (2) the database of car
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Table 1. Performance comparison to the unit-cost edit distance

Actors Car IndexTerms OrdinaryIssue No. of Misses

Our Method 20 20 20 20 0

Unit-Cost Edit Distance 9 20 20 19 12

catalogs from Edmunds.com, (3) ACM SIGMOD RECORD IndexTermsPage
and (4) ACM SIGMOD RECORD OrdinaryIssuePage.

These documents are classified with our method, where the group averaging
method is adopted as a hierarchical clustering algorithm. Fig. 5 displays the LDM
values of the merged clusters in Step 1. Since the LDM rises greatly when the
number of clusters is reduced from 5 to 4, the number of clusters is determined
as 4, which is the correct answer. Each of the 4 clusters contains exactly 20 XML
documents that come from the same database. Table 1 compares our method
with the unit-cost edit distance. It shows how many XML documents from the
same database appear as a single clump on the dendrogram. Inferior to our
method, the unit-cost edit distance fails for 12 XML documents because it is
annoyed by the difference in tree sizes. The final dendrogram by our method
after Step 2 is published on our web page [10].

Instead, the final dendrogram by our method for a smaller dataset is pre-
sented here. The dataset consists of 4 documents from the XML-actors (i.e.,
A1,A2,A3,A4), 4 documents from the IndexTermsPage (i.e., I1, I2, I3, I4) and 8
documents from the OrdinaryIssuePage (i.e., from O1 to O7). The dendrogram
is described in Fig. 6 where α = 2.8. The three clusters are separated clearly.

Table 2 shows the number of ’articlesTuple’ elements in the XML documents
from the OrdinaryIssuePage database. This element is defined as a repeat-
able element in the schema. The cluster for the OrdinaryIssuePage database
classifies the members according to the number of the elements, reflecting the
structural dissimilarity among the members. Since each articlesTuple element
corresponds to a technical paper in one journal issue, our method is to cat-
egorize several journal issues according to the number of papers published in
them.

Fig. 6. Clustering result by our measures
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Table 2. The number of the ’articlesTuple’ elements in XML documents

XML document O1 O2 O3 O4 O5 O6 O7 08

No. of appearances 8 7 7 7 4 10 9 8

7 Conclusion

This paper proposes a novel method to extract a label dissimilarity measure and
a structural dissimilarity measure between two trees separately by decomposing
their unit-cost edit distance. As our dissimilarity measures are derived from
unit-cost edit distance with a little overhead, they are expected to complement
unit-cost edit distance for applications for which unit-cost edit distance do not
perform well for the reason that unit-cost edit distance mixes the similarity
of node labels and that of tree structure. Furthermore, our label dissimilarity
measure works as a measure for approximate tree inclusion and can evaluate the
extent of tree inclusion, if a tree is not completely included in another tree. We
verify the effectiveness of our dissimilarity measures with two experiments.

References

1. Moulton, V., Zuker, M., Steel, M., Pointon, R., Penny, D.: Metrics on RNA Sec-
ondary Structures. J. of Computational Biology 7, 277–292 (2000)

2. Bille, P.: A Survey on Tree Edit Distance and Related Problems. Theoretical Com-
puter Science 337, 217–239 (2005)

3. Zhang, K., Shasha, D.: Simple Fast Algorithms for the Editing Distance between
Trees and Related Problems. SIAM J. on Computing 18, 1245–1262 (1989)

4. Shasha, D., Zhang, K.: Fast Algorithms for the Unit Cost Editing Distance between
Trees. J. of Algorithms 11, 581–621 (1990)

5. Oommen, B.J., Loke, R.K.S.: On the Pattern Recognition of Noisy Subsequence
Trees. IEEE Trans. on PAMI 23(9), 929–946 (2001)

6. Schlieder, T., Naumann, F.: Approximate Tree Embedding for Querying XML
Data. In: Proc. of ACM SIGIR Workshop on XML and Information Retrieval
(2000)

7. Pinter, R.Y., Rokhlenko, O., Tsur, D., Ziv-Ukelson, M.: Approximate Labelled
Subtree Homeomorphism. In: Sahinalp, S.C., Muthukrishnan, S.M., Dogrusoz, U.
(eds.) CPM 2004. LNCS, vol. 3109, pp. 59–73. Springer, Heidelberg (2004)

8. Sanz, I., Mesiti, M., Guerrini, G., Llavori, R.B.: Approximate Subtree Identification
in Heterogeneous XML Documents Collections. In: Bressan, S., Ceri, S., Hunt, E.,
Ives, Z.G., Bellahsène, Z., Rys, M., Unland, R. (eds.) XSym 2005. LNCS, vol. 3671,
pp. 192–206. Springer, Heidelberg (2005)

9. Bunke, H., Shearer, K.: A Graph Distance Metric based on the Maximal Common
Subgraph. Pattern Recognition Letters 19, 255–259 (1998)

10. http://sd.is.uec.ac.jp/∼koga/IDEALdata.html

http://sd.is.uec.ac.jp/~koga/IDEALdata.html


Optimizing Web Structures Using

Web Mining Techniques

Jonathan Jeffrey1, Peter Karski1, Björn Lohrmann1, Keivan Kianmehr1,
and Reda Alhajj1,2

1 Computer Science Dept, University of Calgary, Calgary, Alberta, Canada
2 Department of Computer Science, Global University, Beirut, Lebanon

alhajj@ucalgary.ca

Abstract. With vibrant and rapidly growing web, website complexity
is constantly increasing, making it more difficult for users to quickly
locate the information they are looking for. This, on the other hand,
becomes more and more important due to the widespread reliance on
the many services available on the Internet nowadays. Web mining tech-
niques have been successfully used for quite some time, for example in
search engines like Google, to facilitate retrieval of relevant information.
This paper takes a different approach, as we believe that not only search
engines can facilitate the task of finding the information one is look-
ing for, but also an optimization of a website’s internal structure, which
is based on previously recorded user behavior. In this paper, we will
present a novel approach to identifying problematic structures in web-
sites. This method compares user behavior, derived via web log mining
techniques, to an analysis of the website’s link structure obtained by ap-
plying the Weighted PageRank algorithm (see [19]). We will then show
how to use these intermediate results in order to point out problematic
website structures to the website owner.

Keywords: data mining, web mining, user behavior, search engines,
PageRank.

1 Introduction

Website complexity is constantly increasing, making it more difficult for users
to quickly locate the information they are looking for. This, on the other hand,
becomes more and more important due to the widespread reliance on the many
services available on the Internet nowadays. Analyzing the user’s behavior in-
side the website structure, will provide insight on how to optimize the website’s
structure to improve usability.

Web Mining is the use of data mining methods to identify patterns and rela-
tionships amongst web resources. It is basically classified into web mining: web
content, web usage and web structure mining; the last two are used to solve
the website structure optimization problem. Web structure mining involves the
crawling and analysis of web page content to identify all links existing within

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 653–662, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



654 J. Jeffrey et al.

the page, which will then be used to create a directed graph representing the
structure of the site being mined. Each node within this graph signifies an in-
dividual page and each edge is a link between two pages. On the other hand,
web usage mining requires the parsing of web server logs to identify individual
user behavior. Specifically, the sites visited, total visits and total time spent
looking at the page, also known as “think time”, are considered. These values
are parsed from original server logs, or could be taken from preprocessed logs as
well. Furthermore, in this paper, we explain how to use the Weighted PageRank
algorithm [2,3,19,20] for web-structure mining to analyze the hyperlink structure
of a website. Also, we demonstrate how to use web log mining to obtain data
on the site user’s specific navigational behavior. We then describe a scheme how
to interpret and compare these intermediate results to measure the website’s
efficiency in terms of usability. Based on this, it shall be outlined how to make
recommendations to website owners in order to assist them in improving their
site’s usability.

The rest of this paper is organized as follows. Section 2 is related work. Sec-
tion 3 describes the proposed approach; we first present how web structure min-
ing is utilized in the process of website optimization; then describe the partic-
ipation of web usage mining to the process; then we discuss how the overall
recommendation is conveyed to the user of the analyzed website. Section 4 re-
ports test results that demonstrate the applicability and effectiveness of the
proposed approach. Section 5 is summary and conclusions.

2 Related Work

As described in the literature, numerous approaches have been taken to analyze
a website’s structure and correlate these results with usability, e.g., [6, 7, 9, 10,
11, 15, 16]. For instance, the work described in [14] devised a spatial frequent
itemset data mining algorithm to efficiently extract navigational structure from
the hyperlink structure of a website. Navigational structure is defined as a set
of links commonly shared by most of the pages in a website. The approach is
based on a general purpose frequent itemset data mining algorithm, namely
ECLAT [5]. ECLAT is used to mine only the hyperlinks inside a window with
adaptive size, that slides along the diagonal of the website’s adjacency matrix.
They compared the results of their algorithm with results from a user-based
usability evaluation. The evaluation method gave certain tasks to a user (like
for example finding a specific piece of information on a website) and recorded
the time needed to accomplish a task and failure ratios. The researchers found
a correlation between the size of the navigational structure set and the overall
usability of a website, specifically the more navigational structure a website has,
the more usable it is as a general rule of thumb.

In [18], it is proposed to analyze the web log using data mining techniques to
extract rules and predict which pages users will be going to be based on their
prior behavior. It is then shown how to use this information to improve the
website structure. By its use of data mining techniques, this approach is related
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to our approach described in this paper, although the details of the method
vary greatly, due to their use of frequent itemset data mining algorithms. The
main difference between our approach and the method described in [18] is that
they do not consider the time spent on a page by a visitor in order to measure
the importance of that particular page. Their approach applies frequent itemset
mining that discovers navigation preferences of the visitors based on the most
frequent visited pages and the frequent navigational visiting patterns. However,
we believe that in a particular frequent navigational pattern there might exist
some pages which form an intermediate step on the way to the desirable page
that a user is actually interested in. Therefore, the time spent on a page by a
visitor has to be considered as an important measure to quantify the significancy
of a page in a website structure.

The work described in [13] proposed two hyperlink analysis-based algorithms
to find relevant pages for a given Web page. The work is different in nature from
our work; however it applies web mining techniques. The first algorithm extends
the citation analysis to web page hyperlink analysis. The citation analysis was
first developed to classify core sets of articles, authors, or journals to different
fields of study. In the context of the Web mining, the hyperlinks are considered
as citations among the pages. The second algorithm makes use of linear algebra
theories to extract more precise relationships among the Web pages to discover
relevant pages. By using linear algebra, they integrate the topologic relationships
among the pages into the process to identify deeper relations among pages for
finding the relevant pages. The work described in [12] describes an expanded
neighborhood of pages with the target to include more potentially relevant pages.

In the approach described in [19], the standard PageRank algorithm was mod-
ified by distributing rank amongst related pages with respect to their weighted
importance, rather than treating all pages equally. This results in a more accu-
rate representation of the importance of all pages within a website. We used the
Weighted PageRank formula outlined in [19] to complement the web structure
mining portion of our approach, with the hope of returning more accurate results
than the standard PageRank algorithm.

In [21], the authors outline a method of preparing web logs for mining specific
data on a per session basis. This way, an individual’s browsing behavior can be
recorded using the time and page data gathered. Preparations to the log file such
as stripping entries left by robots are also discussed.

3 Overview

In order to achieve our goal of recommending changes to the link structure of a
website, we have identified two main subproblems which must be initially solved.
First, to determine which pages are important, as implied by the structure of
the website. Second, to conclude which pages the users of this website consider
to be important, based on the information amassed from the web log. Once we
have solved these two subproblems, we now have methods in place which give
us two different rankings of the same web pages. Our final task is implementing
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a scheme to compare the results of the first two problems and make meaningful
recommendations. In the subsections which follow, we will discuss the algorithms
we will use for unraveling each of these tasks and the reasoning behind these
algorithms.

3.1 Web Structure Mining

Web structure mining involves crawling through a series of related web pages (for
example all pages inside a user defined subdomain), extracting meaningful data
that identifies the page and use that data to give the page a rank based on given
criteria. To begin with, a set or root of web pages is provided, an application
called a crawler will traverse these pages and extract the needed information
from them. The information we are interested in are the hyperlinks contained
within the page.

Extracting this information can be done using regular expressions. There are
challenges using regular expressions, because they assume that the code used
within the web page follows all standards. Simple errors, such as some HTML
tags not being closed or improperly formatted and non-HTML code such as CSS
or javascript can throw off the parsing of the page and lead to inaccurate results.

Once the hyperlinks within the webpage have been extracted, the crawler
will recursively continue crawling the web pages whose links were found in the
current page after replicates have been removed, since crawling the same page
twice is unnecessary. Any duplicate hyperlinks within the page will need to be
removed, as well as any links that have already been processed or are already in
the queue awaiting processing. After having crawled the complete website or a
user defined part of it, depending on what the user specifies, the standard page
rank PR(pi) of each page pi can be computed as

PR(pi) =
1 − d

N
+ d

∑

pj∈M(pi)

PR(pj)
L(pj)

(1)

where N is the total number of pages that have been crawled, M(pi) is the set
of pages that link to pi, L(pj) is the number of outgoing links on page pj , and
d is a damping factor, usually chosen around 0.85. The damping factor can be
interpreted as the probability that a user follows the links on a page. It has been
included due to the following observation: Sometimes a user does not follow the
links on a page pk and just chooses to see a random page pl by entering its
address directly. This should be considered when computing the page rank of pl.
Thus, in the above formula, 1−d

N can be seen as the influence of a random jump
to page pi on the page rank PR(pi).

In [19], an improved version of standard page rank is proposed. The weighted
page rank algorithm (WPR) considers the fact that the page rank of a popular
page should have a higher weight than the one of an unpopular page. The WPR
value is computed as:

WPR(pi) =
1 − d

N
+ d

∑

pj∈M(pi)

PR(pj)W in
(pj ,pi)W

out
(pj ,pi) (2)
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Here, W in
(pj ,pi) and W out

(pj ,pi) are the weights of the link between documents pj and
pi. They can be computed as:

W in
(pj ,pi) =

Ipi∑
p∈R(pj) Ip

(3)

W out
(pj ,pi) =

Opi∑
p∈R(pj) Op

(4)

where Ix is the number if links pointing to page x, Ox is the number of outgoing
links in page x and R(x) is the set of pages that are linked to from page x.
Each element of the sum of page ranks is multiplied by it’s respective weight.
The result is that more important pages are given a higher page rank, unlike
the original page rank algorithm that divides the rank of a page evenly amongst
documents it links to. At the end, a more accurate result is achieved.

We chose to use WPR instead of the standard page rank, since it has proven
to yield slightly better results in experiments (see [19]). The output of this
processing stage is a list of [pi, WPR(pi)] pairs, sorted in descending order by
the WPR values.

3.2 Web Log Mining

We have decided to base the rankings which users give to web pages on two
parameters: 1) frequency (number of visits), and 2) time (total time spent by all
users at a web page).

Preprocessing: We need to take steps to “clean” the web log to minimize
interference from robots before using it to generate the actual output of this
stage. One approach we consider useful for this has been proposed in [21], where
it is proposed to discard those sessions that match the following access patternts
that are likely to be robots characteristics:

– Visiting around midnight, during light traffic load periods in order to avoid
time latency.

– Using HEAD instead of GET as the access method to verify the validity of
a hyperlink; the Head method performs faster in this case as it does not
retrieve the web document itself.

– Doing breadth search rather than depth search; robots do not navigate down
to low-level pages because they do not need to access detailed and specific
topics

– Ignoring graphical content; robots are not interested in images and graphic
files because their goal is to retrieve information and possibly to create and
update their databases.

Based on the cleaned logfile, we then identify sessions, which in turn are used
to compute the total number of visits vi and the total time spent by users ti
for each page. It shall be noted that we must ensure that the number of user
sessions we extract from the web log are of sufficient size to give us a realistic
ranking of popular pages.



658 J. Jeffrey et al.

Computing log rank values: As already mentioned, the first parameter to
consider in the process is the number of times a particular page was visited by
our group of users. The fact that a user has visited a page may lead us to believe
that they consider it an important page. While this is true in many cases, there
is also the possibility that the page was just an intermediate step or “hop” on
the way to the page which the user is actually interested in. A very high number
of visits from page A → B and a relatively low total time spent at page B seem
to imply that the page B is used primarily (or even exclusively) as a ”hopping”
point. In this case, a viable recommendation may be to change the link structure
of the website so that the user is able to navigate directly from A → C, without
having to make a stop in-between at page B. Therefore, we need a way to give
lesser weight to the visit counter and a higher weight to the total time in our
ranking scheme.

Assuming that vi is the number of visitors for a page i and ti is the total time
spent by all visitors on this page, the log rank value li shall be defined as:

li = 0.4vi + 0.6ti (5)

Taking a weighted sum of the visits and time will result in a value that represents
the importance of a page relative to the others. Pages that are frequently visited
and accessed for long periods of time will have a larger log rank than pages with
an insignificant number of visits and think time. Rather than giving time and
visits equal importance as discussed above, the difference is quantified through a
constant, in this case being a 60/40 split, respectively. Depending on the content
of the web site being analyzed, these constants can be changed to account for
the specific audience or purpose of the site. For example, a website with pages
normally filled with large amounts of visual/textual information will have on
average longer think times than pages sparsely filled with content. A balance
between having fewer pages with large amounts of content, versus many pages
with little content must be identified and quantified in the log rank function in
order to be accurate. Finally, the output of this stage, is a list of pages sorted
by their log rank value li.

3.3 Analysis

This is the last stage of processing and yields results directly for the users, in
form of recommendations on how to change their website. The required input is:

– A list of pages with their page rank values pi ∈ R+, which is sorted by the
page rank values.

– A list of websites with their ranking values li ∈ R+ from the weblog mining,
which is sorted by the ranking values.

Preprocessing: First, we need to preprocess the page rank and log ranking
values. This step consists of normalizing them to a common index of integers.
This is done by taking the list of page ranks and sorting them in descending
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order. We then chose to assign an index to each page rank value, the largest
page rank receiving index zero, and the smallest page rank receiving the highest
index value. In the event that several pages share the same page rank value, they
would receive the same index value. The same process is then repeated for the
log rank values.

This step changes the log and page rank values from two different distributions
into a simple linear distribution, which facilitates appropriate comparison. We
validated this step during the evaluation of our method (see Section 4), where the
log and page rank values had significantly different distributions, which yielded
non-sensical analysis results.

The output of this step consists of two lists, the page rank and log rank indexes
along with their respective page. At this step, the lists are still independent of
each other.

Performing Analysis: After the preprocessing step, we can now compute the
following value di for each page:

di = index(li) − index(pi) (6)

This calculates the difference in rank between the two rank values. Ideally, we
will find di = 0, because there should be little deviation in the ranking of the
page rank and log rank values. Finally, the pages will be sorted in ascending
order according to their di values. At the top and the bottom of the list, we can
distinguish the following cases:

1. The page has got a high page rank index and a low log rank index (di very
low).

2. The page has got a low page rank index and a high log rank index (di very
high).

In case 1, the software performing the analysis should recommend the user to
put the site into a place, where it is harder to reach, in favor of pages that might
require to be reachable more easily. This includes but is not limited to:

– Removing links to that page, especially on those pages with high page rank.
– Linking to the page from places with low page rank value instead.

In case 2, the software should recommend modifying the link structure in a
fashion that makes the page easier to reach. This means, for example, adding
links to that page, especially on suitable pages with high page rank.

The intuition for a very high or very low deviation generally being undesirable,
is the following: One could interpret a high page rank value as a site being easily
reachable from other (important) pages, whereas a low page rank value thus
could be interpreted as an indicator, that the page is hard to reach. On the
other hand, a high log rank value testifies that a page is popular, whereas low
log rank values indicate unpopular pages. Therefore, in the first case with a very
low di, the site is easy to reach, but only few people actually want to see it;
and in the second case with a very high di, the page is very hard to reach for
visitors, but comparably many people want the information on it and have to
spend time looking for it. Thus, it is natural, that according to this scheme, an
ideally positioned page has a value di ≈ 0.
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The Relinking Process: The aforementioned “relinking” process has to be
carried out manually by the website owner since he/she has to consider the
content structure of the page; thus it is out of the scope of this algorithm to
propose concrete relinking in terms of “Link page A to B” or “Remove the link
on page A”. The outlined algorithm merely represents a support in determining
possibly misplaced pages and in deciding where to add or remove links (page
rank values can be helpful here).

To assist him/her in the process, after this stage, the website owner should
be presented with the following information:

– The sorted list of pages (called UNLINK list), with di < 0 and d∗i > ε1,
where ε1 is a user defined threshold.

– The sorted list of pages (called LINK-TO list), with di > 0 and d∗i > ε2,
where ε2 is another user defined threshold.

– For each webpage in the above lists, provide the set of pages that link to
it (incoming links) and the set of pages that are being linked to from it
(outgoing links).

– The page rank and log rank value for each webpage that has been analyzed,
including but not limited to those in the UNLINK and the LINK-TO list.

This information should be sufficient to detect and resolve design issues in a
website’s structure that affect usability. The ranking approach is supportive in
that it helps the owner to focus on the important issues. To guide the process of
relinking or altering the structure, page rank and log rank values are provided.

4 Evaluation

We tested our algorithm on a medium sized website (≈ 631 pages) obtained
from [17], which provides reference for HiFi devices. Its structure is mostly wider
than deep, as for example when it lists the manufacturers of documented de-
vices. Since this website has been provided for experiments with data mining
techniques, it already came with a log file that had been parsed into sessions.
Performing the analysis on the site yielded the distribution of deviation values
di as shown in Figure 1.

As can be seen from Figure 1, we have a relatively low number of pages
with a deviation far from the ideal value. The majority of the pages fall within
a small margin of ±200, which is still acceptable. Some pages like for exam-
ple /dr-660/index.html (lowest di value) showed a large discrepancy between
user popularity and reachability, since it was linked to from one of the central
pages, but hardly received any hits. Other pages like /manufacturers/korg/s-
3/index.html (second highest di value) appear to have been very popular with
the site users, but are relatively hard to reach since they are hidden “deep”
in the website’s structure. A viable change in this case would be to provide a
link to it on the pages at or close to the website’s document root (for example
in a “Favorites” or “Recommendations” section), since this is where the users
start browsing. Further investigation of the highest and lowest values, showed
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Fig. 1. Plot of di (sorted by di)

the same tendency and thus revealed locations where relinking seemed necessary
after manual investigation from our side.

Despite a certain “noise” (meaning pages that are classified as misplaced, but
cannot be really relinked), our method has succeeded to identify problematic
locations in the website’s structure.

5 Summary and Conclusions

In this paper, we explained how to use the Weighted PageRank algorithm for
web-structure mining to analyze the hyperlink structure of a website. Further,
we demonstrated how to use web log mining to obtain data on the site user’s
specific navigational behavior. Our approach then showed how to combine these
values in order to measure a website’s usability. We successfully validated our
method using the data set provided under [17], which shows that this is a sim-
ple but viable approach to solve the given problem. In our opinion, a similar
method should be used as part of a larger set of tools, when it comes to usability
optimization of websites.
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Abstract. Recommender systems could be seen as an application of a data 
mining process in which data collection, pre-processing, building user profiles 
and evaluation phases are performed in order to deliver personalised 
recommendations. Collaborative filtering systems rely on user-to-user 
similarities using standard similarity measures. The symmetry of most standard 
similarity measures makes it difficult to differentiate users’ patterns based on 
their historical behaviour. That means, they are not able to distinguish between 
two users when one user’ behaviour is quite similar to the other but not vice 
versa. We have found that the k-nearest neighbour algorithm may generate 
groups which are not necessarily homogenous. In this paper, we use an 
asymmetric similarity measure in order to distinguish users’ patterns. 
Recommendations are delivered based on the users’ historical behaviour closest 
to a target user. Preliminary experimental results have shown that the similarity 
measure used is a powerful tool for differentiating users’ patterns. 

Keywords: Recommender systems, collaborative filtering, asymmetric 
similarity measure, k-nearest neighbours. 

1   Introduction 

Recommender systems could be seen as an application of a data mining process [21] 
in which data collection, pre-processing, building user profiles and evaluation phases 
are performed in order to deliver personalised recommendations. The goal of 
recommender systems is to provide a user with personalized recommendations based 
on either his/her tastes and preferences or based on a group of people with similar 
tastes and preferences [1]. Five classes of recommendation techniques are proposed in 
terms of the background data, input data and the algorithm to generate 
recommendations: collaborative, content-based, demographic, utility-based and 
knowledge-based [5]. 

Collaborative filtering techniques, in particular, rely on user-to-user similarities but 
have three major limitations: sparsity, scalability, and cold-star. Several methods have 
been proposed for solving these limitations based on clustering and machine learning 
techniques [3][4][14][16][19]. ClustKNN [23] addresses the scalability problem 
applying the k-means algorithm for building a user model and the k-nearest neighbour 
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(KNN) clustering algorithm for calculating predictions. Kim et al. [16] propose a 
probabilistic model generated under the assumption that items are not related to each 
other in any way, i.e. they are independent. A smoothing-based method is introduced 
under a hybrid collaborative filtering approach in [34]. From training data, initial 
clusters are calculated using the k-means algorithm. The Pearson correlation 
coefficient is used as a similarity measure function. Smoothing strategies are applied 
to unrated items. 

In Godoy et al. [11] user-profiling approaches to develop agents that help users in 
finding, filtering and getting information tasks are reviewed. These approaches need 
data and information about users in order to capture user’s profiles. To construct 
user’s profiles it is necessary to infer information based on the user-system 
interaction. User profiles are based on knowledge acquired implicitly or explicitly 
from this interaction. Some sources of this information, proposed in Godoy et al. [11], 
include historical user navigation, access logs and relevance feedback – explicit or 
implicit. Explicit feedback requires that users assign values to an examinee item. 
Instead, implicit feedback is inferred based on implicit interest indicators. 

In McLaughlin and Herlocker [19], a user nearest-neighbour (NN) algorithm is 
analysed and a belief distribution algorithm is introduced in order to improve user 
modelling. In this proposal, a predictive algorithm, solves two main drawbacks of NN 
approaches: few neighbours who have rated an item are available for a target user; 
neighbours with a very low correlation score to target user rated an item. The Pearson 
correlation is used to calculate the most similar N-users for a target user from account 
historical item rating data. Taking into account that user’s rating are subjective a 
belief difference distribution is introduced from calculating correlations. 

In [31], an approach of collaborative filtering was introduced in which user 
neighbourhood is calculated based on demographic data, psychographic data and 
users’ historical behaviour. A weight similarity measure is proposed for clustering 
users in order to take into account dynamic human being behaviour. This measure is 
characterized by providing a way to define which characteristics are more important 
at a specific moment. Moreover, characteristics are used in a nominal scale of 
measurement since users’ behaviour has no order when time is not taken into account.  

We have found that the k-nearest neighbour (KNN) algorithm may generate groups 
which are not necessarily homogenous. This is probably due to the size of the 
available data. We have detected that these differences may underestimate the 
similarity between users. 

In this paper, a collaborative recommender system based on an asymmetric 
measure is introduced. It is derived from the need to distinguish between two users 
when one user’ behaviour is quite similar to other but not vice versa. We use an 
asymmetric similarity measure for distinguishing users’ patterns [6][7]. In this 
approach, a user-to-user similarity matrix is built and clusters are extracted through 
thresholding. Recommendations are delivered based on the users’ historical behaviour 
closest to a target user. Preliminary experimental results have shown that the 
similarity measure is a powerful tool for differentiating users’ patterns. 

The paper is organized as follows. Collaborative recommender systems basic 
concepts are described in Section 2. In Section 3, we introduce a recommender system 
based on asymmetric users’ patterns. A digital library experimental framework where 
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our approach has been implemented is described in Section 4. Preliminary evaluation 
and final remarks are presented in Sections 5 and 6, respectively. 

2   Collaborative Recommender Systems  

In a collaborative filtering process, there is a set of m users, U= {u1, u2, …, um} and a 
set of n items, I={i1, i2, …, in}. To each user uj, a list of items Lj = {ik: 1≤ k ≤ nj.} is 
associated. Lj contains items on which a user has explicitly shown interest by 
assigning a rating score to them or implicitly, based on user behaviour. Collaborative 
filtering algorithms are applied in order to find interesting items for a target user. 
Interesting items can be obtained in two ways: prediction and recommendation [31]. 
In the prediction way, calculating a predictive score Pscore(iq,uj) that represents the level 
of interest that an item iq ∉ Lj  may have for user uj. In the recommendation way, a list 
L of N-top items, such that L ⊂ I and L∩Lj=∅, is delivered to user uj. Thus, L 
contains items that could be interesting for user uj. 

Collaborative filtering user-based recommendation approaches try to identify 
neighbourhoods for each user based on similar features – e.g. demographics, 
psychographics, behavioural – [13][17][22][24][27]. Most collaborative techniques 
work based on ratings about items provided for users.  

Collaborative filtering techniques can be classified as either model-based or 
memory-based [1]. The former builds a model from historical data to recommend 
other items [3] [4] [14] [25]. The latter uses a utility function in order to calculate 
similarity between users to build neighbourhoods [9][12] [15] [17][24][27] [32][33]. 
If a user is included in a neighbourhood – similar tastes are shared – it is possible to 
predict the utility of an item to him/her based on others items rated by users in the 
same neighbourhood.  

Similarity measures are commonly evaluated using ratings as though they were 
quantitative values regardless of the fact that these measures are not defined for 
attributes or subjective user evaluations. The Pearson correlation and the cosine 
distance are often used to assess similarity between users [12] [20] [29] [32]. However, 
– according to Choi et al. [9] – these similarity measures have some weaknesses: 
scalability problems, applying limitations depending on the domain, and assuming 
that attributes are mutually independent. Garden et al. [10] and Herlocker et al. [12] 
have considered the use of the Spearman correlation, which is just the Pearson 
correlation coefficient computed for the ranks of the ratings. 

3   A Recommender System Based on Asymmetric User Similarity 

The proposed approach is integrated into an experimental computer sciences digital 
library. In this context, users are students and items are digital documents, such as 
papers, books, research reports and theses. This approach uses an unobtrusive method 
for recommendation calculations that takes into account information related to the 
documents he/she has previously downloaded.  

The approach combines advantages of memory-based and model-based 
collaborative recommendation systems. Memory-based – in an off-line phase – deals 
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with user neighbourhood calculations in order to reduce the computational complexity 
– scalability problem. Model-based – in an online phase – uses a probability model 
for the preferences prediction based on user neighbourhood information. Thus, a user 
preferences pattern is calculated in an off-line phase. His/her preferences prediction is 
calculated in an on-line phase. 

3.1   Asymmetric Users’ Similarity 

Collaborative recommender systems are based on an important feature of human 
behaviour which is the tendency to consume a limited set of items. Thus, a set of 
items becomes fashionable for a group of people with similar preferences. 
Collaborative filtering systems are based on similarity of users in which a 
neighbourhood to each user is generated. A neighbourhood is built taking into account 
user’s similarity. 

Although users hardly ever give explicit feedback and user interests change over 
time [26], most collaborative techniques work based on ratings about items provided 
for users. Ratings can be obtained explicitly or implicitly. Explicit ratings are 
subjective user evaluations or voting. The similarity between two users is evaluated 
using ratings as numeric values. Similarity measures – e.g. Pearson correlation 
coefficient and cosine distance – are applied regardless of the fact that these functions 
are not defined for subjective user evaluations. That is, the average of “very 
satisfied”, “somewhat dissatisfied” and “very dissatisfied” does not exist [8] [28]. 

The normalised rank transformation, the Spearman correlation, the Kendall 
correlation, the Pearson correlation and the Footrule, the Cayley, the Hamming, the 
Ulam, the Chebyshev/Maximum value and the Minkowski distances are commonly 
used to calculate similarity or distance between two ranks or two rating vectors [30]. 
These measures are not asymmetric, that is, they can not capture differences between 
two users when one user has a lot more historical information than the other. The 
users’ similarity measure has to distinguish when a user ub has a lot more historical 
information than user ua whilst user ua has a quite similar historical information as 
user ub. This could be seen as quantifying the similarity between ua and ub when La ⊆ 
Lb. In this case, the similarity score between user ua and user ub has to be large whilst 
the similarity score between user ub and user ua has to be small. 

Similarity between users is defined as either exact or approximate historical 
information matches or coincidences of patterns. Thus, the similarity between ua and 
ub could be measured as follows [6] [7]: 

( )
a

ba
ba L

LL
uuS

∩
=, , (1) 

where ⋅ is the cardinality of a set or a list of items. 

By asymmetry, the similarity between ub and ua is given by: 
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∩
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A user-to-user similarity matrix is built using the similarity measure. In this matrix, 
the j-th row represents the similarity between user j and the set of users.  

For instance, Figure 1 represents a set of users and their lists of downloaded data.  

 

Fig. 1. Illustration of downloaded data 

Thus, the user-to-user similarity matrix has to be fully calculated. A threshold is 
used for selecting the most similar user to the target user in order to obtain the target 
user profile. For instance, setting the threshold equal to 0.7, the nearest neighbours of  
uj are selected as all users who have a similarity score larger than 0.7 in the j-th row in 
the user-to-user similarity matrix. 

3.2   Predicted Scores 

Recommendations are based on the probability that a user has a preference for a 
particular document. If this probability is high it is more likely that a recommendation 
on a document will be useful to the user. For the sake of completeness, we outline the 
notation used in this section.  

Let uj be the target user. Let 
juC be the cluster of users in the nearest neighbours of 

uj. Let iq be the target document. Let 
jq ui ,C  be the cluster of users in the nearest 

neighbourhood of uj who downloaded iq. 
The predicted score that uj has preferences for iq is proportional to the probability 

that users in 
juC  have shown preferences for iq. 

( )
j

jq

u

u,i

jqscore uiP
C

C
=, , (3) 

where |.| is the cardinality of a set of users. 
The predicted score is calculated based on the target user neighbourhood 

preferences on the target document. 

4   Deployment 

Our approach is implemented into a digital library experimental framework. The 
architecture of the integrated system is shown in Fig. 2. The digital library is 
supported on a data base that contains information on user registrations and 
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documents. The recommender system is supported on a data mart. Information such 
as document metadata, documents downloaded by user, and characteristic vectors is 
stored in the data mart. Recommendations are generated based on historical 
downloaded user’s data. This is an unobtrusive approach and takes a downloaded 
document action as an implicit feedback. 

 

Fig. 2. System Architecture 

Recommendations are twofold: a list of recommendations based on collaborative 
filtering and a second list based on downloaded document frequencies. Documents in 
the former, as in other recommender systems, are ranked according to their predicted 
score – in Equation 3. A verification process of previous recommendations is carried 
out to avoid making the same recommendations. However, collaborative filtering 
techniques provide recommendations regardless of users current interests. As for the 
second list, a user current interest is shown as his/her navigational behaviour. After 
his/her first search using key words, the main area of knowledge associated to those 
key words is used in a documents query and documents are sorted out by download 
frequency. A list of n-top documents is generated and a recommendation window is 
shown. Moreover, users have the choice of entering the window to check the 
recommendations included in the list or closing that window for the time being. 
Whatever courses of action a user takes are registered in the data mart. 

5   Preliminary Evaluation 

We have presented an approach to personalised information retrieval tasks in a digital 
library environment. According to Adomavicius et al. [1] the personalisation process 
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is integrated by three stages: understanding customers, delivering personalised 
offerings, measuring personalisation impact. In this paper, we focused on 
understanding users and delivering personalised offering phases. Moreover, once the 
digital library data mart contains enough information – in this specific domain – we 
will be able to evaluate our approach. 

The performance of the asymmetric similarity measure is evaluated using the 
MovieLens data set, developed at the University of Minnesota [Available at http:// 
www.grouplens.org]. The dataset contains 1,000,209 anonymous ratings of 
approximately 3,900 movies made by 6,040 MovieLens users who joined MovieLens 
in 2000. In a pre-processing phase, the most frequent rated genre, which is drama, 
was selected for the experimental validation.  

We take as implicit rating the action of rating a movie. Information from u1 to u100 
was used in this evaluation. The asymmetric similarity measure was evaluated with 
the selected data set. The maximum similarity value reached between users was 
twelve times, as shown in Table 1. Users u53, u70 and u77 rated the same movies that 
u21 rated. However, u53, u70 and u77 rated more movies than u21 as the similarity score 
between u53 and u21 shows. In a similar manner, u33, u58 and u88 rated the same movies 
that u94 did. 

Table 1. MovieLens data set: List of users with the asymmetric similarity measure equal to one 

Asymmetric 
Similarity Score 

Asymmetric  
Similarity Score 

Asymmetric 
Similarity Score 

Asymmetric  
Similarity Score 

S( u3,u62 ) = 1 S( u62,u3 ) = 0.3055560 S( u61,u48 ) = 1 S( u48,u61 ) =  0.0328947 

S( u7,u48 ) = 1 S( u48,u7 ) = 0.0526316 S( u61,u92 ) = 1 S( u92,u61 ) = 0.0515464 

S( u20,u48 ) = 1 S( u48,u20 ) = 0.0394737 S( u94,u33 ) = 1 S( u33,u94 ) = 0.0122699 

S( u21,u53 ) = 1 S( u53,u21 ) = 0.00340136 S( u94,u58 ) = 1 S( u58,u94 ) = 0.0150376 

S( u21,u70 ) = 1 S( u70,u21 ) = 0.0588235 S( u94,u88 ) = 1 S( u88,u94 ) = 0.0416667 

S( u21,u77 ) = 1 S( u77,u21 ) = 0.0588235 S( u98,u58 ) = 1 S( u58,u98 ) = 0.0601504 

 

Based on a user-to-user similarity matrix, the u100 neighbourhood was determined 
setting the threshold equal to 0.6; u100 rated 24 movies. The list of users belonging to 
u100 neighbourhood is shown in Table 2. 

Table 2. MovieLens data set: List of users belonging to the u100 neighbourhood using the 
asymmetric similarity measure and a threshold equal to 0.6 

The u100 Neighbourhood Rated Movies Asymmetric 
Similarity Score 

u58 113 0.791667
u48 152 0.791667
u53 294 0.666667
u62 242 0.625000
u36 111 0.625000
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The list of users belonging to the u100 neighbourhood using 5-NN, based on a user-
to-user similarity matrix calculated with the Jaccard similarity coefficient [8] is shown 
in Table 3. However, the u100 neighbourhood shown in Table 3 changes when a 
Jaccard is used due to the fact that the measure is affected by the large quantities of 
movies rated by users in Table 2. 

Table 3. MovieLens data set: List of users belonging to the u100 neighbourhood using 5-NN 

The u100 Neighbourhood Rated Movies Jaccard Score 
u93 23 0.270270
u13 22 0.243243
u47 20 0.222222
u95 40 0.185185
u7 8 0.185185

A prediction accuracy metric, the relative frequency with which the system makes 
correct decisions about whether a movie is of interest to a user, was used in the 
preliminary evaluation. Available information was divided into 90% training set and 
10% cross-validation set. That is, when a user has 10 ratings, 9 ratings are used for 
building the model and 1 rating is used for validating the model.  

When a list with 8 recommendations was generated for each user using the 
proposed approach, 78% of the users had rated at least one of the recommended 
movies in his/her cross-validation set. When a list with 8 recommendations was 
generated for each user using 5-NN, 56% of the users had rated at least one of the 
recommended movies in his/her cross-validation set. When a list with 8 
recommendations was generated for each user using 10-NN, 47% of the users had 
rated at least one of the recommended movies in his/her cross-validation set. 

6   Final Remarks  

We had detected that the difference between document downloaded quantities may 
underestimate the similarity between users. We have proposed the use of an 
asymmetric similarity measure for reducing the impact of comparing users on the 
basis of the number of downloaded documents (large versus small quantities). The 
measure is used to identify a neighbourhood whose traits are strongly similar to those 
of an active user’s behaviour thus reducing the possibility of generating irrelevant 
recommendations. 

This approach has two characteristics: users’ neighbourhood is dependent of a 
similarity score value rather than of a predefined number and a user does not always 
belong to the neighbourhood of the users who belong to his/her own neighbourhood. 
For generating recommendations, a prediction score is calculated based on the target 
user neighbourhood preferences on the target document. 

Our next step, with data generated by users of the digital library, is to build a 
lifetime model for evaluating recommendations and to use a Bayesian approach for 
taking into account information no longer used in recommendations calculation, as a 
priori knowledge.  
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Abstract. The successful application of machine learning techniques to
industrial problems places various demands on the collaborators. The
system designers must possess appropriate analytical skills and technical
expertise, and the management of the industrial or commercial partner
must be sufficiently convinced of the potential benefits that they are pre-
pared to invest in money and equipment. Vitally, the collaboration also
requires a significant investment in time from the end-users in order to
provide training data from which the system can (hopefully) learn. This
poses a problem if the developed Machine Learning system is not suffi-
ciently accurate, as the users and management may view their input as
wasted effort, and lose faith with the process. In this paper we investigate
techniques for making early predictions of the error rate achievable after
further interactions. In particular we show how decomposing the error
in different components can lead to useful predictors of achievable accu-
racy, but that this is dependent on the choice of an appropriate sampling
methodology.

1 Introduction

The successful application of machine learning techniques to industrial problems
places various demands on the collaborators. Vitally, the collaboration also re-
quires a significant investment in time and commitment from the end-users in
order to provide training data from which the system can (hopefully) learn. This
poses a problem if the developed Machine Learning system is not sufficiently ac-
curate, as the users and management may view their input as wasted effort, and
lose faith with the process.

A significant factor that would help in gaining confidence and trust from
end-users would be the ability to quickly and accurately predict whether the
learning process was going to be successful. Perhaps more importantly from a
commercial viewpoint, it would be extremely valuable to have an early warning
that the user can save their effort while the system designer refines the choice of
data, algorithms etc. In a system applied in industrial application, it is necessary
that the learning phase is as short as possible and it is essential that the system
can tell by itself and as early as possible whether the learning process will be

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 673–683, 2007.
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successful. In some cases such as random training input by the operators or
missing information the system will not be able to successfully complete the
learning process.

In this paper we investigate techniques for making early predictions of the
error rate achievable after further interactions. We will consider that we are given
N samples, and that the system is still learning and refining its model at this
stage. We are interested in predicting what final accuracy might be achievable
if the users were to invest the time to create M more samples. In particular we
focus on the following aspects:

– What are suitable descriptors of the system’s behaviour after some limited
number N of samples?

– What is the most appropriate measure of the system’s predictive accuracy
after further training with N + M samples?

– Is it possible to find useful relationships for predicting the second of these
quantities from the first?

– What is the effect of different choices of methodology or sampling regime to
estimate these quantities?

In general the error will be a complicated function, but the hypothesis of this
paper is that we can deal with it more easily if we decompose it into a number of
more stable functions. Therefore this paper concentrates on the use of the well-
known bias-variance decomposition as a source of predictors [1,2]. Although we
will use results from a wide range of classifiers, for the purposes of this paper we
will take them one at a time, rather than considering heterogenous ensembles
of classifiers with different biases. We will also take the pragmatic approach
of constructing an “early warning system”. In other words, rather than trying
to predict the absolute value of the final accuracy, we will consider ways of
estimating upper bounds on the accuracy achievable.

The rest of this paper proceeds as follows. In Section 2 we review related work
in the field, in particular the bias-variance decomposition of error that we will
use. Following that in Section 3 we discuss various suggested methods for using
the available data to estimate the various quantities involved. Section 4 describes
our experimental methodology and Section 5 describes and discusses the results
obtained. Finally in Section 6 we draw some conclusions and suggestions for
further work.

2 Bias-Variance Decomposition: A Review

A number of recent studies have shown that the decomposition of a classifier’s
error into bias and variance terms can provide considerable insight into the
prediction of the performance of the classifier [1,2]. Originally, it was proposed
for regression [3] but later, this decomposition has been successfully adapted for
classification [1,2,4]. While a single definition of bias and variance is adopted for
regression, there is considerable debate about how the definition can be extended
to classification [1,5,6,7,8,9]. In this paper, we use Kohavi and Wolpert’s [1]
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definition of bias and variance on the basis that it is the most widely used
definition [10,11], and has strictly non-negative variance terms.

2.1 Basic Definitions of Bias, Variance and Noise

Kohavi and Wolpert define bias, variance and noise as follows [1]:

Squared Bias: “This quantity measures how closely the learning algorithm’s
average guess (over all possible training sets of the given training set size)
matches the target”.

Variance: “This quantity measures how much the learning algorithm’s guess
bounces around for the different training sets of the given size”.

Intrinsic noise: “This quantity is a lower bound on the expected cost of any
learning algorithm. It is the expected cost of the Bayes-optimal classifier”.

2.2 Kohavi and Wolpert’s Definition of Bias and Variance

For a particular target function f and a size of the training set m, the expected
misclassification rate E(C)(an error has cost 1 and a correct prediction cost 0)
is defined as

E(C) =
∑

x

P (x)(σ2
x + bias2

x + variancex) (1)

where

bias2
x =

1
2
(1 −

∑

yεY

[P (YF = y|x) − P (YH = y|x)]2)

variancex =
1
2
(1 −

∑

yεY

P (YH = y|x)2)

σ2
x =

1
2
(1 −

∑

yεY

P (YF = y|x)2)

Here x ranges over the instance space X , Y is the predicted variable with ele-
ments yε{0, 1} [12]. The actual target function f is a conditional probability dis-
tribution and the hypothesis or model h generated by learner is also conditional
probability distribution P (YH = y|x). Although not clear from the equations,
the conditional events in the conditional probabilities are parameterised over f
and m. In other words, P (YH = y|x) must be rewritten as

P (YH = y|f, m, x) =
∑

d

P (d|f, m)P (YH = y|d, x) (2)

where P (d|f, m) is the probability of generating training sets d from the target
f , and P (YH = y|d, x) is the probability that the learning algorithm predicts y
for point x in response to training set d.
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2.3 Bias as an Upper Limit on Accuracy

An alternative perspective on the above analysis is that the bias term reflects an
inherent limit on a classifier’s accuracy resulting from the way in which it forms
decisions boundaries. For example even in a two-dimensional space, an elliptical
class boundary can never be exactly replicated by a classifier which divides the
space using axis-parallel decisions. Therefore we can treat the sum of the inherent
noise and bias terms as an upper limit on the achievable accuracy for a given
classifier. A number of studies have been made confirming the intuitive idea
that the size of variance term drops as the number of training samples increases,
whereas the estimated bias remains more stable, e.g. [2]. Please note that in
many prior works it is assumed that the inherent noise term is zero, and also
for a single classifier it is not possible to distinguish between inherent noise and
bias, so we will adopt the convention of referring to these collectively as bias.

The hypothesis of this paper is that if we can estimate the value of the bias
term it will form an accurate predictor to bound the error rate observed after
more training examples. The way that we will do this for a given size sample N
is to repeatedly draw test and training sets from the sample and observe what
proportion of the items are always misclassified, what proportion are sometimes
misclassified, and what proportion are never misclassified. As we will next dis-
cuss, this raises the issues of how we should do this repeated process.

3 Prediction Methodology

As discussed in Section 2, a number of recent studies have shown that the de-
composition of a classifier’s error into bias and variance terms can provide con-
siderable insight into the prediction of the performance of the classifiers [1,2].
However, identifying the quantities that we wish to measure merely leads us to
the next question - what is the most appropriate methodology for estimating
the values of those quantities?

To give a simple example of why this is important, the hypothesis of this paper
relies on being able to distinguish between those data items that are always
going to be misclassified by a given classifier, and those which will sometimes
be misclassified, depending on the choice of training set. Since the well known
N−fold cross-validation approach only classifies each data item once, it does
not permit this type of decomposition and cannot be used. Luckily alternative
approaches have been identified and studies by other authors. Leveraging this
work, in this paper, we will compare the approaches proposed by Kohavi &
Wolpert [1] and Webb & Conilione [10].

Kohavi & Wolpert Hold-out Procedure: Kohavi & Wolpert used a holdout
procedure for estimating the bias and variance of a classifier C from a dataset D.
In their approach, samples D are randomly divided into 2 parts: Training sam-
ples Tr and Testing samples Te. Tr samples are further divided into N training
sets tr1 , tr2 , ....., trn by uniform random sampling without replacement. To get
training set of size m, they chose Tr to be size 2m. That allows (2m

m ) different
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possible training sets; and thus guarantees that there are not many duplicate
training sets in the set of N training sets; even for small values of m. Each
classifier is trained using each training sets and bias and variance are estimated
using test set Te. The outcome of this is a set of N class precisions for each of
the elements in the test set.

Webb & Conilione sub-samples Cross Validation Procedure: In the
second set of experiments, we will decompose error into bias-variance using sub-
sampled cross-validation proposed by Webb & Conilione [10] but using same
definitions for bias and variance as above. Webb & Conilione have argued that
hold out approach proposed in [1] is fundamentally flawed and resulting in small
training sets and thus provide instability in the estimates it derives. They pro-
posed that sub-sampled cross-validation (CV) procedure is superior to both the
holdout and bootstrap procedures and thus provides greater degree of variabil-
ity between training sets. Webb’s procedure repeats N-Fold CV l times. This
ensures that each sample x of the dataset D is classified l times. The biasx and
variancex can be estimated from the resulting set of classifications. The final
bias and variance is estimated from the average of all xεD [10,11].

4 Experimental Methodology

Choice of Classifiers: Ten different classification algorithms are selected each
with different bias and variance characteristics namely: Naive Bayes [13], De-
cision Tree [15], Nearest Neighbor [16], Bagging [18], AdaBoost [19], Random
Forest [20], Decision Table [21], Bayes Network [13], Support Vector Learning
[22], and Ripple-Down Rule learner [17]. All these classifiers are implemented in
WEKA library [17].

Data sets: The experiments are carried out on the following Four Artificial and
Five Real-World Surface Inspection data sets described in Table 1. Each artificial
dataset consists of 13000 contrast images with a resolution of 128 ∗ 128 pixels.
The good/bad labels were assigned to the images by using different sets of rules
of increasing complexity. The proposed prediction analysis is also evaluated out
on real world data sets of CD-print and Egg inspection. The data set for CD
print consists of 1534 images and each image is labeled by 4 different operators.
Thus, 4 different CD print data sets are available. From each set of images, we
derive 2 feature vectors (FVs) consisting of 17 and 74 features respectively. The
first FV contains only image-level information while second FV also contains
features from objects within the image.

Trend Line using Linear Regression: Linear regression is a statistical tool
used to predict future values from past values. Regression lines can be used as
a way of visually depicting the relationship between the independent (x) and
dependent (y) variables in the graph. A straight line depicts a linear trend in
the data. In this paper, we will use linear trend line between bias (For first N
samples only) and error (For N + M samples) to predict the Success or Failure
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Table 1. Datasets Description

Name Samples Description
Artificial 1-3 13000 Used for Linear Regression Analysis
Artificial 4 13000 Used after Linear Regression Analysis for Prediction

CD Print Op1-Op3 1534 Used for Linear Regression Analysis
CD Print Op4 1534 Used after Linear Regression Analysis for Prediction

Egg 4238 Used for Linear Regression Analysis

of Learning for Industrial Applications. We will use squared Pearson correlation
coefficient R2 as a measure to analyze the quality of prediction. The closer R2

is to 1.0; the better is the prediction. This is of course an extremely simple
way of measuring the relationship between estimated bias and final error, and
more sophisticated techniques exist in the fields of statistics and also Machine
Learning. However, as the results will show it is sufficient for our purposes. An
obvious candidate for future work is to consider approaches which will give us
confidence intervals on the predicted error for a given observed bias, as this will
fit in better with the concept of providing an upper bound on the achievable
accuracy.

5 Results and Discussion

As discussed in Section 1, we have estimated the bias using {100, 200, 300, ...1000}
samples and then the error using all samples of artificial/real data sets by both
Kohavi and Webb sampling approaches.

Results with Kohavi’s sampling procedure: Figure 1 shows linear regres-
sion analysis for bias-error when Kohavi’s approach is used for bias-error de-
composition. Bias is estimated using 100 and 1000 samples respectively. 7 data
sets are used for regression analysis (3 Artificial data sets, CD Print labeled by
3 operators, and 1 Egg data set). Each data set consists of 2 different feature
vectors and is evaluated using 10 classes as discussed in Section 4. The goodness
of fit of regression model is measured using Correlation R2. As clearly indicated
from these graphs, R2 is very low when model is fit using only 100 samples while
correlation is high when 1000 samples are used. Furthermore, straight line using
1000 samples depicts a linear trend in the data.

Results with Webb’s sampling procedure: Figure 2 shows linear regression
analysis for Bias-Error when Webb’s approach is used for bias-error decompo-
sition. Again, as clearly indicated from these graphs, the R2 is very low when
model is fit using only 100 samples while correlation is high when 1000 samples
are used. However, these values are consistently higher than those obtained using
Kohavi’s approach.

Stability of Predictions: Figure 3 shows the graph indicating relationship
between varying number of samples {100,200,300,...,1000} and {R2, x-coefficient,
intercept} for both Kohavi’s and Webb’s approaches. This shows how rapidly
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Fig. 1. Graphs showing linear regression analysis for Bias-Error using 100 and 1000
samples respectively. Kohavi approach is used for bias-error decomposition.
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Fig. 2. Graphs showing linear regression analysis for Bias-Error using 100 and 1000
samples respectively. Webb approach is used for bias-error decomposition.
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Fig. 3. Number of samples vs {R2,x-coeff.,intercept} using (a) Kohavi’s (b) Webb’s
bias-error decomposition

the linear regression equation stabilizes in these two cases. It is clear from the
graph that correlation using Webb approach is high and more stable. One of the
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reasons that Kohavi’s approach is not stable is the use of hold out approach.
It has been argued that in Kohavi’s approach, samples are randomly divided
into training and testing pools and then training pool is further divided into
training sets and that can results in instability in the estimates [11]. Another
explanation is that a single test set is chosen from the available samples. For
small sample sizes this may not always contain sufficiently representative set of
items so successive test sets might be “easy” or “hard”.

Prediction Testing using Trained/Unseen Datasets from Trained Re-
gression Model: In our experiments, R2 is used as a measure to evaluate the
goodness of regression models. Another way to evaluate the goodness of regres-
sion models is as follows:

– For each combination of the ten classifiers, the seven data sets used in training,
the two unseen data sets, and the ten sample sizes we repeat the following:

• estimate the bias component of the error using both Kohavi and Webb’s
approaches

• plug this value into the regression equations obtained above to get a
predicted final error

• compare this to the observed final error
– these values can now be subjected to a new regression analysis to see how

well the predictions correlate to observed error from the full dataset.

Figures 4 and 5 show the relationship between number of samples and R2.
Again, it is clear from both these figures that R2 using Webb approach is high
and stable. Artif04 has approximately the same R2 as that of trained one es-
pecially when samples are greater than 500 by regression equation using Webb
sampling approach. Correlation is quite low for CD-Print-Op2 and CD-Print-
Op4 data sets. Closer inspection of the results shows that in almost every case
the observed error from 1534 samples of the CD print data is higher than that
predicted by inserting the bias observed from fewer samples into the regression
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Fig. 4. Number of samples vs R2 for trained data using (a) Kohavi’s (b) Webb’s ap-
proach



Stop Wasting Time 681

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

100 200 300 400 500 600 700 800 900 1000

Number of Samples

R
^2

Kohavi-R^2 (Trained) Kohavi-R^2 (Artif04)
Kohavi-R^2 (CD_Print_Op4)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

100 200 300 400 500 600 700 800 900 1000

Number of Samples

R
^2

Webb-R^2 (Trained) Webb-R^2 (Artif04) Webb-R^2 (CD_Print_Op4)

(a) (b)

Fig. 5. Number of samples vs R2 for unseen data using (a) Kohavi’s (b) Webb’s ap-
proach

equation. This is because the observed error still contains a significant compo-
nent of variability due to the effects of the relatively small training and test
sample sizes. By contrast, for the artificial data sets, where we have nearly ten
times more data, the variance components have almost disappeared and so our
predictions correlate highly to the observed error. This illustrates our earlier
point - that the predictions we are making here have to be treated as upper
bounds on the achievable accuracy.

6 Conclusion

In this paper, we have investigated techniques for making early predictions of
the error rate achievable after further interactions. Linear trend line between
bias and error is used to predict the Success or Failure of Learning for Industrial
Applications. The experiments are carried out on the Artificial and Real-World
data sets. We have shown that squared Pearson correlation coefficient R2 is a
good measure to analyze the quality of prediction. We have also shown that
Webb’s approach allows much more accurate and stable estimates of error com-
ponents. These results are valid for ten very different forms of classifier used in
this paper. As the high correlation between the long-term observed error, and
the predictions for that based on observed bias after 1000 samples shows, the
(bias+implicit noise) term of the error stabilises rather quickly for all of the
different types of classifier tested. Thus it forms not only a good upper bound
on the achievable accuracy, but also a good estimator for the final accuracy
provided enough samples are available for the variance term to decrease.

This is of course an extremely simple way of measuring the relationship be-
tween estimated bias and final error, and more sophisticated techniques exist in
the fields of statistics and also Machine Learning. However, as the results will
show it is sufficient for our purposes. An obvious candidate for future work is
to consider approaches which will give us confidence intervals on the predicted
error for a given observed bias, as this will fit in better with the concept of
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providing an upper bound on the achievable accuracy, that can be used as an
“early warning” of impeding failure, so that users’ confidence can be maintained.
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Abstract. This paper describes a state-of-the-art parallel data
mining solution that employs wavelet analysis for scalable outlier de-
tection in large complex spatio-temporal data. The algorithm has been
implemented on multiprocessor architecture and evaluated on real-world
meteorological data. Our solution on high-performance architecture can
process massive and complex spatial data at reasonable time and yields
improved prediction.

1 Introduction

This paper introduced a novel approach to locate outlier in meteorological data,
which are collected over time and space. Meteorological data are spatio-temporal
data because of their multidimensional properties, structures (geometrical shape),
distribution over space and variation with time. Techniques for accommodating se-
mantic (identity and attributes), spatial (geometry, location and topology), and
temporal (time of occurrences and observation) properties ofmeteorological events
try to resolve theoretical and computational issues concerning the spatial model-
ing ofmeteorological data. Processingmeteorological data to forecast severe events
has always been a challenging problem over the last decades because of several rea-
sons: 1) the variability found in the properties of the meteorological data; 2) the
data is complex, massive, and has spatial properties; 3) the solution strategy varies
with the location and type of the collected data. Data mining has demonstrated
enormous potential as a processing tool for meteorological data. While major data
mining techniques try to find general patterns in the data set, outlier or deviation
detection draws attention to finding exceptional, dissimilar and inconsistent pat-
terns compared with the rest of the data. An object is defined as a spatio-temporal
outlier if its non-spatial attribute is significantly different from its neighbors in spa-
tial relation and/or from other observations in a given time period. As weather data
is concerned, outliers indicate anomalies or severe events such as tornadoes and
forest fires that tend to occur in an area. Therefore, identifying spatio-temporal
outliers is an essential problem with both scientific and social impacts. Neglect-
ing outliers may lead to disasters like those that lastly happened in Asia and the
United states.

Mining meteorological data for identifying spatio-temporal outliers needs to
consider the following aspects in general: 1) high dimensionality with arbitrary

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 684–694, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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and complex data types and large data sets at high resolution; 2) the data is
geographically distributed over space and time.

Although many works are done in spatial outlier detection, e.g., [5,9,10,12],
very few of them focus on spatio-temporal outliers. For instance, Tao et al [4]
extended the spatial outlier mining to capture the semantic and dynamic aspects
of spatio-temporal data in multi scales. They adopted multi-resolution clustering
algorithm based on semantic knowledge of ST-objects and applied them to find
outliers in multi-scale property of geographic phenomena. Birant et al [3] im-
proved DBSCAN algorithm to capture the temporal aspects of ST-objects and
introduced a scale to measure density of each cluster. Ramachandran et al [8]
developed a flexible framework ADaM.

High performance computational architecture not only allows analysis at mul-
tiple spatial scales and locales, but also improves more realistic simulation of ex-
treme events at high resolution to provide climate information for resource man-
agement and impact assessment. In this direction, wavelet transform (WT) can
locate the frequency change (property variation) because of its multi-resolution
and multi-scale properties; hence performs well in detecting the boundaries of
outlier regions. Weather data (temperature, vapor distribution, rainfall) has spa-
tial properties because of its multidimensional features and geometric pattern.
Therefore, we adopt Parallel Wavelet Transform (PWT) algorithm for outlier
detection in large scale spatial data to take the advantage of the computational
power on the multiprocessor machine. Our parallel approach also tries to tolerate
the architectural latencies by overlapping communication with computation.

The rest of the paper is organized as follows. Section 2 presents a framework
for outlier mining using parallel wavelet transform. Section 3 presents experi-
mental results. Section 4 is conclusions.

2 Parallel Spatio-temporal Outlier Detection

In the real atmosphere, anomalies occur at different spatial and temporal scales.
Therefore, our task involves defining a region outlier as a group of adjoining
points whose features are inconsistent with those of their surrounding neigh-
bors or time frame. Spatial properties can not be analyzed with a uniform scale.
Wavelet analysis allows the analysis data at different scales for two important
properties. 1) Multi-resolution: wavelet analysis uses stretched wavelet to cap-
ture the coarser view and compressed wavelet to capture the detailed information
in signal; 2) Localization of the frequency: WT can also detect the frequency
change in the time domain.

Spatial outliers appear as small regions; hence are local outliers in most cases.
On the other hand, temporal outliers are defined based on the duration of the
time domain. Detection of events like El Niño and La Niña focus on outliers in
long time period, whereas climatical changes in a month focus on finding local
outliers. We use Daubechies D4 WT to analyze the data.
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2.1 Calculation of Daubechies D4 Wavelet Transform

The D4 transform has four wavelet and scaling function coefficients: h0 =
1+
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. The wavelet function coeffi-

cient values are: g0 = h3, g1 = −h2, g2 = h1, and g3 = −h0. For a data set of
N values, the scaling function calculates N

2 smoothed values, and the wavelet
function calculates N

2 differences at each step of the wavelet transform. In the
ordered wavelet transform, the smoothed values are stored in the lower half of
the N elements input vector. Each step of the wavelet transform applies the
wavelet function to the input data. If the original data set has N values, the
wavelet function will be applied to calculate N

2 differences (reflecting change in
the data). In the ordered wavelet transform, the wavelet values are stored in the
upper half of the N elements input vector. The scaling and wavelet functions are
calculated by taking the inner product of the coefficients and four data values.
Daubechies D4 scaling function is s′i = h0si + h1si+1 + h2si+2 + h3si+3 and
Daubechies D4 wavelet function is s′i+1 = g0si + g1si+1 + g2si+2 + g3si+3.

Forward Transform: Each iteration in WT calculates a scaling function value
and a wavelet function value. The index i is incremented by two with each
iteration, and new scaling and wavelet function values are calculated. In case of
the forward transform, with a finite data set, i is incremented until it is equal
to N − 2. In the last iteration, the inner product is calculated from s[N − 2],
s[N −1], s[N ] and s[N +1]. Since s[N ] and s[N +1] don’t exist (they are beyond
the end of the array), this presents a problem.

2.2 Parallel Daubechies Fast Wavelet Transform

Different authors worked on the design and implementation of classical wavelet
construction. Our implementation is on distributed memory architecture, where
each processor has fast access to its own memory. The important issues for
an efficient parallel algorithm are load balancing and communication latency,
which refer to an efficient distribution of task and data over multiple processors
to minimize the intercommunication among them.

Data Distribution: The data distribution strategy for a parallel algorithm is
greatly affected by the computation pattern at each stage. In sequential algorithm,
we observe that at each level, input data are generated from the low pass filter of
the previous level. After each level computation, redistribution on the data is done
to bring the results from the low pass filter consecutive and they appear as input
for the next level. Redistribution ensures data locality for next level computation
and reduces inter-communication cost if data required for computation resides in
remote processors. But, it requires data swapping among processors, which incurs
a huge amount of communication and load balancing will be poor. The number of
input data is halved at each level; hence, such kind of redistribution will only bring
the input data local to some of the processors, leaving the rest of them totally idle.

We avoid the redistribution and achieve a proper load balancing by assigning
equal number of inputs to each processor. If there are N number of inputs and
P number of processors, each processors in blocked data distribution will get N

P
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number of inputs. At each level, the number of inputs is reduced by half and the
process is continued until one input is available. Assuming N and P as powers
of 2, the total number of levels required is lg N .

Computation: The computational cost to get a new value is 4 multiplications
and 1 summation. On single processor, for N values each stage requires 4N
multiplications and N summations. Whereas if we employ P processors, total
number of multiplications and summations will be 4N

P and N
P , respectively, which

is a great reduction in computational cost. N should be greater than P and for
better performance, at initial stage we assume, each processor should have at
least 4 input values. As we continue, the number of input values for the next stage
will be reduced by half. The total number of stages which have at least one input
value are lg N

P + 1. Among them, at the last stage each processor gets only one
input value and the rest get more than one values. For (lg N − (lg N

P +1) stages,
not all processors have values for computation and will remain idle. Therefore,
we have load balancing in major number of stages.

Communication: Each processor needs one send and one receive. But, when
each processor has only one element to compute, the number of sending or re-
ceiving will be 3 as sent or received values are directed to or coming from 3
different processors. Therefore, (lg N − lg N

P ) = lg P number of stages require 3
sending and 3 receiving if the processor has value to compute. As this number
increases with the increase of P , therefore for a data set (N), a specific value of P
will give better load distribution, where lg N

P will be higher and communication
cost (for lg P stages) will never be dominating over the computational cost.

2.3 Parallel Outlier Mining

The wavelet analysis algorithm uses a parallel wavelet algorithm on climate
data in order to discover regions with prominent spatial or temporal variation at
different scales. A set of scales is provided by the domain experts beforehand. We
are also given the beginning and ending latitude for our analysis. The wavelet
analysis is performed on the dataset recorded along the latitude range to discover
regions with prominent spatial variation at different scales. The wavelet value for
each data point is compared against a threshold value (w). If the value is higher
than w, we consider the data at that point as suspected outlier and record the
location (latitude, longitude). In spatial domain, suspected outliers are grouped
together using Z-value approach [11] and form outlier region.
WAVELET ANALYSIS FOR OUTLIER MINING
Input:-- t1: the beginning latitude (or time); tn: the ending latitude (or time);

S: a set of selected scales; w: a pre-defined threshold wavelet power;
X: a given data set; SuspectSet: a set of points to be outliers;

Output:-- Y: a set of outlier regions;
/*Calculation of wavelet power along all latitudes or time*/
for ( i = t1; i < tn ; i++){

wTransform = ParallelWTransform(X,S,i);}
/* Identify point which wavelet power is higher than the thresold*/
for each p in wTransform{

if (p > w){CandidateOutlierSet(p, CandidateSet)}}
/* Form regions using statistical approach*/
Y = FormRegionOutlier(CandidateSet); Output(Y);
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3 Experimental Result

We conducted our experiment on sea surface temperature (SST) dataset col-
lected from National Climatic Data Center (NCDC) NOMADS LAS server. We
performed the spatial analysis of daily optimum interpolation (OI) SST on a 1

4
degree grid at different locations (e.g., equatorial pacific). The temporal anal-
ysis is performed on real-time SST data from moored ocean buoys collected
from Tropical Atmosphere Ocean (TAO) project. Our temporal outlier detec-
tion tested SST data at different temporal resolutions from 10 minutes to daily
basis for locations on the equator. The tests have been conducted on WestGrid.
The PWT algorithm was implemented in C with MPI library and tested on a
distributed platform nexus et el. hosted by the University of Alberta. This is a
collection of SGI SMP machines, ranging up to 256 processors; for our experi-
ment, we used 32 processors. Finally, we present the data analysis and then show
the scalability of the outlier detection algorithm on parallel architecture for data
at high resolution spatio-temporal scale.

3.1 Spatial Analysis

In meteorological data, outliers appear as arbitrary small shapes or regions (eye
of a cyclone), where a sharp temperature or vapor distribution change occurs.
To compute this climatological change for a location, we need to identify its
neighborhood and compute the feature difference. In GIS, spatial resolution is
defined as the ability to define sharply and clearly the extent or shape of features
within an image or area on the ground by an imaging system, such as a satellite
sensor. At the highest resolution, more details become clear, and the information
is sharper. Spatial scale is used to define the resolution. Such division is more
or less arbitrary; for example, micro is the smallest unit which may involve 1◦

degree or 1m − 1km scope; and mega is assigned the global scope, which may
involve the whole planet. We worked on data gathered at 1

4
◦ interval across

latitude, and each point on the latitude is the average SST of the 2◦ north and
south longitudinal positions. As our focus is on latitude climatology change, for
a location the neighborhood encompasses 1◦ east and west across latitude, and
2◦ north and south across longitude. For a latitude-longitude plan, we apply our
algorithm for each latitude at 2◦ intervals and combine the outlier regions.

Fig. 1 plots the SST temperature over South Pacific (Fig. 2) recorded on
Nov 28, 2006; we have shown some of the outlier locations (A, B, C and D) in
rectangles. Each of A, B and C is local outlier compared to its neighborhood
region, and C and D can be considered as global outliers for their highest and
lowest value, respectively. These locations are more obvious from the contour
plot (Fig. 3) collected from NOAA/PMEL. Our algorithm can find these outlier
locations from the wavelet decomposition in time-scale map. Sharp changes (high
frequency or bursts) in the temperature are captured at low scales and higher
time resolution window. Whereas a trend (low frequency), such as a particular
temperature continuing for a longer period, is captured at high scale and poor
time resolution window. In Fig. 4, we observe such phenomena in approximation
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Fig. 5. Scalogram

level a5 at interval 140−300), which corresponds to location 179.9◦E −132.6◦W
when the temperature is between 26 − 24◦C. Sharp SST changes appear in the
detailed part of the decomposition at different scales. For example, local outliers
A and C are clearly detected at scale 3 and B in scale 4. At each scale, peaks
appearing in detailed part of the decomposition are sharp SST; changes for short
time duration are also good candidates of local outliers. Again, global outlier
location D is detected in the approximation level at scale 5.

Neighborhood difference is clearly observed in the scalogram analysis. Brighter
region gives higher similarity of the feature with the wavelet and darker region
gives greater dissimilarity. At a particular scale, a brighter region surrounded by
darker regions in color intensity is a good candidate of outlier. Some outliers are
shown in Fig. 5 using arrows which are detected as outliers (Fig. 1) at the same
location for particular scale.

3.2 Parallel Algorithm

In this section, we show the scalability of the proposed PWT algorithm over the
sequential algorithm for outlier detection. We validated the scalability of PWT
for a dataset of mean temperature collected over a time period (1991-1999) by
NOAA NCDC daily GLOBALSOD: Global daily WMO weather station data.

We implemented both sequential and parallel wavelet transform algorithms.
The block data distribution approach in our parallel algorithm gives the first
lg N

P − 1 stages computation intensive and the rest lg N − (lg N
P − 1) stages

communication intensive. For the first (lg N
P − 1) stages, input data required

to compute the coefficients are local in the processor except two input data
located in neighboring processors. As the communication is fixed and small,
these stages give scalability with the increase of data volume. At lg N

P -th stage,
each processor will have one value to compute and communication will be 6. As
the number of data is reduced by 2 at each level, after (lg N

P + 1) stages, half
of the processors will be idle and others will have one value to compute and
number of communications is still 6. Therefore, these communication intensive
stages will not contribute much to scalability. Here, scalability can be ensured
in two ways. First, the outlier mining algorithm analyzes data up-to a particular
number of scales (level). Spatial outliers are in general local outliers based on
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Fig. 6. Execution time in computation in-
tensive stage

Fig. 7. Speedup for N = 1024

the neighborhood resolution, hence smaller scales are adequate to capture the
high frequency feature change in the data. The last few communication intensive
stages generate very few coefficients. They are used to detect the trend in data,
and in most cases are insignificant for the outlier mining application. Secondly,
with huge dataset, the time efficiency achieved at computation intensive stages
will be more to overlook the time required in the communication intensive stages.

Table 1. Timing analysis for communication intensive stages

Stage Required time (sec) in processors
2 4 8 16 32

5 1.04E − 05
6 1.20E − 05 2.08E − 05
7 1.52E − 05 1.84E − 05 8.00E − 07
8 2.08E − 05 1.60E − 06 8.00E − 07 7.99E − 07
9 1.28E − 05 2.40E − 06 8.00E − 07 8.00E − 07 8.00E − 07

Fig. 6 shows the execution time for 1024 discrete data points with different
number of processors for the first lg N

P stages. From the plot, we find that with
the increase in processors, the required time is decreasing. We also conducted
the time analysis for communication (Table 1) intensive stages by varying the
number of processors. In most cases, the spent time in a processor is approx-
imately 8.00E − 07 sec and sometimes deviation is also observed, depending
upon the speed of the network and distribution of nodes in the cluster. To re-
alize the impact of communication latency on total time, we can compare the
execution time required in computation and communication intensive stages.
With 16 processors, at stage 1, the time required for 32 coefficients computation
and 2 communications is 2.80E − 05 sec, whereas at stage 7 the required time
for 1 coefficient computation and 6 communications is 1.84E − 05 sec.

As explained in Section 2.2, the number of communication and computation
intensive stages depend on lg P and lg N

P , respectively. Therefore, with higher
value of N , the impact of lg P stages is tolerable, otherwise a specific value of P
can only give scalability for small value of N in the total time for communication
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and computation intensive stages. For large complex spatial datasets, the com-
putational cost will be higher and communication cost will be lower compared
to the computational cost. In such scenario, increasing the number of processors
will help in ensuring more scalability. Yet a specific number of processors for
a data size will give the best result. In Fig. 7, we observe speedup increase at
each stage with the increase in processors. This can be explained from Fig. ??,
where we have shown the computation for 32 data points with 4 processors. For
the first 4 stages, each processor sends two border data to its predecessor pro-
cessor and receives two data (which are border data too) from the neighboring
processor. The communication cost required is the sum of one send and one re-
ceive. Each data point needs 4 multiplications and 1 summation, and at level i,
the number of data points computed is N

P×2i . If tmul and tadd denote the com-
putational time for one multiplication and one addition, respectively, the time
required to compute one data point is 4×tmul+tadd = tcomp. Therefore, the total
computational time required in a processor at level i is N

P×2i × tcomp. If tcomm

denotes communication time, each processor spends 2 × tcomm for communica-
tion. Hence, the total time incurred in a processor is N

P×2i × tcomp + 2 × tcomm.
With the increase of P , the first part (computation) of the above expression is
decreased, but communication time will remain the same and the newly added
processors will add more communication. Each stage starts with the completion
of the previous stage and any delay in the interprocess communication time of
the previous stage delays the start of next stage, hence the total time (for all
stages) is increased. But for large datasets, the computational cost is higher than
communication. Hence, the time efficiency achieved from computation intensive
stages is more to neglect any anomaly or a constant increase of communication
and will give more scalability with increase in processors.

We used parallel wavelet transform algorithm to calculate wavelet power for
both datasets. Fig. 9 plots the wavelet power of the mean temperature (Fig. 8).
Our db4 parallel wavelet algorithm decomposed the signal up-to 15 levels. The
wavelet coefficients at the 15th level accumulate the detailed and approximate
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parts of the decomposition. In Fig. 9, the spikes are anomalies from the regular
temperatures. They are deviated from the general trend of temperature pat-
tern and are treated as outliers. If we watch carefully, we will see that in most
cases, more than one spikes are grouped in one place, thus forming a cluster.
These small groups are forming our suspected outliers, meaning the temperature
deviation for few days.

4 Conclusions

In this paper, we applied wavelet analysis for outlier mining to take the advantage
of multi-scale capability and multi-resolution feature. Zhao et al [14] used a
wavelet based approach and they used Morlet and Mexican Hat mother wavelet.
Whereas, Daubechies gives better frequency resolution and we used discrete fast
wavelet transform which is more suitable to implement. Further, parallelization
gives speedup when the spatial data objects are very large. So far, we deal with
two features (temperature, latitude or time) in the weather data; considering its
multi-dimensional attribute domain (e.g., vapor, air pressure, etc.) at the same
time poses a challenging issue for meteorological forecasting. We also plan to
improve the parallel algorithm for different load distributions, granularity, and
data locality issues to reduce communication latency. We will test the outlier
mining algorithm using other statistical (e.g., iterative-Z value) and visualization
(e.g., variogram clouds, pocket plots, scatter plot) approaches.
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Abstract. This paper presents a tool for web usage mining. The aim
is centered on providing a tool that facilitates the mining process rather
than implement elaborated algorithms and techniques. The tool covers
different phases of the CRISP-DM methodology as data preparation,
data selection, modeling and evaluation. The algorithms used in the
modeling phase are those implemented in the Weka project. The tool
has been tested in a web site to find access and navigation patterns.

1 Introduction

Discovering knowledge from large databases has received great attention during
the last decade being the data mining the main tool to make it [1]. The world
wide web has been considered as the largest repository of information but it lacks
of a well defined structure. Thus the world wide web is a good environment to
make data mining receiving the name of Web Mining [2,3].

Web mining can be divided into three main topics: Content Mining, Structure
Mining and Usage Mining. This work is focused on Web Usage Mining (WUM)
that has been defined as ”the application of data mining techniques to discover
usage patterns from Web data” [4]. Web usage mining can provide patterns of
usage to the organizations in order to obtain customer profiles and therefore
they can make easier the website browsing or present specific products/pages.
The latter has a great interest for businesses because it can increase the sales
if they offer only appealing products to the customers although as pointed out
Anand (Anand et al, 2004), it is difficult to present a convincing case for Re-
turn on Investment. The success of data mining applications, as many other
applications, depend on the development of a standard. CRISP-DM, (Standard
Cross-Industry Process for Data Mining) (CRISP-DM, 2000) is a consortium of
companies that has defined and validated a data mining process that can be used
into different data mining projects as web usage mining. The life cycle of a data
mining project is defined by CRISP-DM into 6 stages: Business Understanding,
Data Understanding, Data Preparation, Modeling, Evaluation and Deployment.

The Business Understanding phase is highly connected with the problem to be
solved because they defined the business objectives of the application. The last

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 695–704, 2007.
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one, Deployment, is not easy to make automatically because each organization
has its own information processing management. For the rest of stages a tool
can be designed in order to facilitate the work of web usage mining practitioners
and reduce the development of new applications.

In this work we implement the WEBMINER architecture [5] which divides
the WUM process into three main parts: preprocessing, pattern discovery and
pattern analysis. This three parts corresponds to the data preparation, modeling
and evaluation of the CRISP-DM model.

In this paper we present a tool to facilitate the Web Usage Mining based on the
WEBMINER architecture. The tool is conceived as a framework where different
techniques can be used in each stage facilitating in this way the experimentation
and thus eliminating the need of programming the whole application when we
are interested in studying the effect of a new method in the mining process.
The architecture of the tool is shown in Figure 1 and the different elements that
makes up it will be described. Thus, the paper is organized as follows. Section 2
will describe the data preprocessing. In sections 3 and 5 different approaches to
user session and transactions identification will be presented. Finally in sections 6
and 7 the models to be generate and the results are presented.

Web site
crawler

Data
preprocessing

Session
identification

<<Table>>
log

Classifier
training

Feature
Extraction

Clustering

Association rules
discovering Rules

Sessions
Site map

Site map

Classified
pages

Access
Patterns

Browsing
Patterns

Site page
classification

Classified
pages

Server
logs

Fig. 1. WUM tool architecture

2 Web Log Processing

Data source for Web Usage Mining come from different sources as proxy, web
log files, web site structure and even from sniffer packet logs. Normally, the
most widely used sources are the web log files. These files record the user ac-
cesses to the site and there exists several formats: NCSA (Common Log Format),
W3C Extended, SunTM ONE Web Server (iPlanet), IBM Tivoli Access Manager
WebSEAL or WebSphere Application Server Logs. The most of the web servers
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record the access using an extension of the CLF (ECLF). In ECLF basically the
recorded information for each access is:

– remote host: Remote hostname. (or IP address number if DNS hostname is
not available or was not provided)

– rfc931: The remote login name of the user. (If not available a minus sign is
typically placed in the field)

– authuser: The username as which the user has authenticated himself. This
is available when using password protected WWW pages. (If not available a
minus sign is typically placed in the field)

– date: Date and time of the request.
– request: The request line exactly as it came from the client. (i.e., the file

name, and the method used to retrieve it [typically GET])
– status: The HTTP response code returned to the client. Indicates whether

or not the file was successfully retrieved, and if not, what error message was
returned.

– bytes: The number of bytes transferred.
– referer: The url the client was on before requesting your url. (If it could not

be determined a minus sign will be placed in this field)
– user agent: The software the client claims to be using. (If it could not be

determined a minus sign will be placed in this field)

As said before, web server logs record all the user accesses including for each
visited page all the elements that composed it as gif images, styles or scripts.
Other entries in the log refers to fail requests to the server as ”404 Error: Object
not found”. So a first phase in data preparation consists of filtering the log entries
removing all useless entries. Others entries in the web log that must be removed,
are those that correspond to search robots because they do not corresponds to a
”true” user. To filter these entries it can be used the plain text file Robot.txt,
the list of known search robots www.robotstxt.org/wc/active/all.txt and
we have introduced an heuristic that is to filter those very quick consecutive
requests because a characteristic of search robots is the short delay between page
requests. So with a threshold of 2 seconds between two consecutive requests the
entries that corresponds to robots can be eliminated.

The structure of the site has been used as another data source. This structure
is obtained with a web crawler starting from the root, so all the pages that can
be reached from the root will composed the structure of it. For non static sites
the structure must be introduced by hand.

3 User Session Identification

Once the web log file is processed and all the irrelevant entries has been removed,
it is necessary to identify the users that visit to the site. The visits are concurrent
so in the log file the entries of different users are interlaced what makes us process
it to collect the entries that belong to the same user.

A first approach to identify a user is to use the IP address and assign all
the entries with the same IP to the same user. This approach exhibits some
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drawbacks. Some users access to internet through a proxy so many users will
share the same IP. In other cases the same user has different IP because it has
a dynamic IP configuration in its ISP. In order to minimize these effects some
heuristics has been applied. A first heuristic is to detect changes in the browser
or in the operative system fields of the entries that come from the same IP.
Another heuristic makes use of the referer field and the map of the site obtained
with the site crawler mentioned previously. Thus if a page is not directly linked
to the pages previously visited by the user, it is an evidence that another user
share the same IP and browser. With the explained heuristics we will get false
positive, that is to consider only one user when actually are different users.

After identifying the users that have visited the site, the next phase is to
obtain the user sessions. A session is made up of all the visited pages by a user.
The technique is based on establishing a time threshold, so if two accesses take
more than the fixed time threshold, it is considered as a new session [6,7]. Many
commercial products establish a threshold of 30 minutes. Catledge and Pitkow
[8] define this threshold in 25.5 minutes based on empirical studies.

4 Web Page Classification

After data cleaning, the next stage in the data preparation phase is to compute
the features of each page in the site. The following features has been defined:

– Size: Size of the page in bytes.
– Num. incoming links.
– Num. outcoming links.
– Frequency: Number of times the page was requested in a period of time.
– Source: Number of times the page is the starting point in a session.
– Similarity: Similarity of a page with its sibling pages based on a tbd

computation.
– Depth: Average depth of the sibling pages. The depth of a pages is measured

as the number of ’/’ in the URL.

From the previous features it can be obtained a model for diferent pages which
avoid to the webmaster to annotate each of the page in the site. In this work we
have defined the following pages of interest:

– Home page: It is the first visited page by the users.
– Content page: It contains a part of the site information.
– Auxiliary page: Users can use this page to visit other pages in the site.
– Reference page: Explain a concept or it has references
– Personal page: It contains biographic information of the organization staff.

To avoid the computational cost of training a classifier with the whole set
of features, a previous feature selection stage is made. The initial feature set is
filtered using the GD measure [9], which is based on information theory concepts,
in order to select the most informative features. This measure allows to rank the
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features according to the relevance with the concept and it also detects redundant
features that can be removed from the initial feature set.

In a small web site, pages can be manually tagged as home page, content page
and so on, but in a medium or large web site this is not affordable. Therefore
it is necessary an automatic or semi-automatic method to tag the pages. In this
proposal a phase of page classification is include (Figure 1) based on a learned
model for the different categories of pages and using the features defined above.
Hwanjo et al. [10] propose to use SVM with positive samples to classify web
pages. Xu et al. [11] also introduce the SVM to deal with the heterogeneous
data that appear in a web page as link, plain text, title page or anchor text.
Holden and Freitas [12] make use of the Ant Colony paradigm to find a set of
rules that classify the web pages into several categories. The study of complex
web page classification algorithms is out of the scope of this paper so two well
known learning methods have been included: naive-bayes and C4.5.

In this tool, a supervised learning stage has been included. The user selects
and manually tags a set of pages that makes up the initial training set. With this
initial training set, the learning process is launched and the results are tested by
the user. If there are bad classified pages, the user can introduce them into the
learning set with the correct tag. After some cycles, a correct model is obtained
and the pages of the site are classified.

5 Transaction Identification

A transaction is defined as a set of homogeneous pages that have been visited
in a user session. Each user session can be considered as only one transaction
composed of all the visited pages or it can divided into a smaller set of visited
pages. The transaction identification process is based on a split and merge pro-
cess in order to look for a suitable set of transactions that can be used in a data
mining task.

Formally, a transaction is composed of an IP address, a user identification
and a set of visited pages which are identified by its URL and access time.

t =< ipt, uidt, {(lt1.url, lt1.time), ..., (ltm.url, ltm.time)} >

For 1 ≤ k ≤ m, ltk ∈ L, ltk.ip = ipt, ltk.uid = uidt (1)

To realize the split stage in the transaction identification there are different
strategies.

Transaction Identification by Reference Length. This strategy, proposed
by Cooley et. al. [2], is based on the assumption that the time that a user
spends in an auxiliary page is lower than a content page. Obtaining a time t
by a maximum likelihood estimation and defining a threshold C, the pages are
added to the transaction if they are considered auxiliary-content:

1 ≤ k ≤ (m − 1) : ltrl
k length ≤ C and k = m : ltrl

k length > C (2)
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While for only content pages transactions:

1 ≤ k ≤ m : ltrl
k length > C (3)

Transaction identification by Maximum Forward Reference. This strat-
egy is based on the idea proposed by Chen et al. [13]. A transaction is considered
as the set of pages from the first visited page until the previous page where the
user does a back reference. A back reference appears when the user accesses again
to a previously visited page in the current session, while a forward reference is to
access to a page not previously visited in the current session. So the maximum
forward reference are the content pages and the path to the maximum reference
is composed of index pages.

Transaction Identification by Time Window. This strategy divides a user
session into time intervals lower than a fixed threshold. In this strategy the last
visited page normally does not correspond to a content page unlike the previous
strategy. If W is the size of the time window, the accesses that are included to
the transaction (1) are those that fulfill:

ltmtime − lt1time ≤ W (4)

This strategy is normally combined with the previous ones.

6 Model Generation

To characterize the visitors of the web site, it is interesting to detect the access
patterns, that is, what type of pages are visited and also navigation patterns,
that is, how the visitors browse the pages in the web site. Both patterns are of
interest because they can help the web site designer to improve the usability or
visibility of the site. To get these patterns a clustering stage is introduced into the
tool and although many works have been proposed to deal with this problem
[14,15,16], in the tool three well know methods have been used: Expectation
Maximization, K-means and Cobweb. As input to the previous methods, both
the identified sessions and the transactions are used.

Another information that is useful for the web site designer is to know if
there exists any unusual relation among the pages that are visited by users. This
information can be easily extracted from the transactions and user sessions by
means of an association rule discovering module. The Apriori method proposed
by Agrawal [17] has been used.

7 Experiments

The tool was implemented in Java and the learning methods were the ones imple-
mented in Weka [18] and by now we are only focused in the development of the
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Fig. 2. DCW tool

framework it will allow us to introduce new learning methods. The appearance
of the tool is shown in Figure 2.

To test the approach we select a log file corresponding to a week of accesses
to the site of the Department of Computer Science (DIS) of the Univ. of Las
Palmas de Gran Canaria (http://www.dis.ulpgc.es). The log file has 478512
entries that after the preprocessing phase (Sec. 2) it is reduced to 25538 entries.

Fixing a time threshold for session identification (Sec. 3) to 30 minutes, 9460
sessions were identified being the main page of the DIS the most visited pages
with 1571 accesses. After the session identification the next stage is to train the
classifier to tag the pages. In this experiment the pages where divided into two
categories: content and auxiliary. The C4.5 algorithm was used to do induce a
decision tree model and an accuracy of 85% was achieved.

Once the pages of the site are classified into auxiliary or content category,
the pattern extraction is carried out. To get the access pattern of the visitors
a clustering phase with EM algorithm is done. The results are the shown in
Table 1. Two different clusters are obtained with correspond to users that visit
mainly content pages while the other cluster represents the visitors that browse
auxiliary pages. The first cluster could correspond to students and staff while
the second one could correspond to ”curious” visitors because they only browse
auxiliary pages.

Table 1. Access patterns results with EM clustering

Content pages Auxiliary pages
Cluster 0 1 0.0323
Prob.=0.7012 D = 0.4463 D = 0.1768

Cluster 1 0 1
Prob.=0.2988 D = 0.4463 D = 0.4574

Log likelihood: -0.26076

http://www.dis.ulpgc.es
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To get the access patterns, only sessions of 3, 4 o 5 accesses (pages visited)
are considered. Table 2 shows the clusters obtained for 3 accesses sessions. The
largest cluster corresponds to sessions that end up in auxiliary pages which
means that the user abandons the site before reaching a page that gives useful
information.

Table 2. Navigation patterns for 3 accesses sessions

access 0 access 1 access 2
Cluster 0 Auxiliary page Auxiliary page Auxiliary page
Prob.=0.6825 350(376.03) 374.97 (376.03) 375.03 (376.03)

Cluster 1 Content page Content page Content page
Prob.=0.3175 174.97(175.97) 174.97(175.97) 174.97(175.97)

Log likelihood: -0.8412

Table 3 shows the results for the access patterns of session with 4 accesses
and here it can be noted that the two largest clusters correspond to sessions that
finish in content pages and only a small amount of sessions end up in auxiliary
pages which can imply that the visitor does not find the information that was
looking for.

Table 3. Navigation patterns for 4 accesses sessions

access 0 access 1 access 2 access 3
Cluster 0 Content page Content page Content page Content page
Prob.=0.676 92.95(93.95) 92.9(93.95) 87.82(93.95) 86.71(93.95)

Cluster 1 Auxiliary page Auxiliary page Auxiliary page Auxiliary page
Prob.=0.2601 34.47(36.51) 35.49(36.51) 35.51(36.51) 35.49(36.51)

Cluster 2 Auxiliary page Auxiliary page Auxiliary page Content page
Prob.=0.0639 10.01(11.54) 8.46(11.54) 10.35(11.54) 9.27(11.54)

Log likelihood: -1.21079

Table 4 shows the association rules that were obtained with Apriori algo-
rithms. The rules do not contribute to generate new knowledge because they are
very obvious. For example the first rule expresses that if the second visited page
is the studies ”Informatic Engineering”, the first page was the root of the site.

As the aim of this work is to present the framework for a WUM tool, therefore
a comparative of the results with other techniques has not been carried out
because they can be found in the literature. Comparing with other open source
tools, we have found that the most similar is WUMprep [19] which only cover
part of the Data Preparation stage and unlike DCW that has a GUI, WUMprep
it is based on Perl script. In relation to the model generation and validation there
are two well-know tools as Weka [18] and RapidMiner [20]. They are oriented to
data mining in general and the previous stage of web log cleaning must be done
with another tools.
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Table 4. Association rules

Rules Support Confidence
access1=/subject/index.asp?studies=ITIS =¿ access0=/ 16 1

access1=/subject/index.asp?studies=II =¿ access0=/ 14 1

access2=/staff/ =¿ access0=/ 16 1

access2=/student/ =¿ access0=/ 15 1

8 Conclusions

In this work a tool for Web Usage Mining has been presented. It allows to realize
all phases to get access and navigation patterns and also association rules. The
implementation was done in Java and making use of the Weka inducers which
allow to test new model induction algorithms. To test the tool, some experiments
were carried out with a log file of more than 700.000 entries and they reveal some
behaviors of the visitors that the designer of the web do not know and it can
help them to redesign the web site to offer a better service to the students and
staff of the Department of Computer Science of the ULPGC.

Future work is twofold. On the one hand, some elements of the proposed
tool needs to be improved to tackle for example with dynamics web sites. One
the other hand, other methods can be tested in the classification and clustering
phases. In the page classification phase the computation of new features and the
use of SVM as classifier.
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Abstract. Mining association rules is a major technique within data mining and 
has many applications. Most methods for mining association rules from tabular 
data mine simple rules which only represent equality in their items. Limiting the 
operator only to “=” results in many interesting frequent patterns that may exist 
not being identified. It is obvious that where there is an order between objects, 
greater than or less than a value is as important as equality. This motivates 
extension, from simple equality, to a more general set of operators. We address 
the problem of mining general association rules in tabular data where rules can 
have all operators },,,{ =≠>≤  in their antecedent part. The proposed 
algorithm, Mining General Rules (MGR), is applicable to datasets with 
discrete-ordered attributes and on quantitative discretized attributes. The 
proposed algorithm stores candidate general itemsets in a tree structure in such 
a way that supports of complex itemsets can be recursively computed from 
supports of simpler itemsets. The algorithm is shown to have benefits in terms 
of time complexity, memory management and has great potential for 
parallelization. 

Keywords: data mining, general association rules, tabular data, equality 
operators. 

1   Introduction 

Association rule (AR) mining [1] has been traditionally applied to datasets of sales 
transactions (referred to as market basket data). A transaction ‘T’ is a set of items and 
contains an itemset ‘I’ if I ⊆ T. If ‘I’ has k members, then ‘I’ is called a k_itemset. An 
AR is an implication YX →  where X and Y are itemsets with no items in common 

i.e. ∅=∩ YX . The intuitive meaning of such a rule is that the transactions (or 

tuples) that contain X also contain Y. The rule YX → holds with confidence c if c% 

of transactions that contain X also contain Y. The rule YX → has a support s if s% 
of the transactions in the database contain X ∪ Y. Given a database, the problem of 
mining ARs is to generate all rules that have support and confidence greater than the 
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user-specified minimum thresholds, min-Support and min-Confidence. There are 
many algorithms to mine association rules from transactional data [6, 7]. The AR 
technique has also been applied to tabular datasets [2, 3, 5, 11]. The notation for an 
item is redefined in tabular datasets. Henceforth an item is a triple (a, Θ, v) where “a” 
is an attribute, “v” is the value of “a” and Θ is the operator between “a” and “v”. An 
example of an AR in tabular data is as follows: 

(A1 = 2) and (A2 = 3) and (A4 =5) => A6 =1 support = 10%, Confidence = 60% 

where A1,..,A6 are attributes with equality operator “=” and referred to as simple rules 
[2, 9]. In some cases, simple rules are unable to show all hidden patterns of data. In 
situations where there are orders between values of attributes, greater than or less than 
a value is as important as equality. Simple rules have difficulties in extracting such 
patterns, their drawback being in dealing with quantitative attributes. Popularly, 
quantitative attributes can be discretized by partitioning domain values to base 
intervals, where the difficulty is selecting the number of base intervals. Too many 
intervals for a quantitative attribute means low support for single intervals. Hence 
some rules involving these attributes may not be found, on the other hand, partitioning 
values into too few intervals causes information to be lost. Some rules have maximum 
confidence only when some of the items in their antecedent part have small intervals. 
These problems can be solved to some extent by using },,,{ =≠>≤ operators in the 

items. The MinSup problem does not matter for these operators as the number of 
intervals has no effect on operators },,{ ≠>≤ . If the operators of items in a rule 

belong to },,,{ =≠>≤ , then the rule is called a general rule [2, 9]. An example of 

such a rule is as follows: 

( ) ( ) ( ) ( )1532 6421 =→=≠> AAandAandA  Support = 10%, Confidence = 60% 

In this paper, we propose an algorithm, MGR (Mining General Rules), to mine 
general rules. The number of general itemsets is exponentially higher than the number 
of simple itemsets and it makes mining them too difficult. Thus, MGR mines general 
itemsets from simple itemsets by a recursive computation of simpler itemsets, all 
stored in a tree data structure. This feature systematically enables benefits in terms of 
time complexity, memory management and great potential for parallelization. 

The paper is organized as follows: background and related work is given in section 2; 
section 3 presents needed terminology and notation; section 4 shows calculation of 
supports of general itemsets from simple ones; section 5 presents the MGR algorithm; 
experimental results are given in Section 6; and Section 7 considers further work and 
presents conclusions. 

2   Background and Related Work 

In this paper we are interested in a type of generalization introduced in [2]. This type 
of generalization extends the traditional equality operator used in normal association 
rules to an operator set },,,{ =≠>≤ . Its main characteristic is the high number of 

itemsets generated in regard to normal association rules. Hsu et al. [9] proposed an 
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algorithm for mining such general rules from transactional data by extending 
algorithms for mining simple itemsets. This approach has poor performance on 
tabular data because of the high number of general itemsets.  

The main problem of mining association rules when applied to tabular datasets is 
dealing with quantitative attributes, which are usually partitioned into intervals and 
treated as discrete values. However, specifying the number of intervals is difficult in 
this approach. In [11], consideration of the combination of base intervals as new 
intervals and extracting the itemsets for all the intervals was proposed. The approach 
has an acceptable result but in most cases, its time complexity is high. 

There are approaches that do not require discretization of quantitative attributes. 
Some extract types of rules that are different to formal association rules [10, 13]. The 
others do not try to mine all general itemsets but rather focus on finding the best 
intervals for a given rule [4]. The input to these algorithms is a rule that does not have 
any interval for its quantitative items. The outputs are the best intervals for 
quantitative attributes of the given rule. In situations where we are interested in 
optimizing one rule, these approaches are very useful. However, they cannot be 
applied to mine all general rules as they have to scan data for each rule.  

There are some methods that define some criteria for interestingness of the general 
rules and mine just a subset of the rules that satisfy those criteria. The method in [14] 
defines the pc_optimal set as the set of the most interesting general association rules 
and tries to find an approximation of it. Despite the good results of the approach on 
some datasets, it is not guaranteed to find good approximations of the pc_optimal set. 
Further, it is not proved that the pc_optimal set contains the whole set of interesting 
rules. 

3   Terminology and Notation 

The following formal definitions are used to describe our approach and to prove 
related Lemmas. 
 
Definition 1(I): The set of all attributes of a table. 
 
We assume that attribute values are finite and discrete and there is an order between 
them. The finiteness assumption of attribute values is not restrictive because by 
partitioning infinite sets into subsets, we can easily convert infinite domains to finite 
domains. We use ai for the ith attribute in I and Vi,j, for jth value of ith attribute. As 
there is an order between the values of each attribute, Vi,1 < Vi,2,…, < Vi,n. 

 
Definition 2 (Item): An item is a triple (a, Θ, v) where “a” is an attribute, “v” is a 
value of “a” and Θ is an operator between “a” and “v”. An item is a simple item if 
its operator is “=”. An item is a half general item, if the operator Θ is one of },{ =≤ . 

An item is a general item if the operator Θ  is one of },,,{ =≠>≤ .  

Note that the Θ cannot be { }<≥, operators. As items have discrete values, we need 

not contain such operators e.g. ( 1−>⇔≥ jiji ) and ( 1−≤⇔< jiji  ).  
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Definition 3 (Itemset): An itemset is the set of items (from definition 2). If every item 
in the itemset is a simple item, the itemset is a simple itemset. If every item in the 
itemset is a half general item, the itemset is a half general itemset. If every item in an 
itemset is a general item, the itemset is a general itemset.  

 
Definition 4 (t(X)): t(X) is the set of IDs of records in a dataset which match the 
itemset X. 

4   Finding Supports of General Itemsets  

Before we describe the MGR algorithm for mining general rules and itemsets, we 
first prove that we can obtain the supports of half general and general itemsets from 
simple and half general ones respectively. Lemma 2 explains the fact that the 
support of each half general itemset can be calculated from supports of simpler 
itemsets. Lemmas 3 and 4 explain the calculation of supports of general itemsets 
from half general ones.  

 
Lemma 1. Let X be a half general itemset where its ith item has “ ≤ ” as an operator 
and Vi,1 as a value. The support of X does not change if we convert the operator of the 
ith item to “=” and vice versa. 

 
Proof: Because Vi,1 is the smallest value for the ith attribute, there are no records in 
the dataset with a smaller value than it, therefore all records in t(X) must have the 
value Vi,1 for the ith attribute. So changing operator “ ≤ ” to “=” and vice versa does 
not change the support of the itemset. 

 
Lemma 2. Let X, Y and Z be half general itemsets that differ only in their ith item. 
They have the same attribute for the ith item but the operator of the ith item of X and 
Y is “ ≤ ” and the operator of the ith item of Z is “=”. The value of the ith item of X 
and Z is Vi,j  and the value of the ith item of Y is Vi,j-1 , so the ith item in X and Z has 
one higher value than the ith item in Y. Then the supports of these itemsets have the 
following relationship: 

Sup(X) = Sup(Y) + Sup(Z) 

Proof: Let ai be the attribute of the ith item of X, Y and Z. As the ith item of X 

is )( , jii Va ≤ , so for each )(Xtr ∈ , we have jii Var ,)( =  or jii Var ,)( <  where 

r(ai) is the value of r for attribute ai. Then t(X) can be partitioned into two subsets 
t(X1) and t(X2) according to the value of ai such that the itemset X1 contains ai=Vi,j, 
and the itemset X2 contains ai ≤ Vi,j-1 where the Vi,j-1 is the value before Vi,j. 

Therefore t(X) = t(X1) ∪ t(X2). As the operator of the ith item of Z is “=”, then the 
itemset Z is equal to X1. We can prove the same for itemsets Y and X2. Therefore 
we have t(X) = t(Y) ∪ t(Z), φ=∩ )()( ZtYt  and consequently we have sup(X) = 

sup(Y) + sup(Z).  
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Table 1. A simple dataset with four Attributes {A1, A2, A3, A4} 

Record Id A1 A2 A3 A4 
1 1 1 1 1 
2 1 1 2 1 
3 1 1 2 0 
4 2 2 1 0 
5 2 3 2 1 
6 2 2 3 1 
7 3 2 3 1 
8 3 2 4 0 
9 2 3 2 0 
10 4 3 4 1 
11 4 4 5 1 

Example 1. Suppose we have a dataset as in Table 1, and the itemsets X, Y and Z 
have the following definitions: 

)2()3()2( 321 ≤≤≤= AandAandAX  

)2()2()2( 321 ≤≤≤= AandAandAY  

)2()3()2( 321 ≤=≤= AandAandAZ  

Lemma 2 proves that Sup(X) = Sup(Y) + Sup(Z). As can be seen, the three itemsets 
differ in their second items. According to Lemma 2, we can partition X into the 
following itemsets: 

)2()2()2( 3211 ≤≤≤= AandAandAX  

)2()3()2( 3212 ≤=≤= AandAandAX  

Hence }4,3,2,1{)( 1 =Xt , Sup(X1) =4, }9,5{)( 2 =Xt ,and Sup(X2)=2.  

As )()()( 21 XtXtXt ∪=  then t(X) = {1,2,3,4,5,9} and Sup(X)=Sup(X1) + 

Sup(X2). As a result, Y=X1 and Z=X2, therefore Sup(X) =Sup(Y) + Sup(Z). 
 

By using Lemma 1 and Lemma 2, the support of each half general itemset can be 
calculated from supports of simpler itemsets. In other words, if X is a half general 
itemset, then by applying Lemma 1 and Lemma 2 recursively, t(X) can be partitioned 
into t(X1) ,.., t(Xn) where each Xi is a simple itemset. 
 
Lemma 3. If X is a general itemset that does not have any item with an attribute ai, 
then 

Sup(X ∪ (ai > Vi,j)) = Sup(X) – Sup(X ∪ (ai ≤  Vi,j)) 

Proof: Records of t(X) can be partitioned into two subsets such that t(X) = t(X1) ∪ 
t(X2), where t(X1) is the set of all records that have a value greater than Vi,j. (t(X1) = 
t(X ∪ (ai > Vi,j)) ) and t(X2) is the set of all records that has a value equal to or smaller 
than Vi,j, (t(X2) = t(X ∪ (ai ≤  Vi,j))). Then we have 

t(X) = t(X ∪ (ai ≤  Vi,j)) ∪ t(X ∪ (ai > Vi,j)) or 
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Sup(X) = sup(X ∪ (ai > Vi,j)) + Sup(X ∪ (ai ≤  Vi,j)) or 
Sup(X ∪ (ai > Vi,j)) = Sup(X) – Sup(X ∪ (ai ≤  Vi,j)) 

 
Lemma 4. If X is a general itemset that does not have any item with the attribute ai, 
then  

Sup(X ∪ (ai <> Vi,j)) = Sup(X) – Sup(X ∪ (ai = Vi,j)) 
 

Proof: The proof is similar to that of Lemma 3. 
 
Example 2. If we extract itemsets X, Y and Z from Table 1, with the following 
definitions:  

)2()3()2( 321 >≤≤= AandAandAX  

)2()3()2( 321 ≤≤≤= AandAandAY  

)3()2( 21 ≤≤= AandAZ  

then Lemma 3 proves that Sup(X) = Sup(Z) - Sup(Y). According to Table 1, we have: 

t(X)={6}, t(Y)={12,3,4,5,9}, t(Z)={1,2,3,4,5,6,9} 
t(X)=t(Z)-t(Y), so  )()()( YSupZSupXSup −= . 

5   The MGR Algorithm 

Although the number of general itemsets is exponentially higher than the number of 
simple itemsets, by applying the Lemmas of the previous section on itemsets in a 
systematic way, this enables the MGR algorithm to divide the problem into smaller 
ones and solve them more quickly. The main steps of the algorithm are as follows: 

i. Mining simple itemsets using one of the existing algorithms. 
ii. Mining half general itemsets from simple itemsets. 

iii. Mining general itemsets from half general itemsets. 
iv. Mining general rules from general itemsets. 

The first step is achieved by using one of the existing methods for mining simple 
itemsets. The last step is similar to other association rule algorithms and we do not 
focus on it here. The main steps of the algorithm are steps 2 and 3. The MGR 
algorithm does these steps by applying Lemmas 1, 2, 3 and 4 on itemsets in a tree data 
structure called an MGR tree.  

The MGR tree brings two benefits in mining general itemsets. Firstly, it facilitates 
finding itemsets in such a way that the Lemmas of section 4 can be applied more 
easily. Secondly, it breaks the problem of mining general itemsets from simpler 
problems. Before describing the MGR algorithm, we first explain the structure of the 
MGR tree.  

The root of the MGR tree contains no data. The nodes of the first level of the tree 
are called signatures. All itemsets inside a signature have the same attributes. It is 
designed so in order to facilitate applying Lemma 2, as itemsets in Lemma 2 have the 
same attributes. Nodes of the second level of the tree are called Half General Itemsets 
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(HGI) nodes. Itemsets inside an HGI node have the same values for corresponding 
items, so each HGI node has just one simple itemset. Nodes of the last level of the 
tree are called GI (General Itemset) nodes. Each GI node has just one half general 
itemset. Itemsets inside each GI node can be created from its half general itemset by 
converting operators “=” and “≤” to operators “≠” and “>” respectively. 

5.1   Mining Half General Itemsets 

At this step of the algorithm, the extracted simple itemsets are partitioned into 
signatures. By defining a lexographical order between attributes and using the order 
between values of each attribute, the simple itemsets in each signature can be sorted, 
which is very important in finding itemsets. In the second level of the tree, there are 
HGI nodes which contain half general itemsets. Each simple itemset corresponds to 
an HGI node at this level of the tree. Half general itemsets of an HGI node have the 
same values for corresponding items, the only difference being the item operators. 
Mining half general itemsets in each signature begins from the first HGI node and up 
to the last one. The crucial issue here is that HGI node itemsets must be created in 
order according to figure 2. This enables the MGR algorithm to have random access 
to itemsets of an HGI node. Figure 1 shows the process of mining half general 
itemsets in each signature. 

5.1.1   Illustrative Example of Mining Half General Itemsets 
In this section, we illustrate the process of calculating the supports of half general 
itemsets. Suppose that itemsets of figure 3 are simple itemsets that belong to the 
signature {A1, A2} and we want to calculate the supports of the half general itemsets 
of the signature. Figure 4 shows the HGI node of the first simple itemset. This HGI 
node is the first one that must be taken into account. The first itemset of this node is a 
simple itemset and its support is known. The supports of the other itemsets of the 
node are calculated by applying Lemma 1. Now let’s consider the next HGI node 
which is shown in figure 5. The support of the first itemset is given (simple itemset). 
Support of itemset K2 is calculated from the supports of itemsets K1 and I2 by 
applying Lemma 1. Support of itemset K3 is calculated by applying Lemma 1. The 
same process can be done for other HGI nodes. In fact, we use the itemsets of the 
previous HGI nodes to calculate supports of an HGI node. If one of the required 
itemset does not exist, the process will be repeated to calculate its support. We 
suppose that absent simple itemsets have zero supports. 

5.2   Mining General Itemsets 

The process of mining general itemsets from half general itemsets is similar to the 
process of mining half general itemsets from simple ones. For each extracted half 
general itemset, a GI node (General Itemset node) will be created. These GI nodes 
will contain general itemsets that can be created from the half general itemsets by 
converting operators (=, <=) to operators (!=, >) respectively. Similar to the process of 
creating half general itemsets, we can generate general itemsets inside GI nodes in 
such a way that we can have random access to them. This process is done by 
considering operators (=, <=) as low rank and by assuming that items of itemsets are 
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MineHalfGeneralItemsets (Signature) 
1)Sort Simple Itemsets of the Signature; 
2) For each simple itemset 
         Create corresponding HGI node; 
3) For each HGI node 
        Create the half general itemsets in 
        order using the method of figure 2; 
4) For each half general itemset  

Calculate support using Lemmas 1, 2 

 
Fig. 1. Procedure: Mining half general 
itemsets inside a signature 

  

Fig. 2. Half general itemsets inside an 
HGI node 

 

 
 

Fig. 3. Simple itemsets of the Signature 
{A1, A2}  

 

 
 

Fig. 4. Itemsets of the first HGI node 

 
 

Fig. 5. Itemsets of the second HGI node 

sorted based on the attribute ranking. Figure 7 illustrates the process of creating 
general itemsets inside a GI node. The corresponding half general itemset of the node 
in the figure is ‘(A1=3) and (A2≤ 4) and (A3≤ 2)’. It is the first itemset of the GI node. 
As this itemset has operators {=, ≤, ≤} (low rank operators), its address in the GI node 
will be 0. The next itemset will be generated from the above itemset by converting the 
operator of the last item from ≤ to >. The created itemset has operators {=, ≤, >} for 
corresponding items (high rank operator for the last item), so its address in the GI 
node will be 001 or 1. The next itemset will have operators {=, >, ≤}, so its address in 
the GI node will be 010 or 2 (high rank operator for the middle item). The fourth 
generated itemset is ‘(A1=3) and (A2>4) and (A3>2)’ which has operators {=, >, >} 
and is located at address (011) (high rank operators for the last two items). The other 
itemsets will be created in the same manner.  
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After generating itemsets inside GI nodes, the next step is to calculate the supports 
of itemsets. The main difference between calculating supports of half general itemsets 
and general itemsets is the fact that each GI node must have addresses of its parents. 
The parents of a k-itemset are the k-1 subsets. For example, (A1=3) is a parent of the 
itemset (A1=3) and (A2=2). Having addresses of the parents facilitates the application 
of Lemmas 3 and 4. Figure 6 shows an algorithm to extract general itemsets.                                      

 
 
MineGeneralItemset (Signature)  
1) for each half general Itemset:  

• Create Corresponding GI 
node 

• Find the address of its 
parents 

2) For each HGI node : 
• For each GI node: 

 Create general itemsets 
according to figure 4; 

 Calculate the support of 
each general itemset using 
Lemmas 3 and 4 

  

Fig. 6. The procedure of mining 
general itemsets of a signature 

 

 
 

 

Fig. 7. General itemsets inside a GI node 

5.3   Time Complexity and Memory Management of the MGR Algorithm  

Mining half general itemsets from simple itemsets is approximately of linear 
complexity with regard to the number of simple itemsets. For each simple k_itemset, 

there are k2  half general itemsets. According to Lemma 2, in order to compute the 
support of each half general itemset we need to search two half general itemsets. The 
complexity of searching one of them is log(s) where s is the average number of 
itemsets in signatures. The other itemset is located in the same HGI node as we have 
random access to half general itemsets of an HGI node, so its time complexity is 
negligible. Hence the overall time complexity of mining half general itemsets is equal 

to )(log2 2 snk  where n is the number of simple itemsets and k is a constant with its 

maximum value equal to the number of attributes. Here nk2 is the average number of 
half general itemsets.  

The average number of half general itemsets in signatures can be calculated from 
the following relation: 

 
s= (total number of half general itemsets)/ (number of signatures)  

 

where (number of signatures) = 12 −I ,(number of half general itemsets) ≤ In 2.  
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To generate general itemsets, we should first sort the signatures 

( )12log()12( −− II ). Then according to the section 5.2, we should find all the k-

1_itemsets for each half general k_itemset ( sknk
2log..2 ), finally the algorithm 

must calculate the supports of all half general itemsets ( )1(24 1 kn kk +− ).  

So, the overall time complexity of the MGR algorithm is equal to  

)()log()log( 22 nnnsn Θ+Θ+Θ  or by substituting s, 

)()log()log( 22 nnnnn Θ+Θ+Θ  or in fact )log.( nnΘ . 

The other advantage of using an MGR tree is partitioning the problem into smaller 
ones. As seen in previous sections, mining itemsets in each signature can be done 
independently to the other signatures. It means that in each phase of mining itemsets, 
only holding one signature and its ancestors in main memory is sufficient. From the 
memory management point of view, it means that the MGR algorithm can be applied 
to large datasets without the need to hold all itemsets in main memory. From a 
parallel processing point of view, it means that mining itemsets in signatures can be 
done by different processors without any deadlock. 

6   Experimental Results 

6.1   Requirements of the Algorithm 

The first step of the MGR algorithm, which is about mining simple itemsets, has great 
effect on the output of the algorithm. If there is no restriction on the supports of 
simple itemsets, the MGR algorithm can extract all general itemsets. If we set a non-
zero value for support-threshold of simple itemsets, some infrequent itemsets will not 
be presented to the MGR algorithm. Absence of these itemsets has two effects on the 
output of the algorithm. Firstly, the algorithm ignores constructing HGI nodes 
corresponding to those simple itemsets which leads to the loss of all general itemsets 
belonging to those HGI nodes. Secondly, it causes errors in calculating the supports of 
general itemsets because the absent itemsets have an effect on supports of general 
itemsets. In order to achieve high quality rules, the support-threshold of simple 
itemsets must be low. In the experimental results of the following sections, the 
support threshold of simple itemsets is set to zero. 

6.2   Experimental Results  

In order to present the efficiency of the MGR algorithm, we compare it with an 
extension of the Apriori algorithm which mines general itemsets over combinations of 
base intervals similar to [11]. The Apriori algorithm is implemented using the Trie data 
structure and has better performance than many known algorithms [4]. It is designed so 
that its output is similar to the output of the MGR algorithm. This helps effective 
comparison of the algorithms. Extending the FP-growth algorithm [7] to mine general  
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itemsets has difficulties because each branch of the FP-tree will contain items with 
similar attributes. For example, a record that has value 1 for attribute “A1” can cover 
items {(A1=1), (A1<=1), (A1<=2), (A1<=3), (A1<=4), (A1<>2), (A1<>3),..} etc.  

 

 

 

Fig. 8. MGR Vs Extended Apriori on 
synthetic dataset 

Table 2. Properties of the synthetic dataset  

Number of non class 
attributes 
Domain values of non-
class attributes 

Number of classes 
Number of records 
Error ratio 
Missing values ratio 

4 
 

{0,1,2,3,4} 
 
3 
100,000 
0.1 
0 

 
All such items will exist in each branch of the FP-tree which causes trouble, as 

each itemset must have just one item with A1 attribute. In order to avoid such 
difficulties, we do not use the FP-growth algorithm. We apply the algorithms on a 
synthetic dataset which is created using the DataGen tool [12]. Table 2 contains the 
details of the dataset. Figure 8 represents the execution time when applying both the 
extended Apriori and MGR algorithms to extract general itemsets from the synthetic 
dataset. The support threshold of simple itemsets using the MGR algorithm was set to 
zero.  

As can be seen, the execution time of the MGR algorithm on the synthetic dataset 
is more than an order of magnitude lower than for extended Apriori. The total 
execution time of MGR is less than 120 seconds, while the execution time of 
extended Apriori with supports higher than 5% is about 21167 seconds. It can be 
inferred that the performance of the MGR algorithm is independent of the number of 
records or the size of the dataset (see figures 9 and 10). Figures 9 and 10 represent the 
execution time of the MGR algorithm with respect to the number of records. Figure 9 
shows the total execution time of the MGR algorithm, which consists of mining 
simple itemsets and mining general itemsets. Figure 10 only shows the execution time 
for mining general itemsets from simple ones. As can be seen, the total execution time 
of the algorithm is almost linear irrespective of the number of records. It is easily 
inferred from figures 9 and 10 that mining general itemsets from simple itemsets is 
approximately constant and in fact, it is mining simple itemsets that is linear with 
regards to the number of records.  
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Fig. 9. Total MGR execution time  Fig. 10. Mining general items 

7   Conclusions 

In this paper, we proposed a time and space-efficient new algorithm for mining 
general association rules from tabular data. Decomposing the problem into several 
sub problems and employing the MGR tree makes the algorithm efficient in terms of 
time-complexity and memory requirements. The possibility of holding most of the 
MGR tree in secondary memory (hard disk) also makes the algorithm more space-
efficient. In particular, it was shown that the algorithm stores candidate general 
itemsets in a tree structure in such a way that supports of complex itemsets can be 
recursively computed from supports of simpler itemsets. 

As general rules can have equality and other comparison operators 
like },,,,,{ =≠><≥≤ , we can discover more sophisticated patterns in data. As 

general rules have higher support and confidence than simple ones, they can represent 
more powerful patterns. In this paper, we have shown the power of general 
association rules to describe data, however we have not yet offered an approach to 
prune unnecessary general rules. More experiments will be done to compare the 
general and simple rules extracted from the Balance dataset [8]. In addition, further 
work will address ways for pruning insignificant rules as well as the potential for 
parallelizing the algorithm. 
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Abstract. Intrusion Detection Systems (IDS’s) monitor the traffic in computer 
networks for detecting suspect activities. Connectionist techniques can support 
the development of IDS’s by modeling ‘normal’ traffic. This paper presents the 
application of some unsupervised neural methods to a packet dataset for the 
first time. This work considers three unsupervised neural methods, namely, 
Vector Quantization (VQ), Self-Organizing Maps (SOM) and Auto-Associative 
Back-Propagation (AABP) networks. The former paradigm proves quite 
powerful in supporting the basic space-spanning mechanism to sift normal 
traffic from anomalous traffic. The SOM attains quite acceptable results in 
dealing with some anomalies while it fails in dealing with some others. The 
AABP model effectively drives a nonlinear compression paradigm and 
eventually yields a compact visualization of the network traffic progression.   

Keywords: Intrusion Detection System, Network Security, Vector 
Quantization, Self-Organizing Map, Auto Associative Back Propagation. 

1   Introduction 

Automatic detection of anomalous traffic is one of the crucial topics in the area of 
network communication. Intrusion Detection Systems (IDS’s) [1] are designed to 
monitor the traffic in computer networks and generate alerts, or trigger defensive 
actions, when suspect activities are detected. Nowadays, IDS’s have become common 
elements in modern infrastructures to enforce network policies; nonetheless, some 
scientific issues remain open in IDS’s development and run-time operation.  

Today’s IDS implementations address either misuse intrusion detection (MID) or 
anomaly intrusion detection (AID) [1]. MID systems recognize known attack patterns, 
and typically discriminate normal from malicious traffic by using a knowledge base 
of rules. MID suffers from two basic drawbacks: the set of rules is susceptible to 
inconsistencies and continuous updating is required to incorporate unseen attack 
patterns. From a different perspective, AID systems embed a model of ‘normal’ 
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traffic and generate alerts when ‘abnormal’ events are detected. These techniques do 
not use sets of rules, and can support time-zero detection of novel attack strategies; 
however, AID systems require consistent modeling of normal traffic. Accuracy in 
detection proves indeed the major limitation of such approach [1]. To circumvent that 
issue, data-driven techniques have been applied to IDS’s models; in particular, 
connectionist models (supervised and unsupervised approaches) have been profitably 
used. Supervised methods [1], [2], [3] tackle intrusion detection as a binary 
classification problem (i.e., normal vs. abnormal traffic). They can attain quite 
accurate results; in fact, the need for data labeling in the set-up phase and the 
continuous evolution of attack types often lead to a very expensive training process. 
Unsupervised methods [1], [4], [5] first extract features from traffic data and then 
apply unlabelled learning methods: the goal is to identify the significant portions of 
the feature space that support the distribution of normal traffic, whereas outliers will 
mark abnormal traffic activities. Unsurprisingly, supervised methods outperform 
unsupervised approaches at identifying known patterns [1]; by contrast, the latter ones 
prove more robust when coping with unknown attacks in a dynamic scenario, and 
therefore have been chosen as the scientific baseline for the present research. 

This paper tackles the anomaly detection task by analyzing the performance of 
three different unsupervised paradigms: Vector Quantization (VQ) [6], Self-
Organizing Maps (SOM) [7] and Auto-Associative Back-Propagation (AABP) neural 
networks [8]. These unsupervised paradigms have been previously applied to 
intrusion detection but the novelty of this paper is based on the issue that they deal for 
the first time with packet datasets. The VQ model represents a powerful technique to 
support the basic space-spanning mechanism, i.e. normal traffic vs. anomalous traffic. 
The SOM focus the intrusion detection task from a similar perspective as it generates 
a 2D mapping that preserves the topological properties of the input space. Finally, the 
AABP-based approach tackles the anomaly-detection problem in terms of 
dimensionality reduction, thus supporting a nonlinear compression that eventually 
leads to a compact visualization of the network traffic evolution. 

The experimental domain involves both normal traffic and anomalous traffic 
ascribed to the Simple Network Management Protocol (SNMP), which represents one 
of the top 5 most vulnerable services [9]. Empirical tests involved a dataset previously 
used in literature for unsupervised analysis [10], [11]. As it has been previously 
mentioned, a great amount of connectionist models (including VQ, SOM and AABP) 
have been already applied to intrusion detection. They have been applied to the KDD 
dataset [12], which contains information about TCP connections. On the contrary, in 
this work, unsupervised learning is applied to a dataset containing information from 
the packet level. That is, information extracted from the header of network packets, 
providing a complementary intrusion detection point of view. 

2   A Connectionist-Based Framework for IDS 

The general scheme for the proposed connectionist-based framework for intrusion 
detection can be summarized as follows (Fig. 1):  



720 Á. Herrero et al. 

• packets traveling through the network are intercepted by a capture device;  
• traffic is coded by a set of features spanning a multidimensional vector space;  
• the connectionist model operates on feature vectors and yields as output a suitable 

representation of the network traffic. 

NETWORK 
CAPTURE 

n-dim 
vector packet PACKET

PROCESSING
CONNECTIONIST 

MODEL 

IDS output 

network  traffic 

 

Fig. 1. The connectionist-based IDS framework 

The connectionist model clearly is the actual core of the overall IDS. That module 
is designed to yield an effective representation of network traffic, thus providing a 
powerful tool for the automated identification of traffic anomalies. Hence, the 
effectiveness of the overall approach strictly relates to the successful support to the 
network supervisor at detecting offending attacks. In the proposed scheme, the 
connectionist component processes an n-dimensional vector that has been previously 
assembled by a “packet processing” module, which extracts numerical features 
associated with each network packet. Thus, as a novelty, the proposed IDS operates at 
the packet level and not at the connection level as other models do [12], [13], [14]. 
The design of the feature set is indeed a crucial issue [15]. In principle timestamp, 
source and address port, and protocol can uniquely identify a connection [16]. When 
dealing with Transmission Control Protocol (TCP) traffic, additional features may be 
required (e.g. to track connection state [17]); instead, User Datagram Protocol (UDP) 
traffic can be effectively characterized by a reduced feature set [10]. 

A connectionist approach appears consistent with the AID problem setting mainly 
because it allows a system to empirically learn the input-output relationship between 
raw traffic and subsequent interpretation. The crucial advantage is that the eventual 
outlier-detection method does not require any a-priori analytical formulation of the 
underlying phenomenon. In principle, any unsupervised method applies to the 
involved representation process; actually, this work explores the performance of three 
specific paradigms: Vector Quantization, Self-Organizing Maps and Auto-Associative 
Back-Propagation. 

3   Unsupervised Methods for IDS Implementation 

3.1   Vector Quantization 

VQ is important in high-dimensional information processing, since represented data 
and representation codes are expressed in the same domain. The information-
representation paradigm aims to partition the data space into several portions, each 
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one identified by a specific reference codevector, or prototype; hence, VQ is very 
useful for data representation and compression applications.  

The crucial point determining a VQ system performance is represented by the 
codevector-positioning algorithm. The classical formulation of the VQ training 
problem can be set as follows. The n-dimensional data space is partitioned by a set of 
prototypes, V={vi∈ℜn, i=1,..,Np}, which lie at “significant” positions in the data 
space; each prototype covers the samples lying within its associate partition. To 
assign a prototype to each sample, a best-match criterion minimizing a distortion cost 
is used. Euclidean metrics is usually adopted to measure distortion; hence a data 
sample, x∈ℜn, is associated with the prototype, v*(x) ∈ V, that satisfies 

( ) { }2
minarg vxxv
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−=
∈

∗
V  

(1) 

The VQ-representation problem implies finding the optimal codebook, V+, that 
minimizes the overall distortion:   

min ( ) ( ) ( )∫ℜ
∗−= n dpPE xxxvx

2
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The actual sample distribution p(x) is not known a priori, hence the integral cannot 
be computed analytically in any but very peculiar cases. Therefore, one usually 
resorts to an empirical estimation of the involved distortion: a set of training samples, 
X={xl∈ℜn, l=1,..,Nd}, drives vector positioning to minimize the empirical cost: 
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In this research, the VQ training algorithm is based on the "Plastic Neural Gas" 
(PGAS) [6] model for neural network training. The PGAS algorithm is an adaptive 
version of the conventional ‘neural gas’ framework [18], to which it added the ability 
of dynamically creating and deleting prototypes. The PGAS method is guaranteed to 
converge in a finite number of steps and, as compared with the neural gas approach, 
does not suffer from the problem of “dead vectors.”  

3.2    Self-organizing Maps 

The well known Self-Organizing Map (SOM) [7] is composed of a discrete array of L 
nodes arranged on an N-dimensional lattice and it maps these nodes into  
D-dimensional data space while maintaining their ordering. The dimensionality, N, of 
the lattice is normally smaller than that of the input data. Thus, the SOM provides low 
dimensional representations of multi-dimensional datasets while preserving the 
topological properties of the input space. The SOM is based on a type of unsupervised 
learning called competitive learning; an adaptive process in which the neurons in a 
neural network gradually become sensitive to different input categories, sets of 
samples in a specific domain of the input space [19]. This can be seen in the SOM 
update of neighbourhood neurons: 

( ))()(),,()()()1( twtxtkvttwtw vkk −+=+ ηα  (4) 
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where vw  is the winning neuron, α the learning rate of the algorithm, ),,( tkvη  is the 

neighbourhood function where v represents the position of the winning neuron in the 
lattice and k the positions of the neurons in the neighbourhood of this one, x is  
the input to the network, 

To evaluate the adaptation quality of the map to the dataset, two different measures 
have been used: topographic [20] and quantization [21] error. 

3.3   Auto-associative Back-Propagation Networks 

Auto-Associative Back-Propagation (AABP) networks constitute an unsupervised 
variant of the general Multi-Layer Perceptron (MLP) model, which belongs to the 
feedforward class of neural networks [23]. A conventional MLP includes three layers 
(input, ‘hidden’ and output), and associates an input vector, x∈ℜD, with an output 
vector, y∈ℜQ, computed as: 
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where σ() is the sigmoidal function, Nh is the depth of the sigmoid series expansion, 
and W represents the coefficients of the weights for the interconnections between the 
layers. The empirical Back-Propagation (BP) algorithm [23] drives the weights, W, so 
that the network best reproduces the desired mapping over a given training set.  

The AABP model forces target outputs to coincide with the network inputs: t ≡ x., 
hence the network should replicate the training sample distribution Since the hidden 
layer is typically smaller than the input/output ones, the goal is to reduce data 
dimensionality. At run-time, an AABP network associates each input vector with the 
‘coding’ values computed by the hidden neurons, and therefore supports a (lossy) 
compression of input data into a lower-dimensional space. The sophisticated AABP 
model proposed in [8] involves a Non-Linear Principal Component Analysis 
(NLPCA) architecture. 

The crucial difference from classical AABP is that the mapping and reconstruction 
sections include an additional layer of neurons. The NLPCA architecture retains the 
universal approximation ability of BP networks [8]. At run-time, the five-layer 
resulting network operates in the same way as a three-layer AABP: the outputs of the 
‘coding’ layer yield the low-dimensional representation of each input vector. 

The increased power of representation conveyed by the NLPCA augmentation is 
remarkable. The main advantage is that the compressed representation does not relate 
to any linear model (as Principal Component Analysis [22]). Non-Linear techniques 
fit those domains in which a non-linear representation best encompasses the observed 
empirical phenomenon. 

4   Unsupervised Connectionist Methods for IDS’s  

The main demonstration domain of the present research involves traffic anomalies 
within SNMP, which is a part of the Transmission Control Protocol/Internet Protocol 
(TCP/IP) protocol suite. SNMP supports the exchange of management information 
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between network devices at the application layer. SNMP data are liable to attacks that 
may compromise system security [9]. This paper addresses two types of attacks 
relying on the SNMP protocol:  

• SNMP port scan/sweep: a port scan attempts to count the services running on a 
group of machines by probing ports for response. A port sweep provides 
information on security weaknesses.  

• MIB information transfer: the Management Information Base (MIB) is a collection 
of information concerning managed devices, including sensitive data. SNMP is 
used to access MIB objects.  

4.1   The Feature Set 

The eventual network-based IDS for the detection of SNMP anomalous traffic is 
structured as shown in Figure 1. The “feature extraction” component (Section 2) 
generates feature vectors by working out information contained in the packet header. 
In the present research, network packets are characterized by using the set of features 
that already proved to be effective for detection of anomalous SNMP traffic [10]. 
These features can be listed as follows:  

• Protocol ID: an integer number that identifies the protocol of the packet.  
• Source port: the port number of the device that sent the packet. 
• Destination port: the port number of the host to which the packet is sent. 
• Size: the packet size (in Bytes).  

The four-dimensional space feeds the connectionist component, which is entitled to 
embed the intrusion-detection task. In the following, the set-up of the VQ-based 
system and the AABP-based system are introduced.  

4.2   Set-Up of the Unsupervised Connectionist Models 

The VQ paradigm represents a powerful tool to tackle the crucial task that 
characterizes an AID model: the definition of the ‘normal’ traffic profile. Thus, the 
VQ-based IDS is designed to operate as a ‘smart’ traffic analyzer, which 
automatically identifies anomalous traffic, i.e. network packets that do not belong to 
the normal profile. The training phase uses empirical data to configure the prototype 
set V+, which should single out the normal profile in the 4-dimensional space that 
characterizes the network packets. At run-time, the VQ-based component classifies 
the incoming network packets according to the normal profile defined in the training 
phase; thus, apposite alarms are generated when a network packet lies in a sector of 
the 4-dim space that is not associated to the normal profile.  

As compared with the VQ paradigm, AABP neural networks represent an 
intriguing alternative for unsupervised learning, especially when considering its non-
linear formulation [8]. The present research exploits the NLPCA architecture to 
generate a two-dimensional representation of the network traffic by starting from the 
four-dimensional space defined by the feature set. Hence, the AABP neural network 
supports the mapping of raw data extracted from traffic sources into an intuitive 
visual representation. 
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5   Experimental Results 

The three unsupervised approaches to IDS development were tested by using the data 
set used in [10]. This data set contained network packets captured from UDP traffic, 
as SNMP uses UDP as the transport protocol for passing data between managers and 
agents. Hence, the data set included only packets using UDP as transport layer and IP 
as network layer, and a total of 5866 samples (i.e. network packets) spanned a four-
dimensional feature space. 

5.1   VQ Paradigm 

The PGAS training algorithm drove the unsupervised partitioning of the four-
dimensional space. The present research exploited the plasticity feature of PGAS to 
properly size the cardinality of the prototype set; to this purpose, Figure 2.a reports 
the results obtained by the training phase. The graph gives on the x-axis the 
cardinality, Np, of the prototype set, which dynamically grows; the corresponding 
analog cost is plotted on the y-axis. Figure 2.a shows that the analog cost dramatically 
decreases in the range 1 ≤ Np ≤ 4; then, for Np > 4 the curve is characterized by an 
asymptotic behavior. Np = 14 appears to be the suitable cardinality of the eventual 
prototype set V+, as the curve exhibits small oscillations for 6 ≤ Np ≤ 12.  
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Fig. 2. Results obtained by the PGAS algorithm: (a) training phase; (b) test results 

To provide a qualitative assessment, Figure 2.b presents the results obtained on the 
test set by displaying the true-positive (tp) rate and the false-positive (fp) rate for the 
different cardinalities of the prototype set. The graph clearly shows that the best 
performance (tp = 100% and fp = 0.01%) is attained with Np ≥ 14. Thus, the PGAS 
algorithm proved to be a powerful tool to tackle anomalous traffic detection.           

5.2   Self-organizing Map 

The SOM was applied to the previously described data set. A 30x20 neuron lattice 
was generated to perform the dimensionality reduction. The mapping obtained after 
training is shown in Figure 3. For a better understanding of results, the neurons have 
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been labeled (See Fig. 3.a) with class information. Each instance in the dataset 
includes the class value according to: C1 - normal traffic, C2 - port sweeps and C3 - 
MIB transfer. 

As can be seen in Figure 3.a, there are 3 groups of neurons (Groups 1, 2 and 3) 
modeling most of the normal traffic (C1). All the packets related to the port sweeps 
(C2) are identified by neurons constituting Groups 4 and 5. The rest of the neurons 
identify packets related to normal traffic as well as packets related to the MIB 
information transfer (C3). Figure 3.b shows the associated U-matrix. 

The quality measures associated to the results shown in Figure 3 are: quantization 
error= 0.011 and topographic error= 0.2. 

 
 

(a) (b) 

Fig. 3. Best results obtained by the SOM: (a) labeled map and (b) associated U-matrix 

5.3   AABP Paradigm 

According to the set-up introduced in Section 4, the eventual AABP-based IDS was 
trained to map the original four-dimensional space into a two-dimensional space for 
an intuitive visualization of the traffic progress. In the experiments presented here, the 
configuration of the AABP network included a number of 30 nodes in the hidden 
layers (coding and reconstruction), while of course the number of neurons in the 
middle layer was Nh=2. Although theoretical studies did not succeed in providing any 
established design criterion to set the number of a network’s hidden nodes, the 
literature provides practical criteria [24] for dimensioning a network size, in order to 
ensure prediction accuracy while minimizing the risk of overfitting training data. In 
summary, the architecture of the overall AABP network was set as follows: 4 nodes in 
the input layer, 30 nodes in the compression layer, 2 nodes in the coding layer, 30 
nodes in the decompression layer, and 4 nodes in the output layer.  

Group 5

Group 4 

Group 3

Group 1
Group 2
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(a) (b) 

Fig. 4. Traffic visualization: (a) NLPCA projection; (b) PCA projection 

Figure 4 shows the projection obtained by NLPCA (Fig. 4.a) and PCA (Fig. 4.b). 
The graph gives on the x-axis and y-axis the outputs of the two neurons in the middle 
layer, i.e. the compressed representation of the signal; besides, the z-axis gives the 
time evolution of the packets. In Figure 4.a, gray markers characterize the normal 
traffic, while black crosses are used to mark port sweeps and black circles are used to 
mark the MIB information transfer. One can easily note that the proposed NLPCA-
based system manages to identify the two anomalous situations contained in the data 
set: the MIB information transfer (Groups A and B in Figure 4.a) is identified due to 
its orthogonal direction with respect to the normal traffic and to the high density of 
packets; the sweeps (Groups C, D and E in Figure 4.a) are identified due to their non-
parallel direction to the normal one. In this type of visualization, normal traffic is 
associated to straight lines evolving in parallel directions. 

For comparison purposes, PCA was also applied to the same problem. As can be 
seen in Figure 4.b, PCA was only able to identify the port sweeps (Groups C, D  
and E), while it failed to detect the MIB information transfer (Groups A and B) 
because the packets in this anomalous situation evolve in the same way (a parallel 
direction) as the “normal” one. 
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Abstract. This work presents a research on the performance capabilities of an 
extension of the ViSOM (Visualization Induced SOM) algorithm by the use of 
the ensemble meta-algorithm and a later fusion process. This main fusion 
process has two different variants, considering two different criteria for the 
similarity of nodes. These criteria are Euclidean distance and similarity on 
Voronoi polygons. The capabilities, strengths and weakness of the different 
variants of the model are discussed and compared more deeply in the present 
work. The details of several experiments performed over different datasets 
applying the variants of the fusion to the ViSOM algorithm along with same 
variants of fusion with the SOM are included for this purpose. 

1   Introduction 

A general way of boosting the stability and classification capabilities of classic 
classifiers (such as decision trees) is the construction of ensembles of classifiers [4], 
[5]. Following the idea of a ‘committee of experts’, the ensemble technique consists 
of training several identical classifiers on slightly different datasets in order to 
constitute a ‘committee’ to classify new instances of data.  

Topology Preserving Maps  [1], which include the Self-Organizing Maps (SOM) 
[2] and the Visualization Induced SOM (ViSOM) [3], were originally created as a 
visualization tool; enabling the representation of high-dimensional datasets onto two-
dimensional maps and facilitating the human expert the interpretation of data. The 
main problem of these unsupervised techniques is their inherent instability. Even 
running the same algorithm using the same parameters and dataset can yield quite 
dissimilar results. 

The ensemble meta-algorithm approach can be used on several topology preserving 
models to improve their stability and visualization performance. This is done by the 
training of several complementary networks and computing a fusion of them that 
outperforms each of its composing individually. This work main objective of this 
research is to present a study of the characteristics and performance of two different 
variants of the fusion process. 

The rest of the paper is organized as follows: In section 2 the basics of the Self-
Organizing Maps and its extension the Visualization Induced SOM, along with some 
quality measures for this kind of maps are presented. Section 3 is dedicated to the 
explanation of the ensemble training and the latter fusion process (which includes two 
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variants). Section 4 includes the details of several experiments performed using 
several real datasets over the two different variants, with comparison of the strengths 
and weakness of each one. Finally, section 5 contains the conclusions and directions 
of future work extracted form the present work. 

2   Quality Measures for Topology Preserving Models 

2.1   The ViSOM Learning Algorithm 

In this study, two different models will be applied:  the Self-Organizing Map (SOM) 
and its variant the Visualization Induced SOM (ViSOM). Both the SOM and the 
ViSOM models belong to a family of techniques with a common target: to produce a 
low dimensional representation of the training samples while preserving the 
topological properties of the input space. The best known technique is the Self-
Organizing Map algorithm [2]. It is based on a type of unsupervised learning called 
competitive learning; an adaptive process in which the neurons in a neural network 
gradually become sensitive to different input categories, sets of samples in a specific 
domain of the input space [1]. 

An interesting extension of this algorithm is the Visualization Induced SOM [3], 
[6]  proposed to directly preserve the local distance information on the map, along 
with the topology. The ViSOM constrains the lateral contraction forces between 
neurons and hence regularises the interneuron distances so that distances between 
neurons in the data space are in proportion to those in the input space.  

The difference between the SOM and the ViSOM hence lies in the update of the 
weights of the neighbours of the winner neuron as can be seen from Eq. (1) and Eq. (2).  
Update of neighbourhood neurons in SOM: 
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Update of neighbourhood neurons in ViSOM: 
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where vw  is the winning neuron, α the learning rate of the algorithm, ),,( tkvη  is the 

neighbourhood function where v represents the position of the winning neuron in the 
lattice  and k the positions of the neurons in the neighbourhood of this one, x is the 
input to the network and λ  is a “resolution” parameter, vkd  and vkΔ  are the 

distances between the neurons in the data space and in the map space respectively. 

2.2   Quality Measures 

To evaluate the quality of the adaptation of the map to the dataset represented several 
different measures have been devised [7]. A very widely known measure, used to 
indicate how good the units (neurons) of the map approximate the data on the dataset, 
is the mean square quantization error (MSQE). It is widely used as a measure of the 
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quality of vector quantization algorithms, but it can be easily adopted for SOM and 
ViSOM algorithms as represented in Eq. 3: 
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where D  is the number of data in the dataset D, and )( ixbm is the best matching unit 

of the map to the data sample ix of the dataset. 

The other main characteristic of the Self-Organizing Maps is their topology 
preservation. As explained in [8], when using a constant radius for the neighbourhood 
function of the learning phase of a SOM; there exists a function that the algorithm 
optimizes. This function, called distortion measure in this work, can be used to 
measure the overall topology preservation of a map. It is computed as shown in Eq. 4, 
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where jbi
h represents the neighbourhood function between the best matching unit and 

every other unit in the map. 
Also the topology error measure will be mentioned in this work. It is one of the 

first and simplest topology measures. It consists on finding the first two best matching 
units for each entry of the dataset and testing whether the second is in the 
neighbourhood of the first or not. This can be computed as a normalized single value, 
indicating the overall quality of the map or decomposed to be visualized over each 
neuron of the map [7]. 

3   Topology Preserving Mapping Fusion 

3.1   Use of the Ensemble Meta-algorithm 

This technique was in its conception aimed at improving the performance of 
classification algorithms. It has been observed in several studies that although one of 
the classifiers in an ensemble would yield the best performance, the sets of patterns 
misclassified by the different classifiers would not necessarily overlap. This suggests 
that different classifier designs potentially offer complementary information about the 
patterns to be classified and could be harnessed to improve the performance of the 
selected classifier [4]. The main problem of competitive learning based networks is 
that are inherently unstable due to the nature of their learning algorithm. The leading 
idea of this work is that the effect of this instability may, however, be minimized by 
the use of ensembles [9]. The learning algorithm of the topology preserving maps 
family specifies that their composing units (or neurons) specialize during the 
algorithm iterations in recognizing a certain type of patterns, which determines also 
the topology of the map. Similarly to classification process, we can infer that the 
regions of the maps that do not represent trustfully the real nature of the dataset do not 
necessarily overlap. Therefore, the visualization of a single map might be improved 
by adapting each of the composing units of a map in the best way possible to the 
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dataset under study by using ensemble techniques, as they offer complementary 
visualizations of the maps. 

Among the ensemble algorithms, the most complex types try to combine not only 
the results but the whole set of classifiers in order to construct a single better one that 
can outperform its individual components. In the case of this paper this perspective, 
the concept of a single “summary” or “synthesis” of the patterns stored within the 
whole ensemble, is the one followed to improve the model performance. The main 
objective is to obtain a unique map that may be seen to represent in the clearest and 
most reliable way as possible the different features contained in the different maps in 
the ensemble. 

3.2   Fusion Variants Under Study 

Several of ensemble techniques have been applied to the SOM  [10], ViSOM [11] and 
other topological mapping networks, mainly for classification purposes. 

Under the context of the visualization however, some adaptations are necessary to 
build a meaningful combination of the maps they represent. In this work a main 
algorithm for mapping fusion with two different variants is used for the first time in 
combination with the ViSOM. The objective is the comparison of the two in order to 
obtain conclusions that can be used in further studies to generate a more accurate model. 

The procedure is the same for the training of the networks that compose the 
ensembles. All are trained using typical cross-validation, with the dataset divided into 
several folders, leaving one of them out to test the classification accuracy. To train the 
network ensemble the meta-algorithms called bagging [12] is used. It consists on 
obtaining n subsets of the training dataset through re-sampling with replacement and 
trains individual classifiers on such re-sampled subsets. This permits to generate n 
different trained networks which are combined into a final network that is expected to 
outperform each of them individually. The combination of maps is done once all the 
networks composing the ensemble have finished their training.  

This combination is done in a neuron by neuron basis. That is, neurons that are 
considered ‘near enough’ one to the other are fused to obtain a neuron in the final fused 
network. This is done by calculating the centroid of the weights of the neurons to fuse: 
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That process is repeated until all neurons in all trained networks are fused into a 
unique final one. The criteria to determine which neurons are ‘near enough’ to be 
fused is what determines the two variants of the main algorithm. 

Criterion 1: Voronoi Polygons. Each neuron in a Self-Organizing Map can be 
associated with a portion of the input data space called the Voronoi polygon. That 
portion of the input multi-dimensional space is the portion that contains data for 
which that precise neuron is the Best Matching Unit (BMU) of the whole network [1]. 
It is therefore a logical conclusion to consider that neurons that are related to similar 
Voronoi polygons can be considered similar between them, as they should be situated 
relatively close in the input data space. 

To calculate the dissimilarity between two neurons, a record of which data entries 
activated each neuron as the BMU can be kept. This can be done easily associating a 
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binary vector to the neuron which length is the size of the dataset and contains ones in 
the positions where the neuron was the BMU for that sample and zeros in the rest of 
positions. The dissimilarity (i.e. the distance) between neurons can therefore be 
calculated as: 

∑
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being r and q the neurons to determine their dissimilarity and vr and vq the binary 
vectors relating each of the neurons with the samples recognized by it. A much more 
detailed explanation can be found in [13]. 

The main problem with this proximity criterion is that it depends on the 
recognition of data by the network, rather than on the network definition itself. This 
means that a neuron that does not react as the BMU for any data could be considered 
similar to another neuron with the same characteristic, although they can be relatively 
far from each other in the input data space. To avoid this, all neurons with a reacting 
rate lower than a threshold are removed before calculating the similarities between 
them. This implies that the neighbouring properties of the whole network are no 
longer considered. To keep a notion of neighbouring between the neurons of the fused 
network the similarity criteria must be used again. Neurons with dissimilarity less 
than a threshold will be considered as neighbours in the fused network. 

Algorithm 1. Fusion based on Similarity of the Voronoi Polygons 
1:  Being nNet the number of networks to be fused 

fus the resultant fused network 
θu, θf and θc the usage, fusion and connection thresholds respectively 

2: for i=1:nNet 
3:   remove from the network the neurons that have a recognition rate lower than a usage 

threshold ( Σi vr (i) < θu )  
4:   add all the rest of the neurons of network(i) to the set of all nodes of ensemble 
5: end 
6:   calculate the dissimilarity between all neurons contained in the set obtained in 3-6 using 

Eq. 5 
7:   group in different sub-sets the nodes that satisfy that the dissimilarity between all of 

them is lower than the dissimilarity threshold and the distance between each of them and 
the rest of nodes in other sub-set is higher than that threshold.  
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  The result will be a set of sub-sets (S).  
8:  ‘fuse’ all the nodes in each sub-set to form a node of the final fused network by 

calculating the centroid of the nodes in each sub-set (see Eq. 4). The fused network will 
have as many nodes as sub-sets are contained in S. 

9:   create the final network (fus) including in it all the fused nodes 
10: create connections between fused nodes in the fused network (fus) to represent neuron 

neighbourhood. Connections will be established if the distance between fused nodes is 
lower than the connection threshold, considering this distance as: 
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Criterion 2: Euclidean Distance. This method involves comparing the networks 
neuron by neuron in the input space. This implies that all the networks in the 
ensemble must have the same size. First, it searches for the neurons that are closer in 
the input space (selecting only one neuron in each network of the ensemble) then it 
“fuses” them to obtain the final neuron in the “fused” map. This process is repeated 
until all the neurons have been fused. To deal with the high computational complexity 
of the algorithm, it can be implemented using dynamic programming. A more detailed 
description of this procedure can be found in [14].  

The difference with the previous criteria is that, in this case, a pair wise match of 
the neurons of each network is always possible, so the final fused network has the 
same size as the single composing ones. This implies that a certain global 
neighbouring structure can be kept and reconstructed in the fused network. 

Algorithm 2. Fusion based on Euclidean Distance 
0: Train several networks by using the bagging (re-sampling with replacement) meta-
algorithm 
1: Being nNet the number of networks to be fused 

nNeur the number of neurons composing each network 
fus the resultant fused network 

2: Initialize fus with the neuron weights of the first network 
3: for i=2:nNet 
4:   for j=1:nNeur 
5:     neuFus : neuron (j) of the fus network 
6:     calculate Euclidean Distance (ED) between neuFus and ALL neurons of network(i) 
7:     neuNet: neuron with the minimum ED 
8:    calculate neuAvg: neuron whose weights are the average of the weights of neuFus and 

neuNet i.e. the centroid of both neurons’ weights (see Eq. 4). 
9:     remove neuNet from the set of neurons of the network  
10:   replace neuFus by neuAvg in the fus network (in position j of the network) 
11:  end for 
12: end for 

4   Performance Experiments 

To test the characteristics and capabilities of the fusion of ViSOM and compare both 
of its variants several real datasets have been employed. Data is extracted form the 
UCI repository [15] and include the Iris, the Wisconsin Breast Cancer and the Wine 
datasets.  

Figures 1 to 3 depict a single ViSOM and the two variants of fusion represented 
over the iris dataset. Figure 4 represents the dataset plotted in 2 dimensions over the 
map obtained of ‘unfolding’ the network in Figure 2. 

It is important to note a structural difference of the two variants of fusion. As 
explained before, the Euclidean distance variant enables the pair wise fusion of nodes 
of networks, so topology preservation is still valid in the fused network. This allows 
obtaining 2D maps such as the one showed in Fig. 4, which can be also easily 
obtained from single maps. This is impossible to do with the Voronoi similarity, as 
some neurons are not related to others and a position in the map in relation with the 
rest can not be determined 



734 B. Baruque, E. Corchado, and H. Yin 

 

Fig. 1. A single ViSOM network represented 
over the iris dataset 

 

Fig. 2. The fusion of 5 ViSOM networks 
using the Euclidean Distance criterion 

 

Fig. 3. The fusion of 5 ViSOM networks using 
the Voronoi polygon similarity criterion 

 

Fig. 4. The 2D map data representation of 
the fused network appearing on Fig. 2 

.  
(a) 

 
(b) 

Fig. 5. Topographic error calculated over the single ViSOM of Fig 1 is shown in Fig 5(a) and 
over the Fusion by Euclidean distance of Fig 2 is shown in Fig 5 (b) 
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As reflected visually in Figures 1 and 2 the main problem of the Fusion by 
Euclidean distance is that it introduces distortions in the neighbourhood of the map. 
As can be seen in Figure 5a the single ViSOM includes few neurons with high 
topographic error that are located in a specific region of the map (coinciding with the 
gap between the linearly separable group and the other two), while in Fig 5b the 
number of neurons with a medium and high topographic are more numerous and more 
scattered along the whole map. This is a characteristic that should be corrected, 
maybe by a re-calculation of the neighbouring after the fusion. 

Table 1. Comparison of the two topology preserving models using an ensemble of 10 maps to 
calculate the MSQE for: the average of all 10 maps, the fusion of the 10 maps using the 
distance criterion and the fusion of the maps using the Voronoi similarity criterion 

 SOM ViSOM 
  Avg Fus. Dist Fus. Simil Avg Fus. Dist Fus. Simil 
Iris 0,196 0,200 0,142 0,183 0,179 0,139 

Cancer 1.959 1.931 1.161 1,746 1,544 1,231 

Wine 9,912 10,406 4,420 9,401 9,138 4,067 

Table 2. Comparison of the two topology preserving models using an ensemble of 10 maps to 
calculate the Distortion for: the average of all 10 maps, the fusion of the 10 maps using the 
distance criterion and the fusion of the maps using the Voronoi similarity criterion 

 SOM ViSOM 
  Avg Fus. Dist Fus. Simil Avg Fus. Dist Fus. Simil 
Iris 1,354 1,500 2,127 1,451 1,593 2,336 

Cancer 19,03 25,12 43,52 15,46 19,23 41,98 

Wine 69,12 71,50 60,93 65,82 55,81 62,81 

When comparing the two variants of the Topology preserving algorithms used, it 
can be inferred that the ViSOM obtains better results than the SOM, both for MSQE 
(Table 1) and Distortion (Table 2) measures, by a small margin, in the three datasets 
used. This is due to its updating of inter-neuron weights procedure, as it forces the 
map to adapt its inter-neuron distances to the inter-data distances of the input space; 
improving its adaptation to the dataset. 

The comparative results obtained by the two fusion variants according to the 
number of networks trained in the ensemble, along with the average of the 
corresponding measures considering each network of the ensemble individually, are 
shown in Figures 6 and 7. In Fig 6 the results refer to the iris dataset, while Fig 7 
represents the cancer dataset results. Regarding the MSQE measure (that is, how well 
the map units approximate the data entries in the dataset) it can be seen that the results 
for the fusion by distance are very similar to those of the average of the ensemble 
networks (even, in the cancer case, the error is consistently a bit lower). On the other 
hand, the fusion by similarity in Voronoi polygons obtains quite better results when  
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Fig. 6. Results for the Iris Dataset using ViSOM maps. Fig 6(a) shows the MSQE of the 
different models (Fusion by Distance, Fusion by Voronoi Similarity and Average of Simple 
Model) according to the number of maps of the ensemble. Fig 6(b) shows the Distortion 
results for the same model. Both are calculated using the Iris dataset. 

surpassing the number of 7 or 8 maps in the ensemble (in both iris and cancer 
datasets). This is due to the nature of the algorithm that enables the fused map to 
adapt better to the dataset by ignoring the neighbouring of the neurons that are not 
within the range of a certain threshold. So, while the final map does only keep the 
neighbouring between certain regions of the map (as it can be seen in Fig 3), this 
separated regions of the map can approximate better to data in the input space. 
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Fig. 7. Results for the Cancer Dataset using ViSOM maps. Fig 7(a) shows the MSQE of the 
different models (Fusion by Distance, Fusion by Voronoi Similarity and Average of Simple 
Model) according to the number of maps of the ensemble. Fig 7(b) shows the Distortion 
results for the same model. Both are calculated using the Cancer dataset. 

Regarding the distortion measure (that is taking into account the quality both of 
quantization and neighbourhood); the fusion by distance of neurons is quite similar to 
the average of the networks (although it is consistently a bit higher in both cases). 
Both the average and the fusion by distance have lower errors than the fusion by 
Voronoi similarity, due again to the way it preserves the neighbourhoods of units in 
the final map. A neuron is considered to be neighbour of all other neurons that are 



 Quality of Adaptation of Fusion ViSOM 737 

within a certain distance. So while in a classic SOM with a square-shaped 
neighbouring a neuron can have between 4 and 2 neighbours (depending of its 
position in the map); in a fused SOM using the Voronoi polygons similarity a neuron 
does not have restrictions of the number of neighbours; altering the distortion of the 
final map. Despite this condition, when the number of neurons approximates to 20 the 
distortion becomes closer to that of the other two models. This could be due to the 
obvious increase in the number of neurons with the increase in the number of maps. 
Being more neurons to connect is more difficult to have isolated neurons or groups of 
neurons. In opinion of the authors of the paper, this phenomenon needs further study.  

5   Conclusions and Future Work 

The current work presents a study of a technique developed to obtain more reliable 2-
dimensional maps representing multi-dimensional datasets. This is achieved by the 
use of the ensemble theory and a fusion process. Two different variants of the 
algorithm are considered and studied, by means of several widely used measures for 
quantifying the quality of this type of maps. It seems that the first presented option, 
the Euclidean distance criterion for fusion is the model that best preserves the main 
characteristics of the Self-Organizing Maps: both data quantization and topology 
preservation. Despite on this, the variant of the Voronoi polygon similarity has some 
interesting advantages that should be studied with the aim of being adopted to 
improve the final fused model.  

Future work should include possible further study of the capabilities of each one of 
the variants, with the final objective of the proposition of a fusion algorithm 
developed to bring together the best characteristics of both variants. Also application 
and comparison of this new fusion algorithm with some other topology preserving 
ensemble models could be performed. 

Acknowledgments 

This research has been supported by the MCyT project TIN2004-07033.  

References 

1. Kohonen, T., Lehtio, P., Rovamo, J., Hyvarinen, J., Bry, K., Vainio, L.: A Principle of 
Neural Associative Memory. Neuroscience 2, 1065–1076 (1977) 

2. Kohonen, T.: The Self-Organizing Map. Neurocomputing 21, 1–6 (1998) 
3. Yin, H.: Visom - a Novel Method for Multivariate Data Projection and Structure 

Visualization. IEEE Transactions on Neural Networks 13, 237–243 (2002) 
4. Kuncheva, L.I.: Combining Pattern Classifiers: Methods and Algorithms, p. 471210781 

(2004) 
5. Ron, M., Gunnar, R.: An Introduction to Boosting and Leveraging. In: Mendelson, S., 

Smola, A.J. (eds.) Advanced Lectures on Machine Learning. LNCS (LNAI), vol. 2600, pp. 
118–183. Springer, Heidelberg (2003) 



738 B. Baruque, E. Corchado, and H. Yin 

6. Yin, H.: Data Visualisation and Manifold Mapping Using the Visom. Neural Networks 15, 
1005–1016 (2002) 

7. Pölzlbauer, G.: Survey and Comparison of Quality Measures for Self-Organizing Maps. In: 
WDA 2004. Fifth Workshop on Data Analysis, pp. 67–82. Elfa Academic Press (2004) 

8. Lampinen, J., Oja, E.: Clustering Properties of Hierarchical Self-Organizing Maps. 
Artificial Neural Networks 2, 1219–1222 (1992) 

9. Ruta, D., Gabrys, B.: A Theoretical Analysis of the Limits of Majority Voting Errors for 
Multiple Classifier Systems. Pattern Analysis and Applications 5, 333–350 (2002) 

10. Petrakieva, L., Fyfe, C.: Bagging and Bumping Self Organising Maps. Computing and 
Information Systems (2003) 

11. Baruque, B., Corchado, E., Yin, H.: Visom Ensembles for Visualization and Classification. 
In: Sandoval, F., Gonzalez Prieto, A., Cabestany, J., Graña, M. (eds.) IWANN 2007. 
LNCS, vol. 4507, Springer, Heidelberg (2007) 

12. Breiman, L.: Bagging Predictors. Machine Learning 24, 123–140 (1996) 
13. Saavedra, C., Salas, R., Moreno, S., Allende, H.: Fusion of Self Organizing Maps. In: 

Sandoval, F., Gonzalez Prieto, A., Cabestany, J., Graña, M. (eds.) IWANN 2007. LNCS, 
vol. 4507, pp. 227–234. Springer, Heidelberg (2007) 

14. Georgakis, A., Li, H., Gordan, M.: An Ensemble of Som Networks for Document 
Organization and Retrieval. In: AKRR 2005. Int. Conf. on Adaptive Knowledge 
Representation and Reasoning, p. 6 (2005) 

15. Newman, D.J., Hettich, S., Blake, C.L. and Merz, C.J.: Uci Repository of Machine 
Learning Databases. University of California, Irvine, Dept. of Information and Computer 
Sciences (1998), http://www.ics.uci.edu/~mlearn/MLRepository.html 



Classification Based on

the Trace of Variables over Time
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Abstract. To be successful with certain classification problems or
knowledge discovery tasks it is not sufficient to look at the available vari-
ables at a single point in time, but their development has to be traced
over a period of time. It is shown that patterns and sequences of labeled
intervals represent a particularly well suited data format for this pur-
pose. An extension of existing classifiers is proposed that enables them
to handle this kind of sequential data. Compared to earlier approaches
the expressiveness of the pattern language (using Allen et al.’s interval
relationships) is increased, which allows the discovery of many temporal
patterns common to real-world applications.

1 Introduction

In knowledge discovery, in particular in classification tasks, the values of some
variables are used to predict the value of another variable, the so-called class
variable or label. Classifiers are trained by presenting historical cases including
the class value for training purposes. Each historical case usually represents a
real world object at some specific point in time (usually the time of recording
the case into the database). If the variables are volatile, however, then the class
label may depend on the history or development of the variables rather than
their value at the time of recording only. If measurements are numerical and
taken periodically we obtain time series, which we may analyze directly or feed
into a feature extraction process (such as the extraction of Fourier coefficients)
and use these features in traditional classifiers. Problems arise, however, if the
values are not measured at a constant rate, if there are gaps in the data or we
have mixed data types (not only numerical). As an example from health care,
we may measure a numerical ECG signal together with external influences such
as medication.

Rather than using information from a single point in time we are interested
in predicting the class by analyzing the complete history of the variables (such
as a patient’s file or log files for technical systems). The remainder of the paper
is organized as follows: In the next section, we will motivate the kind of data
representation that we are going to use, namely sequences of labeled intervals.
In section 3 we give a brief overview of related work on the analysis of interval
sequences in the literature and discusses drawbacks of the existing approaches.
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Section 4 presents a new approach to this problem that greatly improves the
expressiveness of patterns compared to earlier proposals. In section 5 we present
some results from fault diagnosis and finish with the conclusions in section 6.

2 Representing Data Histories by Interval Sequences

In some cases, the state of an object in the real world changes monotonically. For
instance, a customer purchases more and more products from a company, but
usually does not send it back to the retailer at some later point in time. Thus, the
set of purchased items grows but an item once bought is never removed from this
set. In such a monotonic setting, it is sufficient to store when another product
has been purchased. Time-stamped event sequences can be used to represent
this kind of data.

If we consider objects of the real world in general, however, most of them
do not disclose such a monotonic behavior. If we observe the operation of an
electrical device, we observe changes of its internal state from 0 (off) to 1 (on)
but also from 1 to 0. In a medical domain symptoms may occur and vanish
again later on. The demand for a certain product may be overwhelming today
but negligible some months later.

One could still use event sequences (one event indicating that the symptom
occurs and another when it vanishes) to represent these non-monotonic changes
of the world. Suppose we have three devices A, B and C and that we observe some
malfunction but cannot tell exactly when and why the failure occurs. We have
recorded several histories and want to induce knowledge about the circumstances
of failure from this data. Let us assume that the problem arises if devices are
turned on in the order A, B, C but turned off in the order A, C, B. The goal
is to discover this pattern in our database of historical cases. When still using
event sequences to represent this data, the target sequence is represented by the
following sequence:

Aon Bon Con Aoff Coff Boff

Since the seminal work in [1, 2] many algorithms have been proposed for
the analysis of event sequences. Our target sequence will be discovered by any of
these approaches if it is found frequently in the histories and helps to discriminate
the two classes (fault/no fault). In all approaches the sequence above is found
being a subsequence of the following:

Aon Bon Aoff Con Aon Aoff Coff Boff

However, this case does not correspond at all to our target pattern: It is not
true that the devices are turned on in the order A, B, C, because A has already
been turned off before C is turned on. Only the fact that A is reactivated later
makes it possible to match the event sequence here. Thus, our quite simple target
problem cannot be represented and matched correctly. The reason is that events
in an event sequence are considered independent from each other, but in fact
every ‘power-on’ event corresponds to the very next ‘power-off’ event referencing
the same device. When expressing the temporal pattern as a sequence of events,
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A
B time

B before [b] A

B overlaps [o] A
B is−finished−by [if] A

B starts [s] A
B contains [c] A

A after [a] B
A is−met−by [im] B
A is−overlapped−by [io] B
A finishes [f] B
A during [d] B
A is−started−by [is] B
A equals [=] BB equals [=] A

B meets [m] A

A

C
B

C
B
A

A   B   C
=   m   b
im  =   o
a    io   =

matrix of interval relationships

Fig. 1. There are 13 possible relationships between two intervals

we would have to impose such constraints explicitly (but this is usually not done
in the literature on event sequences).

The dependency between corresponding events is better prevailed if both
events form a single data object rather than two independent ones: one inter-
val for each up-time (and/or down-time) of the device. Now, using intervals the
pattern looks like this:

Aon A Aoff
Bon B Boff

Con C Coff time →

Next, the notion of being a subsequence must be defined for interval sequences.
Firstly, for P being a subpattern of sequence S all intervals in P must occur in S
(just like with events). Secondly, the desired relationships between the intervals
has to be formulated, just as the (partial) order in case of event sequences.
Allen et al. [3] has introduced 13 interval relationships that are shown in Fig. 1.
The relationship between intervals is more complex than that of events, but the
concept remains the same: For any two intervals A and B the set of allowed
relationships has to be specified. In our case, we could require the following
pairwise relationships: A overlaps B and C, B contains C.

If we now revisit our second historical case, it is represented by the following
interval sequence:

Aon A Aoff Aon A Aoff
Bon B Boff

Con C Coff time →

When trying to match the intervals in this sequence to our pattern we have
two possibilities for A: the first A correctly overlaps B but does not overlap C
and the second neither overlaps B nor C. So this notion of ‘being a subsequence’
corresponds much better to our intention and does not mistake this sequence as
an occurrence of target pattern.

This example consisted of dichotomous variables only, but variables at other
scales can also be used (cf. Fig. 2). For instance, a new interval may be introduced
whenever a categorical variable changes its value or a numerical variable changes
its qualitative behavior (e.g. increasing/decreasing, low/medium/high, etc., see
also [4]).
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Fig. 2. Transformation of historical data into an interval sequence

3 Related Work

More formally, we define an interval sequence s = (si, li, ei)i=1..n as a finite
sequence of intervals [si, ei] ∈ IR2 with labels li ∈ L, where i = 1..n, si < ei

and L is a finite set of labels. Our data set consists of several such sequences,
each carrying an additional class label for classification. We denote the set of 13
interval relationships by I = {b, a, m, im, o, io, if, f, c, d, s, is, eq} (cf. Fig. 1).

In the literature there is comparatively little work on the analysis of interval
sequences for the purpose of classification or knowledge discovery. Most of them
have their own notion of a pattern (subpattern of an interval sequence) and how
it is matched against another sequence. We can compare the different notions
of a pattern using the following unifying view. A pattern P is captured by the
following matrix, where the m rows and columns denote intervals (resp. their
label) kj ∈ L and the matrix elements Ri,j ⊆ I the set of possible pairwise
relationships:

k1 k2 ... km

k1 {eq} R1,2 ... R1,k

k2 R2,1 {eq} ... R2,k

...
...

...
. . .

...
km R1,2 R1,3 ... {eq}

On the diagonal, where we compare identical (sets of) intervals kj , the
relationship has to be equals (Rj,j = {eq}). A pattern P matches a se-
quence S = (si, li, ei)i=1..n of length n, if we can find an injective mapping
ϕ : {1, 2, .., m} → {1, 2, .., n} such that (a) label kj in the pattern equals label
lϕ(j) in the sequence and (b) the interval relationship r between [sϕ(i), eϕ(i)] and
[sϕ(j), eϕ(j)] is contained in Ri,j for all i, j ∈ {1, 2, .., m}.

If Ri,j = I holds for all i �= j, any interval relationship would suffice and
matching of patterns reduces to an existence test for all interval labels (just
as in association rule mining). If we restrict Ri,j to a subset of {a, b, eq} we
can simulate event sequences where two events either occur in parallel or in
succession. Let us now consider how some approaches to the analysis of interval
sequences fit in this view:

– In [5] the relation between k1 and k2 is always unique (|R1,2| = 1). For
any further interval kj the relationship is again unique with respect to the
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smallest interval that encloses all preceding intervals k1...kj−1, but this leaves
several possibilities open for the individual interval comparison Ri,j . As an
example, if R1,2 = {o} and the union of k1 and k2 again overlaps k3 we have
R1,3 = {o, m, b} and R2,3 = {o, s, d}.

– In [6] the relation Ri,j is either contains/during or remains unspecified.
– In [4] all possible relationships Ri,j are exploited, given that |Ri,j | = 1.
– Other authors prefer other relationships over Allen et al.’s, such as is-older-

than or survives [7]. However, since the 13 relationships by Allen et al. are
complete, those relationships can always be represented as a disjunctive com-
bination of relationships in I.

The approach in [4] is quite general in the sense that all Ri,j are configurable
whereas the other approaches focus either on a few Ri,j or on a specific subset
of I only. On the other hand, all pairwise relationships are strictly fixed in this
approach, but many relationships that occur frequently in practice cannot be
expressed by a single relationship r ∈ I. For instance, ‘A starts within B’ clarifies
the location of the start time Aon of A with respect to B (Aon ∈]Bon, Boff[),
but the position of Aoff is left open. Therefore, a number of different interval
relationships between A and B are possible: A is-overlapped-by B, A during B,
A finishes B. To reflect the true relationship correctly, Ri,j should be chosen as
{io, d, f}. Another example is ‘A and B are disjoint’ that can be resembled by
after and before relationships (Ri,j = {a, b}).

4 Increasing the Expressiveness

The goal of this work is to relax the conditions on the sets of interval relationships
Ri,j to increase the expressiveness of the pattern language and thus to discover
more realistic dependencies. We want to achieve this in two steps:

Firstly, rather than specifying all relationships between any two intervals, we
want to restrict ourselves to those relationships that are really helpful for the
classification. By reducing the number of constraints in this way, the patterns
become more robust against effects of dilation and translation and an undesirable
rule fragmentation is avoided. As an example, suppose the true relationship is
‘A and B occur before C’, which is quite a simple pattern. It does not contain
any information about the relationship between A and B, so all 13 relationships
are possible. The approach of [4] is capable of learning the relationship ‘A before
C’ and ‘B before C’ but also requires a single relationship between A and B. As
we have seen, there is no such single relationship, so if we are forced to fix this
relationship artificially, the support of this pattern is fragmented into 13 rules.
A rule evaluation measure would rank each of these 13 rules much lower than a
rule that corresponds to the true pattern.

Secondly, we want to relax the requirement |Ri,j | = 1 such that relationships
beyond the basic ones can be discovered (e.g., does not intersect: Ri,j = {after,
before}).
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4.1 Choice of the Classifier

We use a standard rule (or tree) learner that develops its model incrementally,
such as ITRule [8] or C4.5 [9]. Such algorithms have already been used for
temporal data in the literature, but there a variable is often just replicated
several times to represent its value at different points in time. Since these points
in time have to be fixed before the model is learned and deployed, a dilation or
translation of events may easily misguide such a classifier.

The set of available variables for rule development is therefore altered in our
approach and additionally depends on how far a rule has already been developed.
At the beginning, one dichotomous variable per interval label is introduced. At
this stage, the rule learner derives rules that consist of conditions on the existence
or absence of certain intervals (labels) in the complete history, such as:

if ¬D ∧ A ∧ B then fault (1)

(reading ‘if there is no interval labeled D but two intervals labeled A and B in
the history, then we predict fault’). As soon as a rule requires the existence of
at least two intervals in the history (here: A and B), additional variables are
provided for further rule refinement. For each pair of such intervals a nominal
attribute is introduced over the domain 2I , indicating all relationships between
A and B found in the history. In the next step the rule may now be specialized
by adding yet another clause on the existence or absence of an interval but also
by adding a condition on the relationship between two intervals, such as:

if ¬D ∧ A ∧ B ∧ A〈R〉B then fault (2)

How to find this set R will be discussed in the next section. For instance, if
R = {m, o} the rule holds only for those cases where A meets or overlaps B. If
a rule does not contain any condition on the relationship between two intervals
ki and kj , this situation of complete ignorance corresponds to Ri,j = I.

4.2 Sets of Relations

The newly introduced variables over the domain 2I have 213 different values. For
obvious reasons we do not want to check each of the 8192 possibilities to find
the best rule specialization. To reduce this number we form groups of interval
relationships and treat the relationships in a group collectively. If the intervals
are derived in a preprocessing step from some other data, the exact location
of the interval bounds is quite often questionable due to the several (heuristic)
steps applied during preprocessing. In such a case it does not make much sense
to consider relationships that require an exact match of interval bounds in full
detail, because these matches are rather incidental. Here we are only interested
in the relationships b, a, o, io, d, c but for reasons of completeness we form groups
with the remaining relationships such that we obtain a partition such as:

G = {{b, m}, {a, im}, {o}, {io}, {d}, {c}, {eq, s, is, f, if}} (3)
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While it is quite canonical to group m and b, it is less obvious what to do with is
or if, for instance. Grouping {o, if} and {io, f} also appears to be a reasonable
choice. For the remainder of the paper the actual partition is not important, it
may be chosen differently from application to application.

Rather than considering all 213 subsets of I we restrict ourselves to subsets of
G. More precisely, for Ri,j we consider only subsets of I that can be represented
as the union of elements of G. For the remainder of this section by ‘relationship
r’ we refer to a group of relationships r ∈ G rather than single element of
r ∈ I. Suppose that we have found a rule (1) requiring the existence of two
intervals, say A and B. We want to extend the rule in the fashion of example
(2), so our task is to find the set of relations R leading to the best refined
rule according to some rule evaluation measure (e.g. the J-measure used in [8]).
All necessary information for the rule evaluation measure can be found in the
following contingency table, where the left/right part corresponds to the rule
before/after the refinement on the interval relationship.

base rule (1) refinement (2)

number of cases class class
positive negative positive negative

rule antecedent holds a b pR nR

rule antecedent does not hold c d P − pR N − nR

total P N P N

Since the base rule is already given, the left half of the table is already known.
The total number of positive and negative cases (P and N , resp.) remains iden-
tical for the base rule and the refinement, therefore it is sufficient to determine
pR and nR for each possible refinement. To decide which subset R improves the
given rule best, we need to construct the right contingency table for each possible
choice of R. Thanks to the introduction of groups we have 27 = 128 possibilities
for R. This still requires some effort that we want to reduce further.

We restrict our discussion to the determination of nR, but the same arguments
hold analogously for pR. While nR denotes the number of sequences in which A
and B can be observed in (at least) one of the relationships in R, we use mR to
denote the number of sequences in which A and B can be observed in all of the
relationships in R simultaneously. Let us now examine how to determine nR for
the various choices of R:

– |R| = 1: We determine n{r} directly, that is, among the sequences that satisfy
the antecedent of the base rule, we count in how many cases A and B satisfy
relationship r.

– |R| = 2: Due to |A ∪ B| = |A| + |B| − |A ∩ B| we have n{r,s} = n{r} +
n{s} − m{r,s}. Since we know already the frequencies n{r}, we additionally
determine m{r,s} for all pairs of relationships r, s.

– |R| = 3: Repeating the same argument of the previous case, we have

n{r,s,t} = n{r} + n{s} + n{t} − m{r,s} − m{r,t} − m{s,t} + m{r,s,t}
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We only approximate nR for this case, by neglecting the term m{r,s,t}. We
consider the error we introduce by this estimation to be rather small, because
m{r,s,t} counts how often intervals A and B have been observed in all three
relationships r, s and t in the same sequence.1

– |R| > 3: Instead of considering sets R with |R| > 3 we take S = G\R into
account, leading to |S| ≤ 3. For two given intervals A and B, the condition
A〈R〉B is equivalent to ¬(A〈S〉B). Therefore using the negation of a ‘small’
set S (of size ≤ 3) can be a substitute for using a ’large’ set R (of size
≥ 4).2 The frequency of ¬(A〈S〉B) can be readily obtained from b − nS (cf.
contingency table), because b denotes the number of histories before rule
refinement and nS is the number of cases for which one relation r ∈ S has
been observed – consequently in b − nS cases no relationship r ∈ S has been
found in the sequences (but a relation r ∈ R).

By counting the frequencies nR for |R| = 1 (7 counters when using (3)) and
mR for |R| = 2 (21 counters) we have reduced the number of frequency counts
from 128 to 28. Only for sets R with cardinality 3 and 4 we thereby introduce a
small error, in all other cases we obtain exact results.

Being able to derive the contingency table from these frequencies, we could in
principle check for each possible value of R how the rule measure of the respective
algorithm evaluates the refinement. Rather than trying all possibilities we use
the following heuristic: The original rule is evaluated by some rule evaluation
measure and yields a initial value of J0 that any refinement must beat. We start
from an empty set R0 = ∅. For a given set Ri we choose the most promising
relationship r such that the rule measure is optimized by Ri+1 = Ri ∪ {r}. This
optimization is achieved for most rule measures by maximizing the difference
pR − nR from the contingency table. Among the sets of relationships R1 ⊆
R2 ⊆ R3 (and S1 ⊆ S2 ⊆ S3 for the negations) we finally choose the one that
is evaluated best by the rule measure. In case this is J0, no rule refinement is
made. This represents, of course, a greedy optimization that does not guarantee
global optimality.

5 Evaluation

Future work will include the application of this algorithm to medical data from
health care. In this section, we apply our technique to a simple case in fault diag-
nosis. Figure 3 shows a small Java program using two parallel threads accessing
a shared variable. The access to this variable is not synchronized, which is why
some undesired effects occur. The first dummy thread calls methods f , g and
h, one after the other. f stores a first value in the shared variable, g a second one,

1 If, however, this assumption is violated, we also determine mr,s,t.
2 While this is perfectly true for two given intervals, when arguing about the relation-

ship of A and B in a set of sequences there are little differences in the semantics,
because multiple instances of A and B may occur.
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class A implements Runnable {
Random random = new Random();
private int[] shared;
boolean ok;
A(int[] data) { shared=data; }
void f( int i) {

Thread.sleep(random.nextInt(40));
shared[0]=i;

}
void g(int i) {

Thread.sleep(random.nextInt(40));
shared[1]=i;

}
int h() {

Thread.sleep(random.nextInt(40));
int r = shared[0]+shared[1];
return r;

}
public void run() {

Thread.sleep(random.nextInt(40));
int i,j;
f( i=random.nextInt(10));
g(j=random.nextInt(10));
ok = (i+j==h()); // class label

}
}

class B implements Runnable {
Random random = new Random();
private int[] shared;
B(int[] data) { shared=data; }
void k() {

int i = shared[1];
shared[1] = random.nextInt(1000);
Thread.sleep(random.nextInt(40));
shared[1] = i;
return i;

}
public void run() {

Thread.sleep(random.nextInt(100));
k();

// Thread.sleep (random.nextInt (40)); k ();
}

}
public class Demo {

static int[] data = new int[2];
public static void main(String[] args){

ExecutorService app =
Executors.newFixedThreadPool(2);

app.execute(new A(data));
app.execute(new B(data));
app.shutdown();

}
}

Fig. 3. Example Source Code from which interval sequences were generated: Calls to
methods f, g, h or k are recorded, the history of a complete run is labeled with the
value of the boolean variable ’ok’ in class A

and h reads both values and returns their sum. We compare if the returned sum
is correct (which gives us the classification label for a test run of the program).
A second thread consists of a single call of k that also uses the shared variable
temporarily, but at the end it restores the value from the beginning. A faulty
result occurs, for instance, if the call of g overlaps the call of k. This program
has been executed several times: each function call gives us an interval in our
interval sequence (the label is the name of the method, the execution time gives
the temporal interval).

To demonstrate the advantage of the proposed approach, the following table
shows the best rule obtained when only single relationships (|R| = 1) are allowed
(J-value of 0.1). A critical situation is given, if k covers the endpoint of either g
or h. While this cannot be expressed exactly using a single relationship only, it is
very well recovered from the top two rules delivered by the proposed algorithm –
a great improvement in terms of the J-value is achieved. The third rule illustrates
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the usefulness of relationship negation: A fault will not occur if f occurs before
k, which is expressed by the negative condition in the third rule.

single relation only if k ∧ g ∧ g〈{o}〉k then fault J=0.100
any number of relations if k ∧ g ∧ g〈{o},{d}〉k then fault J=0.205

if k ∧ h ∧ h〈{o},{d}〉k then fault J=0.139
if k ∧ f ∧ ¬(f〈{b,m}〉k) then fault J=0.078

A second dataset includes the interval k twice (uncomment last line of B.run())
and we generate rules that predict no-fault rather than fault. The best rule of
our approach has a J-values more than twice as high as the best rule obtained
when single relationships are allowed only. The first rule corresponds quite well
to a negation of the top rule in the previous table. The second rule is an example
for a rule that refines multiple relationships.

single relation if k ∧ g ∧ g〈{o}〉k then fault J=0.043
multiple if g ∧ k ∧ ¬(k〈{io},{c},{eq,s,is,f,if}〉g) then no-fault J=0.091
relationships if h ∧ f ∧ k〈{b,m},{o}〉f ∧ k〈{b,m}〉h then no-fault J=0.074

6 Conclusion

Most of the work on mining sequential data deals with event sequences. We have
argued in this paper, why interval sequences are better suited to capture the
trace of variables over time. The few papers on mining interval sequences in the
literature make use of Apriori-like algorithms. In this paper we have proposed a
way to extend more traditional classifiers (such as rule or tree learners) to handle
interval sequences. The resulting models are well suited to express temporal
dependencies that are common in realistic applications, the expressiveness is
greatly improved over earlier approaches.

References

[1] Agrawal, R., Srikant, R.: Mining sequential patterns. In: Proc. of 11th Int. Conf.
on Data Engineering, Taipei, Taiwan, pp. 3–14 (March 1995)

[2] Mannila, H., Toivonen, H., Verkamo, A.I.: Discovering frequent episodes in se-
quences. In: Proc. of the 1st ACM SIGKDD Int. Conf. on Knowl. Discovery and
Data Mining, Menlo Park, Calif., pp. 210–215 (1995)

[3] Allen, J.F., Kautz, H.A., Pelavin, R.N., Tenenberg, J.D.: Reasoning about Plans.
Morgan Kaufmann Publishers, San Francisco (1991)
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Abstract. Life logs include people's experiences collected from various 
sources. It is used to support user's memory. There are many studies that collect 
and store life log for personal memory. In this paper, we collect log data from 
smart phone, derive contexts from the log, and then identify which is meaning-
ful context by using a method based on KeyGraph. To evaluate the proposed 
method, we show an example of the meaningful places by using contexts and 
GPS logs collected from two users. 

1   Introduction 

Several researchers have recently developed life logging system. Life log includes 
people's experiences which are collected from various sensors and stored in mass 
storage device. It is used to support user's memory and satisfy user's needs for per-
sonal information. If he wants to inform other people of his experience, he can easily 
share his experience with them by means of providing his life log. 

Here, we use smart phone for collecting life log (GPS, SMS, call, charging, 
MP3, photos taken, images viewed, and weather information). Smart phone is a 
mobile device that includes color LCD screen, mass storage, large memory, and 
communicative function by using Wi-Fi, Bluetooth, and infrared. It also has a 
variety of software such as scheduler, address book, media player, and e-book. 
Mika Raento developed a framework for collecting contexts from smart phone [1], 
which collects GSM Cell ID, Bluetooth, GPS data, phone data, SMS data,  
and media information that are transmitted to the server. The contexts could be 
provided for other contents as additional information. Panu collects log data  
from mobile devices, and extracts features by pre-processing the log data [2].  
The mobile device uses GPS log, microphone, temperature, moisture, and light 
sensor. 

In life logging system, data mining is one of important issues, which identifies 
more important information than others. Life log system collects all information re-
lated to user's experience, which includes more data as time passes. Therefore, it is 
practically difficult to explore and search large amount of life log. It would take enor-
mous time and be boring to explore all life log data. 
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In order to prevent from wasting time, it should be possible to check the priority of 
data and explore more important data. If enormous amount of data are collected from 
various sensors, it would be effective to explore only meaningful data. 

In this paper, we collect log data from smart phone, derive contexts from the raw 
log, and then identify which is more meaningful context. To evaluate the proposed 
method, we show an example of the meaningful places by using contexts and GPS log 
data. 

2   Related Works 

Context-based video retrieval system recorded life-log video with contexts, and used 
contexts to search parts of video [3]. User could query related to contexts, and then 
the system response the candidates of video data. However, if video data are accumu-
lated for a long time and there are too many video data, user would have difficulty to 
search necessary part of video. It would be more helpful to extract the candidates of 
meaningful contexts. 

MyLifeBits Project is one of the implementations of personal record database sys-
tem [4]. Personal information is collected by PC, SenseCam and so on, and stored in 
MS SQL server with relationships among personal information. However, user would 
have difficulties to explore and search contents because of large amount of personal 
data. 

KeyGraph-based mobile contents management system was suggested to manage 
user’s information in mobile device, which extracted important information using 
KeyGraph algorithm and provided searching or exploring contents [5]. The problem 
of the system is using only log data. If analysis and inference of the data was added to 
the system, it would give better performance. 

3   Proposed Method 

The whole system consists of four parts: collecting logs, preprocessing logs, inferring 
contexts using Bayesian networks, and data mining, as shown in Figure 1. 

3.1   Log Collection 

In this paper, logs are collected from smart phone. The definition of logs is user's all 
information collected from smart phone. The kinds of logs are GPS, SMS, call, MP3, 
photo, viewer, charge information from smart phone, and weather information from 
Internet. Table 1 summarizes the information that could be collected from smart 
phone. Places visited by user are extracted from GPS log. Records for telecommuni-
cation are extracted from call and SMS log. Weather information from Internet can 
affect user’s emotion and status. MP3 music affects user’s emotion. Memorable event 
is derived from photo record. Record of image viewer provides information about 
user’s favorite photo or picture. 
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Fig. 1. System overview 

Table 1. Logs collected from smart phone 

Log Type Information from Log 

GPS 
Longitude, Latitude, Speed over ground, Course over ground,  
Date, Time  

Call 
Phone number, StartTime, EndTime, 
Transmission/Receipt/Absence 

SMS Phone number, Send/Receive, Time 
Picture Viewer FileName, StartTime, EndTime 
Photo FileName, GenerationTime 

Weather 

Weather, Distance (km), Cloud (%), Temperature (°C), discom-
fort index (%), sensory temperature (°C), Rainfall (mm), Snow-
fall (cm), Humidity (%), the direction of the wind, wind speed 
(m/s), sea-level pressure (hPa) 

MP3 Title, StartTime, EndTime, Position 
Charging Percentage of charging, Charging status, Time 

Table 2 shows the period of collecting logs. Period of collection varies according 
to log type. Viewing picture and listening MP3 music are collected at execution of the 
application. Log data of SMS, call, photo are collected once for a day. GPS location 
data and information of charging are collected per thirty seconds. 
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Table 2. Collection of log data and period of collection 

Log Type Collection of Log Period of Collection 
GPS Collection from GPS module per second 

Call 
Collection from stored records for 
telecommunication 

per day 

SMS 
Collection from stored records for 
SMS messages 

per day 

Picture 
Viewer 

Collection from records for using 
image viewer 

per execution of image 
viewer 

Photo 
Collection from records for genera-
tion of photo file 

per day 

Weather Collection from Internet per day 

MP3 Collection from MP3 player per execution of MP3 player 

Charging Collection from background program per 30 seconds 

3.2   Log Preprocessing and Context Generation 

Some information must be transformed to semantic information. For example, GPS 
coordinate is a real value composed of longitude and latitude. Its value is not intuitive 
to the human, and so it is transformed to nominal value, such as school, hospital, etc. 
Similarly, other value is transformed from real value to nominal value. Listening one 
song more than 5 times can be transformed to 'listening frequently one song'. This 
transformation is required to input the context to Bayesian network inference module 
for landmark. 

In low level data, frequent or rare data could be meaningful to user. Therefore, sta-
tistical analysis of the following items is executed.  

- Daily frequency of events 
- Sum of daily events 
- Elapsed time from the last events occurred. 

Table 3. Increase and Decrease of Density 

Log  Type Increase of Density Decrease of Density 
GPS If (GPS event) density++ If (one hour after the event) density-- 
Call If (Call event) density++ If (one hour after the event) density-- 
SMS If (SMS event) density++ If (20 minutes after the event) density-- 
Viewing 
Photo 

If (Seeing photo event) 
density++ 

If (5 minutes after the event) density-- 

Photo If (Photo event) density++ If (30 minutes after the event) density-- 
Weather No density No density 

MP3 
If (Listening music event) 
density++ 

If (30 minutes after the event) density-- 

Charging No density No density 
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Density of the events is also meaningful to user. Table 3 shows the criteria of in-
crease or decrease of density of the events. If events occurred continuously, the value 
of density gets increased, leading to the moment of high density of events. The addi-
tional information of logs, frequency, density, etc is context. These contexts could be 
used for user modeling or providing service. 

3.3   Landmarks Derived from Contexts 

Contexts can be useful basis of inference of landmarks that are semantic information 
or events to remain user’s memories. In order to infer appropriate landmarks, Bayes-
ian network module is used. In our previous work, we attempted to extract landmarks 
through Bayesian network inference module [6], which made an inference of user’s 
emotions and activities according to various life log captured from mobile devices. In 
this paper, they are used to make context-clusters because landmark represents the 
major change of contexts. 

3.4   Data Mining by KeyGraph 

In this paper, KeyGraph is selected to extract the meaningful contexts and the rela-
tions among contexts from the context-groups. Probability model or ontology and 
other rule-based methods can be used to distinguish meaningful contexts from whole 
contexts. These methods are using frequency or probability of context based on heu-
ristics in order to estimate context. They shall miss infrequent and unknown but per-
sonally meaningful contexts. KeyGraph is a chance discovery algorithm that can 
estimate the importance of context by considering relationships of contexts. Each 
segmented context-group contains contexts that share user’s common status, and 
clusters are formed from the contexts that frequently share user’s common status. 
Contexts in a cluster have common characteristics. If a context links to more than two 
clusters, it is regarded as a turning point in user’s contexts. The context is meaningful 
in user’s life.  

Frequent contexts are selected, and then the relationship among contexts is calcu-
lated by summing up the frequencies of contexts in a context-group. |X|S is a fre-
quency of a context X in a context group S, and relationship(wi, wj) is the strength of 
relationship between contexts wi and wj. 

),min(),(
Sj

DS
Siji wwwwiprelationsh ∑

∈

=  (1) 

Links that connect between the contexts are selected in strong relationship (rela-
tionship(wi, wj)) order. If all frequent contexts cannot be connected, the graph struc-
ture is divided into more than two clusters. If a context links to more than two  
clusters, it is regarded as a meaningful context. 

clusterOne in equation (2) is the sum of the strength of relationships between a 
context w and a cluster g. 
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clusterAll in equation (3) is the sum of the strength of relationships between a context 
w and all clusters in all segmented place-sequences. 
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clusterOne and clusterAll are needed for clusterValue in equation (5), which is the 
probability of the strength of relationship between a context and a cluster. 

)
)(

),(
1(1)( ∏

⊂

−−=
Gg

gclusterAll

gwclusterOne
wueclusterval  (5) 

The Higher clusterValue of the place is, the higher the importance of the context is in 
all place-sequences. Finally, the contexts that have high significance value in equation 
(6) are selected as meaningful contexts. 

),min(),(
SjSiji wwwwcesignifican =  (6) 

where iw is a place of high frequency value, and jw is a place of high cluster value. 

4   Experimental Results 

In order to evaluate the usefulness of the proposed method, we show the extraction of 
meaningful places from visited places by using GPS logs, contexts and landmarks that 
two undergraduate students collected for two weeks. Location is one of important 
contexts for many systems. For example, life-log video system records video data by 
using a small wearable camera [7], which stores location as an index to retrieve nec-
essary video data. MyLifeBits collects quite a lot of information about a person and 
constructs personal database [4], which also collects location as one of useful infor-
mation. Therefore, we extract meaningful places from mobile life log as an example 
of extracting meaningful contexts. 

4.1   Log Collection 

We used logs that two undergraduate students had collected for two weeks to evaluate 
the proposed method. Figure 2 depicts the number of records in the log data.  

We also requested that users report their life. It is required that users record their 
visiting places, visiting frequencies, and their activities. The user does not usually 
memorize all places for daily life. If user records one place in his report, the place is 
the memorable and meaningful place for him. Therefore, the places extracted from the 
proposed method should be compared with reports. Other contexts except place need 
the same criteria. 
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Fig. 2. Logs from two undergraduate students 

 

Fig. 3. Labeling GPS data and converting to place name 
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4.2   Log Preprocessing and Context Generation 

Our system uses log data collected from smart phones. GPS data is numerical that 
contains longitude and latitude. Getting visited places needs the process that converts 
GPS data to place information. Figure 3 shows the process. In addition, all logs are 
required to analyze frequency and density, and so on.  

4.3   Inference from Contexts 

Landmarks are extracted from 39 Bayesian networks. 19 of them are designed for 
place/activity inference, 13 are for user’s emotion/condition inference, 5 are for cir-
cumstance situation inference, and 2 are for event inference [6]. The total number of 
landmarks extracted from 2 undergraduate students is 1522. But not a few of them 
coincided with each other, so that the number of sentences is quite fewer than that of 
landmarks. 

4.4   Data Mining 

In order to define the problem clearly, only contexts of place and landmarks are used 
to extract meaningful places from all contexts and landmarks. Polaris [8] is used to 
visualize the results. The result of running KeyGraph of student 1 is like Figure 4. 
{university map, Yonsei engineering research center, Industry-University research 
center, soccer stadium, movie theater, physical education center, Yonsei eagle statue, 
amphitheater} are relatively frequent places. {department store, bridge, college of 
liberal art, college of theology, laboratory} are selected as rare and meaningful places 
for student 1.  

 

Fig. 4. Graph generated with places (student 1) 
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‘department store’ and ‘laboratory’ are represented only two times in data samples, 
but visiting department store is meaningful event in shopping, and laboratory is an 
important place for our experiment in analyzing her log data. We can find rare and 
meaningful places. 

Student 2 is similar to student 1. Student 2 provides the most GPS data set. Figure 
5 shows the result. {parking lot, Yonsei engineering research center, college of engi-
neering, cinema, coffee shop, Chinese restaurant, square, crossing, global lounge, 
flower garden, college of music, main auditorium, amphitheater} are relatively high 
frequency places, and {department store, electronic market} are key places. Espe-
cially, two places (department store and electronic market) are selected as key places. 
These places are related to shopping. Department store is related to usual shopping, 
and electronic market is related to buying a cell-phone with her boyfriend. They are 
meaningful places visited in two weeks. 

 

Fig. 5. Graph generated with places (student 2) 

5   Summary and Future Work 

We have proposed a method to extract meaningful contexts from life logs using Key-
Graph with landmarks. Here, the landmarks are extracted through Bayesian network 
inference module and represents user’s action or emotion in real life. In order to 
evaluate the proposed method, it is applied to a sequence of places visited by two 
undergraduate students for two weeks. As a result, it can extract meaningful places for 
users. What remains to be studied are collecting more data from more students and 
extracting more meaningful one from other contexts, such as SMS texts, MP3 use, 
Call log, photos taken, and so on.  
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Abstract. In the information age, online collaboration and social networks are 
of increasing importance and quickly becoming an integral part of our lifestyle. 
In business, social networking can be a powerful tool to expand a customer 
network to which a company can sell products and services, or find new 
partners / employees in a more trustworthy and targeted manner. Identifying 
new friends or partners, on social networking websites, is usually done via a 
keyword search, browsing a directory of topics (e.g. interests, geography, or 
employer) or a chain of social ties (e.g. links to other friends on a user’s 
profile). However there are limitations to these three approaches. Keyword 
search typically produces a list of ranked results, where traversing pages of 
ranked results can be tedious and time consuming to explore. A directory of 
groups / networks is generally created manually, requires significant ongoing 
maintenance and cannot keep up with rapid changes. Social chains require the 
initial users to specify metadata in their profile settings and again may no be up 
to date. In this paper we propose to use the topological tree method to 
dynamically identify similar groups based on metadata and content. The 
topological tree method is used to automatically organise social networking 
groups. The retrieved results, organised using an online version of the 
topological tree method, are discussed against to the returned results of a social 
network search. A discussion is made on the criterions of representing social 
relationships, and the advantages of presenting underlying topics and providing 
a clear view of the connections between topics. The topological tree has been 
found to be a superior representation and well suited for organising social 
networking content. 

Keywords: Information retrieval, social networking website, social networks, 
Web 2.0, semantic web, search engine optimization, document clustering, self 
organizing maps, topological tree, neural networks, post retrieval clustering, 
taxonomy generation, enterprise content management, enterprise search, 
information management. 

1   Introduction 

The exploding growth of web content is leading to an information overload, in which 
the use of web search engines is becoming critical to finding and retrieving relevant 
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content. Despite the numerous advances in information visualisation [1], the most 
popular way of presenting search results still remain ranked lists. In this format, the 
user generally never looks beyond the first three pages, after which they will rather 
refine their search query by adding more terms or refining the initial query [2]. On the 
Web the results returned from web search engines, have been widely studied and 
Search Engine Optimisation (redesigning a website to improve its web pages ranking) 
is still a thriving industry [3]. However on social network websites less investigation 
has been made due to the complexity of the social ties and groups.  

Recent research has been focusing on searching social network websites [4], as 
these have emerged as hugely popular and fast attracting a growing number of users. 
Some of the site are specialised on different areas, e.g. business (LinkedIn1), 
school/work based (FaceBook2), photo sharing (Flickr3) or general topics (MySpace4). 
Users generally upload content (e.g. photographs, videos, documents), post comments 
(blogs, discussions, bookmarks) and biographical information (e.g. name, university 
attended, current employer), and can often network as friends with other users of 
groups. With the rapidly growing number of profiles, groups and links, searches on 
social networking websites are emerging as an important tool for users to for example 
to find friends, business partners or groups with similar interests. Such searches 
currently heavily rely on metadata assigned by the user, e.g. a user in Facebook5 has 
to provide biographical and personal details for other users to be able to retrieve their 
profile. One common approach to categorising the user profiles has been to allow 
them to join communities. This is an important aspect of social networks as these 
communities help bind the users together. These communities, networks or groups 
can be based on common interests, activities, or current school/work location.  

There are generally three types of ways for a new user to join a community. The 
first is via browsing a directory where the communities have been manually organised 
by topics. However this is generally done manually leading to issues around 
maintenance and subjective interpretation. The second is done by a set of social ties or 
via recommendations, but such links have to be created manually. The third can be 
performed via a keyword and/or metadata search. Although ranking mechanisms help 
order the group profiles in terms of their relevance to the users query, they do not 
provide any guide as to the overall themes described in the pages or their 
relationships. Combining the approaches of search and directories has been done for 
some time in web search engines. For example some efforts have been made to 
provide different visual representation of the search results, such as suggesting 
keywords to refine the search (e.g. Webcrawler6), representing a graph view of the 
relations between pages (e.g. Kartoo7) or clustering the results (Vivisimo8). A major 
review of the methods and algorithms can be found in [5][6]. 

This paper deals with methods that organise groups (retrieved by a social network 
search engine) into a set of virtual folders which are labelled automatically using 
                                                           
1 http://www.linkedin.com/ 
2 http://www.facebook.com/ 
3 http://www.flickr.com/ 
4 http://www.myspace.com/ 
5 http://www.facebook.com/ 
6 http://www.webcrawler.com/ 
7 http://www.kartoo.com/ 
8 http://www.vivisimo.com/ 
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extracted keywords. A method which clusters group pages dynamically, whilst 
creating a topology between them in a tree view, is presented in this paper. The 
topological tree method, first introduced by the author [5], is enhanced through 
weighting terms depending on their relation to the query term and making the 
algorithm function efficiently with dynamic social network datasets. Results and 
discussions confirm that the topological tree representation can be used to provide a 
user with a more intuitive and natural representation for browsing groups and 
discovering their underlying topics.   

2   Visual Representation of Retrieved Social Content 

One of the major growth and success factors of social network websites is that the 
users are repeatability returning to same website like in a real world community. One 
of the key factors for this being that the content is regularly updated. The content is a 
key driver that can be accessed through the networks, groups and user profiles. The 
access to such social content is typically performed using a search query, browsing 
through a directory, of though the social ties as shown in Table 1.   

Table 1. Comparison of the differing methods for accessing the social content 

Name Description Issues 
Keyword / 
metadata 
search 

Searches can be made on the name but also the 
content labels (e.g. photographs, videos, 
documents), posted comments (blogs, 
discussions, bookmarks), biographical 
information (e.g. interests, hobbies, university 
attended, current employer, geography) and 
groups (e.g. the groups the users decided to 
join). 

 

The search is heavily reliant 
on manual tagging / labelling 
and the search results are 
usually presented in a ranked 
list. 

Browsing the 
group, 
network or 
community  
directory 

Typical social networking systems allow a user 
to visualise and browse a network directory of 
potential new friendships based on shared 
interests (e.g. creating new business contacts or 
finding romantic relationships).  

 

The taxonomy directory 
might not be adequate for 
categorising all groups / 
networks, has to be manually 
maintained and can rapidly 
become out of date.  

Chain of 
social ties 

A chain of social ties can be used to link friends 
of friends, e.g. a user can discover friends in 
common through looking at such social ties. 
Previous work has suggested that social ties 
which link two individual are between five and 
seven [9]. 

 

The links are added 
manually and the search 
process can be time 
consuming and might have 
to be repeated if new links 
are formed or new profiles 
are added. 

2.1   Searching for Profiles and Groups in a Social Network 

A number of papers have been published on searching around the Semantic Web 
which has strong ties with social network searching. For example one author 
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suggested using semantic web analysis in the analysis of social networking website 
[10]. Community analysis helps finds community structure in social networks. For 
example the CNM algorithm, is a bottom-up greedy agglomerative clustering which 
selects and merges pairs of clusters by trying to maximise modularity of the 
community structure [11]. A more scalable community analysis algorithm has also 
been proposed [12]. 

Communities in Orkut (now owned by Google) have previously been analysed 
through the use of different similarity measure [13]. The main objectives were to 
evaluate different community similarity measure and recommended a ranked list of 
related communities, relative to a base community, that might be of interest to some 
users. The paper found that L-2 Norm (also known as cosine distance) showed the 
best empirical results. Another important finding was the impact of community size 
on the similarity measures, e.g. Mutual Information favours very large communities, 
while L-1 Norm favours small communities. 

2.2   The Importance of Clustering and Topology 

In information access systems, the major visual representations are Self-Organising 
Maps (SOMs), binary trees, balanced or unbalanced trees, graphs, and ranked lists. In 
some cases a combination of these representations can be used. This section describes 
the limitations of these methods, and illustrates the benefits of using the topological 
tree structure.  

Clustering algorithms can be used to sort content into categories which are 
discovered automatically based on a similarity criterion. Its typical output 
representation is a binary tree or hierarchy. Binary trees quickly become too deep as 
each level only has two nodes; this representation has been used for retrieval rather 
than browsing. Hierarchies are typically generated using divisive partitioning 
algorithms (e.g. divisive k-means), or manually constructed such as with social 
bookmarks / folksonomies (e.g. Del.icio.us9) and web directories (e.g. Dmoz10). Web 
directories are particularly beneficial to users who are not familiar with the topics and 
their relations. However, even if some show cross links with related topics, they do 
not show the relations between topics at the same level, rather the topics are sorted 
alphabetically or by popularity. Other search engines such as Vivisimo do cluster 
results, however at each level in the tree there is always a category “other topics” 
where many document are clustered to. In addition, as with the other unbalanced 
trees, there is no relationship between the topics at each level. 

Graph representations or SOMs can be used to compensate for this lack of 
topology in these tree representations or taxonomies. Graphs can represent hyperlinks, 
relationships or links between topics. A web example of a graph generated 
representation is Kartoo. Other knowledge representations such as Topic Maps (e.g. 
Omnigator11), can also be represented as graph structures. Although they do capture 
the inter topic / document relations, the major drawback is that they cannot scale 
easily, i.e. the more nodes / links are added the less legible it becomes. SOMs 
typically have a 2-dimensional grid structure which adapts to the content space and 
                                                           
9 http://del.icio.us/ 
10 http://www.dmoz.org/ 
11 http://www.ontopia.net/omnigator/models/index.jsp 
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the number of nodes need not change to represent the underlying number of topics. 
The SOM-based methods have two distinct properties over other methods, namely 
non-linear dimensionality reduction and topology preservation. The non-linear 
projection property ensures that the input space is mapped onto a lower dimensional 
space with minimum information distortion. The topology preserving clustering 
enables documents that are similar to be located closely on the map. However one the 
major weakness of 2-dimensional SOMs, is it is difficult to navigate between different 
levels of detail. Hierarchical variants of the SOM, such as the Growing Hierarchical 
SOM [7] have been developed for this purpose; however only one map can be shown 
at any time and their size is sensitive to fixed parameters. In addition, tables or 
complex graphics are required to represent the 2-dimensional maps efficiently. 

The topological tree method, first proposed by the author [5], compensates for all 
these factors by exploiting a simple tree view structure to represent both hierarchical 
and topological relationships between topics. Previous work undertaken by the author 
focused on clustering a fixed set of documents. This paper deals with the clustering of 
search results of multi author / non-uniform documents with different formatting and 
content. The topological tree can be used to combine the tree structure typically used 
in file explorers with that of the topology inherent in SOMs. The tree structure allows 
a user to visualise different levels of detail and hierarchical relationships. The 
topology, a novel feature specific to the topological trees and SOMs, additionally 
allows the viewing of the relationships between the topics. Fig. 1 clearly shows the 
difference between having a topology and not having one. On the left, the topics 
appear to be randomly placed, but on the right they seem to naturally flow downward 
as economics, microeconomics, finance, biology, and anatomy making it more 
intuitive and natural to the user. 

 

Fig. 1. – k-mean with no topology (left) and root level in the topological tree (right) 

3   The Topological Tree Method 

3.1   Overview of the Method 

There are a number of essential steps in the method: 

1. The user enters a query term into the local web application, and selects the 
search options and social network search engine. 

2. The application submits the query term to the social search engine and crawls 
the returned results. 

3. Each page is indexed and transformed into a document vector. 
4. Feature selection and term weighting is performed on the vector. 
5. The documents are organised in a growing chain. 
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6. Each chain is labelled and added to the topological tree, if further child chains 
are required return to 4. 

7. The user is presented with the resulting generated topological tree. 

3.2   Growing Chains and Topological Tree Method 

SOMs are generally associated with 2-dimensional structures that help visualise 
clusters and their relationships in a topology. However, equally 1-dimensional chains 
can also be used. The topological tree method uses 1-dimensional chains where each 
node may spawn a child chain. The number of nodes in each chain is guided by an 
independent validation criterion. The algorithm used to grow the 1-dimensional SOM 
is termed growing chain (GC) and shares growing properties with the growing grid 
(used in the GH-SOM [7]) and growing SOM variants, but is more suited for 1-
dimension.  

In a similar way to the SOM, there are two major steps in the GC algorithm: the 
search for the best matching unit and the update of the winner and its neighbouring 
nodes. At time t, an input document vector x is mapped to a chain consisting of n 
nodes with a weight vector w. The best matching unit c(x) is the node with the 
maximum dot product amongst nodes j and document vector x(t),  

{ }( ) arg max ( ( ), ) ,     1, 2,...dot j
j

c S t j n= =x x w                                 (1) 

where n is the current number of nodes. Once the winner node c(x) is found the 
neighbouring weights are updated using, 
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where ( )tα  is the monotonically decreasing learning rate and , ( ) ( )j c xh t the 

neighbourhood function, typically a Gaussian kernel. When the learning has stabilised 
for the current number of nodes n, the entropy of the chain is recorded and a new 
node is inserted next to the node with the highest number of wins. The weights of the 
new node are initialised by interpolating or extrapolating existing nodes weight 
values. New nodes are added until nmax nodes are reached which corresponds to the 
maximum allowable chain size. Finally the validation criterion, the entropy-based 
Bayesian Information Criterion that penalises complexity, gives the optimum number 
of nodes per chain as:  
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1
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where m is the number of documents, n the current number of nodes in the chain, 
H(Cj) is the total normalised and weighted sum of entropies for cluster Cj. 

Then in the hierarchical expansion process, each node in the chain is tested to see if 
it will spawn a child chain. This is performed using several tests. The first test counts 
the number of document clustered to that node to see if it is less than a fixed 
threshold. The next test analyses the vocabulary present in those documents to 
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determine if there is a sufficient number of terms. The final test uses cluster tendency 
method. It aims to test if a set of documents contains random documents with no or 
few relations or if there are strong underlying clusters [8]. If any of these tests fail for 
a particular node, then it does not spawn a child chain and becomes a leaf node in the 
final topological tree representation. 

Finally each node in the chain is labelled using the most representative terms of the 
node’s weight and its frequency. Once the chain is labelled, then it is added to the 
current topological tree structure. If further hierarchical expansions in its child chains 
are required, then the process is repeated for each of the child chains, otherwise the 
process is terminated and the results presented to the user. The full pre-processing and 
topological tree method is shown in Fig. 2. 

 
Fig. 2. The Topological Tree Method. (a) The search engine is queried, the pages are returned 
and crawled by the Web Application. (b) An inverted index is generated from the retrieved 
documents. (c) The closed loop represents the necessary processing for each growing chain in 
the topological tree. It is grown using an independent validation procedure that estimates the 
optimum number of nodes that maximise the information value. (d) Once the topological tree is 
complete it is exported to XML.  

4   Results and Discussions 

The dataset was dynamically generated from a search query for group pages in 
MySpace. The query was “developer”; other queries were also tested but omitted for 
space considerations. The MySpace tree, shown in Fig. 3, was generated by directly  
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Fig. 3. – A partial snapshot of a search results for groups returned on the query “developer” in 
MySpace Social networking website. Clearly the sorting by newest, most popular (i.e. size) or 
group name (alphabetical) is not the best way of organising groups. The user cannot gain an 
insight of the types of groups without browsing though several pages of the search results or 
identify the relationship between the groups. 

submitting the same query to the search engine and taking a sample snapshot of the 
results. Fig. 4. shows the topological tree that was generated from running a query and 
crawling the returned ranked listing. 

4.1   Comparison and Discussion 

MySpace currently uses simple search criterion of keyword, category and country for 
retrieving groups. The main limitations of these are that this relies on correct tagging 
and updating of categories listing. The results can be sorted by newest, most popular 
(i.e. size) or group name (alphabetical), however a user will still have to browse through 
pages of results to identify different types of groups they might be interested in. In 
comparison, the topological tree representation appears more intuitive and natural to the 
user, as closely related topics are located close to one another in each chain. Each chain 
does not grow to a large number of nodes, as this number is guided by an independent 
validation criterion that penalises complexity. In addition hierarchical relations between 
a parent node and child chain help abstract different levels of detail. 

There are four important criteria for creating an effective browsing experience of 
documents and topics: 

1. Hierarchical Representation: the topics need to show different levels of detail 
simultaneously. This is especially true when the number of topics is large, e.g. 
the Dewey decimal classification or web directories. 
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2. Scalability: the ability to view a large number of topics and documents in the 
same window. 

3. Visualise key topics and their related documents: key topics should be easily be 
discernable using a label and documents should be shown to belong to one of 
more of them. 

4. Visualise key relationships: the ability to visualise the relationships between 
different topics as well as the connections between documents. 

 

Fig. 4. – A topological tree generated from the pages retrieved using the query “developer” (for 
all countries). Clearly the topology ensures that the property developer, software developers 
and games developers are closely grouped together in a more intuitive way.  

5   Conclusion and Future Work 

A topological tree is a tree view structure that does not require complex 2-
dimensional graphics or tables such as used in SOMs or graphs. Yet it can show the 
key relationships between extracted topics thus helping reveal previously unknown 
associations automatically. It also helps make a tree structure appear more intuitive, 
i.e. related topics are located close to one another in the tree. This topology can be 
thought of as a graph representation that has been optimised into a tree view, where 
only the strongest relationships between topics are preserved. Through building on 
top of existing search engines, the topological tree method benefits from pre-filtered 
content where it only needs to organise a relevant subset of the content. This paper 
has shown that the topological tree can be built on top of a typical social search 
engine and produce an insightful overview of the underlying topics contained in the 
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top ranking MySpace groups. Future work could look at extracting and combining 
knowledge from web directories and social networks, with results returned from a 
web search engine, into a topological tree.  
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A Framework to Analyze Biclustering Results on
Microarray Experiments

Rodrigo Santamarı́a, Roberto Therón, and Luis Quintales

University of Salamanca

Abstract. Microarray technology produces large amounts of information to be
manipulated by analysis methods, such as biclustering algorithms, to extract new
knowledge. All-purpose multivariate data visualization tools are usually not eno-
ugh for studying microarray experiments. Additionally, clustering tools do not
provide means of simultaneous visualization of all the biclusters obtained.

We present an interactive tool that integrates traditional visualization tech-
niques with others related to bioinformatics, such as transcription regulatory net-
works and microarray heatmaps, to provide enhanced understanding of the
biclustering results. Our aim is to gain insight about the structure of biological
data and the behavior of different biclustering algorithms.

1 Introduction

Biclustering methods are techniques that discover internal structure of data in a non-
supervised way. In the last few years they have been extensively applied to bioinfor-
matics, specially to extract knowledge from microarray experiments. The first effort
was done by Cheng and Church [5]; many others are surveyed in [13,23]. Nowadays,
still new biclustering methods are developed [15,4].

On the other hand, there are tools covering different aspects of biological and statisti-
cal analysis. BicAT [2] is a great tool focused in biclustering algorithms, implementing
some of the most important ones along with traditional k-means and hierarchical clus-
tering. BicAT presents the results as ordered lists of biclusters, that can be examined
individually through heatmaps and parallel coordinates.

Expander [20,18] is also a tool that implements clustering and biclustering meth-
ods. Although Expander implements less biclustering algorithms than BicAT, it has a
great number of visualizations: heatmaps and boxplots to study microarray data matri-
ces, dendrogram+heatmap visualization of hierarchical clustering results [7], clustering
PCA displays and bicluster heatmaps. The PCA display may be the most interesting
view because it allows a quick understanding of gene structure (coloring points de-
pending on the cluster which groups them).

gCluto [16] makes use of more advanced information visualization techniques. The
microarray data matrix is again represented by a heatmap but now the interaction with
the representation is allowed, so rows and columns can be expanded, combined or
grouped by hierarchical clustering. gCluto also uses 2D projections of clusters but in
a 3D space called mountain maps, where perimeter, height, slope and color identify
different properties of each cluster.

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 770–779, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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The Rank-by-feature framework [17] is another powerful tool for hierarchical and
k-means clustering. In this case a great level of interaction is allowed, under a high
number of views: heatmaps, dendrograms, histograms, scatter plots and parallel coor-
dinates. Finally, Cytoscape [19] is a very different tool, focused in analyzing biomolec-
ular interaction networks with an optimal degree of interaction (zooming, searching,
changes of layout, coloring, database querying and lots more).

Although the aforementioned tools deal with clustering and/or biclustering results,
they do not focus on the simultaneous visualization of them. BicAT visualizes bicluster-
ing results individually, and comparison must be done through navigation of lists, which
makes difficult the discovery of relationships among biclusters. Expander and gCluto
present different solutions to this but for clustering results. The representation of multi-
ple biclustering results of one or more biclustering methods has not been treated.

To overcome these limitations, we have developed a visual analysis tool that allows
the simultaneous display of all the biclustering results of different methods along with
linked views of related information, such as microarray expression levels and transcrip-
tion regulatory networks (TRNs). That way, a full framework to help in decision making
has been implemented and tested.

The following sections are organized as follows. Section 2 exposes the visualization
techniques implemented in the tool: definition of the structure, data, displays, user inter-
actions implemented and linkages between views. Section 3 presents a full example of
the use of the framework with a synthetic microarray data experiment. Finally, Section
4 draws the conclusions achieved and establishes future lines for expanding the tool.

2 Bicluster Visualization

The framework manages different data sources and display them by using a number
of visualizations techniques. All the visualizations are interconnected by means of a
session manager to allow flow of data and interactions among views (see fig. 1). Three
data sources are distinguished. The most important is the Microarray Data Matrix, that
contains information about gene names, condition details and gene expression levels.
Following, TRN network, represented as an XML standard graph, provides information
about genes and relationships between them (up or down-regulation). Finally, bicluster
results are presented as an structured file with information about the type of bicluster-
ing algorithm, the dimension of the biclusters and the genes and conditions grouped
by them.

These data are visualized by means of five main visualization techniques: heatmaps,
parallel coordinates, scatter plots, bubble maps and transcription graphs (Fig. 2). The
first three visualizations represent microarray expression levels as multivariate data
where each gene or sample is a variable and each condition or experiment is a dimen-
sion. The tool also allows the presentation of this data as a textual table. The bubble map
represents biclustering results while the transcription graph represents a TRN of the or-
ganism studied in the microarray. For description purposes, we will use gene to address
to a variable and condition for dimensions. We will have n genes G = {g1, ...,gn} and
m conditions C = {c1, ...,cm}. A bicluster B is a subset of nb genes (Gb = {g′

1, ...,g
′
nb})

and mb conditions (Cb = {c′
1, ...,c

′
mb}).
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Fig. 1. Diagram of the structure of the framework. Three data sources can be used in the visual-
ization of different displays by means of a session manager that interconnects them all.

2.1 Microarray Data Visualizations

Heatmaps (Fig. 2c) are the most usual representation of microarray data. In order to in-
spect genes or conditions individually, the heatmap implements bifocal distortion [12]
by rows and/or columns, as well as zoom and navigation through expression levels.
Selection of rows, columns or individual expression levels are linked to the other visu-
alizations of the framework.

b)a) c)

d)

Fig. 2. Overview of the framework. Data belongs to the example discussed in Section 3. The
most relevant visualizations are (a) TRN network, (b) bubble map, (c) microarray heatmap and
(d) parallel coordinates.
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Parallel coordinates (fig. 2d) represent G as a set of lines of m-dimensional points.
Selection of ranges of values on any condition can be done. Conditions also can be
reordered as desired.

2.2 Bubble Map

Bubble maps (fig. 2b) are related to gCluto mountain maps, but unlike gCluto maps,
this visualization makes use of two dimensions to avoid 3D overlapping and improve
time performance, allowing simultaneous comparison of a large number of biclustering
results from different methods.

Each bicluster B is represented as a circle (bubble), where color identifies the biclus-
tering method that computed it. The radius of the shape refers to the size of the bicluster,
computed as nbmb. The transparency depends on bicluster homogeneity, defined as the
inverse of the within variation described in eq. 1:

Wb =
1
nb

nb

∑
i=1

√√√√
mb

∑
j=1

(ā j − ai j)2 (1)

where ai j is the expression level of the gene gi under the condition c j and ā j is the mean
of the expression levels of the genes grouped in B for condition j.

The position is determined by the genes and conditions grouped. The horizontal
coordinate depends on conditions while the vertical coordinate depends on genes. To
compute the positions, bicluster B, grouping gene subset Gb and condition subset Cb, is
mapped to the multidimensional points xb and yb as in eqs. 2 and 3.

xb = (p1, p2, ..., pn) | pi = 1 ⇔ gi ⊂ Gk, pi = 0 otherwise (2)

yb = (p1, p2, ..., pm) | p j = 1 ⇔ c j ⊂ Gk, pi = 0 otherwise (3)

These two points of n and m coordinates are projected to one dimension with either a
classical metric [8] or non-metric [10] multidimensional scaling. This way both y-axis
and x-axis components of the representation for each bicluster are obtained. Therefore,
biclusters at the same horizontal/vertical line are expected to share genes/conditions,
although this is not always precise due to the reduction of dimensionality, that obviously
loses information.

The result is a set of distributed, colored, sometimes superposed circular shapes,
where an analyst can easily identify biclusters distant from the trend, differences be-
tween biclustering methods or other relevant knowledge (Figs. 2b, 3a). The user can
select any number of biclusters, a change that is transferred to other views to highlight
the corresponding genes and/or conditions. Bubbles can be dragged to change their
positions in case the user wants to reorder them using any other criterium.

2.3 TRN Visualization

In a TRN, nodes represent the set of all genes G, while a directed edge from gi to g j

means that gi encodes for a transcription factor protein that transcriptionally regulates
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a)

a) b)

c)
d)

Fig. 3. Example of how linkage works. A Bimax (red) bicluster is selected in bubble map (a)
and this provokes gene highlighting in TRN (b), reordering of rows and columns in heatmap (c)
and highlighting of lines and reordering of axis in parallel coordinates (d). Similar flows can be
followed by interaction with other visualizations.

g j [14]. It is important to distinguish at least two types of edges: activation and repres-
sion edges. When a gene up-regulated connects with an activation edge to another gene,
this one is favored to up-regulation. If it connects with a repression edge, will be favored
to down-regulation.

In our framework, TRNs have been represented as directed acyclic graphs led by
forces (Fig. 2a). Nodes are labeled with gene names and edges are colored in dark or
light grey depending if the interaction is activation or inhibition, respectively. To avoid
edge cluttering, they are displayed with splines instead of straight lines. We also imple-
ment a gene search by name. The interacting forces display the nodes so the overlapping
of nodes and edges is minimized.

2.4 Linked Visualizations

All the visualizations are linked so changes in a view are propagated to the rest of views
(Fig. 3). The ability of visualizing changes in a representation because of interaction
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with another representation helps to reveal patterns. On the other hand, linkage limits
the screen area because it has to be divided by different visualizations. All linkages
implemented are bidirectional, so flow between visualizations can be followed at user’s
demand.

In our case, the usual flow of information that communicates views are subsets of
genes and/or conditions. Thus, a selection of a node in the TRN will imply the flow of
the gene represented by that node to other views, highlighting biclusters that contain
this gene or focusing on the gene in the microarray heatmap, for example. The user can
configure which visualizations to monitor simultaneously and if they are linked or not,
thus adapting screen areas to her necessity.

3 Case Study

3.1 Example Dataset

In order to make the discussion simpler, we have chosen a reduced synthetic example
obtained by SynTReN [6] from Shen-Orr’s E. coli TRN [21]. From this network, with
424 nodes, SynTReN builds a synthetic TRN with 200 nodes, 190 nodes based in Shen-
Orr’s definition and 10 random nodes, without biological basis. SynTReN will also
generate a microarray data matrix simulating 10 experiments, each one repeated two
times.

We apply three different biclustering algorithms to the microarray data matrix: Bi-
max [15], Plaid models [11] and Spectral biclustering [9]. We have chosen methods that
differ in its interpretation of biclusters, so it is expected that their results will be quite
distinct.

3.2 Objectives

The framework has been designed in such a way that analysis will naturally follow
the Information Visualization Mantra: ”Overview first, zoom and filter, details on de-
mand” [22]. This way, it will start with a general overview of our problem, to continue
with filterings by biclusters, genes and conditions. With these flows, supported by linked
views, we will prove the potence of the framework to analyze the mentioned dataset re-
garding the following: 1) detecting relationships between the two replications of each
experiment, 2) determining characteristics in the biclusters computed by different meth-
ods, 3) checking if related groups in TRN are grouped by biclusters and 4) detecting
random genes, and determining if they appear in the biclusters computed.

Additionally, we want to discover: 1) new relationships between genes not related in
the TRN, 2) biclusters deviated from the trend and 3) differences and similarities of the
three biclustering methods and its performance for this example.

3.3 Overview

A simple overview using different visualizations gives interesting information. The
TRN layout (fig. 2a) shows how genes are related according to existing biological
knowledge. A group of random genes is easily detected as a separate graph at the
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bottom-left. The bubble map (fig. 2b, 3a) shows biclusters for Bimax (red), Plaid model
(green) and Spectral (blue). With just a glance, we can tell than Plaid model gives big-
ger, heterogeneous (transparent) biclusters (due to some extent by a reported problem of
this algorithm [24]), while Spectral biclustering gives very small ones and are displayed
linearly, revealing the checkerboard structure of Spectral biclustering. Bimax returns
middle-size, homogeneous (solid) biclusters. Also, biclusters deviated from the trends
and groups of neighbor biclusters are easily detected, possibly worth a deeper study
with the tool. The microarray heatmap and parallel coordinates are not very helpful on
an overview, being the expression level information overwhelming without previous fil-
tering. Finally, a scatter plot comparing expression levels of different replications of the
same experiment (fig 2, bottom left) reveals its correlation.

3.4 Bicluster-Oriented Analysis

Once the overview has given us a context to draw preliminary analysis, deeper ex-
ploration is needed. This usually starts with biclusters, displayed with different colors
depending on their method of biclustering. Interesting biclusters because of their homo-
geneity, size or position are salient in the bubble map visualization and can be selected,
provoking changes in other visualizations that give us insight about what is grouped in
the bicluster and why.

The microarray heatmap will reorder and highlight genes and conditions on the bi-
cluster, giving a quick way to identify what is in the bicluster. Also heatmaps, along with
parallel coordinates, help to understand why these genes and conditions are grouped to-
gether by the algorithm in terms of their expression levels. For example, when
selecting a Bimax bicluster as in fig. 3, genes highlighted in heatmap and parallel co-
ordinates present high and constant expression levels through the corresponding condi-
tions. These are two of the features of Bimax algorithm, and therefore the information
helps us to confirm that the results are correct or (if the biclustering method is not well
known) to learn about the biclustering behavior. On the other hand, when a bicluster is
selected, the corresponding genes highlight in the TRN network. Usually, as in fig. 3b,
groupings are reflected in previously biological relationships (left bunch of genes) but
in some cases previously unrelated genes are grouped, as it is the case of the gene at the
right of the figure. Thanks to the force layout of the TRN graph, genes unrelated (very
separated) can be easily detected.

Various biclusters can be selected simultaneously, thus highlighting in other visual-
izations the intersecting genes and conditions. This is interesting when clouds of biclus-
ters are detected in the bubble map.

3.5 Gene and Condition-Oriented Analysis

Studying the biclusters, some genes appear grouped without direct (or obvious indirect)
relation in the TRN. These genes could be actually related or be misgrouped by biclus-
tering algorithms. If that kind of genes are grouped by a large number of biclusters, the
probability of them being really related increases, justifying further analysis. The same
is valid with conditions.

To analyze these interesting objects, we can change the scope and flow of the nav-
igation through the tool and start by selecting particular genes. Picking those genes in
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Fig. 4. Genes named spec and nr f ABCDEFG are grouped together in seven biclusters from two
different biclustering methods, without known biological evidence. The framework helps to dis-
cover it quickly.

the TRN will highlight all the biclusters that groups them together. If a high number
of biclusters is highlighted, it is possible that the genes are truly related and we have
discovered relevant knowledge (Fig. 4).

4 Conclusion and Future Work

A framework to study biclustering methods in terms of its results by different visu-
alizations, including biological knowledge with TRNs, is presented. The use of this
framework, along with benchmark datasets and statistical and biological validation
techniques can shed more light on performance of biclustering methods. It also will
help analysts in the study of the usually large number of biclusters given by bicluster-
ing algorithms, decreasing analysis time and helping in the detection of relevant results.
The tool discussed has relevant advantages over other current tools:

– Visualization of all biclusters simultaneously by means of the bubble map. This
visualization also allows the representation of biclusters from different biclustering
algorithms simultaneously. Only gCluto and Expander implements simultaneous
visualization of simple clusters form a single method, without interaction.

– Incorporation of biological information from transcription regulatory networks to
the visualization of microarray data and biclusters, allowing their communication.
This is an unusual feature, only implemented by Expander (by means of visualiza-
tion of transcription binding sites in gene sequences) and Cytoscape (coloring of
TRNs by expression levels).

– Simultaneous visualization and linking between different views. This is a key con-
cept to increase the user’s insight on the problem, witnessing the changes that in-
teraction with a visualization causes in other views.

– Use of statistical measures such as coherence and variance by means of bubble map,
thus including another relevant aspect of biclustering analysis: validation metrics.



778 R. Santamarı́a, R. Therón, and L. Quintales

Aside for the aforementioned advantages, new paths to improve the tool are opened:

– The bubble map, although useful, is based in projections that reduce dimensionality
at the cost of discarding details. The result is that the overlapping of bubbles does
not exactly convey the real overlapping of biclusters. Another technique is being
currently studied to solve this.

– More biological knowledge will be, specially network motifs [14] identified in
TRNs and GO [1] and MIAME annotations [3], increasing the details-on-demand.

– Gene and bicluster-oriented analysis discussed here are just two ways of revealing
new knowledge. Testing of the tool by analysts will reveal new requirements in
both visualization and genomic/transcriptomic areas.
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Methods to Bicluster Validation and Comparison
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Abstract. There are lots of validation indexes and techniques to study clustering
results. Biclustering algorithms have been applied in Systems Biology, princi-
pally in DNA Microarray analysis, for the last years, with great success. Nowa-
days, there is a big set of biclustering algorithms each one based in different
concepts, but there are few intercomparisons that measure their performance. We
review and present here some numerical measures, new and evolved from tra-
ditional clustering validation techniques, to allow comparisons and validation of
biclustering algorithms.

1 Introduction

Biclustering is one of the main options to find structure in gene microarray data. In the
last years, lots of biclustering methods have been proposed [10]. Authors apply different
procedures to individually validate them. Also, with the growing number of algorithms,
its comparison is now being addressed [12]. Though not an optimal algorithm exists,
these comparisons help to understand biclustering behavior and make easier the choice
of the bests algorithms in each context.

Several measures for validation exist in clustering area, but they are usually not ap-
plied for biclustering methods. The authors that have treated more in deepness compari-
son methodologies for biclustering are Prelic et al. [12] and Turner et al. [14]. Validation
and comparison are made by external indices. Non-biological indices as sensitivity and
specificity are used when information of clustering is known, usually in synthetic data
where biclusters are embedded. Only constant and additive biclusters are treated, as
they are the most extended. Biological indices are used when no information intrinsic
to the data is known. Internal and relative indices are seldom used because biclustering
concepts are hard to adapt to clustering indices.

In this paper, we review these validation and comparison techniques, explaining the
adaptations done in literature and proposing some other adaptations to biclustering char-
acteristics. Specially, internal and relative index application to optimize input parame-
ters and coherence measures have been developed. In Section 2, we discuss the different
kinds of biclusters offering measures to determine each type. Section 3 covers the use
of internal, external and relative indices, reviewing the most used and extending some
of them to biclustering context. Section 4 makes a brief application of measures dis-
cussed in Section 2 and 3 on two biclustering algorithms. Finally, Section 5 presents
the conclusions and future work.

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 780–789, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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2 Bicluster Structure

2.1 Bicluster Classification

A bicluster can be defined as ‘a subset of objects (rows or columns) that jointly respond
across a subset of other objects (columns or rows)‘. In bioinformatics, rows usually refer
to genes and columns to experiments or organism conditions. Madeira and Oliveira [10]
classify biclusters depending on what is considered for ’jointly responds’:

– Constant value bicluster (C): all elements have exactly the same value (μ). Ele-
ments of constant bicluster B = [bi j] with n rows and m columns are defined as

bi j = μ (1)

– Coherent value bicluster (H): row and/or column variations are somehow related.
This relationship may be additive (H+), multiplicative (H×) or by sign (H±). In
case of H+ and H×, each row and/or column differs from others in an additive or
multiplicative factor (eqs. 2 and 3, respectively). In case of H±, it is just a qualita-
tive rule of change in tendency (α and β are binary vectors representing increasing
or decreasing respect to another row or column –such as 1 or -1–, but it’s not im-
posed any quantitative restriction on ri j , ci j variations)

bi j = μ + αi + β j (2)

bi j = μαiβ j (3)

bi j = (b(i−1, j) + αiri j)+ (b(i, j−1) + ci jβ j) (4)

– Coherent evolution bicluster (E): expression levels are first mapped to labels under
certain criteria, such as order or proximity.

The above definitions can be applied to rows, columns or both, but measures are
usually used in both dimesions. C biclusters are almost ideal, so algorithms searching
for C biclusters usually treats ’constant’ as a range of near values by a mapping with
coherence evolution.

This bicluster classification presents overlaps. For example, C biclusters on rows and
columns (Crc) are included in C biclusters on rows (Cr)and C biclusters on columns (Cc).
C biclusters of any type are included in H+ biclusters and overlap with H× biclusters.
H± includes them all (Fig. 1). This will be important when comparing biclustering
algorithms that search for different kinds of biclusters.

C is the most used group because of direct interpretation in biological data. H+

biclusters, representing more subtle relations in data are the second group in refer-
ences. H× and H± are rarely used, being their biological relevance difficult to justify or
interpret.

2.2 Coherence Measures

Having in mind the different groups of biclusters, we can define measures that de-
termine how constant or how (additive, multiplicative, sign) coherent is our bicluster.
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A) B)

1. 2. 3. 4.

5. 6. 7.

Fig. 1. A) Bicluster sets. Each of the sets is internally divided in row, column and both dimensions
biclusters of the corresponding type. B) Heatmaps of different biclusters: 1) Crc bicluster, 2)
Crc bicluster with high noise, 3) Cr bicluster, 4) Cc column constant, 5) H+ bicluster, 6) H×

bicluster and 7) H± bicluster. 5),6) and 7) become, after row/column transformation, Cr and/or
Cc biclusters 3) and 4).

Biclustering algorithms define internally what is considered coherent, but not always
under an specific measure or value. Coherence measures can be used to define synthetic
biclusters for testing or to check if the results over real data fits the bicluster definition
of the algorithm. Constancy by rows of bicluster B (Cr(B)) and by columns (Cc(B)) are
easy to measure by means of Euclidean distance

Cr(B) =
1
n

n−1

∑
i=1

n

∑
j=i+1

√
m

∑
k=1

(bik − b jk)2 (5)

Cc(B) =
1
m

m−1

∑
i=1

m

∑
j=i+1

√
n

∑
k=1

(bki − bk j)2 (6)

Overall constancy Crc(B) can be derived from Cr(B) and Cc(B):

Crc(B) =
nCr(B)+ mCc(B)

n + m
(7)

The average measure for all the biclusters found by an algorithm is the weighted
mean of the measure for each bicluster. These measures, traditionally used to determine
cluster compactness will give bad scores for coherent biclusters. To measure coherency,
an incremental treatment of the data can be applied to make them ’constant’, then ap-
plying above formulas to the transformed bicluster B′ = [b′

i j]. In case of H+:

b′
i j = bi j − b(i−1) j (b0 j = 0) (8)

b′
i j = bi j − bi( j−1) (bi0 = 0) (9)

That way, as seen in Fig. 1b, H+ bicluster becomes Cr and/or Cc bicluster, and can be
measured by eqs. 5, 6 and 7. A similar transform can be done with H× using division
instead of substraction, but now there is necessary to include an exception to avoid
divisions by zero:

b′
i j = bi j/b(i−1) j (b0 j = 1) (10)
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b′
i j = bi j/bi( j−1) (bi0 = 1) (11)

Finally, H± has a similar treatment:

b′
i j = 1 ⇔ bi j > b(i−1) j, b′

i j = −1 otherwise. (b0 j = 1) (12)

b′
i j = 1 ⇔ bi j > bi( j−1), b′

i j = −1 otherwise. (bi0 = 1) (13)

Proximity to zero on all these measures points that the bicluster has the correspond-
ing coherence property. There is no limit in the value they can take, but values above
1.5 usually tells us that coherency is lost (see Section 4 for some practical cases).

3 Validation Indices

Clustering validation indices are divided into three categories [7]: external, internal and
relative. External indices measure the similarity between clustering results and a priori
knowledge. Internal indices compare the intrinsic structure of data with cluster results.
Internal indices are much harder to apply to biclustering than external indices because
much of the internal concepts (such as compactness or separation) are not applying to
biclusters, where overlapping and coherent variations are usual. Finally relative indices
compare different configurations of input parameters and cluster results, trying to find
optimal or stable parameters for a given input data.

In the context of biclustering, external validation is mainly used, preferring
biological indices to traditional ones. Internal and relative indices are seldom used,
because of the non trivial task of adapting biclustering concepts as overlapping and
bi-dimensionality to clustering indices.

3.1 Biological External Indices

Biological knowledge used in validations are usually gene annotations as those of Gene
Ontology (GO) [2] or KEGG [8]. We will call them external indices because imply in-
formation external to the data. Given a bicluster B, we get all (in example) GO terms
annotated to any of the genes in B and then apply a statistical significance test to deter-
mine if each term appearance is relevant.

Biclustering algorithms presented in [12,3] use GO and/or KEGG enrichment. Other
biological knowledge applied in the same way than annotations is related with Tran-
scription Regulatory Networks (TRNs). A TRN is a directed acyclic graph where nodes
are genes, and an edge between gene A and gene B means that gene A encodes for a tran-
scription factor protein that transcriptionally regulates (activate or repress) gene B. In
this case it is considered the number of genes connected in our bicluster or the average
distance between genes in it [12]. It’s expected that the number of genes connected will
be greater and the average distance lower than in random biclusters, which is checked
with a significance test. Another interesting characteristic to check is the number of
network motifs (substructures that appear in TRNs [11]) that are included in a bicluster,
but it is seldom used in bibliography.

Although useful for the objective of knowledge discovery, biological significance
has a major disadvantage as a validation method: biological knowledge is not complete.
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When a bicluster does not group known GO/KEGG annotations, or connected genes
in a TRN, it may be because it’s a bad bicluster, but also because information about
TRN connectiveness or GO annotations are not complete. Just as an example, E. coli
TRN grew from 424 genes and 577 interactions in 2002 [13] to 1278 genes and 2724
interactions in 2004 [9]. Also statistical significance tests are controversial [6,1].

3.2 Non-biological External Indices

Non-biological external indices are used to check if bicluster results match with previ-
ous knowledge of biclusters in the data. They also can be used in comparing biclusters
of two different biclustering methods. There are two main techniques to generate exter-
nal indices: two-matrix and single-matrix techniques.

In case of two-matrix technique, two binary matrices are built, P and R, of size n×n,
where n is the number of objects (genes or conditions) of our data. P represents the
grouping of objects in the a priori partition and R the grouping in our results. Frow
those two matrices, indices are defined, as Rand index, Jaccard coefficient, Minkowski
measure or Folkes and Mallows measure [5]. Though the adaptation of two-matrix tech-
nique to bi-dimensionality is not very difficult, the concept of overlapping is harder to
express with this method, so single matrix is preferred.

Single-matrix technique builds a unique bicluster matrix M of order p× r where p is
the number of biclusters in P and r is the number of biclusters in R. mi j will determine
the similarity between the bicluster i of P and the bicluster j of R. A measure of this
similarity is F1 index proposed by Getz et al. [4] and adapted to biclusters by Turner
et al. [15]. F1 is based in the proportion of bicluster i present in bicluster j (sensitivity
or module recovery of bicluster i) and the proportion of bicluster j present in bicluster
i (specificity or relevance of bicluster i). Note that the sensitivity of bicluster i for j is
the specificity of bicluster j for i, and the same with the specificity of i for j, that is the
sensitivity of j for i. If gx is the number of genes in X , cx the number of conditions in X
and nx = gxcx; sensitivity, specificity and F1 are defined as:

sensitivity =
(gA∩B)(cA∩B)

nB
(14)

speci f icity =
(gA∩B)(cA∩B)

nA
(15)

F1(A,B) =
2(gA∩B)(cA∩B)

nA + nB
(16)

When results in R reveal exactly a priori partition P, M will be (if computed with
Eq. 16) a square (p × p), symmetric matrix with mi j = 1 if i = j and mi j = m ji < 1
otherwise. From M we can get two measures of the overall matching between R and P.

S(R,P) =
1
r

r

∑
i=1

maxp
j=1(mi j) (17)

S(P,R) =
1
p

p

∑
j=1

maxr
i=1(mi j) (18)



Methods to Bicluster Validation and Comparison in Microarray Data 785

S(R,P) gives overall bicluster relevance of biclustering R, while S(R,P) gives the
module recovery capacity of biclustering R.

3.3 Internal Indices

Internal indices compare intrinsic information about data with the biclustering results.
In this case, no a priori information further than the raw data is available. Internal in-
dices are not as precise as external indices, but they are important when a priori infor-
mation is not available. To avoid the use of internal indices, synthetic data with known
structure are built to validate biclustering methods. When applied to real biological data
where no a priori information is known, biological tests are used.

An internal index is computed from two matrices just as non-biological external
indices. In this case, matrix P contains information about proximity between expression
levels of genes or conditions. Now, Pi j = Pji = distance(oi,o j). Again two pairs of
matrices are needed for biclustering, one where oi are genes and another for conditions.
Pi j is greater when oi and o j are different. R can be built as described for external
indices, but inversed so higher values correspond to objects not grouped together. For
example Ci j = 1/(1+k), where k is the number of times that objects i and j are grouped
together. Ci j will be in (0,1], being 1 if never grouped together and downing to near 0 if
usually grouped. This two matrices can be compared with normalized Hubert statistic:

Γ̄ (C,P) =
1
m ∑n−1

i=1 ∑n
j=i+1(Pi j − μp)(Ci j − μc)

σpσc
(19)

where n is the number of objects in the matrix, and m = n(n − 1)/2. μp, μc are the
mean of the matrices and σp, σp its variances. As with other measures, Γ̄ index must
be computed for the two pair of matrices, then combining as in Eq. 7.

Γ̄ index and other similar indices, as cophenetic coefficient are less precise than
external indices. For example, Jain and Dubes [7] survey different drawbacks of cophe-
netic coefficient, estimating than even a value of 0.9 will not be enough to assert that
there is a good correlation between P and R.

3.4 Relative Indices

Relative indices try to determine the best choice of our algorithm parameters on each
particular data set. If we want to compare two algorithms against the same data set, we
want to compare its best parametrization for this data set.

However this is a difficult task because of the heterogeneity of the biclustering algo-
rithms and its input parameters. Relative indices use to be external or internal indices,
depending on the availability of a priori information from the data. Independently of
the index, the procedure is to run the algorithm with different parameter configurations,
and compute the index for each one. The parameter configuration with best index is
selected as optimal for the data set. Selection of the different parameter configurations
is up to the user and is key for the optimal search, so it must represent all the range of
possibilities, avoiding deviations.

In clustering, another approach to find the best configuration is to find an stable
number of clusters, retrieved by a great number of configurations. From them, we take
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the one in the middle of the range, or the one with the best value for a given index. This
method is also used in some biclustering validations, usually to find stability when the
algorithm has pseudo-random behaviour [3], but not to find optimal initial parameters.

4 Application

4.1 Algorithms

We have applied some of the performance measures discussed to two biclustering al-
gorithms, Bimax [12] and improved Plaid Model of Turner et al [15]. Bimax is one
of the most compared biclustering methods, by means of non-biological and biologi-
cal validation. For example, in [12], non-biological measures are used, but only based
in gene dimension because hierarchical clustering was one of the methods compared.
Also, in the mentioned comparison only default parameters are used for each algorithm,
no parameter optimization is done. Turner plaid model was tested by their authors with
different synthetic data sets with three to ten (overlapped in different proportions) bi-
clusters. Turner and Bimax algorithms have never been compared in bibliography.

Both methods have been implemented in R according to the specifications in the
corresponding bibliography. Bimax density of 1s against 0s is proved in a range from
1% to 10% (steps of 1%). Turner’s t1 and t2 parameters are proved as t1 = t2 in a range
from 0.4 to 0.8, with steps of 0.1.

A) B)

4% 64%25% 64%6 ±0 ±0.3 ±0.5

Fig. 2. A) Overlapped constant overexpression biclusters. A low noise has been added to biclus-
ters. Overlapping degree is the same in rows and columns. B) Constant and coherent overex-
pression biclusters with random noise. Note how noise affects the structure of biclusters, being
constancy undistinguishable from coherency with high noise.

4.2 Data Sets

Two sets of synthetic data matrices 100x50 are built. First set of matrices will contain
two constant biclusters with overlapping degrees from 0% to 100%, with 10% incre-
ments. Second set of matrices have two non-overlapping biclusters, one constant and
the other one additive coherent, with normal distribution random noise. Distribution
deviation increases from 0 (no noise) to 1, with 0.1 increments. All matrices have a
random noise background (see Fig. 2).

4.3 Methods

The proposed test will briefly apply the techniques discussed. First, we will try to find
the best parameter choice for each biclustering algorithm in each data set, by means of
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Fig. 3. a) Effect of overlapping in the algorithm and the biclusters. 1) Best SS measure achieved by
using F1 and Γ̄ statistics along with the mean of SS for all the proven configurations. 2) Variation
in the measures of constancy and coherency with changes in the overlap degree. b1) and b2) As
a1) and a2), but representing the effect of the noise in the algorithms and biclusters, respectively.

F1 measure (comparing against known biclusters) and of Γ̄ (comparing against proxim-
ity matrix). That way, we can compare the performance of Γ̄ as relative index against
an a priori knowledge technique (F1). Biological significance tests has left out of the
scope of this discussion because studies with them are more extended and do not use
the measures reviewed here. For known biclusters, constant and coherence measures
will be also computed, analyzing its consistency against noise and overlap.

4.4 Results

Fig. 3a-1 presents the mean of sensitivity and specificity (SS) of the results of the best
configuration given by F1 and Γ̄ (or Hubert statistic). F1 will give the best configuration
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at all, while Γ̄ gives the best configuration supposing a priori information is not avail-
able. Also, the mean SS for all the tested parametrizations is given. With the appro-
priate parameter choice, Bimax finds a high percentage of row and columns present
in biclusters embedded, even (sometimes) finding the exact biclusters without finding
spurious biclusters (SS = 1). Performance is lower when overlapping is around 50%,
being higher when biclusters are nearly separated or are almost the same. SS value of
parameter configuration chosen by Γ̄ measure is obviously worse, but still have better
configurations than average. Turner algorithm has lower performance than Bimax. The
pruning phase included to improve plaid model fails when trying to prune overlapped
parts of the biclusters.

Overlapping effect on biclusters measures is represented in Fig. 3a-2. Because of
additive overlapping, intersecting expression levels are higher than non-intersecting, so
constant structure is lost with overlapping, in favor of coherent structure.

In Fig. 3b-1 we can see how Bimax performance is sensible to noise when it exceeds
0.4 deviations. Bimax discretization threshold is the responsible of this downgrading.
On the other hand, Turner algorithm is not affected by noise, recovering data even in the
most noisy cases. Again, Γ̄ statistic does not give the best configuration in each case,
but is better than average. About constancy and coherence measures (Fig. 3 b-2), the
measures increase with noise, revealing how structure is eventually lost. Additive coher-
ent bicluster has lower (better) H+ measure than C measure, as expected. Note how H+

measures increase with noise until, eventually, surpassing C measure and coinciding
with Bimax performance downgrade.

5 Conclusions and Future Work

Due to the variation and drawbacks of validation indices, the best way to analyze biclus-
tering performance is to use them exhaustively, generating a framework that will define
bicluster specific measures (relative, internal and external indices), data type definitions
(constant, coherent), benchmark algorithms and example (real and synthetic) data sets.

Though external indices use is extended, our approach to relative and internal index
application is new. That helps in automatic optimization of biclustering input pareme-
ters, a task seldom considered and critical for obtaining the highest performance. Data
type definition exists as discussed, but only constant biclusters have been mathemati-
cally measured. We present an approach to measure coherence biclusters by using con-
stant measures and transformation of data matrices.

External and internal indices used as relative indices have been applied to two bi-
clustering algorithms to prove their consistency and capability to generate information
about performance and bicluster behavior against noise and overlap, main problems of
biclustering on microarrays. The search of the optimal input parameters for biclustering
algorithms through Γ̄ internal index outperforms the static use of recommended values.

Coherence measures have been also proposed and applied, proving helpful in typi-
fying biclusters. Normalization of these measures must be done to help in comparisons
between them. We expect to exhaustively prove all these measures (analyzing and com-
paring existing biclustering algorithms) and present newer ones in future works.
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Abstract. Classification of micro-array data has been studied extensively but 
only a small amount of research work has been done on classification of micro-
array data involving more than two classes. This paper proposes a learning 
strategy that deals with building a multi-target classifier and takes advantage 
from well known data mining techniques. To address the intrinsic difficulty of 
selecting features in order to promote the classification accuracy, the paper con-
siders the use of a set of binary classifiers each of ones is devoted to predict a 
single class of the multi-classification problem. These classifiers are similar to 
local experts whose knowledge (about the features that are most correlated to 
each class value) is taken into account by the learning strategy for selecting an 
optimal set of features. Results of the experiments performed on a publicly 
available dataset demonstrate the feasibility of the proposed approach. 

1   Introduction 

A challenging approach to predict the outcome of certain biological events involves 
using micro-array experimental data for classifying tumors as either benign or malig-
nant. The general goal of this research line is to turn a qualitative diagnosis by a pa-
thologist into a quantitative diagnosis while leading to a finer understanding of cancer 
mechanisms.  

Currently, each and every micro-array experiment requires measuring several thou-
sand gene fragments and inducing classifiers over them. The classification difficulty 
depends greatly on the data provided by DNA micro-arrays as they are of high dimen-
sionality while the collected samples are small in number. To simplify, a micro-array 
dataset is a matrix of m-dimensional observations (i.e. one for each patient) where 
each dimension is a feature i.e. a measurable property of a specific gene that is de-
signed as gene-expression profile. The class is a label associated to the observation 
meaning that all samples can be classified as belonging to one of different classes.  

While significant progress has been made in the development of machine learning 
methods for binary classification [1] [2] [3], finding good classifiers is known to be a 
difficult task when gene expression profiles are used as complex biomarkers defining 
many different classes of cancer (multi-target classification) and only a small amount 
of research work has been done on classification involving more than two classes.  
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Specifically, difficulties arise when the micro-array dataset exhibits one class that 
is much more clearly characterized than others (such as [4] or [5] which analyze dif-
ferent tumor types). This makes it impossible to determine which genes are responsi-
ble of each single pathology (class value) because the feature selection results in a set 
that might be most representative of only one (or some, not all) class value. 

The purpose of this paper is to present a method for micro-array multi-target classi-
fication that tries to overcome the above problems by taking into account two major 
concerns: the learning strategy and the acquisition of knowledge from specialized 
binary classifiers. The paper separates these concerns by proposing a learning strategy 
that deals with building a multi-target classifier and takes advantage from well known 
data mining techniques (Naïve Bayes [6], Support Vector Machines [7], k-Nearest 
Neighbor [8]). Focused on the feature selection process, this strategy provides an 
iterative method that determines at each step which features to acquire next in order to 
find an optimal set of features. A major contribute of this paper is in the second con-
cern that deals with proposing  the use of a set of binary classifiers each of ones is 
devoted to predict a single class of the multi-classification problem. From this point 
of view, the binary classifiers are similar to local experts whose knowledge is taken 
into account by the learning process that collects and takes benefit of information 
concerning the optimal set of features that each single binary classifier selects. 

The paper is organized as follows. Section 2 briefly summarizes some related 
works. Section 3 illustrates our learning strategy, whose validation is asserted by 
experiments presented in Section 4. Finally, Section 5 presents a brief discussion as 
well as concluding remarks. 

2   Related Work 

Building a predictive model (i. e. a classifier that is expected to discriminate normal 
from cancer tissues or to distinguish among different classes of tumors) presents mul-
tiple challenges, because the micro-array data include a large number of gene expres-
sion values per experiment (several thousands of features), and a relatively small 
number of samples (a few dozen of patients). Most features being irrelevant to the 
problem at hand, the micro-array data exhibit a high degree of noise: a large number 
of features in input to the learning algorithms may turn them to build inefficient  
classifiers with the additional charge of memory and time consumption. Moreover, 
correlation between feature sets results in the counter effect of over-fitting [3]: that is 
creating classifiers that may not generalize well to new data from the same type and 
distribution, despite their excellent accuracy on the training set.  

A number of studies have shown that accurate classification of micro-array data 
can be made using a reduced number of genes [3][4][9] indicating that it is more im-
portant to explore data and utilize independent features to train classifiers, rather than 
increase the number of features we use. Additionally, the identification of discrimina-
tory genes is of fundamental and practical interest since medical diagnostic tests may 
benefit from the examination of a small subset of relevant genes. 

The underlying distribution of the features being not known, the feature selection 
process originates ambiguity in deciding which group of features constitutes an opti-
mal set. The central question of the “minimum informative subset problem” still  
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remains an active focus of micro-array research and is a challenging task because the 
number of possible feature subsets increases exponentially with the number of fea-
tures, making exhaustive search impractical.  

Along with this central question there is a range of other questions, compactly 
summarized in [10], and it is not clear how to proceed with feature selection, knowing 
that under different conditions the selected feature subsets will likely be different 
depending on sample sizes for the validation process and on different selection meth-
ods. Furthermore, the small sample size and high dimensionality of the data constrain 
the possibility of properly validating the chosen classification model and different 
classifiers perform differently on micro-arrays, with dataset sparsity as the major 
contributor for the differences [11]. Selecting simple classifiers that need minimal 
parameter tuning seems to be the appropriate approach, independently of data com-
plexity and especially for small sample sizes.  

3   The Learning Strategy 

A multi-target classification problem can be treated directly or decomposed into sev-
eral binary classification problems. However, it has been observed [12] that the direct 
application of a learning strategy to the multi-target problem may result in an over-
representation of the abundant and/or easily separable classes. To circumvent the 
above mentioned limitation, we consider breaking the original M-class problem into a 
set of binary sub-problems (one for each class) and performing classification by train-
ing and combining these binary classifiers with respect to some criterion. 

Because we are interested in separating each pathology from all the others, the 
proposed strategy adopts the one-versus-rest (1-vs-r) classification schema that pro-
vides M binary classifiers, each of ones is trained for distinguishing between a given 
class and the M-1 other remaining classes whose instances are considered as negative 
examples. According to this schema, the first step of the learning strategy decomposes 
the original dataset into M sub-datasets, each separating the instances of a given class 
from the rest of the classes. Then, a filter is applied to each sub-dataset that orders the 
features by their rank within each class, a high score being indicative of a relevant 
variable. Specifically, the ranking procedure concentrates on the correlation of each 
gene with only one class value at a time, against all the others, and originates M sets 
of ranked genes, each of ones is correlated only with one given pathology (this is 
much more interesting also from a medical point of view): irrelevant features are 
excluded from the classification task, thereby reducing both the noise of the dataset as 
well as the time needed to perform the classification. 

This pre-processing step, which is independent from the classification task, is 
based on some statistical criteria (i.e. MDL, χ2) and provides a basis for numerically 
weighting the variables individually, but the next crucial step is the selection of a 
smaller number of highly specific features, i.e. an “optimal” set of features to employ 
in learning each binary classifier. The classification process dealing with a large num-
ber of variables, it is computationally intractable to search the whole space of feature 
subsets and one has to settle for approximations of the minimal optimal set of features 
that significantly improves the learning algorithm’s performance. Consequently, a 
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feature selection process defines both a strategy to search the space of possible feature 
subsets and a measure for assessing the goodness of the selected subset. 

Our approach considers each binary class decision as problem instance and selects 
features for it separately. It results in M-separated processes of feature selection each 
of ones first considers the N top-ranked attributes for the sub-dataset under examina-
tion. The basic idea is to select variables step by step according to their predictive 
power and using a sequential forward selection that starts the search with an empty 
variable subset. During each single step, one or more variables are considered for the 
inclusion in the subset using as criterion the performance of a classifier built with a 
new subset that is obtained by the inclusion of the considered variables.  

Table 1 depicts a general schema of the learning strategy that is applied to each 
single sub-dataset. 

Table 1. A general schema of the learning strategy 

1 Consider a single sub-dataset R and rank all its features according to  
a statistical criterion 

2 Select the N top-ranked features (e.g. start with N = 1) 

3 Build a binary classifier with the N top-ranked features 

4 Test classifier accuracy (on an independent test dataset) 

5 Extend the feature subset by adding the next k top-ranked features  
(e.g. k = 1) and put N = N + k 

6 Repeat steps 2 to 5 and stop if the accuracy has not increased according to 
some stopping criterion or after a fixed number of  iterations 

Because just a small number of variables is needed for separating the micro-array 
data, a ranking criterion based on classification success rate can distinguish between 
the top-ranked variables [3]. However, the filter methods and the classification algo-
rithms are not directly relevant for this study: the question we address here is that of 
comparing the above mentioned nested classifiers and proposing a stopping criterion 
for halting iterations.  

Measured in terms of false positive (FP) classification rate and false negative (FN) 
classification rate, the classification accuracy is usually still the only measure used for 
evaluating the performance of micro-array classifiers that are based on data mining 
techniques. As well, measures such recall and precision are popular metrics employed 
in data mining applications. Moreover, it is quite common to monitor the tradeoff 
between true positives (TP) and false positives (FP) by graphical means such as the 
Receiver Operating Characteristic (ROC) curve that shows FP on the x-axis while TP 
is plotted along the y-axis. The visualization of the classifier performance is one of 
the attractive features of ROC analysis that is useful for comparing the relative per-
formance among different classifiers while the area under the ROC curve (AUC) 
provides another approach for evaluating which model is better on average.  

A recent work [13] outlines that ROC curves are inadequate for the needs of data 
mining research in several significant respects and demonstrate the validity of the cost 
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curves [14] as a graphical mean for overcoming these deficiencies. Based on the 
point/line duality between ROC space and cost space, this graphical technique (best 
detailed in [15]) plots, along the x-axis, the probability cost pC[+], defined as  

pC[+] = p[+]C[+|-] / (p[+]C[+|-] + p[-]C[-|+]) (1) 

and, along the y-axis, the normalized expected cost NEC, defined as  

NEC = FN · pC[+] + FP · (1 - pC[+]) (2) 

By p[+] we denote the probability of the positive class, and by C[+|-] the cost of pre-
dicting + when the instance is actually - (and by C[-|+] the reverse). Basically, the 
probability cost pC[+] is a distorted version of p[+] based on the cost notion, while the 
normalized expected cost measures the classifier performance weighting each classi-
fication error by the corresponding cost. Both the probability cost and the normalized 
expected cost range from 0 to 1.  

We experimented cost curves as a measure for comparing the performance of a 
family of nested classifiers and for selecting the classifier that has the lowest cost. 
Specifically, we modified the proposed strategy by evaluating, at the end of each step, 
the cost curves of the actual and the previous classifier: the vertical distance between 
the cost curves directly indicates the performance difference between them. The itera-
tion is carried on as long as the cost difference is greater than a fixed threshold and 
the variable subset corresponding to the lowest cost classifier is assumed as optimal 
subset.  

This approach assumes that each binary classifier is best inside certain subsets of 
the whole feature domain. However, the problem is to integrate this information com-
ing from multiple independent binary classifiers that are similar to specialized local 
experts. To this end, a new approach is here explored that considers to treat directly 
the multi-class problem by a multi-classifier learnt on a “globally optimal” subset of 
features that results by joining all the optimal subsets generated by the presented 
learning strategy.  

This “knowledge-based” multi-classifier is a mechanism to combine information 
received from several sources while the learning strategy is employed just for feature 
selection i.e. and for achieving knowledge about genes featuring each single class. 
Because only the genes really relevant to each pathology are involved in multi-
classification, it is expected that the accuracy of a “knowledge-based” multi-classifier 
may be increased by the knowledge of local binary classifiers that are most reliable 
for specific domains. 

4   Experiments 

The Acute Lymphoblastic Leukaemia dataset [16] (ALL, from now) has been used as 
a test-bed for the experiments presented in this section. ALL consists of 327 samples 
(specifically, 215 training and 112 test samples), each one described by the expression 
level of 12558 genes. 7 classes are involved in total, i.e. all known ALL sub-types (T-
ALL, E2A-PBX1, TEL-AML1, BCR-ABL, MLL, Hyperdip > 50) and a generic class 
OTHERS, that groups all samples not belonging to any of the previous sub-types.  
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For all the experiments we carried on, we applied the χ2 statistics, as a ranking cri-
terion, and the following popular classification algorithms: Naïve Bayes (NB) [6], 
Support Vector Machines (SVM) [7], k-Nearest Neighbor (k-NN) [8]. All the experi-
ments have been carried out using the Weka machine learning software package [15] 
and a software tool based on cost curves [13]. 

Fig. 1 shows the accuracy of SVM, NB and k-NN multi-classifiers as a function of 
the number of features when the multi-target classification problem is treated directly. 
This means that feature selection is performed by measuring the correlation of each 
gene simultaneously with all class values.  As can we see, the behavior of all classifi-
ers is similar: the accuracy has some initial oscillation and a large number of features 
(between 750 and 1500) is necessary to reach a plateau and achieve the maximum 
accuracy, in agreement with recent literature [17] [18]. Additionally, we cannot dis-
criminate which features are mostly correlated to a specific class value.   
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Fig. 1. Accuracy of SVM, NB and k-NN multi-classifiers 

In the following, results are presented using the proposed learning strategy. As a 
first step, the original training set was decomposed into 6 binary sub-datasets by sepa-
rating the instances of each single sub-type from the rest whose instances were con-
sidered negative examples. After data preparation, we applied the ranking procedure 
that discriminates, for each sub-dataset, the set of features most strongly related to 
each target class. This resulted in 6 sets of ranked features ordered by their rank 
within each class. Then, for each classification algorithm (i.e. SVM, NB and k-NN), 
we applied the learning strategy described in Section 3.  

Fig. 2 shows, in the left panel, the cost curves for two nested binary classifiers 
learnt with 3 (dashed line) and 9 features (solid line) when the SVM algorithm is 
applied to the sub-dataset that separates the class BCR-ABL. The cost difference is 
clearly observable and shows that the accuracy increases while augmenting the num-
ber of features. On the contrary, the right panel in Fig. 2 shows an accuracy reduction 
when a new feature is added in building the family of nested classifiers for the sub-
dataset that separates the class T-ALL. Specifically, the cost curves depict the per-
formance of the SVM classifier learnt with the first top-ranked feature (dashed line) 
and the first two top-ranked features (solid line).  
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Fig. 2. Cost curves for two SVM nested classifiers learnt on the sub-dataset that separates the 
class BCR-ABL (left panel) and the class T-ALL (right panel) 

Table 2 shows the resulting optimal number of features respective of each single 
class as well as the accuracy of the binary classifiers built on these optimal subsets (in 
brackets). 

Table 2. Optimal number of features for each ALL sub-type and best accuracy for each binary 
classifier (in brackets) 

  T-ALL E2A-PBX1 TEL-AML1 BCR-ABL MLL Hyperdip>50 

SVM 1 (100 %) 1 (100 %) 12 (100 %) 9 (99,1 %) 3 (100 %) 5 (96,4 %) 

NB 1 (100 %) 1 (100 %) 14 (100 %) 10 (97,3 %) 16 (99,1 %) 12 (96,4 %) 

k-NN 1 (100 %) 1 (100 %) 12 (100 %) 3 (97,3%) 3 (100 %) 9 (95,5 %) 

Results in Table 2 show that binary classifiers achieve their maximum accuracy 
with very few features, in that outperforming standard multi-classifiers (Fig. 1). In 
particular, only one gene is sufficient to perfectly discriminate T-ALL and E2A-
PBX1 sub-types, irrespective of the adopted classification algorithm. No error occurs 
in TEL-AML1 classification too, even if a higher number of features (12-14) is re-
quired. Most misclassifications occur in discriminating BCR-ABL and Hyperdyp>50, 
suggesting a less sharp genetic characterization of these sub-types.  

Finally, Table 3 summarizes results when the proposed “knowledge-based” ap-
proach is applied, i.e. when the multi-class problem is treated directly using a “glob-
ally optimal” subset of features that results by joining all the optimal subsets previous 
generated.  

To approximately evaluate the statistical significance of the above accuracy meas-
ure, we constructed a binomial confidence interval as suggested in [19]; specifically, 
last column of Table 3 reports, in brackets, the intervals relative to a 95% confidence 
level. As shown by these results, the proposed “knowledge-based” approach turns out 
to be much more accurate than standard multi-classifiers depicted in Fig.1. Indeed, the 
accuracy of a standard SVM multi-classifier is only 80,4% (72,1 ÷ 86,7%) with 30  
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Table 3. Optimal number of features and classification accuracy for SVM, NB and k-NN 
knowledge-based multi-classifiers 

 Number of features Accuracy 

SVM 31 96,4 % (91,1 ÷ 98,6%) 

NB 54 86,6 % (79,1 ÷ 91,7%) 

k-NN 29 93,8 % (87,7 ÷ 97,0%) 

features, while a knowledge-based multi-classifier achieves 96,4% (91,1 ÷ 98,6%) with 
31 features, as witnessed by confusion matrices in Tables 4. The statistical signifi-
cance of the observed difference has been further proved by the application of the 
McNemar’test [20], which is recommended [19][21] for the cases where the learning 
algorithm is run only once (i.e. without any form of resampling).  

Table 4. Confusion matrices of standard (A) and knowledge-based (B) SVM multi-classifiers 

A. Standard multi-classification 

predicted class 

 a b c d e f g 
a 1 0 0 0 3 0 2 
b 0 9 0 0 0 0 0 
c 0 0 12 0 10 0 0 
d 0 0 1 4 1 0 0 
e 2 0 1 0 22 0 2 
f 0 0 0 0 0 15 0 

ac
tu

al
 c

la
ss

 

g 0 0 0 0 0 0 27 

    30 features, accuracy = 80,4% 

B. “Knowledge-based” multi-classification 

predicted class 

 a b c d e f g 
a 5 0 1 0 0 0 0 
b 0 9 0 0 0 0 0 
c 0 0 21 0 1 0 0 
d 0 0 0 6 0 0 0 
e 0 0 1 0 26 0 0 
f 0 0 0 0 0 15 0 

ac
tu

al
 c

la
ss

 

g 0 0 0 0 1 0 26 

   31 features, accuracy = 96,4% 

a = BCR-ABL, b = E2A-PBX1, c = Hyperdip>50, 

d = MLL, e = OTHERS, f = T-ALL, g = TEL-AML1 

Analogously, the performance of NB and k-NN multi-classifiers (whose confusion 
matrices are omitted for sake of space) greatly improves when the knowledge-based 
approach is adopted. Specifically, NB achieves 55,4% (46,2 ÷ 64,3%) with 50 features 
selected in the standard way, while its accuracy is 86,6% (79,1 ÷ 91,7%) when an op-
timal set of 54 features is selected according to the proposed knowledge-based heuris-
tic. Similarly, the standard k-NN multi-classifier achieves 82,1% (74,0 ÷ 88,1%) with 
30 features, while the accuracy of the knowledge-based k-NN multi-classifier is 
93,8% (87,7 ÷ 97,0%) with 29 features. 

5   Discussion and Concluding Remarks 

The presented learning strategy has been validated by different experiments. The first 
experiment (Fig.1), here referred to as standard multi-classification, highlights the 
intrinsic weakness of a feature selection process where the correlation of each gene 
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with all class values is simultaneously measured. Related difficulties are also reported 
by recent literature [17] [18] [22]. 

The second experiment (Fig. 2 and Table 2) reveals that a 1-vs-r decomposition is 
much more effective than a single multi-classifier. Our results can be compared with 
[4] where six different heuristics for feature selection are explored by learning NB, 
SVM and k-NN binary classifiers on the ALL dataset. In [4] the best feature selection 
heuristic ranks attributes according to their entropy and selects features “having an 
entropy value less than 0.1 if these exist, or the 20 features with the lowest entropy 
values otherwise”, up to a maximum of 20 features for each binary classifier. The 
resulting NB, SVM and k-NN models are then combined according to a hierarchical 
scheme and respectively misclassify 7, 5 and 4 samples. It is important to observe that 
in [4] the threshold of 20 used to cut off top-ranked features is an arbitrary number, 
whereas our learning strategy enables to find, for a given ranking method and a given 
classification algorithm, the “optimal” cut off point. 

The paper goes further in this improving classification by proposing a new ap-
proach referred to as “knowledge-based” multi-classification. As shown by the third 
experiment (Table 3 and Table 4), this approach turns out to be much more accurate 
than standard multi-classifiers, with the same number of features. [5] is the only work 
where a similar heuristic is adopted, but on a different case study. However, in [5] the 
global subset of features is built by taking an equal number of genes for each class, 
hence requiring more genes than in our approach. Indeed, as witnessed by our analy-
sis, the optimal number of features can be different for different class values, suggest-
ing a different strength in genetic characterization of cancer sub-types.  

Our approach is tailored to capture genetic sub-type specificity, enabling to sensi-
bly reduce the total number of features involved in multi-classification and returning 
only the features that are really relevant. As future extension, we plan to validate our 
strategy on different multi-cancer datasets, to obtain more insights on genetic mecha-
nisms underlying cancer sub-type differentiation. In particular, the effectiveness of 
the proposed knowledge-based approach will be further investigated in the context of 
poorly differentiated cancer-sub-types, where the identification on the genes respon-
sible of each sub-type is of crucial importance. 
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Abstract. Dimensionality reduction can often improve the performance
of the k-nearest neighbor classifier (kNN) for high-dimensional data sets,
such as microarrays. The effect of the choice of dimensionality reduction
method on the predictive performance of kNN for classifying microarray
data is an open issue, and four common dimensionality reduction meth-
ods, Principal Component Analysis (PCA), Random Projection (RP),
Partial Least Squares (PLS) and Information Gain(IG), are compared on
eight microarray data sets. It is observed that all dimensionality reduc-
tion methods result in more accurate classifiers than what is obtained
from using the raw attributes. Furthermore, it is observed that both
PCA and PLS reach their best accuracies with fewer components than
the other two methods, and that RP needs far more components than
the others to outperform kNN on the non-reduced dataset. None of the
dimensionality reduction methods can be concluded to generally outper-
form the others, although PLS is shown to be superior on all four binary
classification tasks, but the main conclusion from the study is that the
choice of dimensionality reduction method can be of major importance
when classifying microarrays using kNN.

1 Introduction

Microarray gene-expression technology has spread across the research commu-
nity with immense speed during the last decade [1]. Being able to effectively
learn from data generated through this technology is important for many rea-
sons, including allowing for early accurate diagnoses which might lead to proper
choice of treatments and therapies [2,3]. On the other hand, this type of high-
dimensional data, often involving thousands of attributes, creates challenges for
many learning algorithms, including the well-known k-nearest neighbor classifier
(kNN) [4].
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c© Springer-Verlag Berlin Heidelberg 2007



Classification of Microarrays with kNN 801

The kNN has a very simple strategy as a learner: instead of generating an ex-
plicit model, it keeps all training instances. A classification is made by measuring
the distances from the test instance to all training instances, most commonly using
the Euclidean distance. Finally, the majority class among the k nearest instances
is assigned to the test instance. This simple form of kNN can however be both inef-
ficient and ineffective for high-dimensional data sets due to presence of irrelevant
and redundant attributes. Therefore the classification accuracy of kNN often de-
creases with an increase in dimensionality. One possible remedy to this problem
that earlier has shown to be successful is to use dimensionality reduction [5].

The kNN has earlier been demonstrated to allow for successful classification
of microarrays [2] and it has also been shown that dimensionality reduction can
further improve the performance of kNN for this task [5]. However, it is an open
question if the choice of dimensionality reduction technique has any impact in
the performance, and for this purpose, four commonly employed dimensionality
reduction methods are compared in this study when used in conjunction with
kNN for microarray classification.

The organization of the paper is as follows. In the next section, we briefly
present the four dimensionality reduction methods used in the study. In section 3,
details of the experimental setup are provided, and the results of the comparison
on eight microarray data sets are given. Finally, we give some concluding remarks
and outline directions for future work.

2 Dimensionality Reduction

2.1 Principal Component Analysis (PCA)

PCA uses a linear transformation to obtain a simplified data set retaining the
characteristics of the original data set.

Assume that the original matrix contains d dimensions and n observations
and that one wants to reduce the matrix into a k dimensional subspace. This
transformation can be given by [6]:

Y = ET X (1)

where Ed×k is the projection matrix containing k eigen vectors corresponding
to the k highest eigen values, and Xd×n is the mean centered data matrix.

2.2 Random Projection (RP)

By RP, the original data set is transformed into a lower dimensional subspace
by using a random matrix [7,8].

Assume that one wants to reduce the d dimensional data set into a k dimensional
set where the number of instances are n. The transformation is then given by:

Y = R X (2)

where Rk×d is the random matrix and Xd×n is the original data matrix. The
original idea behind the RP is based on the Johnson-Lindenstrauss lemma (JL)
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[9] which states that n points can be projected from Rd → Rk while preserving
the Euclidean distance between the points within an arbitrarily small factor. For
more details on the method, see [8].

This random matrix can be created in several ways and the one we have used
is introduced by Achlioptas [10], by which the random matrix is generated as
follows.

rij =

⎧
⎨

⎩

+
√

3 with Pr = 1
6 ;

0 with Pr = 2
3 ;

−
√

3 with Pr = 1
6 .

(3)

2.3 Partial Least Squares (PLS)

PLS was originally developed within the social sciences and has later been used
extensively in chemometrics as a regression method [11]. It seeks for a linear com-
bination of attributes whose correlation with the class attribute is maximized.
In PLS regression the task is to build a linear model, Ȳ = BX + E, where B
is the matrix of regression coefficients and E is the matrix of error coefficients.
In PLS, this is done via the factor score matrix Y = WX with an appropri-
ate weight matrix W . Then it considers the linear model, Ȳ = QY + E, where
Q is the matrix of regression coefficients for Y . Computation of Q will yield
Ȳ = BX + E, where B = WQ. However, we are interested in dimensionality
reduction using PLS and used the SIMPLS algorithm [12,13]. In SIMPLS, the
weights are calculated by maximizing the covariance of the score vectors ya and
ȳa where a = 1, . . . , A (where A is the selected numbers of PLS components)
under some conditions. For more details of the method and its use, see [12,14]

2.4 Information Gain (IG)

Information Gain (IG) can be used to measure the information content in a
feature [15], and is commonly used for decision tree induction. Maximizing IG
is equivalent to minimizing:

V∑

i=1

ni

N

K∑

j=1

−nij

ni
log2

nij

ni

where K is the number of classes, V is the number of values of the attribute,
N is the total number of examples, ni is the number of examples having the
ith value of the attribute and nij is the number of examples in the latter group
belonging to the jth class.

3 Empirical Study

3.1 Data Sets

The following eight microrarray data sets are used in this study:

– Colon Tumor [16], which consists of 40 tumor and 22 normal colon samples.



Classification of Microarrays with kNN 803

– Leukemia [17], which contains 72 samples of two types of leukemia: 25 acute
myeloid leukemia (AML) and 47 acute lymphoblastic leukemia (ALL).

– Central Nervous System [18], which consists of 60 patient samples of sur-
vivors (39) and failures (21) after treatment of the medulloblastomas tumor
(This is data set C from [18]).

– SRBCT [3], which contains four diagnostic categories of small, round blue-
cell tumors as neuroblastoma (NB), rhabdomyosarcoma (RMS), non-Hodgkin
lymphoma (NHL) and the Ewing family of tumors (EWS).

– Lymphoma [19], which contains 42 samples of diffuse large B-cell lymphoma
(DLBCL), 9 follicular lymphoma (FL) and 11 chronic lymphocytic leukemia
(CLL).

– Brain [18] contains 42 patient samples of five different brain tumor types:
medulloblastomas (10), malignant gliomas (10), AT/RTs (10), PNETs (8)
and normal cerebella (4). (This is the data set A from [18].)

– NCI60 [20], which contains eight different tumor types. These are breast,
central nervous system, colon, leukemia, melanoma, non-small cel lung car-
cinoma, ovarian and renal tumors.

– Prostate [2], which consists of 52 prostate tumor and 50 normal specimens.

The first three data sets come from Kent Ridge Bio-medical Data Set
Repository[21] and the remaining five from [22]. The data sets are summarized
in Table 1.

Table 1. Description of data

Data set Attributes Instances # of Classes

Colon Tumor 2000 62 2
Leukemia 7129 38 2
Central Nervous 7129 60 2
SRBCT 2308 63 4
Lymphoma 4026 62 3
Brain 5597 42 5
NCI60 5244 61 8
Prostate 6033 102 2

3.2 Experimental Setup

We have used Matlab to transform raw attributes to both PLS and PCA com-
ponents. The PCA transformation is performed using the Matlab’s Statistics
Toolbox whereas the PLS transformation is performed using the BDK-SOMPLS
toolbox[23,24], which uses the SIMPLS algorithm. The WEKA data mining
toolkit [15] is used for the RP and IG methods, as well as for the actual nearest
neighbor classification.

Both PLS and IG are supervised methods which use class information for their
transformations. Therefore, to generate the PLS components for test sets, the
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Fig. 1. Predictive performance with the change of numbers of dimensions using PCA,
PLS, RP and IG with Nearest Neighbor (IB1) for Colon Tumor, Brain, NCI60, Prostate,
Leukemia and Lymphoma data sets
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weight matrix generated for the training set has to be used. For IG, attributes
in the training set are ranked based on the information content in a decreasing
manner and the same attributes are selected for the test set. As earlier explained,
attributes generated using RP are of a random nature since a random matrix
is used for the transformation. For this reason, we have averaged results of RP
from 30 runs to reduce the variance.

The optimal number of neighbors (i.e., k) could be specific to different data
sets and dimensionality reduction methods. Therefore, we have investigated the
effect of different values of k, namely 1, 3, 5, 7 and 9.

Stratified 10-fold cross validation [15] is employed to obtain measures of ac-
curacy, which has been chosen as the performance measure in this study.

3.3 Experimental Results

The results are summarized in Fig. 1 and Fig. 2. It can be observed that both
PLS and PCA obtain their best classification accuracies with relatively few di-
mensions, while more dimensions are required for IG and many more for RP.

None of the methods turns out as a clear winner, except perhaps PLS on
the binary classification tasks. However, all methods outperform not using di-
mensionality reduction, and the difference in performance between the best and
worst method can vary greatly for a particular dataset, leading to the conclusion
that the choice of dimensionality reduction to be used in conjunction with kNN
for microarray classification can be of major importance.

In most of the cases, simply setting k = 1 gives the best result. However, for IG
it seems that one should consider choosing higher values for k which improves the
classification accuracy by at least 1% for 5 out of 8 datasets. For PCA, the choice
of a higher k value yields at least a 1% improvement for 3 out of 8 data sets whereas
for PLS, an improvement of at least 1% is obtained for 4 out of 8 datasets.
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Fig. 3. Predictive accuracy with different k values for nearest neighbor classifier for
Brain dataset

Table 2. Order of k values w.r.t averaged accuracy

Decreasing order of accuracy

IG PCA PLS

ColonTumor 7,5,9,3,1 5,9,7,3,1 7,9,5,3,1
Leukemia 1,3,5,7,9 1,3,5,7,9 3,1,5,7,9
CentralNervous 7,9,5,1,3 3,7,9,5,1 9,7,5,3,1
SRBCT 3,5,1,7,9 1,9,3,7,5 9,7,5,3,1
Lymphoma 5,9,1,7,5 1,3,5,7,9 1,3,5,7,9
Brain 3,1,5,7,9 1,3,5,7,9 1,3,5,7,9
NCI60 9,7,1,5,3 1,3,5,7,9 1,3,5,7,9
Prostate 3,7,9,5,1 9,5,7,3,1 9,3,1,7,5

4 Concluding Remarks

Four dimensionality reduction methods are compared for classifying microarrays
with the nearest neighbor classifier. Experiments with eight microarray datasets
show that dimensionality reduction indeed is effective for nearest neighbor clas-
sification.
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However, none of the methods used in the study consistently gives the best
accuracy on all data sets. Generally, both PCA and PLS results in the high-
est accuracy for few dimensions whereas RP and IG require more dimensions.
Compared to the other three methods, PCA is shown to be more sensitive to
the choice of dimensionality, and typically gives poor results in higher dimen-
sions. It can be observed that PLS outperforms the other methods for binary
classification problems (Colon, Leukemia, Central Nervous and Prostate).

We have also investigated the accuracy of kNN for different values of k. Gen-
erally, k=1 seems to be the best choice for PCA and PLS, while higher values
are required for IG.

There are a number of issues that need further exploration. First, additional
binary microarray classification tasks could be investigated to test the finding
that PLS appears to be superior in these cases. Second, further characterizations
of the situations in which the different dimensionality reduction methods are
successful could be identified. Furthermore, the possibility of combining several
reduced features sets generated by different reduction methods could also be
investigated.
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Via P. Bucci 41C

87036 Rende (CS), Italy
{f.angiulli,simona.rombo}@deis.unical.it

2 Dept. of Mathematics
Via P. Bucci 31B

87036 Rende (CS), Italy
fionda@si.deis.unical.it

Abstract. Many proteins are composed of two or more subunits, each associated
with different polypeptide chains. The number and the arrangement of subunits
forming a protein are referred to as quaternary structure. The quaternary struc-
ture of a protein is important, since it characterizes the biological function of the
protein when it is involved in specific biological processes. Unfortunately, qua-
ternary structures are not trivially deducible from protein amino acid sequences.
In this work, we propose a protein quaternary structure classification method ex-
ploiting the functional domain composition of proteins. It is based on a nearest
neighbor condensation technique in order to reduce both the portion of dataset
to be stored and the number of comparisons to carry out. Our approach seems to
be promising, in that it guarantees an high classification accuracy, even though it
does not require the entire dataset to be analyzed. Indeed, experimental evalua-
tions show that the method here proposed selects a small dataset portion for the
classification (of the order of the 6.43%) and that it is very accurate (97.74%).

1 Introduction

Proteins are important components of the cell life, catalyzing most of the living cells re-
actions and controlling virtually all the cellular processes. Proteins are complex molecu-
les composed by individual units called amino acids.

While an increasing number of amino acid sequences is produced and stored in public
databases, the geometric conformation of a protein can be determined by slow and ex-
pensive methods (such as, for example, crystallography and NMR spectrometry). Thus,
a number of computational methods have been developed in the last few years to pre-
dict and classify protein secondary, tertiary and quaternary structures [4,10,14,15,21].
In this paper, we focuses on protein quaternary structures. In particular, we deal with the
problem of efficiently exploiting available databases of amino acid sequences in order
to predict the number of subunits of a given protein.

In the rest of this section, we first recall basic concepts concerning protein structure
and then point out our contributions.

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 810–820, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



Protein Data Condensation for Effective Quaternary Structure Classification 811

Background on protein structure. The sequence of the amino acids of a specific protein
is determined by the sequence of the bases in the gene encoding for that protein. Chem-
ical properties of the amino acids composing a protein determine its biological activity.
Considering also the order in which amino acid residues lie in the chain, the amino acid
sequence is called primary structure of the protein. It is possible to univocally identify
a protein when the corresponding primary structure is known, but other information
about protein spatial conformation are necessary to have a complete description of its
biological functions. In particular, the secondary structure of a protein is represented
by the sequence of the repeated patterns of its backbone folding, without any regard
to the conformations of its sidechains; the most common secondary structure configu-
rations are α-helix and β-strand [13]. The tertiary structure of a protein refers to the
three-dimensional structure of the entire polypeptide, specified by the coordinates of
each of its amino acids. Thus, both secondary and tertiary structures contribute to the
geometrical description of proteins. Actually, several proteins (e.g., Hemoglobin) are a
combination of two or more individual polypeptide chains. The arrangement according
to which such subunits assemble is called the protein quaternary structure. Quaternary
structure refers to the number of subunits involved in forming a protein, to their inter-
connections and to their organization [12,17]. Biological processes are often influenced
by the quaternary structure of proteins involved therein; e.g., the subunit construction
of many enzymes provides the structural basis for the regulation of their activities. Pro-
teins having a quaternary structure are called oligomers, and may be further classified as
homo-oligomers, consisting of identical subunits, and hetero-oligomers, made of sub-
units that are different from one another. Furthermore, based on the number of subunits
linked together, an homo-oligomer may be an homodimer, an homotrimer, an homote-
tramer, etc. Proteins consisting of only one subunit are called monomers.

Contributions. In this paper, we propose a classification method to individuate the num-
ber of subunits of each protein of a given dataset.

To this aim, we exploit protein functional domain information, as already successfully
done in previous literature [21]. We encode each protein by a vector whose elements are
associated to PFam domains [3]. The number of subunits included in a given protein is
then obtained by assigning that protein to a class (e.g., monomers, homodimers, etc.), on
the basis of a previously classified dataset and of a suitable classification method.

A few approaches have been recently introduced to support protein quaternary struc-
ture classification [5,10,16,21,22]. The most successful of them [21,22] reach at most
the 87.5% of overall accuracy, and the maximum dataset size they considered is of about
10,000 proteins. Furthermore, most of the quaternary structure classification methods
proposed in the literature store and use the overall dataset, comparing each protein to
be classified to each stored protein. This may result hard when large datasets are to be
considered.

Our approach gives a contribution in the direction of reducing both the portion of
dataset that is necessary to store and, consequently, the number of comparisons to carry
out at classification time, allowing sensible space and time savings, while achieving
very good accuracy figures.
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In particular, we exploit nearest neighbor condensation techniques (as the one re-
cently introduced in [1]) to replace the whole protein dataset with a notable subset that
can be then used for the sake of fast protein quaternary structure prediction. With this
aim, we use a training set consistent subset for the nearest neighbor decision rule as
reference dataset during classification. Let T be a dataset. Having fixed a meaningful
distance metrics, a subset S of T is a training set consistent subset of T for the near-
est neighbor rule, if S correctly classifies all the objects of T by means of the nearest
neighbor rule.To evaluate our method, we considered two different kind of tests. First,
we performed the 10-fold cross-validation on a very large protein dataset including
20,068 proteins taken from the SWISSPROT [2] database. The results confirmed the
effectiveness of our approach. In fact, we scored an overall accuracy of 97.74%, by us-
ing only the 6.51% of the total dataset. This result is important, since pinpoints that our
method can be adopted to correctly classify proteins whose quaternary structures are
unknown, notably reducing the portion of dataset to analyze. Such a reduction is partic-
ularly attractive in the case of protein quaternary structures classification, where large
datasets are often to be considered. The second kind of tests concerns the exploitation of
the jackknife cross-validation on a non-redundant dataset already used to test another
successful technique proposed in the literature [21]. Also in this case, the results we
obtained show that our method is more powerful than the previous ones, being able to
obtain comparable accuracy in the classification of quaternary structures, even if using
only the 45.39% of the whole dataset.

The rest of the paper is organized as follows. Section 2 briefly surveys related work,
addresses differences with our approach, and precisely highlights contribution of this
work. Section 3 describes our protein quaternary structure classification method. Section
4 presents experimental results. Finally, Section 5 reports conclusions and future work.

2 Related Work

Recently, some techniques have been proposed for protein quaternary structure classi-
fication [5,10,16,21,22]. Most of them aim at classifying homo-oligomeric proteins, by
storing and exploiting the overall considered dataset and comparing each protein to be
classified to each stored protein.

In [10] a software, called Quaternary Structure Explorer (QSE), is presented. The
method is based on the analysis of protein amino acid sequences to distinguish be-
tween homodimers and non-homodimers, by exploiting rule-based classifiers. The C4.5
machine-learning algorithm is used, and proteins are represented by 401 amino acid in-
dices. The overall classification accuracy of the approach is 70%.

The method proposed in [16] uses the function of degree of disagreement (FDOD),
that is, a measure of information discrepancy, to discriminate between homodimers and
other homooligomeric proteins by exploiting information on the primary structure of
proteins, enriched with subsequence distributions of such primary sequences to take
into account the effect of residue order on protein structure. The technique scores an
overal success rate of the 82.5%.

In [22] both the support vector machine (SVM) and the covariant discriminant algo-
rithms are exploited to predict quaternary structure properties from the protein primary
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sequences. The authors consider the amino acid composition and the autocorrelation
functions based on the amino acid index profile of the primary sequence, obtaining at
the best an accuracy equal to the 87.5%.

The techniques presented in [10,16,22] are able to distinguish just between two
classes, that are, homodimers and non-homodimers, whereas our approach is able to
discriminate among any number of classes. In this respect, our method is more similar
to the two approaches illustrated in the following.

The main contribution of the work [5] is the exploitation of a pseudo amino acid
composition to express a protein in terms of a set of discrete numbers, which is more
powerful than the standard amino acid composition. In fact, it is able to take into account
a considerable amount of sequence-order effects. An overall success rate of 80.1% on a
set of 332 test proteins was obtained.

The four approaches described above exploit only protein sequence information, with-
out any regard for protein domain composition. Our method is different, as we consider
the protein domain composition that, according also to other studies [19,11,6,4,20], is
able to deliver important information about protein structures and functions, which may
be related to protein quaternary structure composition.

The approach presented in [21] is based on the functional domain composition of
proteins and on the nearest neighbor algorithm (NNA). They performed the jackknife
cross-validation test on a non-redundant dataset of 717 proteins, and then exploited
the non-redundant dataset to classify an independent dataset of 9,951 proteins. They
obtained, resp., an overall success rate of 75.17% and 84.11% for the two dataset.

In our experiments, we used the same non-redundant dataset exploited in [21], en-
riched in the number of considered domains, obtaining some accuracy improvements
(see Section 4). Differently from [21], where a generalized distance (which is not a
metric) has been exploited in the classification method, we used the Jaccard distance as
the distance metric. Furthermore, our technique is more efficient than the one presented
in [21] and, in general, than the other related techniques, due to its ability of classify-
ing proteins without the necessity of making comparisons with all the elements of the
dataset. Indeed, we are able to extract a relatively small subset of the training set to
carry out such a classification without any significant loose in precision.

To summarize, our approach is more general than previous methods, such as
[10,16,22], that are specific for the classification of only two classes of protein quater-
nary structures. Furthermore, we exploited the protein representation which is shown to
be the most complete in terms of protein functional information (i.e., functional domain
composition), and we achieve high accuracy values even if exploiting small dataset por-
tions. All these features grant to our method highest overall success rate than the other
ones presented in the literature (97.74%), making it attractive especially when large
protein datasets are to be handled.

3 Classification Method

Next, we describe the classification method to individuate the number of subunits of each
protein of a given dataset. In the following we will refer as PQSC-FCNN, for Protein
Quaternary Structure Classification through FCNN rule, to the classification method here
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presented. In order to design an effective and efficient classification method, different
issues are to be addressed. Among them: the feature space and distance metrics to adopt,
the classification algorithm, and the suitability of the overall method.

As already pointed out, most of the quaternary structure classification methods pro-
posed in the literature, store and use the whole available dataset, comparing each protein
to be classified to each stored protein. This may result hard when large datasets are con-
sidered. Hence, we would like to drastically reduce the portion of the dataset that is
necessary to store and, consequently, the number of comparisons to carry out, allowing
sensible space and time savings.

To this end, we exploit protein functional domain information, and encode each pro-
tein by a binary vector whose elements are associated to PFam domains [3]. We adopt
the Jaccard metric as our distance measure and exploit the k nearest neighbor rule
[7], one of the most extensively used nonparametric classification algorithms, which
is simple to implement and yet powerful. The rationale underlying this choice is that
for this classification rule there exist efficient techniques to reduce both space and time
requirements, that we will use in order to reduce the already classified protein dataset.

In the following, the adopted protein representation, distance metrics, classification
rule, and data reduction method are detailed.

Protein representation. To characterize proteins, we adopted the functional domain com-
position, since this kind of representation has been proved to be successful both for the
specific problem we analyzed [21], and for the solution of other related problems, such
as the prediction of protein-protein interactions [19,11], of protein structures [6] and of
protein functions [4,20]. Protein functional domains are elements of the protein structure
that are self-stabilizing and often fold independently of the rest of the protein chain. Ac-
cording to the functional domain composition, a protein is represented by a binary vector
with size equal to the number of exploited domains. In particular, let D be an ordered set
of protein domains, which have been considered to characterize the proteins in a dataset
P . Then, each protein p ∈ P is represented by a vector vp of |D| elements. The element
vp[i] is set to be one if p contains the i-th domain in D, zero otherwise.

Distance metrics. We used the Jaccard metric as our distance metric, which is very
suitable for binary data. In particular, the Jaccard distance between two protein vectors
vp1 and vp2 is defined as:

d(vp1, vp2) =
n2 + n3

n1 + n2 + n3

where n1 is the number of indexes for which the correspondent elements are equal to
one in both vectors, n2 is the number of indexes for which the correspondent elements
are equal to one in vp1 and to zero in vp2, n3 is the number of indexes for which the
correspondent elements are equal to zero in vp1 and to one in vp2.

Classification rule. The nearest neighbor rule [7] is widely used as a classification al-
gorithm. It is simple to implement and yet powerful, due to its theoretical properties
guaranteeing that for all distributions its probability of error is bounded above by twice
the Bayes probability of error. The nearest neighbor decision rule can be generalized
to the case in which the k nearest neighbors are taken into account. In such a case, a
new object is assigned to the class with the most members present among the k nearest
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neighbors of the object in the training set. This rule has the additional property that it
provides a good estimate of the Bayes error and that its probability of error asymptoti-
cally approaches the Bayes error [9].

The naive implementation of the NN rule has no learning phase, since it requires to
store all the previously classified data, and then to compare each sample point to be
classified to each stored point. In order to reduce both space and time requirements,
several techniques to reduce the size of the stored data for the NN rule have been pro-
posed (see [18] for a survey). In particular, among those techniques, the training set
consistent ones, aim at selecting a subset of the training set that correctly classifies the
remaining data through the NN rule.

Data reduction. In order to reduce the reference protein quaternary structure dataset
used during classification, we exploited the Fast Condensed Nearest Neighbor rule [1],
FCNN for short, an algorithm computing a training set consistent subset for the NN
rule. Informally, having fixed a meaningful distance metrics and a dataset T , a subset S
of T is a training set consistent subset of T for the nearest neighbor rule, if S correctly
classifies all the objects of T by means of the nearest neighbor rule. Thus, loosely
speaking, the objects of the subset S can be regarded as representing the objects of T
which are not in S, and training set consistent subset methods for the nearest neighbor
rule can be regarded as methods to filter out dataset instances which can be considered
unessential to correctly classify new incoming objects.

The method is recalled next. We provide some definitions first. We define T as a
labelled training set from a metric space with distance metrics d. Let x be an element of
T . Then we denote by nnk(x, T ) the kth nearest neighbor of x in T , and by nnsk(x, T )
the set {nni(x, T ) | 1 ≤ i ≤ k}. l(x) will be the label associated to x. Given a
point y, the k-NN rule NNk(y, T ) assigns to y the label of the class with the most
members present in nnsk(y, T ). A subset S of T is said to be a k-training set consistent
subset of T if, for each y ∈ (T − S), l(y) = NNk(y, S). Let S be a subset of T ,
and let y be an element of S. By V or(y, S, T ) we denote the set {x ∈ T | ∀y′ ∈
S, d(y, x) ≤ d(y′, x)}, that is the set of the elements of T that are closer to y than to
any other element y′ of S, called the Voronoi cell of y in T w.r.t. S. Furthermore, by
V oren(y, S, T ) we denote the set {x ∈ (V or(y, S, T ) − {y}) | l(x) �= NNk(x, S)},
whose elements are called Voronoi enemies of y in T w.r.t. S. Centroids(T ) is the set
containing the centroids of each class label in T . The FCNN rule relies on the following
property: a set S is a training set consistent subset of T for the nearest neighbor rule if
for each element y of S, V oren(y, S, T ) is empty.

The FCNN algorithm initializes the consistent subset S with a seed element from
each class label of the training set T . In particular, the seeds employed are the centroids
of the classes in T . The algorithm is incremental. During each iteration the set S is
augmented until the stop condition, given by the property above, is reached. For each
element of S, a representative element of V oren(y, S, T ) w.r.t. y is selected and inserted
into S. Such a representative element it is the nearest neighbor of y in V oren(y, S, T ),
that is, the element nn(y, V oren(y, S, T )) of T .

As for the time complexity of the method, let N denote the size of the training set T
and let n denote the size of the computed consistent subset S. Then the FCNN rule re-
quires Nn distance computations to compare the elements of T with the elements of S.
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Table 1. Overall success rate obtained by the PQSC-FCNN method for k ∈ {2, 3, 4} on a dataset
of 20,068 proteins

Large dataset
Classes PQSC-FCNN, k = 2 PQSC-FCNN, k = 3 PQSC-FCNN, k = 4

Corr/Tot % Accuracy Corr/Tot % Accuracy Corr/Tot % Accuracy
Monomer 6,114/6,184 99.45% 6,130/6,184 99.13% 6,135/6,184 99.21%
Homodimer 8,408/8,690 96.75% 8,427/8,690 96.97% 8,402/8,690 96.68%
Homotrimer 1,154/1,190 96.97% 1,150/1,190 96.64% 1,136/1,190 95.46%
Homotetramer 2,422/2,513 96.38% 2,452/2,513 97.57% 2,380/2,513 94.71%
Homopentamer 232/237 97.89% 232/237 97.89% 232/237 97.89%
Homohexamer 759/784 96.81% 761/784 97.07% 742/784 94.64%
Homoheptamer 4/5 80.00% 4/5 80.00% 4/5 80.00%
Homooctamer 457/465 98.28% 458/465 98.49% 458/465 98.49%
Overall 97.60% 97.74% 97.11%
% Dataset Exploitation 6.43% 6.51% 6.70%

However, if the distance employed is a metric, a technique exploiting the triangle in-
equality further reduces this worst case computational cost [1].

4 Experiments

In this section, we illustrate the experimental evaluation of the method proposed in this
paper. To build our datasets, we downloaded proteins from the SWISSPROT database
[2], available at www.ebi.ac.uk/swissprot/, and domains from the PFam database
[3], available at http://www.sanger.ac.uk/Software/Pfam/.

We considered two different experiments. The first experiment consisted in running
the 10-fold cross-validation on a very large protein dataset consisting of 20,068 pro-
teins. The number of considered domains is 1,816. The results of this experiment are
shown in Table 1. The first column of the table contains the homo-oligomeric class
names, the second, third and fourth ones report both the number of correctly predicted
proteins w.r.t. their total number and the percentage of accuracy scored by PQSC-FCNN
for k = 2, k = 3 and k = 4, respectively, for each class. In the last two rows of the
table, the overall accuracy and the percentage of exploited dataset are reported. The re-
sults confirmed the effectiveness of our approach. In fact, the maximum overall success
rate obtained on the entire dataset is of the 97.74%, and the minimum dataset exploita-
tion is drastically reduced to the 6.43% of the original dataset. In general, as for the
classification accuracy the three values of k were comparable, being equivalent on the
homopentamers and on the homoheptamers, while only for k = 3 and for k = 4 the
method returns the same results for homooctamers.

Table 2 shows detailed information about the condensed set generated by the method
on the overall dataset of 20,068 proteins. In particular, for each class, both the number
of elements of the condensed set belonging to that class, and the reduction percentage
w.r.t. the total number of elements in that class, are reported. The number of elements
and the reduction percentage of the overall condensed set are shown on the last row of
the table. By using these three values of k, the method extracted condensed sets with
the same size per class for homopentamers, homoheptamers and homooctamers. For
the homoheptamer class, the reduction percentage is notably higher than for the other
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Table 2. Condensed sets detailed information for the dataset of 20,068 proteins

Condensed set
Classes PQSC-FCNN, k = 2 PQSC-FCNN, k = 3 PQSC-FCNN, k = 4

Number of elements Percentage Number of elements Percentage Number of elements Percentage
Monomer 98/6,184 1.58% 153/6,184 2.47% 157/6,184 2.54%
Homodimer 643/8,690 7.40% 649/8,690 7.47% 718/8,690 8.26%
Homotrimer 145/1,190 12.18% 101/1,190 8.49% 108/1,190 9.08%
Homotetramer 197/2,513 7.84% 199/2,513 7.92% 157/2,513 6.25%
Homopentamer 17/237 7.17% 17/237 7.17% 17/237 7.17%
Homohexamer 74/784 9.44% 74/784 9.44% 79/784 10.08%
Homoheptamer 3/5 60.00% 3/5 60.00% 3/5 60.00%
Homooctamer 29/465 6.24% 29/465 6.24% 29/465 6.24%
Overall 1, 206 6, 01% 1, 225 6.10% 1, 268 6.32%

classes, due to the few elements belonging to that class (only 5 ones). The reduction
percentage on the overall dataset is 6.01% for k = 2, 6.10% for k = 3 and 6.32% for
k = 4. This show the power of the method, as it is sufficient to explore only a bit more
than the 6% of the overall dataset to (most probably) classify a new protein.

Both the exploited protein datasets and the correspondent domains can be down-
loaded at the web-links reported in Section 5.

In order to compare our method with a related one, in the second kind of experi-
ments we considered the non-redundant protein dataset discussed by Yu et al. in [21].
The main goal of this comparison is to show that our method may have accuracy com-
parable to those of related methods, while sensibly reducing the amount of labeled data
to exploit during classification. In particular, we point out that the method presented in
[21] utilizes a non redundant version of the overall protein dataset in order to cope with
problems associated with management of large data sets. As we will show in the follow-
ing, our method will be able to halve even this non redundant dataset, while maintaining
the same accuracy as the competitor method.

Yu et al. adopted an approach based on the functional domain composition and em-
ployed the nearest neighbor algorithm (NNA) to classify protein quaternary structures.
They represented the 717 considered proteins by 540 domains. Here, we enlarge the
number of considered domains to 1,253 in order to obtain a more accurate represen-
tation of data. Thus, we compare PQSC-FCNN with NNA by running the jackknife
cross-validation on the non-redundant dataset, by considering the same 1,253 domains
representation for all methods.

We run PQSC-FCNN exploiting the Jaccard metric, whereas NNA has been run with
the generalized distance exploited in [21]. The results are illustrated in Table 3. The first
column of the table contains the homo-oligomeric classes, the second, third, fourth and
fifth ones illustrate both the number of correctly predicted objects w.r.t. the total number
of them and the percentage of accuracy scored by PQSC-FCNN for k = 2, for k = 3 and
for k = 4, and NNA, respectively, for each considered class. In the last two rows of the
table, the overall accuracy and the percentage of exploited dataset for each method are
reported. We can observe that all the considered techniques return the same results for
the two classes of homopentamers and homooctamers. The only class for which PQSC-
FCNN does not obtain higher accuracy than the NNA is the homodimer class. However,
for k = 4 it obtains a success rate of 78.51% for that class, w.r.t. the 80.00% scored by
the NNA, and thus, also in this case, the two methods achieve comparable results.
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Table 3. Comparison of overall success rate obtained by PQSC-FCNN and NNA

Non-redundant dataset
Classes PQSC-FCNN, k = 2 PQSC-FCNN, k = 3 PQSC-FCNN, k = 4 NNA

Corr/Tot % Accuracy Corr/Tot % Accuracy Corr/Tot % Accuracy Corr/Tot % Accuracy
Monomer 177/208 85.10% 174/208 83.65% 178/208 85.58% 168/208 80.77%
Homodimer 250/335 74.63% 250/335 74.63% 263/335 78.51% 268/335 80.00%
Homotrimer 28/40 70.00% 27/40 67.50% 27/40 67.50% 28/40 70.00%
Homotetramer 53/95 55.79% 52/95 54.74% 42/95 44.21% 53/95 55.79%
Homopentamer 11/11 100.00% 11/11 100.00% 11/11 100.00% 11/11 100.00%
Homohexamer 9/23 39.13% 9/23 39.13% 10/23 43.48% 7/23 30.43%
Homooctamer 2/5 40.00% 2/5 40.00% 2/5 40.00% 2/5 40.00%
Overall accuracy 73.92% 73.22% 74.34% 74.90%
% Dataset 46.79% 47.35% 45.39% 100%
Exploitation

For the homotrimer and the homotetramer classes, the PQSC-FCNN for k = 2 and
the NNA have the same accuracy scores, whereas in the remaining cases (i.e., monomers
and homoexamers), PQSC-FCNN always scores better accuracy than NNA, also with
some sensible improvements. In particular, for k = 4, PQSC-FCNN scores the accu-
racy value of 85.58% for monomers, which is about 4.81% higher than the success rate
obtained by the NNA, whereas it scores the accuracy value of 43.48% for homohexam-
ers, which is about 13.05% higher than the success rate obtained by the NNA for the
same class and represents the best accuracy improvement w.r.t. NNA we obtained.

These results are significant since, for monomers and homoexamers, our method has
been able to obtain more accurate results than NNA even exploiting only the 45.39% of
the overall dataset, whereas [21] did not make any dataset reduction.

Summarizing, the PQSC-FCNN method is able to reach an overall success rate that
is greater than the NNA, even if it exploits only the 45.39 − 47.35% of the original
dataset. This means that PQSC-FCNN is more efficient than the method [21], allowing
both time and space savings without any significant loss in accuracy but, rather, often
allowing success rate improvements.

5 Concluding Remarks

We proposed a classification method for protein quaternary structures, by exploiting
protein functional domain information and FCNN rule. Experimental evaluations show-
ed that our approach is able to reduce both the portion of protein dataset that is neces-
sary to store and the number of comparisons to carry out, allowing sensible space and
time savings even if guaranteeing high values of accuracy. Thus, the method is competi-
tive w.r.t. other methods presented in the literature. We illustrated some tests we carried
out on homo-oligomeric proteins, confirming the validity of our approach. Future ef-
forts will be devoted to investigate the problem of quaternary structure prediction for
hetero-oligomers.

Additional material. The protein datasets we exploited are available on-line. In partic-
ular, the non-redundant dataset of 717 proteins is listed at:

http://siloe.deis.unical.it/PQSC FCNN/non redundant dataset.pdf,
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together with the corresponding 1,253 domains we exploited for the functional do-
main composition, while the 20,068 proteins of the second dataset and their 1,816 are
available at:

http://siloe.deis.unical.it/PQSC FCNN/20068 dataset.pdf.
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2 DEIS - Università della Calabria, Via P. Bucci 41C, 87036 Rende (CS), Italy,
simona.rombo@deis.unical.it

Abstract. A novel technique to search for functional modules in a protein-protein
interaction network is presented. The network is represented by the adjacency ma-
trix associated with the undirected graph modelling it. The algorithm introduces
the concept of quality of a sub-matrix of the adjacency matrix, and applies a
greedy search technique for finding local optimal solutions made of dense sub-
matrices containing the maximum number of ones. An initial random solution,
constituted by a single protein, is evolved to search for a locally optimal solution
by adding/removing connected proteins that best contribute to improve the quality
function. Experimental evaluations carried out on Saccaromyces Cerevisiae pro-
teins show that the algorithm is able to efficiently isolate groups of biologically
meaningful proteins corresponding to the most compact sets of interactions.

1 Introduction

One of the most important challenges of the post-genomic era is the analysis of the
complex biological processes in which proteins are involved. Recently, great attention
has been addressed to the whole set of protein interactions of a given organism, known
as interactome or protein-protein interaction (PPI) network. Many studies have been
driven to predict and understand functional properties of proteins starting from interac-
tomes (e.g., [6,5,12]). In the last few years, a vast amount of new protein interactions
have been discovered and made available. This has spurred the search for automated
and accurate tools to identify significant parts of this data.

PPI networks are often modelled as graphs where nodes represent proteins and edges
represent pairwise interactions. Many current efforts aim at clustering dense regions of a
given PPI network, since it has been observed by biologists that groups of highly interact-
ing proteins could be involved in common biological processes. A number of approaches
have been proposed to extract relevant modules from PPI networks [4,5,1,13,12]; some
of them rely on traditional hierarchical clustering methods [7], other ones are based on
graph partitioning algorithms [3,11,8]. The obtained results have been found to strongly
depend on the adopted approach, and on the input parameters fixed by the user. Most
methods, in fact, require the number of clusters to be known in advance. However, this
information is not always available, thus some algorithms are executed with different
cluster numbers and results satisfying a quality criteria are considered to be the most
reliable. Obviously, the necessity of running an algorithm different times may cause

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 821–830, 2007.
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losses in efficiency. Another problem that arises in PPI networks is the choice of the
metric adopted to measure the distance between two proteins. In this kind of graphs,
due to the structure of the interactions, it has been found that the distances among many
nodes are often identical. In such a case the adopted clustering method fails in finding
good solutions, due to the presence of ties that have to be solved arbitrarily.

In this paper, we present a novel technique, based on a co-clustering approach [9],
to search for functional modules in protein-protein interaction networks. Co-clustering
methods, differently from clustering approaches, aim at simultaneously grouping both
the dimensions of a data set. We model a protein-protein interaction network by an
undirected graph and represent it as the binary adjacency matrix A of this graph, where
rows and columns correspond to proteins and a 1 entry at the position (i,j) means that
the proteins i and j interact. The PPI network Co-Clustering based algorithm, named
PINCoC, applies a greedy search technique for finding local optimal solutions made
of dense sub-matrices containing the maximum number of ones. The notion of quality
of a sub-matrix is introduced. High quality sub-matrices should correspond to modules
of the input interactome having a significant biological function. The algorithm starts
with an initial random solution constituted by a single protein and searches for a locally
optimal solution by adding/removing connected proteins that best contribute to improve
the quality function. In order to escape poor local maxima, with a fixed probability, the
protein causing the minimal decrease of the quality function is removed. When the
algorithm cannot improve any more the solution found so far, the computed cluster is
returned. To limit the effects of the initial random choice of a protein to build a cluster,
one step of backtracking is executed. Each protein belonging to the solution is at turn
temporary removed, and eventually substituted with a new one that best improves the
quality function. At this point a new random protein is chosen, and the process is
repeated until all the proteins are assigned to any group. In the hard scenario of strongly
connected networks, where the detection of the most functionally related proteins is a
difficult task due to the high number of connections, our algorithm is able to efficiently
isolate those groups of proteins corresponding to the most compact sets of interactions.
In the experimental result section we validate the clusters found by PINCoC through the
SGD Gene Ontology Term Finder and compare our results with other studies made in
the literature [1,8]. We show that the obtained clusters are recognized to be biologically
meaningful.

The paper is organized as follows. The next section defines the problem of clustering
PPI networks and the adopted notation. Section 3 describes the proposed algorithm.
Section 4 illustrates the experiments we carried out on a set of S. Cerevisiae proteins
and compare the obtained results with those of [1,8]. Finally, in Section 5 we draw our
conclusions.

2 Notation and Problem Definition

In this section the notation used in the paper is introduced and the formalization of the
problem of clustering PPI networks as a co-clustering problem is provided.

A PPI network P can be modelled as an undirected graph G = (V, E) where
the nodes V correspond to the proteins and the edges E correspond to the pairwise
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interactions. If the network is constituted by N proteins, the associated graph can be
represented with its N ×N adjacency matrix A, where the entry at position (i, j) is 1 if
there is an edge from node i to node j, 0 otherwise. Since the graph G is undirected, the
adjacency matrix is symmetric. Note that the mathematical definition of adjacency ma-
trix assumes that the main diagonal contains a 1 value at position (i, i) only if there is a
loop at vertex i. In the biological context a protein connected with itself is not meaning-
ful. However, by convention, we assume that the main diagonal of the adjacency matrix
A of a PPI network contains all ones. This means that if a row of A is constituted by all
zeroes except one position i with value 1, the protein corresponding to node i does not
interact with any other protein. The problem of finding dense regions of a PPI network
P can thus be transformed in that of finding dense subgraphs of the graph G associated
with P , and consequently, dense sub-matrices of the adjacency matrix A corresponding
to G. Searching for dense sub-matrices of a matrix A can be viewed as a special case of
co-clustering a binary data matrix where the set of rows and columns represent the same
concept. In order to better explain the idea, first a definition of co-clustering is given, and
then the formalization of the problem of clustering proteins as a co-clustering problem
is provided. Co-clustering [9], also known as bi-clustering, differently from clustering,
tries to simultaneously group both the dimensions of a data set. For example, when
clustering genes with respect to a set of experimental conditions, not all the genes are
relevant for all the experimental conditions, but groups of genes are often co-regulated
and co-expressed only under specific conditions. In this application domains the idea
of co-clustering both the dimensions turns to be more beneficial and interesting than
clustering with only one dimension. Let A be an N × M data matrix of binary values.
Let X = {I1, . . . , IN} denote the set of rows of A and Y = {J1, . . . , JM} the set of
columns of A.

Definition 1. A co-cluster is a sub-matrix B = (I, J) of A, where I is a subset of the
rows X of A, and J is a subset of the columns Y of A.

The problem of co-clustering can then be formulated as follows: given a data matrix A,
find row and column maximal groups which divide the matrix into regions that satisfy
some homogeneity characteristics. The kind of homogeneity a co-cluster must fulfil de-
pends on the application domain. In our case we would like to find as many proteins as
possible having the highest number of interactions. This corresponds to identify highly
dense squared sub-matrices, i.e. containing as many 1 values as possible. Higher the
number of ones, more likely those proteins are to be functionally related. In the follow-
ing we introduce a quality function that tries to obtain both these objectives. Note that
the adjacency matrix A associated with a PPI network is a squared matrix of dimension
N × N , where N is the number of proteins. This means that any co-cluster B = (I, J)
of A has the property that the set I of rows and the set J of columns coincide. In
particular, being A symmetric, any co-cluster found is symmetric too.

Let aiJ denote the mean value of the ith row of the co-cluster B = (I, J), and aIj

the mean of the jth column of B = (I, J). More formally,

aiJ = 1
|J|

∑
j∈J aij , and aIj = 1

|I|
∑

i∈I aij

The volume vB of a co-cluster B = (I, J) is the number of 1 entries aij such that
i ∈ I and j ∈ J , that is vB =

∑
i∈I,j∈J aij .
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Definition 2. Given a co-cluster B = (I, J), let aiJ be the mean of the ith row of
B, and let aIj be the mean of the jth column of B. The power mean of B of order r,
denoted as Mr(B) is defined as

Mr(B) =

∑
i∈I(aiJ )r +

∑
j∈J (aIj)r

|I| + |J |
Since B is symmetric, |I| = |J | and aiJ = aIj , thus the power mean can be reduced to

Mr(B) =
∑

i∈I(aiJ )r

|I|
A quality measure based on volume and row/column mean, that allows the detection of
maximal and dense sub-matrices, can be defined as follows.

Definition 3. Given a co-cluster B = (I, J), let Mr(B) be the power mean of B of
order r. The quality of B is defined as Q(B) = Mr(B) × vB .

i.e. the quality of a co-cluster B is the product between the power mean of B of order
r, and the number of non-zero entries in B. The quality Q(B) of the co-cluster B =
(I, J) is equal to |I| · |I| only when each entry of B is one, thus Q(B) is upper bounded
by its volume, i.e. Q(B) ≤ vB ≤ |I| · |I|. When B contains zero entries, the quality is
a fraction of vB . Notice that, adding a row/column composed only by ones or removing
a row/column composed only by zeros, always improves the quality of the co-cluster.

When r = 1 the power mean coincides with the standard mean. However, the mean
of a binary matrix of fixed volume (i.e., having the same number of ones), assumes
always the same value independently where the 1/0 values are positioned. This means
that it is not able to distinguish matrices corresponding to PPI networks having the
same total number of interactions but different structure. Consider for example the two
sub-matrices and the associated protein graphs showed in Figure 1. The total number
of ones, i.e., of interactions, is equal to 13 in both cases, but the way the proteins in-
teract is different. Intuitively, the graph in Figure 1(b) represents a more compact set
of interactions than the one in Figure 1(a). If we compute the power mean of order 1
the value is 0.260 for both of the illustrated matrices, whereas the power mean of order
2 is 0.140 for the matrix on the left and 0.148 for the matrix on the right. Since the
volume (the number of ones) is 13 for both matrices, the quality function in the former
case is 3.38 for both the matrices, while for r = 2 it is 1.820 for the first matrix and
1.924 for the second one. Thus, r = 2 is more suited to characterize different ways in
which proteins interact. However, it is worth to point out that increasing the value of r
biases the quality function towards matrices containing a low number of zeroes but of
lower volume. Thus the choice of r should be done by considering the density of the
adjacency matrix. In the next section the PPI network Co-Clustering based algorithm
PINCoC, is presented. The method uses the concept of quality to find maximally dense
regions in the binary data adjacency matrix.

3 Algorithm Description

In this section we present PINCoC, an algorithm for clustering a PPI network P repre-
sented through the adjacency matrix A of the graph associated with P . Let A = (X, Y )
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Fig. 1. Matrices with equal mean value but different network structure

be the N × N adjacency matrix where X = {I1, . . . , IN} denote the set of rows of A
and Y = {J1, . . . , JN} the set of columns of A. Each row/column of A corresponds to
a protein, thus in the following we use the two terms as synonyms.

A co-cluster B = (I, J) can be encoded as a binary string b of length N , where N
is the number of rows/columns of the adjacency matrix. If the value of the i-th bit is set
to 1 it means that the corresponding i-th protein belongs to the co-cluster.

Algorithm PINCoC
Input:
- a 0-1 adjacency matrix A = (X, Y ) of dimension N × N
- maximum number of iterations allowed max flips
- probability p of a REMOVE-MIN move (0 = no remove move)
Ouput: a clustering B = {B1, . . . , Bk} of the PPI network corresponding to A
set B = ∅, A0(X0, Y0) = A(X, Y ), i = 0
while Ai is not the empty matrix
choose at random a row k of Ai, set Ii = {k}, Ji = {k}, Bi = (Ii, Ji)
set f = 0, quality = −∞, local maximum = false

while f < max flips and not local maximum
let 0 ≤ p ≤ 1 a random generated number
if p > p then

let Bi = (Ii, Ji) the co-cluster obtained from Bi

after the move that maximize the quality
if Q(Bi) > Q(Bi) then

accept the move, Ii = Ii , Ji = Ji, and update Q(Bi)
else

set local maximum = true
else

remove the row/column of Bi scoring the minimum decrease of the quality function
f = f + 1

end while
execute one-pass backtracking
B = B ∪ Bi

set Xi+1 = Xi − Ii , Yi+1 = Yi − Ji, Ai+1 = (Xi+1, Yi+1)
end while

assign the singletons
return the clustering B = {B1, . . . , Bk}

Fig. 2. The PINCoC algorithm

The algorithm, showed in figure 2, receives in input a 0-1 adjacency matrix, the
maximum number of times (max flips) that a flip can be done, and the probability (p)
of executing a REMOVE-MIN move (these two latter input parameters are explained
shortly). PINCoC starts with an initial random co-cluster B = (Ii, Ji) constituted by a
single row and a single column such that I = {k} and J = {k}, where 1 ≤ k ≤ N is a
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random row/column index. Then it evolves the initial co-cluster by successive transfor-
mations of Bi, until the quality function is improved. The transformations consist in the
change of membership (called flip or move) of the row/column that leads to the largest
increase of the quality function. If a bit is set from 0 to 1 it means that the correspond-
ing protein, which was not included in the co-cluster Bi, is added to Bi. Viceversa, if
a bit is set from 1 to 0 it means that the corresponding protein is removed from the
co-cluster. During its execution, in order to avoid get trapped into poor local maxima,
instead of performing the flip maximizing the quality, with a user-provided probabil-
ity p the algorithm selects the row/column of Bi scoring the minimum decrease of the
quality function, and removes it from Bi. This kind of flip is called REMOVE-MIN.
The flips are repeated until either a preset of maximum number of flips (max flips) is
reached, or the solution cannot ulteriorly be improved (get trapped into a local maxi-
mum). Until the stop condition is not reached, it executes a REMOVE-MIN move with
probability p, and a greedy move with probability (1 − p). When the inner loop stops,
the co-cluster Bi = (Ii, Ji) is returned. At this point the algorithm performs one step
of backtracking, i.e. for each h ∈ Ii, it temporary removes h from Ii and tries to find
a node l such that Ii − {h} ∪ {l} improves the quality of Bi. In such a case h is
removed and l is added. If more than one l node exists, the one generating the better
improvement of Q(Bi) is chosen. Finally, Bi is added to B, its rows/columns are re-
moved from A, a new random co-cluster is generated, and the process is repeated until
all the rows/columns have been assigned. Some of the clusters obtained at the end of
the algorithm could be constituted by a single protein because all its neighboring nodes
have already been assigned to a group. This situation happens for those proteins that
have few interactions and thus they have not been assigned to any group because their
contribution was considered marginal. However, we chose to handle such singletons by
adopting the following strategy. Let h be a singleton protein, n1, . . . , nh its neighboring
proteins, i.e. the proteins having a direct interaction with h, and Bn1 , . . . Bnh

their cor-
responding clusters (note that the Bni are not necessarily distinct). Then h is assigned
to the cluster Bni s.t. Q(Bni ∪ {h}) is maximum, i.e. whose quality function has the
better improvement or the lowest decrease. In the experimental results section we show
that PINCoC is able to generate clusters of proteins both dense and biologically mean-
ingful. The temporal cost of the algorithm to compute a single cluster Bi = (Ii, Ji) is
upper bounded by

max flips×Cq×[(1−p)×N+pN ]+Cq× | Ii | ×N = Cq×N×(max flips+ | Ii |)
where Cq is the cost of computing the quality of the co-cluster after performing a
move. In order to reduce the complexity of Cq , we maintain, together with the current
co-cluster Bi = (Ii, Ji), the mean values aiJ , for each i ∈ I , and the volume vIJ . Thus,
computing the |Ii| mean values aiJ (1 ≤ i ≤ |I|) after performing a move can be done
efficiently in time |Ii|, i.e. in time linear in the co-cluster dimensions, by exploiting the
values maintained together with the current co-cluster.

4 Experimental Validation

In this section we apply PINCoC on a set of 34 proteins coming from the well known
S. cerevisiae network. This set, extracted from the DIP database (http://dip.doe-mbi
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Fig. 3. (a) Clusters validation by Gene Ontology term finder; (b) graphical view of the obtained
clusters drawn using PIVOT [10]

.ucla.edu/) has already been well studied and characterized in the literature [6,1]. In the
following, we first present the clusters obtained by our method and we validate their
biological meaningfulness by using the SGD Gene Ontology Term Finder (http://db
.yeastgenome.org/cgi-bin/GO/goTermFinder). Then we compare our results with those
obtained by Arnau and Marı̀n [1], and King et al. [8] showing that the clustering re-
turned by our method is meaningful and comparable with the other two approaches.

The PINCoC algorithm has been implemented in C++, and all the experiments have
been performed on a Pentium 4 machine, 1800MHz, 1GB RAM, by using r = 2,
max flips = 100, p = 0.1. The results obtained are summarized in figure 3. In par-
ticular, figure 3(a) shows the table containing the seven clusters returned, the GO term
obtained when querying the SGD Gene Ontology Term Finder with the proteins be-
longing to our clusters, and the corresponding p-value. The p-value is a commonly used
measure of the statistical and biological significance of a cluster. It gives the probability
that a given set of proteins occurs by chance. In particular, given a cluster of size n and
m proteins sharing a particular biological annotation, then the probability of observing
m or more proteins that are annotated with the same GO term out of those n proteins,

according to the Hypergeometric Distribution, is: p−value =
∑n

i=m

(M
i )(N−M

n−i )
(N
n ) , where

N is the number of proteins in the database with M of them known to have that same
annotation [2]. Thus, the closer the p-value to zero, the more significant the associ-
ated GO term. In the table we show the smallest p-value found over all the functional
groups. We can observe that the p-value of our clusters varies between 2.25· 10−10
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and 5.3· 10−04, values all sufficiently low to consider relevant the biological meaning-
fulness of the corresponding clusters. Figure 3(b) shows a graphical representation of
the interactions among the considered proteins, indicated by the names according to
the Gene Ontology notation, and a list of the proteins participating to each cluster. The
graph has been drawn using PIVOT [10]. It is worth to point out that the biological sig-
nificance of the seven clusters agrees with the functional classification reported in [6].
PINCoC, in fact, is able to correctly distinguish proteins involved in different processes
such as, for example, actin patch assembly and patch mediated endocytosis (Cluster 1),
actin-capping proteins (Cluster 4), CDC42 signaling pathway (Cluster 5), control of the
morphogenesis checkpoint (Cluster 7).

In order to better assess the quality of the results obtained by PINCoC, we now
compare them with those obtained in [1] and [8]. Arnau and Marı̀n [1] proposed the hi-
erarchical clustering method UVCLUSTER, that iteratively explores the distance data
sets to analyze protein-protein interaction networks. UVCLUSTER uses an agglomera-
tive hierarchical clustering twice. The first time it considers the primary distances, that
is, the minimum number of interactions required to connect two proteins, and generates
K alternative clustering solutions. The value of K must be given by the user. The second
time it clusters again the set of proteins but using the secondary distances, defined as
the percentage of clusters in which two proteins do not appear together.

The second algorithm we consider for comparison is the Restricted Neighborhood
Search Clustering (RNSC), proposed by of King et al. [8]. RNSC is a cost-based local
search algorithm that explores the solution space of all the possible clusterings to mini-
mize a cost function that refelcts the number of inter-cluster and intra-cluster edges.

Table 1 reports the clusterings obtained by PINCoC, UVCLUSTER and RNSC with
the list of proteins for each cluster, the fraction of proteins in each cluster that have
been recognized to participate to a specific biological process with the p-value reported
in the last column. RNSC needs some input parameters. In our experimentation we
used the values reported by Brohèe and van Helden [4], who have extensively analyzed
RNSC to determine the best parameter values with respect to (i) the best matching
complex found in a cluster, denoted by RNSCa, and (ii) how well a given cluster iso-
lates complexes from other clusters, denoted by RNSCs. Note that the p-values of the
clusters reported for UVCLUSTER differ from those appearing in [1] because the au-
thors computed the values on the January 2004 release of the DIP database, contain-
ing 4721 proteins. At present DIP contains 5027 proteins. For each cluster found by
PINCoC, we report the cluster (or the clusters) obtained by UVCLUSTER and RNSC
that has the maximum number of common proteins with PINCoC. The names of the
common proteins with UVCLUSTER are highlighted in bold, those of the common
proteins with RNSC are highlighted in italic. The symbol ‘–’ means that no significant
ontology term has been found for that cluster. The table points out that our first clus-
ter is bigger than those generated by both UVCLUSTER and RNSC, and has a lower
p-value. The second cluster found by PINCoC partially includes two different clus-
ters found by UVCLUSTER, and other two different clusters found by RNSC (note
that we use RNSCa, s for short when both the two RNSC runs returned the same clus-
ter). Both the two groups generated by UVCLUSTER and those generated by RNSC
have higher p-value than the PINCoC cluster. In correspondence of the third cluster
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Table 1. Clusters validation by Gene Ontology term finder, updated at September 2007, for PIN-
CoC, UVCLUSTER [1] and RNSC [8]

Methods Clusters Proteins Fraction p-value

PINCoC sla2 abp1 yor284w rvs167 ysc84 app1 rvs161 ynl086w yjr083c acf2 7/10 2.25 · 10−10

UVCluster sla2 abp1 yor284w rvs167 ysc84 sla1 ygr268c 6/7 3.29 · 10−09

RNSCa,s sla2 abp1 yor284w rvs167 ysc84 rvs161 yjr083c 7/7 7.63 · 10−07

PINCoC bnr1 bni1 pfy1 act1 srv2 aip1 trm5 6/7 9.63 · 10−07

UVCluster bnr1 bni1 pfy1 2/3 3.99 · 10−05

UVCluster act1 srv2 aip1 trm5 cof1 2/5 3.50 · 10−04

RNSCa bnr1 bni1 pfy1 2/3 3.99 · 10−05

RNSCs bnr1 pfy1 2/2 3.70 · 10−04

RNSCa,s act1 srv2 aip1 cof1 4/4 1.30 · 10−04

PINCoC svl3 crn1 las17 yhr133c cof1 3/5 3.1 · 10−04

UVCluster ypl246c las17 yhr133c – –
UVCluster crn1 svl3 – –
RNSCa,s las17 yhr133c – –
RNSCa,s crn1 svl3 – –
PINCoC cap1 cap2 ypr171w 3/3 4.63 · 10−06

UVCluster cap1 cap2 ypr171w 3/3 4.63 · 10−06

RNSCa,s cap1 cap2 ypr171w 3/3 4.63 · 10−06

PINCoC cdc42 cla4 gic2 3/3 1.11 · 10−06

UVCluster cdc42 cla4 gic2 3/3 1.11 · 10−06

RNSCa cdc42 cla4 gic2 3/3 1.11 · 10−06

RNSCs cdc42 cla4 gic2 bni1 4/4 2.83 · 10−09

PINCoC sla1 ybr108w ypl246c ygr268c 3/3 1.11 · 10−06

UVCluster rvs161 ybr108w – –
RNSCa sla1 ybr108w – –
RNSCs sla1 ypl246c ygr268c 2/3 3.90 · 10−04

PINCoC swe1 hsl7 2/2 5.3 · 10−04

UVCluster swe1 hsl7 app1 2/3 1.91 · 10−03

RNSCa,s swe1 hsl7 app1 2/3 1.91 · 10−03

generated by PINCoC, both UVCLUSTER and RNSC found two groups without any
biological meaning. The fourth and fifth clusters are identical for all the methods, ex-
cept than RNSCs, which was able to score the best p-value for the cluster {cdc42, cla4,
gic2, bni1} thanks to the protein bni1, which does not appear in the corresponding clus-
ter of the other methods. This is the only case in which PINCoC does not reach the
best p-value score. The seventh cluster generated by PINCoC does not contain the pro-
tein app1, in fact this protein is not involved in the biological process of the other two.
Finally, it worth to note that UVCLUSTER and RNSC returned the singleton clusters
acf2, yjr083c, ynl086w, ypi236c, ygr268c, ybr108w, and trm5. In our approach this is
not possible because of our policy of assigning singleton elements to the most suited
clusters. Interestingly, PINCoC assigns acf2, yjr083c, and ynl086w to the first clus-
ter, ypi236c, ygr268c, and ybr108w to the sixth cluster, and trm5 to the second one,
by obtaining a better p-value. The table points out the very good results of PINCoC,
comparable with those obtained from the other two methods.

5 Concluding Remarks

We proposed a novel technique to detect significant functional modules in a protein-
protein interaction network. The main novelty of the approach is the formalization of
the problem of finding dense regions of a PPI network as a co-clustering problem.
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The method has two fundamental advantages with respect to other approaches in the
literature. The first is that the number of clusters is automatically determined by the al-
gorithm. Furthermore, the problem of ties occurring in protein-protein distances plagu-
ing algorithms based on hierarchical clustering is implicitly solved. As proved by tests
carried out on S. cerevisiae proteins, the presented method returns partitions that are
biologically relevant, correctly clustering proteins which are known to be involved in
different biological processes. Future research aims at using PINCoC on sets of pro-
teins of other organisms, to characterize proteins whose biological functions are not yet
completely known.
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Abstract. The biclustering techniques have the purpose of finding subsets of
genes that show similar activity patterns under a subset of conditions. In this
paper we characterize a specific type of pattern, that we have called α–pattern,
and present an approach that consists in a new biclustering algorithm specifically
designed to find α–patterns, in which the gene expression values evolve across
the experimental conditions showing a similar behavior inside a band that ranges
from 0 up to a pre–defined threshold called α. The α value guarantees the co–
expression among genes. We have tested our method on the Yeast dataset and
compared the results to the biclustering algorithms of Cheng & Church (2000)
and Aguilar & Divina (2005). Results show that the algorithm finds interesting
biclusters, grouping genes with similar behaviors and maintaining a very low
mean squared residue.

1 Introduction

The DNA microarray technology represents a great opportunity of studying the ge-
nomic information as a whole, so we can analyze the relations among thousands of
genes simultaneously. The experiments carried out on genes under different conditions
produce the expression levels of their transcribed mRNA and this information is stored
in DNA chips. The analysis of gene expression data on these biochips is an important
tool used in genomic investigations which main objectives range from the study of the
functionality of specific genes and their participation in biological process to the recon-
struction of diseases conditions and their subsequent prognosis. This huge amount of
data has attracted the attention of a lot of researchers because extracting useful infor-
mation from it represents a big challenge. To deal with it, different statistical and data
mining techniques have been applied. Clustering is the most popular approach used in
this investigation area [1]. This technique is applied to gene expression data for group-
ing genes according to their expressions levels under all the experimental conditions,
or for creating sets of conditions based on the expression of the genes in study. That is,
clustering works only with one dimension: genes or conditions. However, a group of
genes can show co–expression under a certain group of conditions, but behave indepen-
dently under others [2]. Thus, the gene expression data need to be analyzed taking into
account the two dimensions at the same time.
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A bicluster is a subset of genes that show similar activity patterns under a subset of
conditions. The research on biclustering started in 1972 with Hartigan’s work [3]. Har-
tigan’s algorithm, named direct clustering, divides the data matrix into a certain number
of sub–matrices with the minimum variance. In that approach, the perfect bicluster was
the sub–matrix formed by constant values, i.e., with variance equal to zero. Another
way of searching biclusters is to measure the coherence between their genes and con-
ditions. Cheng & Church [4] introduced a measure, the mean squared residue (MSR),
that computes the similarity among the expression values within the bicluster. Many
researchers have based their works on the ideas of Cheng & Church, trying to improve
the method and the results. For instance, Cheng & Church replaced the missing val-
ues on datasets by random numbers. Yang et. al [5] [6] solved the problem caused by
these random fillings considering only the valid values. As a result of this approach an
algorithm named FLOC (Flexible Overlapped biClustering) was designed.

Other alternatives in the searching for biclusters have been studied in the last years.
Lazzeroni et. al [7] present the plaid models. With these models the data matrix is de-
scribed as a linear function of layers corresponding to its biclusters. Shamir et al. [8]
propose a new method to obtain biclusters based on a combination of graph theoreti-
cal and statistical modelling of data. In a recent work [9], a generalization of OPSM
(Order–Preserving Submatrix) model, introduced by Ben-Dor et al. [10], is presented.
The OPSM model is based on the search of biclusters in which a subset of genes induce
a similar linear ordering along a subset of conditions. Some techniques search for struc-
tures in data matrix to find biclusters: Gerstein et. al [11] create a method for clustering
genes and conditions simultaneously based on the search of “checkerboard” patterns in
matrices of gene expression data. In the research of Aguilar et. al [12] an evolutionary
technique, based on the search of biclusters following a sequential covering strategy
and measuring the mean squared residue, is used.

In this work we propose an algorithm to obtain a specific type of bicluster, that we
have called α–pattern, with the maximum number of genes and in which the absolute
value of the difference between two expression values of any pair of genes under the
same condition is not greater than a threshold, α.

The paper is organized as follows: in Section 2 the new type of pattern is formally
characterized and the definitions related to the biclustering method are presented; the
algorithm is shown in Section 3; in Section 4, we describe the method used and dis-
cuss the experimental results, comparing the quality of those generated by Cheng &
Church’s and Aguilar & Divina’s algorithms; finally, the most interesting conclusions
are summarized in Section 5.

2 Definitions

The gene expression data are arranged in matrices. A matrix is defined as a triple M =
(G, C, �), where G and C are two finite sets referred to as the set of genes and the set
of experimental conditions respectively, and � : G × C −→ � is the level function. We
will denote the real number �(g, c) by 〈g, c〉, and represents the level of expression of
the gene g under the condition c.
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Definition 1. Let M = (G, C, �) be a matrix formed by a set of genes, G, and a set
of conditions, C. We say that a pair of non-empty sets (I, J) is a α–pattern, if I ⊆ G,
J ⊆ C and

J = {c ∈ C | ∀g, g′ ∈ I, | 〈g, c〉 − 〈g′, c〉 |≤ α}

The absolute value of the difference between two expression values of any pair of genes
in I under the a specific condition from J is not greater than a threshold α.
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Fig. 1. An example of α–patterns. In both cases we can observe a band, that ranges from 0 up to
α, in which the behaviors of the expression values of the genes under a subset of experimental
conditions follow similar patterns. The x axis represents the experimental conditions. The y axis
represents the gene expression values.

The threshold, α, determines a band in which the expression values of the genes
evolve in a similar way across a set of experimental conditions. The co–expression
of the genes in these types of bicluster can be observed in Figure 1 (biclusters obtained
from Yeast dataset). The expression values in this behavior band can flow along a certain
range without many changes, like in the bicluster on the left, or we can find biclusters
with more variation in the expression values of the genes, as we can see in the bicluster
on the right. In both cases, the shapes of the graphs show the quality of the α–patterns.

To compare the experimental results with those generated by Cheng & Church’s al-
gorithm, the mean squared residue (MSR) is used. Let (I, J) be a bicluster. The residue
R of an element aij of the bicluster (I, J) is R(aij) = aij − aiJ − aIj + aIJ , where
aiJ is the mean of the ith row in the bicluster, aIj the mean of the jth column and aIJ

is the mean of all the elements within the bicluster. The mean squared residue, MSR,
of (I, J) is defined as follows:

MSR(I, J) =
1

| I || J |
∑

i∈I,j∈J

R2(aij)

This value is indicative of the coherence of values across both rows and columns. The
lower the MSR, the stronger the coherence.
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1 Procedure: αPB
2 Input:
3 M (data matrix M = (G, C, �))
4 α (maximum difference between two expression values)
5 λ (minimum length of the set of conditions for every bicluster)
6 Output:
7 T (final set of biclusters)
8 Method:
9 Initialize T = ∅
11 For all bicluster (I, J) with | I |= 2 and | J |≥ λ
12 inserted = false
13 For every bicluster (I ′, J ′) in T
14 If J ′ ⊂ J and Compatible(I , I ′, J ′,α)
15 add I to I ′

16 If J ⊆ J ′ and Compatible(I , I ′, J ,α)
17 add I ′ to I and if J == J ′ then inserted = true
18 end For
19 If not inserted
20 add (I, J) to T
21 end For
22 end αPB

Fig. 2. The α–Pattern Biclustering algorithm

3 Algorithm

Our approach, named αPB (α–Pattern Biclustering), is based on the definition of α–
pattern provided above, in Def. 1. The aim is to obtain different biclusters with the
maximum number of genes so that all of them have the next two properties:

– the difference between two expression values of any pair of these genes under the
same condition in the bicluster is not greater than α.

– the number of conditions of each bicluster is not lower than λ.

The algorithm, illustrated in Figure 2, consists of two parts. In the first part all the valid
α–patterns with only two genes are obtained, so that the algorithm analyzes all possible
pairs of genes in the data matrix in order to find them, as we can see in line 11. The
aim of the second part is to create new biclusters containing more than two genes. The
biclusters will be stored in the set T, which is initialized as an empty set in line 9. We
have designed a special tree data structure to implement the set T. In this tree, the nodes
represent experimental conditions and leaves are sets of groups of genes that have a
common group of conditions, i.e., to reach them the same path in the tree have to be
followed. This structure is used to minimize the amount of memory used for storing the
biclusters (they can be many thousands) and also to reduce the running time.

For each bicluster with two genes, (I,J), obtained in the first part, each bicluster
stored in the set T, (I’,J’), is analyzed in order to increase their number of genes (line
13). To do this, the groups of conditions and genes of these two biclusters have to be
compatible.
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Table 1. Example of α–patterns with two genes

Bicluster Genes Conditions Bicluster Genes Conditions

B1 {1, 2} {2, 3, 4} B6 {2, 4} {1, 3, 4}
B2 {1, 3} {1, 2, 3, 4} B7 {2, 5} {1, 3, 4}
B3 {1, 4} {1, 3, 4} B8 {3, 4} {1, 2, 3, 4}
B4 {1, 5} {1, 3, 4} B9 {3, 5} {1, 2, 3, 4}
B5 {2, 3} {2, 3, 4} B10 {4, 5} {1, 2, 3}

Firstly, we check the compatibility between the groups of conditions of both biclus-
ters, i.e., we check if these groups of conditions have one of the following properties
(lines 14 and 16): J’ ⊂ J (J’ is a subset of J), J ⊂ J’ (J is a subset of J’) or J = J’ (J and
J’ are equal).

In the first case, the bicluster (I,J) could provide their genes to the bicluster in set T,
(I’,J’) (line 15). On the contrary , in the last two cases, the set I’ could be added to I
(line 17). To deal with that increase of the number of genes we have to carry out a sec-
ond verification. The group of genes of both biclusters, I and I’, have to be compatible
with the group of experimental conditions, which will be J’, if we are in the first case
in the preliminary checking, or J, in the last two cases. In the algorithm, the procedure
Compatible(I, I’, J ,α) is used to carry out this second verification (lines 14 and 16).
Being I and I’ groups of genes, J a group of conditions and α the maximum difference
between two expressions values, the procedure Compatible returns “true” if:

∀g ∈ I, g′ ∈ I ′ and c ∈ J, | 〈g, c〉 − 〈g′, c〉 |≤ α

which means that the absolute value of the difference between two expression values
of any pair of genes of I and I’, under the same condition of J, is not greater than a
threshold α, for all the conditions in J.

Once all the biclusters on T have been analyzed, if the bicluster (I,J) did not add their
genes to a bicluster on the tree structure with the same group of conditions, it will be
add to the set T (lines 19 and 20).

For a better comprehension of our algorithm we present next a simple example.
Consider that the biclusters with only two genes that have been obtained during the
first part of the algorithm are those shown in Table 1. The first bicluster is: B1 =
{{g1, g2}, {c2, c3, c4}}. In the first iteration of the algorithm, the tree structure is empty,
so B1 will be added to T without any modification: T = {(c2, c3, c4) → (g1, g2)}.

After that, the tree T has one branch, representing the group of conditions {c2, c3, c4}
and one leave, representing the group of genes {g1, g2}. Next we are going to process
the next bicluster: B2 = {{g1, g3}, {c1, c2, c3, c4}}. At this iteration, the tree T has one
bicluster stored so we have to determine if the group of conditions and genes of both
biclusters are compatible. In the case of the groups of conditions they are compatible
because {c2, c3, c4} ⊂ {c1, c2, c3, c4}, so in the next step we have to verify if B2 could
add its genes to B1. To do this, we have to check if:

∀g ∈ {g1, g2}, g′ ∈ {g1, g3} and c ∈ {c2, c3, c4}, | 〈g, c〉 − 〈g′, c〉 |≤ α
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As the two groups of genes have g1 in common, we don’t consider that gene. So we
have to verify the previous property with the pair (g2, g3). As we can see in Table 1, it
exists a bicluster formed by this pair of genes and with the same group of conditions as
B1: B5 = {{g2, g3}, {c2, c3, c4}}, so the property is verified and the genes of B2 can
be added to B1 and T will be: T = {(c2, c3, c4) → (g1, g2, g3)}.

Finally, B2 is also added to the tree structure because we didn’t add its genes to a
bicluster with the same group of conditions in T:

T = {(c2, c3, c4) → (g1, g2, g3), (c1, c2, c3, c4) → (g1, g3)}

At this point, the tree structure has two biclusters stored.

4 Method and Experimental Results

In this section, the method used to obtain biclusters using the algorithm αPB is de-
scribed. The aim is to generate biclusters with the maximum number of genes and a
low value of MSR. We have developed our experiments with a well known dataset: the
Saccharomyces Cerevisiae cell cycle expression dataset. The Yeast dataset consists of a
data matrix composed by 2884 genes (rows) and 17 experimental conditions (columns).
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Fig. 3. Number of biclusters (left) and mean of the MSR value of the biclusters generated with
different values of α (in X–axis) and λ. It can be observed that the MSR value and the number of
biclusters generated increase when the parameters of the αPB algorithm are less restrictive.

The most important parameter of our algorithm is the distance threshold between
expression values, α. The parameter α determines the level of similarity between gene
behavior across the experimental conditions in the biclusters. To study the influence of
the α parameter in the final results, an statistical study has been carried out using the
Yeast dataset. We have run a special version of αPB with different values of α and λ
parameters to collect information about the number and the mean of the MSR value of
final biclusters. The conclusion obtained is that these two magnitudes increase when α
and λ are less restrictive. That is, with a high value of the distance threshold and a low
number of minimum experimental conditions allowed we can find more biclusters but
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Fig. 4. An example of biclusters generated by αPB. The shapes of the graphs show the quality of
biclusters. The y axis range is 100 in all cases.The x axis represents the experimental conditions.
The y axis represents the gene expression values.

with less quality. Therefore, we have to achieve a trade–of between these magnitudes.
Part of the results of this statistical study is showed in the graphs of Figure 3. In our
experiment, we have chosen α=35 and, to make less restrictive the performance condi-
tions, λ=10. With these values, as we can observe in the graphs of Figure 3, we obtain
a low mean of MSR, between 80 and 90, and a great number of biclusters: 300000
approximately.

As a result, αPB uses 339421 biclusters with two genes to generates 322150 final
biclusters. The maximum number of genes founded in a bicluster is 20, and the mean
of the MSR value of all the biclusters is 85.11.

The criterion used to measure the quality of biclusters is the minimum mean squared
residue, the maximum number of genes and the maximum number of conditions, in
this order. Following these criteria, we have selected the best 100 biclusters among all
having a number of genes between 13 and 20. The features of some of them are shown
in Table 2. These biclusters present a small MSR value, i.e., it exists a great coherence
across both genes and conditions. This similar behavior can be observed in Figure 4.
These graphs show the evolution of the expression values of the set of genes under the
set of conditions in a behavior band that ranges from 0 up to α. We obtain biclusters
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Table 2. Information about biclusters generated by αPB

Bicluster Genes Conditions MSR
1 17 10 73.09
2 15 10 73.48
3 16 11 66.16
4 13 10 72.02
5 20 10 104.95
6 13 11 65.19
7 14 10 71.03
8 16 10 87.41
9 15 10 75.32

Table 3. Performance comparison between CC and αPB

Alg. MSR Vol. Mean Genes Mean Cond.
CC 204.29 1576,98 166.71 12.09
SEBI 202.68 204.67 13.20 15.44
αPB 81.88 145,27 14.37 10.11

with high number of genes as well, being 20 the maximum value of genes in a bicluster.
It is specially interesting that the range of values is very small regarding the range of
expression levels (from 0 to 600).

In Table 3, we compare our 100 best biclusters and their average values with those
obtained by the algorithms of Cheng & Church (CC) and Aguilar & Divina (SEBI). As
we can observe, αPB obtains better results with regard to the MSR value. The averaged
volume, i.e., the number of genes multiplies by the number of conditions, and the aver-
age of conditions in biclusters are lower. The average of genes is lower than the same
measure obtained by CC but greater if it is compared with SEBI. The most interesting
property of α–patterns found by αPB is that it provides biclusters with very low mean
squared residue in comparison to the CC and SEBI algorithms, while maintaining a
good number of genes, between 13 and 20.

5 Conclusions

In this work we present a new technique to discover a certain type of biclusters in
gene expression data. These biclusters, named α–patterns, are based on the distance
between the expression values of genes. The distance threshold α determines a band
in which the expression values of a subset of genes have similar behavior under a sub-
set of conditions. Our approach, named αPB, provides a group of different biclusters
with highly–related genes and very low mean squared residue. Results show interesting
biclusters in comparison to Cheng & Church approach (CC, based on a greedy strat-
egy) and Aguilar & Divina’s ones (SEBI, based on an evolutionary technique) . Our
approach obtains biclusters with much less number of genes than CC and the lowest
mean squared residue.
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Abstract. Microarray techniques have motivated the develop of differ-
ent methods to extract useful information from a biological point of view.
Biclustering algorithms obtain a set of genes with the same behaviour
over a group of experimental conditions from gene expression data. In
order to evaluate the quality of a bicluster, it is useful to identify specific
tendencies represented by patterns on data. These patterns describe the
behaviour of a bicluster obtained previously by an adequate bicluster-
ing technique from gene expression data. In this paper a new measure
for evaluating biclusters is proposed. This measure captures a special
kind of patterns with scaling trends which represents quality patterns.
They are not contemplated with the previous evaluating measure ac-
cepted in the literature. This work is a first step to investigate methods
that search biclusters based on the concept of shift and scale invariance.
Experimental results based on the yeast cell cycle and the human B-cell
lymphoma datasets are reported. Finally, the performance of the pro-
posed technique is compared with an optimization method based on the
Nelder-Mead Simplex search algorithm.

Keywords: Gene expression data, biclustering, shifting and scaling pat-
terns, unconstrained optimization.

1 Introduction

In the last few years microarrays techniques have generated a great amount of
biological information. Microarray data can be represented by a numerical matrix
with its columns corresponding to experimental conditions and rows associated
with genes. Thus the element (i, j) is the expression level of the gene i under
the specific condition j. Data mining techniques have been successfully applied
to gene expression data in order to discover subtypes of diseases, identification
of functional grouping of genes, etc. Clustering techniques have been applied
to microarray data [1] in order to identify groups of genes that show similar
expression patterns. Most of clustering models have been focused on discovering
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clusters embedded in a subset of dimensions, because relevant genes are not
necessary related to every condition [2]. This problem is known as biclustering
or subspace clustering. Thus, the goal of biclustering techniques is to extract
subgroups of genes with similar behavior under specific subgroups of conditions
[3]. This is a vital task from a biomedical point of view, since it is the first step
in order to discover networks of genes interaction.

Biclustering problem is a NP-hard problem [4], therefore different techniques
use heuristics approaches in order to find biclusters, for example evolutionary
algorithms [5,6,7]. These methods are based on a measure to evaluate the qual-
ity of biclusters, with the Mean Squared Residue (MSR) [8] the most important
measure for assessing the quality of biclusters. For this reason, bicluster evalu-
ation is a vital task for searching patterns in biological data. MSR evaluation
measure is based on computing the arithmetic means of the values in each row,
column, and the full matrix, and the numerical differences among the data. How-
ever, it have been proved that MSR is effective for recognizing biclusters with
shifting patterns but not some patterns with scaling trends, in spite of repre-
senting quality patterns [9]. A bicluster has a shifting pattern when its values
vary in the addition of a constant value, and scaling pattern when its values
vary in the multiplication of a constant value. A perfect bicluster is considered
as the one which follows exactly a perfect shifting and scaling pattern [4]. Con-
sequently, it is interesting to study the behavior or tendencies in a bicluster in
order to establish a new quality measure through the degree of similarity with
its corresponding perfect bicluster.

This fact represents the main motivation of this work where a new measure for
evaluating biclusters is proposed. We apply a classical optimization method to
solve a least squared statistical estimation problem in order to build the perfect
bicluster of a bicluster. After that, the value of the optimization function in the
convergence point is the value for the measure of it. If a bicluster presents perfect
shifting and scaling patterns, it will be a perfect bicluster itself and its measure
will be zero. Although the main task about biclustering problem is to find good
biclusters from a microarray, this work is relevant in order to investigate methods
that search biclusters based on the concept of shift and scale invariance. First,
the problem is formulated from a mathematical point of view leading to an
unconstrained nonlinear optimization problem. Later, the problem is solved by
a classical Quasi-Newton method. Finally, experimental results obtained from
biclusters on the yeast cell cycle and the human B-cell lymphoma datasets are
reported. The performance of the proposed method is compared with a search
technique based on the Nelder-Mead Simplex algorithm.

The paper is organized as follows: Section 2 presents basic concepts on pat-
terns from gene expression data. A brief overview on unconstrained optimization
techniques is shown in Section 3. The formulation of the problem is described in
Section 4. Section 5 reports some results obtained from the application of two
techniques to two real datasets. Finally, the main conclusions of the paper are
outlined.
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2 Shifting and Scaling Patterns

Given a bicluster, the shifting and scaling patterns can be formally defined. A
microarray M is a real matrix composed by N genes and M conditions. The
element (i, j) of the matrix is represented by vi,j . A bicluster B is a submatrix
of M composed by n ≤ N rows and m ≤ M columns. The element (i, j) of the
bicluster B is represented by wi,j .

A group of genes has a shifting pattern when the values wi,j vary in the
addition of a value βi. Analogously, a bicluster has a scaling pattern when the
values wi,j vary in the multiplication of a value αi. The values βi and αi are
fixed for all the genes. Formally, a bicluster shows a shifting or scaling pattern
respectively when it follows the expressions (1) or (2) respectively:

wi,j = πj + βi (1)
wi,j = πj × αi (2)

where πj is a typical value for the gene j and fixed for all the conditions.
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Fig. 1. Bicluster with a) shifting patterns, b) scaling patterns

Figure 1a) presents a bicluster that contains a shifting pattern. Shifting pat-
terns represent related genes that show the same shape and slope. It can be
observed that the genes start with different initial values. Thus, shapes of the
graphs are similar, but values are not equal. Figure 1b) presents a bicluster that
contains a scaling pattern. In this case, scaling patterns represent related genes
showing the same shape, but different slopes. It can be noted that changes more
abrupt for one gene than for the other are shown.
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In a general case, an element of a bicluster showing both types of patterns
can be defined as:

wi,j = αi × πj + βi + εi,j (3)

where εi,j is the error that the patterns have for the value wi,j of the bicluster
considered.

A bicluster is a perfect bicluster when the value of εi,j is equal to zero for all
values wi,j of the bicluster.

3 Unconstrained Optimization Techniques

Unconstrained optimization techniques are used to search local minima in op-
timization problems whose objective function is not subject to equality and
inequality constraints.

An unconstrained optimization problem can be defined as:

min f(x)

where x ∈ R
n is a vector of real variables and f : R

n �→ R is a linear or nonlinear
scalar function.

There is a great number of methods to solve unconstrained optimization prob-
lems. Nowadays, unconstrained optimization problems can be classified in two
groups: search methods and gradient methods. Search methods [10] use only
function evaluations and these approaches are most suitable for problems that
are very nonlinear or have a great number of discontinuities. Simplex search
methods are based on searching the local minima inside a particular region or
simplex. A simplex in n-dimension space is characterized by n + 1 distinct vec-
tors that are its vertices. At each iteration, the objective function is evaluated
in a new point generated inside the simplex, which is compared with value of
the function at vertices of the simplex. One of the vertices could be replaced by
the new point. The process is repeated until the diameter of the simplex is less
than a specified tolerance.

Gradient methods [11] are generally more efficient when the first derivative of
the objective function is continuous. The search direction to locate the minimum
is proportional to the gradient of the objective function as follows 1:

xk+1 = xk − αk · ∇f(xk) (4)

where αk is the step–length parameter and xk is the variable x at iteration k.
The parameter αk is obtained by a line–search method. The line–search ap-

proach consists in solving a minimization problem in one dimension. This prob-
lem can be formulated as follows:

min φ(α)

where α ∈ R and φ(α) = f(xk + α · ∇f(xk)) with xk and ∇f(xk) fixed.
1 ∇f(xk) is the value of gradient of function f in xk point.

∇f(xk) = ( ∂f
∂x1

, . . . , ∂f
∂xn

), ∂f
∂xi

represents the derivative of f respect xi variable.
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Newton methods are higher order gradient methods. This is due to the use
of second order information. These methods are only really suitable when the
second order information is readily and easily calculated, because calculation
of such is computationally expensive. In this case, the search direction can be
written as follows:

xk+1 = xk − αk · H−1
k · ∇f(xk) (5)

where H−1
k is the inverse of the Hessian matrix at point xk.

Quasi-Newton methods are Newton methods, which use an approximation to
the inverse of the matrix Hk as an alternative to calculate it directly. Different
Quasi-Newton methods are based on different approximations of the inverse of
the matrix Hk [12,13].

4 Formulation of the Problem

The objective of the problem is to determine the shifting and scaling patterns
of a certain bicluster. It is supposed that biclusters are obtained previously by
appropriate biclustering techniques.

The objective function is defined by the mean squared error (MSE) as follows:

MSE =
1

n · m

n∑

i=1

m∑

j=1

ε2
i,j (6)

where εi,j is defined in Eq. 3. It can be noted that the error εi,j depends on the
shifting patterns βi, scaling patterns αi and the typical value for each gene πj .

Thus, the problem can be formulated as the following unconstrained opti-
mization problem:

min f(−→α ,
−→
β , −→π ) (7)

where −→α = (α1, . . . , αn) ∈ R
n, −→

β = (β1, . . . , βn) ∈ R
n, −→π = (π1, . . . , πm) ∈ R

m

and f : R
2n+m �−→ R is defined by the MSE (Eq. 6).

The result of this optimization problem is the optimal point and the value of
the function on it. Shifting and scaling patterns for the bicluster are built with
−→α ,−→β and −→π values. The quality of the bicluster is established with the value of
the objective function on the solution.

This unconstrained optimization problem has been solved by using a Quasi–
Newton method. The Hessian matrix has been approximated by using the for-
mula of Shanno [13] and the step-length parameter has been determined by a
line–search technique. Also, this optimization problem has been solved by using
the Nelder-Mead Simplex search algorithm in order to establish a comparison.

5 Experiments

An unconstrained optimization technique based on the Quasi-Newton method
has been applied to solve the proposal problem. Shifting and scaling patterns,
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Fig. 2. a), b) Two yeast bicluster leading to the worst and best patterns respectively,
c), d) patterns obtained with Quasi-Newton method and e), f) patterns obtained with
Nelder-Mead Simplex algorithm

that is to say, the perfect bicluster which approximates the original bicluster,
and the value of objective function like a quality measure are obtained for each
bicluster.

Original biclusters have been obtained from the work recently published in
[5]. These biclusters have been built from a biclustering technique based on an
evolutionary algorithm applied to two well-known datasets: yeast Saccharomyces
cerevisiae cell cycle expression dataset [14]; and the human B-cells expression
data [15]. The Yeast dataset contains 2884 genes and 17 experimental conditions
and the Human dataset consists of 4026 genes and 96 conditions. The proposed
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technique has been applied over the one hundred biclusters obtained in [5]. Re-
sults obtained for the biclusters leading to the worst and the best shifting and
scaling patterns in both datasets are reported.

Figures 2a) and 2b) present two biclusters from Yeast dataset leading to the
worst and the best shifting and scaling patterns obtained by the Quasi-Newton
optimization method (Figures 2c) and 2d)), in the sense of the highest and the
lowest value for the evaluation function. These two biclusters are composed by
14 and 3 genes and 61 and 16 conditions, respectively. Notice that the expression
values for several genes over certain conditions are the same (black thick lines).
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Fig. 3. a), b)Two human bicluster, leading to the worst and best patterns respectively,
c), d) patterns obtained with Quasi-Newton method and e), f) patterns obtained with
Nelder-Mead Simplex algorithm
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Table 1. Comparison between two optimization methods used to build shifting and
scaling patterns in biclusters: Quasi–Newton method and Nelder-Mead Simplex algo-
rithm

number of iterations time in seconds obj. function
Yeast Human Yeast Human Yeast Human

Quasi-Newton method 67,59 193,67 5,08 83,73 13,31 30,52

N-M Simplex algorithm 49264,20 50000 69,15 226,06 66,431 35,05

Its corresponding shifting and scaling patterns are shown in Figures 2c) and 2d).
The final value of the error function defined by the MSE (Eq. 6) is equal to 14.51
for bicluster on the left and 7.16 for bicluster on the right, respectively. A good
quality of the discovered patterns can be observed in both biclusters. Figures
2e) and 2f) show the patterns obtained by the optimization method based on
the Nelder-Mead Simplex algorithm for two biclusters. Notice that these shifting
and scaling patterns obtained are worst than the first ones, in the sense that they
adjust the shape of the original bicluster in a worst way.

Figures 3a) and 3b) present two biclusters from Human dataset leading to
the worst and the best shifting and scaling patterns, left and right respectively.
These biclusters are constituted for 17 genes and 57 conditions and 3 genes and
72 conditions, respectively. A bad quality of the built patterns can be observed
in the Figure 3d), in spite of the bicluster leads to the best patterns. It is due
to the low number of genes and the irregular behaviour of this bicluster. Obvi-
ously, biclusters with an uniform behaviour provide better shifting and scaling
patterns than those with no inherent tendency. Figures 3e) and 3f) present the
patterns obtained from the application of the Nelder-Mead Simplex method for
two biclusters. These patterns have 17 and 3 genes, as original bicluster, but
expression values for genes over all the conditions are the same, as only a black
thick line can be distinguished. Obviously, these shifting and scaling patterns
are worst than the previous ones obtained with the proposed method based on
the Quasi-Newton method.

Finally, in Table 1 a comparison is made between the two used techniques,
Quasi–Newton algorithm and Nelder-Mead Simplex search method. Table 1 shows
the most representative parameters of optimization process for two datasets. It
can be observed the average of the iterations number, the CPU time and the value
of the objective function on one hundred biclusters obtained from yeast cell cycle
microarray and one hundred biclusters from human B-cells microarray. Notice the
highest cost in time (in seconds) and in number of iterations and the worst pat-
terns are obtained by Nelder-Mead Simplex search approach.

6 Conclusions

An unconstrained optimization technique has been applied in order to build
shifting and scaling patterns from biclusters. The method has been tested over
biclusters obtained from two different real datasets: yeast cell cycle and human
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B-cells. Results have shown that the proposed approach has a good performance
for finding shifting and scaling patterns of a given bicluster. The proposed tech-
nique has been compared with an optimization method based on the Nelder-
Mead Simplex algorithm showing better results with regarding to the patterns
found and the CPU time.

Future works will be focused on the comparison between different biclustering
algorithms using the proposal measure in order to establish which one is the best.
Some more actual microarrays taken from PNAS journal will be used. Biclusters
obtained by others biclustering algorithms such as Cheng-Church, ISA, OPSM,
etc, will be also used for this proposal. On the other hand, we will also study
the possibility of new biclustering tecniques based on the concept of shift and
scale invariance.

Acknowledgments. Thanks are due to the Spanish CICYT (TIC2004-00159)
and Junta de Andalućıa (P05-TIC-00531) for sponsoring this research.
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Abstract. Microarray experiments help researches to construct the str-
ucture of gene regulatory networks, i.e., networks representing relation-
ships among different genes. Filter and knowledge extraction processes
are necessary in order to handle the huge amount of data produced
by microarray technologies. We propose regression trees techniques as
a method to identify gene networks. Regression trees are a very use-
ful technique to estimate the numerical values for the target outputs.
They are very often more precise than linear regression models because
they can adjust different linear regressions to separate areas of the search
space. In our approach, we generate a single regression tree for each genes
from a set of genes, taking as input the remaining genes, to finally build
a graph from all the relationships among output and input genes. In this
paper, we will simplify the approach by setting an only seed, the gene
ARN1, and building the graph around it. The final model might gives
some clues to understand the dynamics, the regulation or the topology
of the gene network from one (or several) seeds, since it gathers rele-
vant genes with accurate connections. The performance of our approach
is experimentally tested on the yeast Saccharomyces cerevisiae dataset
(Rosetta compendium).

1 Introduction

In a microarray experiment the mRNA expression level of several thousands of
genes is measured systematically, and this allows researchers to analyze data by
using statistics or data mining techniques. Lately, a new approach for the inter-
pretation of high–throughput gene expression has been proposed, gene networks
which is based on the study of network topologies and it addresses a variety
of biological systems, metabolic networks, networks of proteins, protein inter-
actions, etc. A gene network is a direct graph, in which each node represents
a gene and the relationship among different genes is represented by the edges.
Several methods have been proposed to model such gene network that can be
derived from gene expression data. These methods identify genes with similar
expression in different situations and cluster them according to this similarity

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 850–859, 2007.
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[1]. One of the differences between such models is whether they are determinis-
tic or probabilistic. Amongst deterministic models, we consider: discrete boolean
network [2], differential equations [3] as continuous method and petri nets [4] as
hybrid method. The first is more computationally tractable and less accurate
than continuous methods. The hybrid method can model systems with contin-
uous flows and the discrete part models the logic functioning. Amongst prob-
abilistic models, we consider: probabilistic boolean networks [5]; co-expression
graphs [6], which are easy to interpret but they cannot distinguish direct from
indirect dependencies between genes; conditional independence models as sparse
Gaussian Graphic Models [7] and mutual information [8], these methods cannot
estimate relationships if the number of variables is large compared to the number
of samples; and finally bayesian networks [9].

In regression domains, Quinlan presented the system M5 [10]. It builds mul-
tivariate trees using linear models at the leaves. In the pruning phase for each
leaf a linear model is built. Recently Witten and Frank have presented M5’ in
[11], a rational reconstruction of Quinlan’s M5 algorithm. M5’ first constructs a
regression tree by recursively splitting the instance space using tests on single
attributes that maximally reduce variance in the target variable. After the tree
has been grown, a linear multiple regression model is built for every inner node,
using the data associated with that node and all the attributes that participate
in tests in the subtree rooted at that node. Then the linear regression models
are simplified by dropping attributes, if this results in a lower expected error
on future data (more specifically, if the decrease in the number of parameters
outweighs the increase in the observed training error). After this has been done,
every subtree is considered for pruning. Pruning occurs if the estimated error for
the linear model at the root of a subtree is smaller or equal to the expected error
for the subtree. After pruning terminates, M5’ applies a smoothing process that
combines the model at a leaf with the models on the path to the root to form
the final model that is placed at the leaf. Also Karalic studied the influence of
using linear regression in the leaves of a regression tree [12]. As in the work of
Quinlan, Karalic shows that it leads to smaller models with increase of perfor-
mance. Torgo has presented an experimental study about functional models for
regression tree leaves [13]. Later, the same author [14] presented the system Re-
gression Tree (RT). RT is a system which is able to use several functional models
at the leaves, including partial linear models. RT builds and prunes a regular
univariate tree. Then at each leaf a linear model is built using the examples
that fall at this leaf. In the regression setting few works consider multi–variable
splits. One of them has been presented by Li et al. in [15], where decision nodes
contain linear regressions and data is split according to the sign of the residuals.

Using regression trees has the goal of showing that functional relationships
can be found in the genetic network obtained from those trees. We propose to
take each gene as output for the regression tree and the remaining genes as
input. The output gene and its input genes define a gene–gene interaction, i.e.,
an edge in the graph. Therefore, the topology of the gene network is based on
the accuracy of linear regressions.
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The paper is organized as follows: Section 2 presents other approaches that
use regression techniques to infer gene networks; Section 3 presents the approach
based on regression trees; the experiments are discussed in Section 4; finally, the
most interesting conclusions are summarized in Section 5.

2 Related Work

There is a wide range of approaches available to build gene network up. Several
of this methods are mentioned before. The novelty of this work is using regression
technique to infer gene–gene relationship. As mentioned above, our approach is
based on the accuracy of linear regressions and we use parallel regressions of
each gene onto the other genes by trees. This involves splitting the instances
space and we use regression trees. Therefore our approach can be classified as a
deterministic model.

The most significant approaches using bayesian network are [16,17]. The lat-
ter involves learning a probabilistic model from partially observed data by using
SEM (Stochastic Expectation and Maximization) algorithm. First, the algorithm
is initialized by using a standard expression clustering technique to choose assign-
ments of genes to process. Second, successive iterations of the algorithm are run
to learn the graph topology and the parameters of each conditional probability
distribution. Learning graph topologies is much harder than learning parameters
and [16] uses regression trees to learn those graph topologies, i.e. they use this
techniques for each biological process (represented by a subset of genes from the
microarray) that maximizes bayesian score. However, unlike Battle, we use the
regression trees to study the relationship between genes and learning gene–gene
interactions from the whole microarray data.

3 Approach

The goal of our approach is to discover distinct expression patterns in which
a set of genes is associated to each gene. The groups of ORFs are obtained
from their prediction ability by means of regressions. We use regression trees
because these representations work like several linear regressions at the same
time, each of them identified by a leaf of the tree. The main advantage of this
methodology is that each regression is specialized in a specific area of the search
space, and hence the regression tree is generally more accurate than a global
linear regression.

3.1 Building Regression Trees

A decision tree induction algorithm builds an initial tree without pruning. We
use in this algorithm smoothed predictions to compensate sharp discontinuities
that will inevitably appear between adjacent linear models. This is an usual
problem for models constructed from a small number of training instances.
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We use as splitting criterion of the search space the attribute of the data
set that maximizes the expected error reduction. This error is called SDR for
Standard Deviation Reduction and is calculated by:

SDR = sd(T ) −
∑

i

|Ti|
|T | × sd(Ti)

where T1, T2,. . .,Tk are the sets that result from splitting the node according to
the chosen attribute, and sd is the standard deviation.

The BMT (Build a Model Tree) and SP (SPlit node in branchs) algorithms
(see Algorithms 1 and 2, respectively) present the pseudo–code for the regression
tree algorithm explained above. Inputs of the BMT algorithm are a gene and a
matrix that represents the microarray experiments. The output is a regression
tree that represents the input.

3.2 Building the Gene Network

Next, we build a gene network from the regression trees, i.e., from a repre-
sentation of each gene expression. The idea behind our approach is to build
a regression tree for each input gene from the dataset. Every regression tree
has internal genes, which divide the search space, and regression genes, which
are involved in the linear regressions. They are considered as output genes of
the algorithm SP. Internal genes (IG) split the search space according to their
values and regression genes (RG) adjust the linear regressions in the subspace
defined by internal genes. When the algorithm is run, a direct labelled graph
defined from dependencies among output and input genes are provided by our
approach.

A graph is defined as a tuple (G,E) of nodes G and edges E. An edge is an
ordered pair of nodes (gene1, gene2) and we can interpret that the first gene
or node encodes a knows transcription factor that binds to the promoter of the
second gene. We build a forest of trees and we learn the gene network in terms of
input–output dependency of genes between input genes and output genes (i.e. IG
and RG) of each regression tree. So the relationships among output and input
genes define the edges of the graph that represents the topology of the gene
networks.

The algorithm BGN (see Algorithm 3) builds the forest of regression trees
and the gene network step by step. The construction of gene networks from
expression data is a difficult and problematic task due to the huge amount of

Algorithm 1. BMT - Build a model tree
INPUT matrix : a set of instances in a data set (gene expression data)
OUTPUT RT : Regression Tree
begin

SD ← Calculate the standard deviation of the class values of matrix
RT ← SP(matrix,SD)

end
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Algorithm 2. SP - Split node in branchs
INPUT matrix, SD : gene expression data and standard deviation of the class values

of a set of instances
OUTPUT RT : Regression Tree
begin

sd ← standard deviation of the class values of matrix
if sd < 0.05 × SD then

type of node ← LEAF
else if sd > 0.05 × SD then

type of node ← INTERMEDIATE
for all genes do

for all possible split positions of the gene do
Calculate the attribute’s SDR

end for
end for
gene ← attribute with maximum SDR
matrixl ← conditions from the matrix to the left of the gene’s split
matrixr ← conditions from the matrix to the right of the gene’s split
gene.left ← SP(matrixl, SD)
gene.right ← SP(matrixr, SD)

end if
end

data, thousand of genes [18] and [19]. This implies deciding which genes must
be included in the learning process. As an example, Peér et al. work with 565
initial genes and excludes the remaining 5751 in the yeast study.

Peña et al. [20] construct a gene network from seed genes. In this paper, we
adopt the same idea, because of its simplicity, although we have increased the
gene network by means of an iterative process. The algorithm BGN starts with
a set S of genes, which at the beginning has only one seed. For this seed–gene,
we build the regression tree and the output genes (from the regression tree) are
added to the set S of genes. The genes recently added are then used as output to
enlarge the levels of the graph. This is an iterative process, in which the number
of iterations is calculated by experimentation.

To measure how frequent is used a local regression by experimental conditions,
the support of a leaf is taken into account: Support = LM∗100

N where N is the
number of instances in the data set and LM is the number of conditions that
are classified in the specific area of the search space covered by the regression.
The estimate error is defined as follows:

error =
100 × MSE

global absolute deviation

where MSE is the mean squared error defined by:

MSE =
(p1 − a1)2 + ... + (pn − an)2

n
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Algorithm 3. BGN - Build Gene Network
INPUT matrix : gene expression data
OUTPUT GR, GN: Gene rank and Gene Network
begin

GR ← ∅
GN ← ∅
SeedGenes ← {ARN1}
for all attribute–gene from SeedGenes do

RT ← BMT(matrix, attribute–gene) //build a regression tree
GR ← update the rank of genes GR from RT
GN ← update the gene network GN from RT
SeedGenes ← ∅
SeedGenes ← update the SeedGenes from RT

end for
end

with p1, p2,. . .,pn being the predicted values on the test instances, a1, a2,. . .,an

being the real values and n is the number of attributes.
Among all the trees in the forest, we consider those whose relative error is

lower than a threshold value. In a regression tree generated for an output gene,
we only consider the branches of the tree whose support is greater than a thresh-
old value, i.e., linear regressions with small number of conditions met are not
accepted. In addition, we consider the genes that appear as input in a linear
regression if its estimated error is smaller than a threshold value. Then the edge
defined by the output and input genes is added to the graph. Otherwise, the gene
is not considered in the graph, and hence it is not in the gene network either.

4 Experiments

We use the Rossetta compendium to evaluate the results obtained and to analyze
if a gene network is biologically coherent. The Rosetta compendium consists
of 300 full–genome expression profiles of the yeast Saccharomyces cerevisiae.
Therefore, we work with a dataset with 300 examples and 6316 genes.

We use the iron homeostasis pathway in yeast (which regulate the uptake,
storage, and utilization of iron so as to keep it at a non–toxic level) to evaluate
the accuracy of our model. The most important genes in this process are: FRE1,
FRE2, FTR1 and FET3, which control the reductive mechanism; ARN1, ARN2,
ARN3 and ARN4, which control the non reductive mechanism and, finally, FIT1,
FIT2 y FTI3 which are connected in the iron transport. Relevant set of genes
have been taken from [21]. This set of genes has been used to measure the
accuracy of bayesian gene networks in previous projects, as in [22], [23] and [20].
Specifically, those papers show models of the iron homeostasis pathway from the
Rossetta compendium and are centered on ARN1 gene. Therefore, we study our
approach starting at ARN1 gene in the first iteration.
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Fig. 1. An example of gene network generated using a seed gene (ARN1) and only
one iteration for the algorithm. We weight the edges of the network. The weight is
calculated by: weight = 1

error×frequency
where error is the relative absolute error and

frequency is the number of times that a gene is in the regression tree.

Fig. 2. Gene network for the iron homeostasis process, starting with the gene ARN1
and allowing up to 12% of the instances, i.e. each leaf of the regression trees have to
cover al least 12% of the total number of instances in the dataset

The algorithm starts using as a seed the gene ARN1 (ORF YHL040C). In
order to control the accuracy of each leaf, each of them has to cover at least 33%
of the total number of instances in the dataset. In the first iteration (distance 1
from the seed gene), the algorithm finds the gene FIT3 (ORF YOR383C) (see
Figure 1) whereas the next gene is found in the fourth iteration. If the constraint
is relaxed (allowing up to 12% of the instances), the algorithm finds in the first
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iteration two genes related to the iron homeostasis: FIT3 (ORF YOR383C) and
ARN2 (ORF YHL047C). The gene network is depicted in Figure 2.

In the experiment above we run the algorithm from a seed gene and a gene
network is built step by step from that seed gene. This is an iterative method
where the number of iterations must be calculated by experimentation. Now,
we study the results of the algorithm studying the whole regression trees gener-
ated for each gene. Evaluating the results is a difficult task because of the huge
network generated taking into account all the genes of the dataset. Therefore
the structure of the network is analyzed considering, in the task of build the
network, only those regression trees whose relative absolute error is lower than a
threshold value together with the branches of the trees whose support is greater
than a threshold value. These two thresholds are studied by experimentation as
we can see in Figure 3. The top-left figure shows the size of the network as a
function of the relative absolute error. Each line is obtained by setting the value
of the other threshold as 0%, 25%, 50%, 75% and 100%. We can observe that the
size of the network increases slowly for an absolute relative error higher than 60.
The top-right figure shows the size of the network as a function of the support.
Each line is obtained by setting the value of the error as 0%, 25%, 50%, 75%
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Fig. 3. The top figures show the size of the networks as a function of the relative ab-
solute error and support and the bottom figures show the distribution of node linkages
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and 100%. In the bottom-left and bottom-right figures, we depict the distribu-
tion of node linkages. The bottom-right figure is another representation of the
bottom-left one, in which we can better appreciate that it follows a power law in
that most nodes have just a few connections and only a few have a huge number
of links.

5 Conclusions

In this work we present a method to build gene networks from regression trees.
The approach has several advantages: first, the gene network is based on the
accuracy and support of the regression trees, which leads to solutions driven by
the user; second, the gene–gene interactions are based on the local regressions,
much more accurate than global regressions; third, many possible relationships
are initially pruned if they do not fit the thresholds; and fourth, the depth and
size of the graph is controlled by the number of iterations or the number of the
studied genes, so some relationships among genes are discovered indirectly, as
they might not be directly related.

The approach has an accurate performance, although we are working on de-
signing better pruning techniques, focused on selecting only relevant genes from
the regression trees to be further included in the gene network. Secondly, we
are working on preparing an experimental study in which the performance of
our approach is compared with other methods. And finally, we are working on
determining the number of iterations and the threshold values of our approach.

Results presented in this paper, using only one gene as a seed to build the
gene network are very promising, as the gene network involves genes that might
have interesting biological properties for the process in study.
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Abstract. Mass Spectrometry (MS) has been applied to the early de-
tection of ovarian cancer. To date, most of the studies concentrated on
the so-called whole-spectrum approach, which treats each point in the
spectrum as a separate test, due to its better accuracy than the profiling
approach. However, the whole-spectrum approach does not guarantee
biologically meaningful results and is difficult for biological interpreta-
tion and clinical application. Therefore, to develop an accurate profiling
technique for early detection of ovarian cancer is required. This paper
proposes a novel profiling method for high-resolution ovarian cancer MS
data by integrating the Smoothed Nonlinear Energy Operator (SNEO),
correlation-based peak selection and Random Forest classifier. In order
to evaluate the performance of this novel method without bias, we em-
ployed randomization techniques by dividing the data set into testing set
and training set to test the whole procedure for many times over. Test
results show that the method can find a parsimonious set of biologically
meaningful biomarkers with better accuracy than other methods.

1 Introduction

While ovarian cancer accounts for fewer deaths than breast cancer, it still rep-
resents 4% of all female cancers. Moreover, ovarian cancer is rarely detected in
early stage and also particularly aggressive: when detected in late stages, e.g.,
stage III and beyond, the 5-year suvival rate is approximately 15% [1]. Detection
of early-stage ovarian cancer can reduce the death rate significantly. For exam-
ple, the reported 5-year suvival rate is about 90% for those women deteted in
stage I. Cancer antigen 125 (CA125) has been introduced for cancer diagnosis
[2]. However, the accuracy for early-stage cancer diagnosis is very low (about
10%) and is prone to large false positive rate.

Recently, Mass Spectrometry as a proteomics tool is applied to early-stage
cancer diagnosis. This new proteomics tool is simple, inexpensive and minimally
invasive [3]. The first application of MS to the early-stage cancer diagnosis was
done by Petricoin [4] on ovarian cancer. The author employed genetic algorithms
(GAs) coupled with clustering analysis to generate diagnosis rule sets to predict
ovarian cancer. The study was based on the SELDI-TOF (Surface-enhanced

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 860–869, 2007.
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Laser Desorption/Ionzation Time-Of-Flight) low-resolution MS data. With the
advance of the mass spectrometry technology, high-resolution SELDI-TOF was
employed and studied by the same authors to discriminate ovarian cancer from
normal tissue. This dataset is collected with extensive quality control and as-
surance (QC/QA) analysis which are supposed to have superior classification
patters when compared to those collected with low-resolution instrumentation
[1]. In their paper, the sensitivity and specificity were claimed to be both almost
100%. However, a reproducing study done by Jerries [5] shows that the perfor-
mance of the best prediction model generated by their GA only achieved 88%
accuracy at 25th percentile and 93% accuracy at 75th percentile.

Recently, in attempt to improve the accuracy of identifying cancer on the
high-resolution SELDI-TOF ovarian cancer data, Yu et.al. [6] proposed a method
that consists of Kolmogorov-Smirnov (KS) test, wavelet analysis and Support
Vector Machine (SVM). The average sensitivity and specificity are 97.38% and
93.30%. Before the classification using SVM, the proposed method selected 8094
m/z values via KS test and further compressed to a 3382-dimensional vector of
approximation coefficients with Discrete Wavelet Transformation (DWT). Al-
though the accuracy achieved by the procedure was improved, the biological
interpretability was greatly sacrificed since the 3382-dimensional DWT coeffi-
cient vector for classsifcation is not biologically meaningful. In fact, our recent
research [7] shows that, by sacrificing biological interpretability, simple Principle
Component Analysis (PCA) coupled with Linear Discriminant Analysis (LDA)
[8] can achieved averaged sensitivity of 98.4633% and an average specificity of
97.0730% in 1000 independent k-fold cross validation test, where k = 2, . . . , 10,
which is better than the results obtained by [6] with less computational overhead.

In [9], current methods of distinguishing cancer and control groups based on
the SELDI-TOF MS data can be classified as 1). taking a list of peak found in
cross spectra as input; 2). treating entire spectra as input and attempt to identify
m/z values that serve as biomarkers. In this paper, we refer the first category
as “profiling” method and the second one as “whole-spectrum” method. The
authors [9] argued that the profiling method is more important since it guar-
antees that the features, in this case, peaks, are “more biologically meaningful
in that they represent chemical species that can be subsequently identified and
studied”.

In this paper, we propose a novel profiling method for ovarian cancer iden-
tification on the high-resolution SELDI-TOF data. The aim of the paper is to
propose a general method can generate more accurate, and also biologically
meaningful results. The proposed method therefore could serve as a diagnostic
tool and a biomarker discovery tool, which is of great importance to physicians
and pharmacy industry. Thus, we argue that peak detection is the most impor-
tant step. The reason is that, a successful peak detection algorithm is capable
to detect most of true peaks with minimum false peak detections, which greatly
reduce the complexity of feature selection, consequently increase the accuracy
of classification. In this paper, in the first time, we introduce Smoothed Nonlinear
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Energy Operator (SNEO), which has been successfully used in EEG signal pro-
cessing for spike detection, to the peak detection of SELDI-TOF data. To reduce
the number of peaks detected, important peaks are selected using a filter based
feature selection method, correlation-based feature selection. The selected peak
set is then used to build a classification model using a Random Forest classifier.
In order to investigate the importance of each biomarker to the identification
of ovarian cancer, we utilize the built-in variable selection feature of Random
Forest classifier to calculate the variable importance value of each biomarker so
the obtained biomarkers can be ranked.

2 Methods

As shown in Figure 1, the method consists of the following major steps: (1).
data preprocessing; (2). SNEO based peak detection; (3). peak calibration; (4).
correlation-based peak selection; (5). peak extraction; (6). Random Forest (RF)
based classification. In the following sections, we give details of each step.

Resampling , Baseline correction , 
normalization

Split data set

Training 
data set

Testing 
data set

SNEO based 
Peak detection

Peak calibration

Correlation-based 
peak selection

Selected 
peak set

 RF based 
Classification

Diagnosis 
results Biomarkers

Step (2)

Step (3)

Step (4) Step (6)

SNEO based 
Peak detection

Peak extraction

Step (2)

Step (5)

Step (1)

Fig. 1. The proposed method for biomarker discovery
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2.1 Data Preprocessing

The high-resolution MS dataset was collected from a hybrid quadrupole time-of-
flight mass spectrometer (QSTAR pulsar I, Applied Biosystems, Inc. Framing-
ham, MA, USA) with WCX2 ProteinChip. Detailed information of the data col-
lection can be found in [1]. Each original spectrum possesses approximately 350000
m/z data points, which requires intensive computational cost. Moreover, the data
points of each original spectrum are also different. In order to compare different
spectra under the same reference and at the same resolution, it is necessary to
homogenize the m/z vector. We employ a resampling algorithm in the MATLAB
Bioinformatics Toolbox to resample the data to 7084 m/z points per spectrum.

We correct the baseline caused by the chemical noise in the matrix or by ion
overloading using the following procedure: 1). estimated the baseline by calculat-
ing the minimum value within the width of 50 m/z points for the shifting window
and a step size of 50 m/z points; 2). regresses the varying baseline to the window
points using a spline approximation; and 3). subtract the resulting baseline from
the spectrum. Finally, each spectrum was normalized by standardizing the area
under the curve (AUC) to the median of the whole set of spectrum. The data
set is split for training and testing as detailed in Section 3.

2.2 SNEO Based Peak Detection

Smoothed Non-linear Energy Operator (SNEO), or also known as the Smoothed
Teager Energy Operator, has been used to detected hidden spikes in EEG and
ECG biomedical signal. The method is sensitive to any discontinuity in the
signal. It was shown by [10] that the output of SNEO is the instantaneous
energy of the high-pass filtered version of a signal. For MS data, true peaks
can be regarded as instantaneous changes in the signal. Therefore, the SNEO
is ideal for the detection peaks in MS data because of its instantaneous nature.
The generalized SNEO Ψs is defined as [10]:

Ψs[x(n)] = Ψ [x(n)] ⊗ w(n) (1)

Ψ [x(n)] = x2(n) − x(n + j)x(n − j) (2)

where ⊗ is the convolution operator and w(n) is a smoothing window function;
in this study, bartlett window function is used. Usually, the step size j is set
to be 1 which gives us a standard SNEO. For the high-solution MS data, we
selected the step size j = 3, which gives the best classification results.

After applying SNEO to pre-emphasis peaks in the signal, potential peaks are
detected by a threshold. An optimal threshold is to minimize the missing of true
peaks, while keeping the number of false peaks within a reasonable limit [10]. In
[10], a scaled version of the mean of the SNEO output is defined as the threshold:

τ = C
1
N

N∑

n=1

Ψs[x(n)] (3)

where C is the scaling factor and N is the number of samples. In this study,
C = 0.1, which generates the best classification results.
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2.3 Peak Calibration

The correlation-based feature selection [11] uses a correlation based heuristic
to determine the usefulness of feature subsets. The usefulness is determined by
measuring the “merit” of each individual feature for predicting the class label as
well as the level of intercorrelation among them. First, an evaluation function is
defined as:

Gs =
krci√

k + k(k − 1)rii

(4)

k is the number of features in the subset; rci is the mean feature correlation with
the class, and rii is the average feature intercorrelation.

Equation (4) is the core of the feature selection algorithm. With this evaluation
function, heuristic search algorithm then can be applied to search the feature
subset with the best merit as measured in Equation (4).

In order to measure the correlation between features and the class (rii), and
between features (rci), there exist broadly two approaches. One is based on
classical linear correlation and the other is based on information theory. The
correlation based feature selection employed the information theory based ap-
proach since it can capture the correlations that are not linear in nature. The
following equations give the entropy of Y before and after observing X

H(Y ) = −
∑

y∈Ry

p(y) log(p(y)) (5)

H(Y |X) = −
∑

x∈Rx

p(x)
∑

y∈Ry

p(y|x) log(p(y|x)) (6)

Based on the measurement of correlation of Y on X , Uncertainty coefficient of
Y is calculated [11]

C(Y |X) =
H(Y ) − H(Y |X)

H(Y )
(7)

The output of C(Y |X) lies between 0 (X and Y have no association) and 1
(knowledge of X completely predicts Y ). From Equation (5), (6) and (7), rii

and rii can be calculated.
It can be shown that this uncertainty coefficient is actually derived from mu-

tual information. The mutual information I(Y, X) between Y and X is defined as

I(Y, X) = H(Y ) + H(X) − H(Y, X) (8)

where H(Y,X) is the joint entropy which can be expressed in terms of the con-
ditional entropy H(Y |X)

H(Y, X) = H(Y |X) + H(X) (9)

Therefore, I(Y, X) can be written as

I(Y, X) = H(Y ) + H(X) − H(Y, X)
= H(Y ) + H(X) − (H(Y |X) + H(X))
= H(Y ) − H(Y |X)
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It is obvious that

C(Y |X) =
I(Y, X)
H(Y )

.

2.4 Peak Extraction

After applying the correlation-based peak selection to the detected peak from
the training data set, a small set of peaks then can be generated. This set of
peaks will be used as inputs for the Random Forest classifier to build a prediction
model. Based on the selected peak set, we construct m/z window using the same
width (N = 6) as used in the calibration step. Peaks detected by SNEO peak
detection algorithm from the testing data set is extracted by the constructed
m/z window, that is, only those peaks within the m/z window will be used as
inputs in the testing.

2.5 Random Forest Based Classification

Random Forest (RF) classifier [12] consists of many unpruned decision trees and
outputs the class that is the mode of the classes output by individual trees [12].
The basic idea behind this classifier is combining ”bagging” techniques, that is,
bootstrap aggregation and random variable selection for tree building to construct
a collection of decision trees with controlled variations. The random forest classi-
fier can be defined as a ensemble of K classifiers h1(x), h2(x), · · ·, hK(x), where
attribute vector x consists of attributes. The pseudo-code is described in Table 1.

In recent years, the RF classifier is gaining popularity due to the following
advantages:

– It produces high accuracy for many problems without over-fitting;
– It is a fast algorithm, even faster than growing and pruning a single tree.

Moreover, it is also inherently parallelable;
– It can handle high dimensional input variables without much problem;

Table 1. Pseudo-code for the Random Forest Classifier

Set k = 1;
Bootstrap sample observations
FOR (each sample i in bootstrapped dataset)
Grow an unpruned classification tree hk(x) for sample i
FOR (each node in the classification tree hk(x)
Randomly sample k of the predictor variables
Choose the best split from among those variables
END FOR
END FOR
Predict new data by combining the predictions of the trees
Calculate summary statistics and variable importance, etc.
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– It particularly easy to use because there is only one tuning parameter.
– It estimates the importance of input variables in determining classification.

Among the advantages, the last one is the most interesting and useful for this
study, which can be used to perform variable selection. It is done by measuring
the decrease of classification accuracy when values of variable in a node are
permuted randomly [12]. In this study, we utilize this feature to calculate the
importance of each biomarker.

The only tuning parameter is the number of variables randomly sampled as
candidates at each split. In this study, we set the number to be 1.

3 Results

In order to evaluate the performance of the proposed method without bias, we
split the 216 samples, of which 95 control and 121 cancer, into training and
testing data sets. 52 control samples and 53 cancer samples were selected for
training data. The rest 43 control samples and 68 cancer samples were set aside
for evaluation as a blind data set. This same setting was used in [1] and [5].

We compared the performance of the proposed method, especially the per-
formance of SNEO peak detection, with two commonly used peak detection
method. The first one was proposed by Yasui et. al. in [13]. In this method, a
peak is detected if it takes the maximum value in the k-nearest neighborhood.
The selection of k is critical to the performance of Yasui’s peak detection algo-
rithm. In [13], it was done by trial and error with visual checking of the resulting
peak/non-peak data. In this study, k = 20, which results the best accuracy in
the classification step, is used. The second method is Cromwell package which
was proposed by Coombes et. al. in [14]. This first step of this method is denois-
ing the MS spectra with Undecimated Discrete Wavelet Transform (UDWT).
Baseline correction and normalization are then applied. Peaks are detected by
locating maxima in each proposed spectrum and then are consequently qual-
ified with Signal-to-Noise ratios. Finally, the detected peaks are calibrated by
combining peaks that differed in location by no more than 7 clock ticks.

In order to compare these peak detection algorithms with our SNEO based
detection algorithm without bias, we replaced the SNEO peak detection algo-
rithm with these two algorithms and keep the rest steps unchanged, then applied
the three methods to the same randomly split data set. Based on the different
peak detection methods, we termed these three methods as SNEO, Yasui, and
Cromwell, respectively.

We repeated the whole procedure of the three methods for 1000 times and
calculated the average results as listed in Table 2. It can be found from the table
that, the overall test set accuracy generated by our proposed method (SNEO)
at 25 and 75 percentiles are all better than the Yasui and Cromwell’s methods.

In comparison with the original publication on the same ovarian data set [1],
which claimed of average 100% sensitivity and specificity, the prposed method
only achieved average 94.49% and 94.68% sensitivity and specificity. However,
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Table 2. Test set accuracy percentiles from 1000 runs

Algorithm Test set accuracy 25th Test set accuracy 75th
Overall Sensitivity Specificity Overall Sensitivity Specificity

SNEO 92.79 92.72 92.72 96.39 98.16 98.11
Yasui 89.18 93.10 83.67 93.69 98.14 92.15

Cromwell 87.39 91.66 81.81 91.89 98.21 89.89

in [1], Jerries reproduced the method using a GA on the same data set. The
overall accuracy of the GA was only 88% and 93% at 25 and 75 percentiles,
respectively, which is far less than the results obtained by our prposed method.
Apart from its poorer accuracy, the GA based method actually falls into the
whole-spectrum method as stated in Section 1, since the method treated each
point in the spectrum as a specarate test. The outputed biomarkers are a set of
significant m/z values but are not necessary a peak set. Therefore, the biological
interpreation of their results is not guanranteed.

In [6], the average sensitivity and specificity were improved to 97.38% and
93.30% in 1000 independent k-fold cross-validation, where k = 2, · · · , 10. How-
ever, by applying KS test and DWT to reduce dimensionality of the data, the
biological iterpretablility of this mehtod is greatly sacrisfied. The features used
for classification were a set of coefficients of DWT, which are even less biologi-
cally meaningful than a set of m/z values.
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Fig. 2. Biomarkers sorted by feature importance values generated by Random Forest
(RF) classifier. It is calculated by summing up each biomarker’s importance value that
contribute to the classification of RF classifier over 1000 runs. The higher importance
value, more important the biomarker contributes to the classification.
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In each run, our proposed method selected approximately 10 biomarkers on
average. In order to understand how important these biomarkers contribute to
the identification of ovarian cancer, we calculated the sum of importance values
of each biomarker in the 1000 runs by fully exploiting the variable selection
feature of RF classifier. As shown in Figure 2, 108 biomarkers found during
the 1000 runs are ranked by their importance values and the most important
7 biomakers are labeled. It is interesting to note that, in [1], two common m/z
values recurring in their four distinct models, 7060.121 and 8605.678, fall into
the m/z windows of the most important biomarkers discovered by our method.

4 Conclusion

In this study, we propose a novel profiling method for high-resolution MS data of
ovarian cancer. The core of the method is the SNEO peak detection algorithm,
which is introduced from EEG/ECG signal processing literature to MS data
analysis for the first time. Correlation-based peak selection is employed to select a
parsimonious peak set that generates the most accurate classification results. RF
classifier is then applied to identify ovarian cancer based on the selected peak set.

We evaluated the proposed method by using the same experimental settings
used in [1] and [5]. Results from our method are better than the method presented
in [5]. Besides its good accuracy, compared to the whole-spectrum methods e.g.,
the method of [6], the most notable merit of our proposed method is that it
obtains more biologically meaningful results for further study and validation.
We also compared our method with another two methods based on two popular
peak detection algorithms, namely, Yasui’s peak detection algorithm and the
Cromwell peak detection algorithm. The proposed SNEO-based method also
markedly outperformed these two methods in terms of accuracy.
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Abstract. DNA sequence is an important determinant of the positioning, 
stability, and activity of nucleosome, yet the molecular basis of these remains 
elusive. Positioned nucleosomes are believed to play an important role in 
transcriptional regulation and for the organization of chromatin in cell nuclei. 
After completing the genome project of many organisms, sequence mining 
received considerable and increasing attention. Many works devoted a lot of 
effort to detect the periodicity in DNA sequences, namely, the DNA segments 
that wrap the Histone protein. In this paper, we describe and apply a dynamic 
periodicity detection algorithm to discover periodicity in DNA sequences. Our 
algorithm is based on suffix tree as the underlying data structure. The proposed 
approach considers the periodicity of alternative substrings, in addition to 
considering dynamic window to detect the periodicity of certain instances of 
substrings. We demonstrate the applicability and effectiveness of the proposed 
approach by reporting test results on three data sets.  

1   Introduction 

Eukaryotic DNA is complex with basic histone proteins forming nucleosome and 
higher order chromatin. The ability of the histone octamer to wrap differing DNA 
sequences into nucleosomes is highly dependent on the specific DNA sequence. 
Those sequence fragments that wrap Histone proteins got a lot of attention because it 
is of great importance to determine the positioning of nucleosome which affects gene 
regulation positively and negatively.  

In this work we consider DNA sequence as a time series data. Time series is a 
sequence of data values collected usually at a uniform time interval. Real-life 
applications have several examples like number of transactions per hour in a 
superstore, hourly weather data for particular location, etc. We detect the periodicity 
of certain sequences (dinucleotides) within a given DNA sequence. Periodicity 
mining in time series data and in DNA sequence in particular is a hot area of research. 
Our approach employs suffix trees as the basic data structure; we map the DNA 
sequence into suffix tree based representation, which is then used to find the 
periodicity in the DNA sequence. 

Given the sequence of many DNA segments, the problem is to find the periodicity 
of certain sequences along the whole DNA sequences. Periodicity detection in 
biological data is different in many ways from the traditional time series data. First, 
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there is the concept of alternatives where a group of strings can replace each other. 
The task is to find the periodicity of a group by considering alternative strings. For 
instance, in our experiments the strings TA, TT and AA are parts of an alternative 
group, and the presence of any of these is counted as valid repetition. Hence, the 
sequence TTACGAATGGTAGT has the periodicity for alternative string group (AA, 
TT, TA) with period = 5 starting at position 0 and periodic strength = 1 (or 100%).  

Secondly, we introduce the concept of a window for detecting periodic 
occurrences. In traditional time series data, we expect to find the periodic string (or 
symbol) at positions stPos, stPos+p, stPos+2p, and so on, where stPos is the starting 
position of the periodic pattern while p is period value. For example, in the sequence 
abdadbacc, ‘a’ is periodic with period p = 3 starting from stPos = 0 with periodic 
strength of 100%. Hence, we expect to find ‘a’ to appear at index positions 0, 3, 6, …, 
which are stPos, stPos+p, stPos+2p, …. Unfortunately, DNA sequences generally do 
not repeat that strictly. For example, in the chicken nucleosomal sequence that we 
used in our experiments, the alternative string group (AA, TT, TA) is expected to be 
repeated with the periodicity of 10, but it is not guaranteed that the alternative string 
group would repeat after every 10 index positions; rather the alternative string group 
may appear ±2 positions away from the expected periodic difference of 10. This 
means that if the first appearance of the alternative group (say TT) is found at position 
6 and the expected period is 10, then the second appearance of the alternative group 
(say TA) may be found from position 14 to position 18 (16±2), if the relaxed 
occurrence range (or window) is taken as 2. Formally, the appearance of the 
occurrence string is considered as valid if it is found at index position stPos, stPos + p 
± RR, stPos + 2p ± RR, stPos ± 3p + RR, …, where RR is the relaxed range window 
under which the occurrence would be considered valid.  

Thirdly, when applying periodicity detection algorithm on DNA sequence, we are 
only interested in the periodicity of a specific string (alternative string group) and not 
in the periodicity detection of all substrings and symbols. Further, we are only 
interested in a specific period range and not in all the periods.  

While achieving the third requirement might be possible with some of the 
periodicity detection algorithms with few adjustments, most of them, especially the 
ones which work on the shift & compare principle, e.g., [1, 2], cannot meet the first 
two requirements. Our algorithm is flexible enough to fulfill these requirements as it 
uses suffix tree and keeps the occurrence vector for each repeating sub-sequence.  

Suffix tree based data structure allows us to quickly find all the occurrences of all 
repeating sub-sequences (sub-strings) in linear time. Since we have the separate 
occurrence vector for each sub-sequence, we may combine the occurrences of each 
string in the alternative string group into one vector. As our algorithm calculates the 
periodicity using the occurrence vector of a sub-string, we can run the algorithm for 
periodicity calculation on the combined occurrence vector of alternative string group. 
Since we validate the repetition by taking the mod of occurrence position with starting 
position (as can be seen in the algorithm presented in Figure 3), we can also 
accommodate the relaxed range occurrence concept by simply checking if a particular 
occurrence falls in the relaxed range window of the expected periodic position. 

The rest of the paper is organized as follows. Related work is presented in Section 
2. Section 3 contains the description of the approach. Results and discussion is 
presented in Section 4. Section 5 is conclusions. 
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2   Related Work 

Periodicity detection both in time series databases, e.g., [2] and in DNA sequences, 
e.g., [18] is getting more active and more significant. As finding periodicity in time 
series databases in concerned, Indyk et al [1] presented their periodic trends algorithm 
which can find the segment periodicity only, i.e., to detect if the entire time series can 
be achieved by the repetition of a sequence of symbols. Elfeky et al [2] presented two 
algorithms to find symbol and segment periodicities in the time series, but their 
algorithm favors shorter periods. On the other hand, our algorithm is capable of 
detecting symbol, segment, and sequence periodicity. The algorithm does not favor 
any period size. Unlike the work of Elfeky, we do not need two separate algorithms to 
find the symbole and segment periodicities. Our single algorithm can detect  
segments, symbol and sequence periodicities by just a single pass over the data once 
the series is represented in suffix tree. 

To the best of our knowledge, no existing algorithm of periodicity detection can 
fulfill all the three requirements outlined in the previous section. We elaborate on this 
by comparing our algorithm with the three well-known algorithms, namely, Indyk [1], 
Elfeky [2,14], and Ma [15] for the adaptablity to work with biological data.  

For the first requirement, the concept of alternatives where a group of strings can 
replace each other, Indyk [1] and Elfeky [14] can not be applied as they find the 
segment periodicity of entire time series and not the for a single or a sequence of 
alphabets. Elfeky [2] and Ma [15] can find the symbol periodicity, which is the 
periodicity of a single symbol, but can not find the periodicity of a sequence of 
symbols. So, if we wish to use this algorithm to find the periodicity of ‘TA’, we need 
to calculate the periodicity of ‘T’ and ‘A’ separately, and then combine the periodicity 
results using Han’s approach [16]; still it won’t give the exact periodic strength of 
‘TA’, rather it would give the (min-max) range for the periodic strength. If we wish to 
implement the alternative strings concept in [2], we need to replace all occurrences of 
each string in alternative strings group by a single string and then we can run the 
algorithm to find the periodicity of that string. Clearly, there is disadvantage in this 
approach as we have to make a copy of the entire time series for each alternative 
string group. 

For the second requirement, the concept of time tolerance (or relaxed range) 
window for periodic occurrences, it is used to accommodate various types of noise 
(insertion, deletion, replacement or a mixture of these) in the data. Since Indyk [1] 
does not calculate the symbol (or sequence) periodicity, it can not be used in this 
situation. Elfeky [2] algorithm can not accommodate the time tolerance window 
concept as it shifts the entire time series for each candidate period. Recently, Elfeky et 
al presented a different algorithm called ‘WARP’ [14] to deal with this problem. But 
their new algorithm can only find segment periodicity (periodicity for the entire time 
series) and not symbol periodicity. Even if we somehow generate the DTW matrix for 
each alternative string, it would worsen the complexity of the algorithm (which is 
already O(n2) compared to their convolution algorithm’s [2] complexity O(n log n)). 
The algorithm of Ma et al [15] can find the symbol periodicity with time tolerance 
window, but can not find the sequence periodicity and would have to combine the 
individual periodicity results for symbols to generate the approximate periodicity of 
the sequence where the periodic strength is given in (min-max) range. Since we run 
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the algorithm on the occurrence of the entire string (like ‘TA’ or ‘AA’), we provide 
the exact periodic strength for the strength and not in some min-max range.  

The third requirement, i.e., calculating the periodicity for a specific set of 
alternative strings, can be done by Elfeky’s [2] and Ma’s [15] algorithms, but we have 
to combine the results of the periodicity of individual symbols and join them by 
considering their starting positions in the time series; this would give us the periodic 
strength in (min-max) range. Hence, we may conclude that our algorithm is more 
flexible than any other periodicity detection approach to be applied to the biological 
data. The algorithm can be easily modified to work with the DNA sequences in 
addition to working for the regular time series data.  

The periodicity detection in DNA sequence is of great significant in order to detect 
the nucleosome positioning. Many works have shown that there is dinucleotides 
periodicity in nucleosome–positioning sequences. Bina [3] demonstrated that there is 
periodic signal for AA/TT (10.26 bp) and GG/CC(10.bp) and AA dominates the 
occurrence of AA/TT. These results were obtained from the analysis of nucleosome 
sequences derived from simian virus 40 chromatin. Bina used statistical approach, 
which was based on the alignment of the DNA fragments with respect to their 
midpoints. Satchwell et al [4] detected a periodicity of 10bp in chicken nucleosome . 
They used fourier transformation to analyse the sequences. In another work, Herzel et 
al [5] reported that correlation functions of complete genomes revealed pronounced 
oscillations with period in the range of 10-11bp. Thastrom et al [6] discover 
periodicity in DNA sequences using ClUSTAL W for multiple sequence alignment. 
Segal et al [7] used probabilistic nucleosome-DNA model within statistical 
framework to compute the nucleosome organization intrinsic to the genomic DNA 
sequence. Interestingly, dinucleotide periodicity is detected in prokaryotes sequences, 
although they do not have nucleosomes [8]. Hosid [9] showed that sequence 
periodicity close to 11 is  detected in E.coli . Only AA/TT dinucleotides contributed 
to overall dunucleotide periodicity in intergenic regions. 

3   Periodicity Detection 

Motivated by the above analysis, we developed a novel approach for periodicity 
detection by integrating suffix trees in the process. The proposed approach involves 
several phases as described next. 
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Fig. 2. The suffix tree for the string 
abcabbabb$ with substring occurrences 
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First Phase: Suffix Tree Based Representation: Suffix tree is a famous data struc-
ture [10] that has been proved to be very useful in string processing, e.g., [10, 11]. It 
can be efficiently used to find a substring in the original string, find the frequent 
substring; it can also be used to solve other substring matching problems. Each of the 
branches of the suffix tree represents a suffix of the original string. Hence, a suffix 
tree for a string of length ‘n’ has ‘n’ branches, and thus ‘n’ leaf nodes. For example, 
Figure 1 shows the suffix tree for the string ‘abc abb abb$’ where $ denotes the 
terminating symbol. 

Each leaf node in the tree has an integer value showing the starting position of the 
substring achieved through the path from root to that leaf in the original string. Since 
there are exactly ‘n’ suffixes for a string, each starting at one of the index positions, 
there are ‘n’ leaf nodes in the tree. Each internal node (nodes that are neither leaf nor 
the root) has the integer value representing the length of the substring so far achieved 
while traversing from the root to the node. A suffix tree can have a maximum of 2n 
nodes, but mostly having periodicity and repetition in the time series, there are less 
than ‘2n’ nodes in the suffix tree for these series. 

We use the famous Ukonen algorithm [17] to construct the suffix tree for a given 
time series, which runs in linear time. The algorithm gives us the collection of ‘edges’, 
each having the starting node number, end node number, the first character index and 
the last character index and the value. For example, the edge from the root with label 
‘ab’ in Figure 1 is represented as: starting node number: 0, end node number: 1, first 
character index: 0, last character index 1, and the value: 2. Thus, this edge can be 
represented in five-tuple (0, 1, 0, 1, 2). The subsequent edge labeling b is represented 
as (1, 4, 2, 2, 3), and the edge labeling cabbabb$ is represented as (1, 5, 2, 9, 0). 

Second Phase: Periodicity Detection: Once we have the decorated suffix tree, we 
invoke the periodicity detection algorithm given in Figure 3. The performed process 
traverses the tree in bottom up fashion. During the traversal, each leaf node passes its 
value to the parent.  The internal nodes after receiving the values from all of their 
children collect these in the collection called the occurrence vector. An occurrence 
vector is represented in our algorithm as ‘occur_vect’. The tree in Figure 1 after 
performing this step is presented in Figure 2, where each internal node has its own 
occurrence vector. In fact, this vector shows the index positions in the original time 
series where this sequence appear. Since there are a maximum of 2n nodes in the 
suffix tree of a string of length ‘n’ and there are ‘n’ leaf nodes in the suffix trees, the 
tree should have significantly less than ‘n’ such vectors.  

The second step is to calculate another vector for each of these occurrence vectors, 
which we call the difference vector (or ‘diff_vect’ in our algorithm). Let V be the 
occurrence vector of length m;   V = v0, v1, …, vm-1 

The difference vector ‘D’ would always have the length m-1 and would be 

D = v1-v0, v2-v1,…, vm-1-vm-2 

Table 1.  Occurrence and difference vectors for the sequence ‘ab’ 

Index 0 1 2 3 4 5 6 7 8 9 
occur_vect 0 3 12 16 21 24 27 38 45 48 
diff_vect 3 9 4 5 3 3 11 7 3  
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This is calculated by simply taking the difference of the consecutive values, and 
thus called the difference vector. The difference vectors contain the candidate periods. 
Each of these periods (with some exceptions mentioned in the sequel) is checked and 
the corresponding periodic strength is calculated.  

Let vj and sj represent the jth entry in the difference and occurrence vectors, 
respectively, and ‘i’ be a positive integer. Then, we increment count(p, st) by 1 if and 
only if sk = sj + ivj, where i×vj ≤ max(occur_vect). The count(p, st) represents the 
frequency of the occurrence of a sequence starting from ‘st’ with a period value ‘p’. 

If the length of the time series is n, then the periodicity strength ‘τ’ is calculated as: 

 

The periodicity strength is the ratio between the frequency of a sequence’s 
occurrences and the maximum possible number of occurrences for that sequence. For 
example, for the sequence abcabbabc$, τ(3, 2, ‘c’) is 2/3, as there are 2 occurrences of 
‘c’, while the maximum possible occurrences are 3.  

Adjustments to make the algorithm work with DNA Sequences: The already 
described algorithm [13] is not ready to deal with the DNA sequence data because of 
the special properties of the DNA sequences discussed earlier in Section 1. But the 
algorithm is flexible enough to work with such data with some minor changes. We are 
not looking for one sequence (or substring say TT) to be repeated at certain positions; 
however, we look for the occurrence of any of the alternative strings (AA/TT/TA). 
This is achieved by keeping a separate collection for alternative string occurrences 
and by applying the periodicity detection algorithm only on this combined collection.  

Secondly, we adapted the window range of the periodic appearance of the string 
when analyzing the occurrence vector (as can be seen in line 2.9.1 of the 
CalculatePeriod algorithm in Figure 3). Hence, if the detected period is 10 then we 
also count the occurrence at a position which is in the range of 8-12bp from the 
occurrence of the pervious sequence (AA/TT/TA). Another problem is that not every 
occurrence of AA/TT/TA is to be periodic. Some of these instances is just randomly 
embedded in between two periodic instances. Our algorithm is able to deal with such 
problems. We deal with noise problem as follows, we measure the distance between 
the occurrence of any of AA/TT/TA instances and the following instance, if it is less 
than 8, then we ignore the second  instance temporarily and check the distance with 
the instance which follows till we reach an instance in the range of 8-12 (as can be 
seen in line 2.3 of the CalculatePeriod algorithm in Figure 3). 

The algorithm also does not consider periods greater than a certain value. It 
calculates the periodicity starting from each and every instance of the altenative 
string. This  way, we do not miss any instance to be considered in the periodicity. 
Since we are looking for periodicity over the complete fragment, we ignore the period 
starting after a specific index position. The algorithm can also detect the periodicity 
strength, which allows us to include only the stonger periods (say those having 
periodic strength over 0.6). 

To demonstrate the functionality of the algorithm, let us consider a nucleosomal 
DNA sequence of chicken as provided in [7]. This sequence contains 145 nucleotides  
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1. Initialize rootOccurSt and rootOccurLength and stack ‘s’ 
2. With each children edge ‘e’ (having stn = 0) of the root edge  
 2.1. Sort children edges 
 2.2. e.pntVal = 0  // parent value 
 2.3. e.pntOccurSt = rootOccurSt 
 2.4. e.pnOccurLength = rootOccurLength 
 2.5. push e to stack ‘s’  
3. while (stack is not empty) 
 3.1. e = s.pop() 
 3.2. if edge is already marked 
  3.2.1. ProcessEdge(e) 
  3.2.2. if e.pntOccurSt is blank 
   3.2.2.1. e.pntOccurSt = e.occurSt 
   3.2.2.2. e.pntOccurLength = e.occurLength 
  3.2.3. else Join&Sort(e.pntOccurSt, e.pntOccurLength,e.occurSt, e.occurLength) 
 3.3. else if edge has not been marked yet 
  3.3.1. if e leads to leaf e.val = N-(e.lci-e.fci) + 1 + e.pntVal 
   3.3.1.1 occur.add(e.val) 
  3.3.2. else e.val = e.lci - e.fci + 1 + e.pntVal 
   3.3.2.1. find and sort all children edges of e 
   3.3.2.2. With each child edge ‘ce’ 
    ce.pntVal = e.val 
    ce.pntOccurSt = e.occurSt 
    ce.pnOccurLength = e.occurLength 
    s.push(ce) 
  3.3.3. mark ‘e’   
4. Initialize an Edge ebio and set ebio.occurSt = bioOccurList, 
  ebio.occurLength = bioOccurList.length,  
      ebio.value = length of any alternative string 
5. CalculatePeriod(ebio) 
ProcessEdge: Edge e 
1. Initialize chkStr = T.subString(e.occurSt, e.val) 
2. if(chkStr matches any of alternatives)  
 2.1. Add all e.occurLength number of occurences starting from 
        e.occurSt to bioOccurList 
CalculatePeriod: Edge e 
1. current = e.occurSt 
2. for ( i = 1; i < e.occurLength; i++) 
 2.1. diffVal = current.next.val - current.val 
 2.2. Initialize bioCurr = current.next 
 2.3. while(diffValue < minPeriodValue AND bioCurr != null) 
  2.3.1. diffValue = bioCurr.Value - current.value 
  2.3.2. bioCurr = bioCurr.next 
 2.4. if (diffVal < e.val OR diffVal > maxPeriodVal OR current.val > minStPos) 
  2.4.1 current = current.next; continue from 2 
 2.5. initialize p as candidate period 
 2.6. p.val = diffVal, p.stPos = current.val, p.fci = p.stPos, p.len = e.val 
 2.7. modRes = p.stPos mod p.val 
 2.8. subCurrent = current, preSubCurValue = -5 
 2.9. for ( int j = i; j<=e.occurLength; j++) 
  2.9.1. if(modRes >= ((subCurrent.value mod p.periodValue) - relaxedRange)     
            AND modRes <= ((subCurrent.value mod p.periodValue) + relaxedRange)) 
   2.9.1.1. if( (subCurrent.value - preSubCurValue) > 2*relaxedRange-1) 
    2.9.1.1.1. p.freq++ 
    2.9.1.1.2. preSubCurValue = subCurrent.value 
  2.9.2. subCurrent = subCurrent.next 
 2.9. if ( (T.Len - 1 - p.stPos) mod p.val >= e.val) y = 1 else y = 0 
 2.10. p.th = p.freq / Floor( (T.Len - 1 - p.stPos) / p.val + y) 
 2.11. if (p.th >= minThreshold) add p to PeriodCollection 
 2.12. current = current.next 

 

Fig. 3. Algorithm for Periodicity Detection 

(or it is 145 characters long). The sequence along with the periods found by the 
algorithm is presented in Figure 4. All the occurrences marked by either +, * or – are 
added to the combined occurrence collection which is like 
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Line 113 

Period StPos Threshold SymbolString SymbolInMap 
----------------------------------------------------------- 
10 4 0.78  TT  * 
12 16 0.82  TA  + 
Both Period 10&12    #  
Occurence of TT/TA/AA that is not periodic -- 
Symbol:    -**        **++          ++   **       ##  --   
Sequence: TGCTTTGAGCACACAATAGAGGATCATGTTGAGTTCCTCATCAACCAATGC 
Index:    012345678901234567890123456789012345678901234567890
Symbol:    ##           --   **    ++      ##    **      
Sequence: TCCAAGTCCGCCTCCATAGGGTTCTCCTTCAGCCATTCTCCTTCAGCTG 
Index:    1234567890123456789012345678901234567890123456789 
Symbol: ++    **   -++**  --      ##           ---  
Sequence: AACTGGAAGTGTTAAACATAGTGCCATTCAGAGTCTCTGAAAGCT 
Index:    012345678901234567890123456789012345678901234

 

Fig. 4. The chicken sequence and corresponding periods 

Occur_vect(TT/AA/TA) = (3, 4, 14, 16, 28, 33, 42, 46, 54,…, 139, 140).  

Now the difference between any two occurrence is a candidate period. The first 
period found by the algorithm is 10, starting at position 4. Its valid occurrences are 

T(p, stPos) = T(10, 4) = 4, 14, 33, 42, 54, 72, 86, 92, 106, 114, 126 
τ(10,4)  = 11 / ⎣ ((144 – 4) / 10) ⎦ = 11/14 = 0.78 

Note that positions 33 and 42 are considered as valid because they occur inside +2 
window of the exact positions 34 and 44, respectively.  

4   Experimental Evaluation 

For the experimental evaluation of the algorithm, we have used chicken and yeast 
data sets from [7]. These data sets contain 177 and 199 fragments of DNA, 
respectively, each is a nucleosome positioning sequence of around 150bp. In order to 
check the correctness of our algorithm, we used another dataset which contains 
random sequences from different chromosomes of chicken. We are concerned about 
the periodicity of AA/TT/TA in a dynamic window of 8 to 12 nucleotides.  

The chicken and yeast data are known to have the periodicity of ~10 for 
AA/TT/TA.  After applying the algorithm to the 177 chicken sequences, we got all 
possible periodicities for AA/TT/TA within each fragment. Then, we calculated the 
average of the periodicities for each fragment and the average for the whole set of 
fragments. For both chicken and yeast datasets, we were able to find the periodicity of 
AA/TT/TA in about 90% of the sequences, and the average periodicity is ~9.4 for 
chicken and ~9.3 for yeast.  We also could apply the algorithm to the random dataset 
and only about 10% of the sequences showed periodicity. We believe this small 
percentage occurred by chance because some of the random sequences might be 
selected with nucleosome–positioning sequences. The percentage of each of the 
datasets showing the periodicity is depicted in Figure 5. 

Many studies have shown that the periodicity of AA/TT in the eukaryotic is ~ 10. 
This periodicity has a lot of biological meaning in addition to its meaning in time 
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series analysis. In a “relaxed” double-helical segment of DNA, the two strands twist 
around the helical axis once every 10.55bp of the sequence. If a DNA segment under 
twist strain were to be closed into a circle by joining its two ends and then it is allowed 
to move freely, the circular DNA would contort into new shape, such as a simple 
figure-eight. Such a contortion is a supercoil. DNA supercoiling is important for DNA 
packaging within all cells. Because the length of DNA can be thousands of times that 
of a cell, packaging this genetic material into the cell or nucleus (in eukaryotes) is a 
difficult feat. Supercoiling of DNA reduces the space and allows for a lot more DNA 
to be packaged. Extra helical twists are positive and lead to positive supercoiling, while 
subtractive twisting causes negative supercoiling. According to Crick’s formula for 
helicalDNA trajectories, periods above 10.55bp generate negatively supercoiled DNA, 
whereas lower periods induce positive supercoiling. Therefore, sequence periodicities 
reflect the characteristic superhelical density of genome DNA.  

Our results confirm that periodicity of AA/TT/TA is around 10bp, which agrees 
with all the previous results reported by statistical approaches [3, 4, 7]. Positive 
supercoiling has shown to inhibit gene expression [12]. This result indicates that the 
nucleosomal DNA is not an active region. Since the hot regions which are transcribed 
continuously will be most of the time free from Histone proteins to let other proteins 
like RNA polymerase to access the DNA code. However, when the DNA is positively 
supercoiled, that means it will stay bounded to the histone proteins which means no 
transcription process will take place. We think that the periodicity of housekeeping 
genes for example will be greater than 10.55bp since it is active all the time. 

We also argue that the periodicities detected in the chicken and yeast are not by 
chance because the algorithm did not discover any periodicity in the tested random 
dataset as expected. This means that our algorithm was able to deal with DNA 
sequences to identify periodicities when they do exist. 
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Fig. 5. Percentage of Periodic Fragment 

5   Conclusions 

DNA sequence analysis is getting more popular among biologists and statisticians. 
Most of the approaches to analyze DNA sequence are based on statistical techniques. 
In this work, we have applied an algorithm which is used in time series analysis to 
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detect periodicity in DNA sequence. We considered DNA sequence as time series 
data, and the occurrence of each nucleotide is an event at certain time. This way, we 
demonstrate that our approach is flexible enough to deal with DNA sequence which is 
more challenging than time series data. Currently, we are extending the algorithm to 
automatically work with both time series and DNA sequences. Also, we are planning 
to apply the algorithm on whole genome sequences.  
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Abstract. We apply learning vector quantization to the analysis of
tiling microarray data. As an example we consider the classification of
C. elegans genomic probes as intronic or exonic. Training is based on
the current annotation of the genome. Relevance learning techniques are
used to weight and select features according to their importance for the
classification. Among other findings, the analysis suggests that correla-
tions between the perfect match intensity of a particular probe and its
neighbors are highly relevant for successful exon identification.

1 Introduction

Tiling microarrays are used to interrogate genome-wide transcriptional activity
at high resolution in an unbiased fashion. This technology is rapidly becom-
ing one of the most important high-throughput functional genomic assays [1].
One important application is the comprehensive detection of transcribed regions
in the genome, which has changed our view of the gene expression landscape
and lead to the detection of many new genes [2]. At regular intervals along the
genome, one places probes that measure the expression level at this position.
The main goal of interpreting tiling data is to discriminate outlier probes (cor-
responding to expressed regions) from the predominant background or noise sig-
nals. This is complicated by the fact that the majority of transcribed sequences
are present at levels just above the background [3]. Moreover, background signal
intensity is strongly probe-specific. Different statistical algorithms have been ap-
plied for detecting transcribed regions in tiling array data. For example, a robust
pseudo-median estimator together with heuristic maxgap and minrun parame-
ters [4] was used for an in-depth analysis of human chromosome 21 and 22 tiling
data. Bertone et al. [5] employed binomial theory using a p-value cut-off with
maxgap/minrun for human whole-genome tiling data. A moving-window robust
principal component analysis (rPCA) with Mahalanobis distance was used by
Schadt et al. [1] for a tiling microarray experiment with multiple human sam-
ples. More recently, hidden Markov model approaches were also applied to this
problem, see e.g. [6]. For the purposes of the present paper, we consider the task
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of detecting transcribed regions as a classification problem, aiming at discrimi-
nating transcribed and non-transcribed probes along the genome. The partially
validated knowledge about array data such as gene annotation is used to assist
the analysis of genomic tiling data in a supervised way.

We implement the classification by means of learning vector quantization [7],
a particularly intuitive and flexible tool which has been applied in a variety of ar-
eas [8]. One of its most attractive features is the possibility to incorporate adap-
tive metrics into the training procedure. So-called relevance learning schemes
[9,10,11,12,13] employ a similarity measure in which features are weighted ac-
cording to their importance for the classification. Results provide insights into
the nature of the problem and allow for immediate interpretation of the classifier.

2 The Classification Problem

Our example dataset contains expression measurements from multiple C. elegans
samples hybridized to the Affymetrix 1.0R tiling array. Probes of 25 base pairs
are tiled end-to-end along the entire genome, resulting in a total of 3 million data
points per sample. In addition to probes that correspond to the genome sequence
(perfect match probes, PM), the array also contains so-called mismatch probes
(MM), which sometimes are suggested to help estimating the background signal
at a particular genome position. All probes were matched to the most recent
version of the C. elegans genome and labeled as either exonic (if they correspond
to an annotated exon region of the genome) or intronic (if they correspond to an
intron or intergenic region). This labeling is not error-free, because some genes
are transcriptionally silent (their exons are not expressed), and new genes are
regularly discovered (resulting in intergenic regions being expressed). In Sec. 5
we will discuss the effect of these two sources of mislabeling.

2.1 Features for Classification

We randomly pick a genome region [4413428 : 4540601] in chromosome 3 of
C.elegans. It contains 4120 probes, with 2587 and 1533 probes corresponding to
exonic and intronic/intragenic regions, respectively. We consider the following
features for each probe μ: The median signal of the perfect match probe across all
samples (PMμ), the corresponding mismatch signal (MMμ), the Pearson correla-
tion between a probe and its left and right neighbors (CC.PMμ,μ−1, CC.PMμ,μ+1),
the calculated melting temperature (Tmμ) according to the method described
in reference [14]. Furthermore, because transcripts usually span larger areas of
the genome, the intensities of neighboring probes could also be informative for
detecting transcribed regions. We take this into account by adding the PM and
MM values of the neighboring ±2 probes to the feature set (PMμ−2, PMμ−1, . . .).
Finally, for each probe we tested if it shows significant strain or stage effect us-
ing ANOVA analysis. The resulting − log(p)-value was used as a feature that
indicates if a probe shows biological variation, the reasoning being that only ex-
pressed probes should have significant strain and stage effects, while noise should
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be randomly distributed. All of these features are biologically motivated and can
individually discriminate between expressed and non-expressed probes to some
extent, but our results will show that not all of them are equally informative.

The above mentioned features will be referred to in the following order:

(1)PMμ−2, (2)PMμ−1, (3)PMμ, (4)PMμ+1, (5)PMμ+2,
(6)MMμ−2, (7)MMμ−1, (8)MMμ, (9)MMμ+1, (10)MMμ+2,
(11)CC.PMμ,μ−2, (12)CC.PMμ,μ−1, (13)CC.PMμ,μ+1, (14)CC.PMμ,μ+2
(15)CC.MMμ,μ−2, (16)CC.MMμ,μ−1, (17)CC.MMμ,μ+1, (18)CC.MMμ,μ+2

(19)Tmμ−2, (20)Tmμ−1, (21)Tmμ, (22)Tmμ+1, (23)Tmμ+2, (24) −log(p).

2.2 Data Set and Validation Procedure

In total, a set of M = 4120 examples, i.e. labeled probes, is considered, which
we denote as ID = {ξμ, Sμ

T }M

μ=1 . Here, the annotated class membership of probe
μ is denoted as Sμ

T = 0 (intron) or Sμ
T = 1 (exon), respectively. Components of

the vectors ξμ ∈ IRN (N = 24) are obtained from the above listed features by
means of a z-transformation. The transformed values display zero mean and unit
variance over the set of available data, i.e.

∑
μ ξμ

i / M = 0 and
∑

μ(ξμ
i )2 / M = 1.

The transformation facilitates a straightforward interpretation of the relevance
factors which we define and consider in Sec. 4.1.

We consider the construction or training of classifiers from P = 3000 randomly
selected examples while the remaining 1120 data serve as a test set. By comparing
the classifier output and the annotated labels Sμ

T we determine the fraction εtrain

of misclassified examples in the training set. Analogously, εtest quantifies the
over-all error rate in the test set. In addition, we will consider the class specific
training errors ε

(0)
train, ε

(1)
train and the test errors ε

(0)
test, ε

(1)
test with respect to only

class 0 (intron) or class 1 (exon) data, respectively. All results given here are
obtained on average over 50 random splits of ID into training and test set. The
additional average reduces the influence of lucky set compositions.

3 Fixed Metrics Classifiers

Many classifying systems are based on a distance measure which quantifies the
similarity of a given feature vector with representatives of the classes. We will
first consider the use of a fixed measure which corresponds to the standard L1
metric. For two arbitrary vectors x, y ∈ IRN we define

d(x, y) =
∑N

j=1 |xj − yj | . (1)

For all considered classifiers we have observed that the use of this so-called
Manhattan distance yields slightly better performance on our data set than the
quadratic Euclidean distance measure. For generalized Lq metrics with q ≥ 3
the performance further deteriorates.

First we consider prototype based schemes which use (1) as an a priori defined,
fixed measure of similarity. For comparison we have also studied the standard k-
nearest neighbor (KNN) classification scheme [15]. Corresponding leave-one-out
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estimates of the test error are given in Table 1 for the cases k = 1 and k = 13
which turns out to yield the best results. We furthermore obtained preliminary
results for the support vector machine, i.e. a large margin linear classifier. Its
performance (εtest ≈ 11%, ε

(0)
test ≈ 5%, ε

(1)
test ≈ 21%) is comparable to that of the

best KNN system.

Table 1. a) Leave-one-out error estimates of the KNN classifier. b) Training and
test error estimates for the CCM classification scheme. All errors are given in %.

a) KNN εtest ε
(0)
test ε

(1)
test

k=1 15.6 11.7 22.2
k=13 10.6 3.0 23.5

b) CCM ε ε(0) ε(1)

training set 12.5 4.9 25.3
test set 12.5 5.0 25.3

3.1 Class Conditional Means

The KNN approach requires the explicit storage of a large set of examples and
involves the evaluation of many distances for each classification event. Hence, it is
preferential to represent the data set by only a few prototype vectors which cap-
ture essential properties of the classes. Novel data can then be labeled according
to a computationally cheaper nearest prototype classification (NPC) scheme.

The simplest set of prototypes obtained from P examples is given by the
class conditional mean (CCM) in each class, i.e. m(S) =

∑P
μ=1 ξμ δ(Sμ

T , S) /PS

for S = 0, 1. Here, δ(k, l) = 1 if k = l and 0 else, and the number of training
examples from class S is denoted as PS =

∑
μ δ(Sμ

T , S). The resulting classifier
defines a linear decision boundary and assigns a vector ξ to class 1 if d(m(1), ξ) ≤
d(m(0), ξ) and to class 0 else. While individual samples show a large variability,
we observe that the CCM vectors of class 1 (class 0) consist of only positive
(negative) components. Table 1 shows that the CCM system outperforms the
KNN classifier for k = 1 in terms of the over-all test error.

3.2 Learning Vector Quantization

Beyond the use of CCM prototypes, we apply learning vector quantization (LVQ)
for the identification of class representatives. LVQ was originally proposed by
Kohonen [7] and has been used in a variety of problems due to its flexibility and
conceptual clarity, see [8] for up-to-date references. We first resort to the original
LVQ1 [7] which will be extended by heuristic relevance learning in Sec. 4.1.

A set of vectors
{
w1, w2, . . . , wk

}
with wj ∈ IRN is used to parameterize

an NPC scheme. The prototypes represent classes according to the associated
labels Sj ∈ {0, 1}. We will denote the number of vectors wj assigned to classes
0 and 1 by ko and k1, respectively. This assignment as well as the total number
of prototypes k = ko + k1 are specified prior to learning.

At each time step t of an iterative training procedure, one example {ξμ, Sμ
T }

is selected randomly from the training set (1 ≤ μ ≤ P ). Its distances d(j, μ) =
d(ξμ, wj(t)) from all current vectors wj(t) are evaluated and we identify the
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closest of all prototypes. In LVQ1, only this so-called winner wJ(t) with d(J, μ) =
mink {d(k, μ)} is updated according to

wJ (t) = wJ (t) + ηw ψ(Sμ
T , SJ)

(
ξμ−wJ (t)

)
with ψ(s, t) =

{
+1 if s = t
−1 else. (2)

The update is towards (away from) the actual input ξμ if the class labels of
winner and example agree (disagree). Initially, we place prototypes close to the
origin with a small random offset.

The learning rate ηw controls the step size of the iteration. Numerical results
given in the following correspond to the choice ηw = 10−2. Note that our main
findings display only a weak dependence on rates in the range 10−4 ≤ ηw ≤
10−2. The potential further improvement of the performance by suitable time
dependent learning rates will be addressed elsewhere.

In the simplest setting, one prototype is employed per class, i.e. ko = k1 = 1.
After about t/P = 10 randomized sweeps through the data the system has con-
verged. It exhibits slightly larger training and test errors than the simple CCM
classifier. The heuristic LVQ1 does not directly aim at minimizing the classifica-
tion error and, hence, it is not guaranteed to improve the performance over the
simple CCM system. However, the complexity and power of the LVQ system can
be increased by introducing more prototypes. Figure 1 (left) shows example learn-
ing curves of different configurations. Averaged over-all test errors are displayed
as a function of training time. The example choice ko = 1, k1 = 2 yields no sig-
nificant improvement, while the system with ko = k1 = 3 outperforms the CCM.
LVQ1 with ko = k1 = 6 yields a performance which is comparable with the best
KNN system, however at much lower computational cost.

Table 2 summarizes the performance in several example settings. Note that
the larger variability of class 1 (exon) data is reflected in the observation that
ε
(1)
test > ε

(0)
test, in general. Consequently, configurations with k1 > ko are to be

preferred over systems that assign more prototypes to class 0. This observation
agrees with recent theoretical findings within a model situation [16].
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Fig. 1. Averaged test error as a function of the number t/P of randomized sweeps
through the training set. Left: LVQ1 training with ko =1, k1 =2 (squares), ko =k1 =3
(triangles), and ko = k1 = 6 (circles). Right: RLVQ training with local relevances and
ko =1 and k1 =2 (upper) and with global relevances for ko =k1=6 (lower curve).
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Table 2. Test error estimates (in %) of LVQ1 systems without relevance learning.
Training errors are typically on the order 0.1% smaller than the test errors.

ko k1 εtest ε
(0)
test ε

(1)
test

1 1 12.9 2.5 30.6

3 3 12.1 3.4 26.7

6 6 10.7 4.3 21.5

ko k1 εtest ε
(0)
test ε

(1)
test

1 2 12.7 5.6 24.6

2 1 13.4 2.0 32.8

Although we do not observe over-fitting in the considered systems, one cannot
expect the performance to improve further with even larger ko, k1. In fact, for
very large k, the behavior of the nearest neighbor classifier should be recovered.

4 Adaptive Metrics Classifiers

The a priori choice of an appropriate distance measure is crucial for the success
of LVQ and similar systems. In a particularly elegant and successful framework
the metric is adapted in the course of training: Relevance learning vector quan-
tization schemes update the prototypes and, at the same time, search for a
discriminative similarity measure.

Here we follow a standard approach which was suggested and put forward in
[9,10]. It modifies the distances (1) by attaching a scaling or relevance factor to
each dimension in feature space, see Sec. 4.1. The term global relevances will
be used when a unique set of factors is assigned to all prototypes. In this case,
the decision boundaries of the LVQ classifier remain piecewise linear. The exten-
sion to local relevances with an independent set of factors for each prototype is
formally straightforward. However, the resulting classification boundaries of the
NPC scheme become curved, i.e. piecewise quadratic. Cases of intermediate com-
plexity, e.g. with class-wise relevances, are straightforward to introduce but will
not be considered here. The adaptation of global relevances was first suggested
in [9]. Local relevances have been studied and applied in, e.g., [11,12,13].

After training, the resulting relevances implement a weighting scheme which
allows to read off the importance of features for the classification. If, for instance,
the factor attached to dimension j in feature space becomes zero, the correspond-
ing feature might as well be omitted from the data set. Thus, relevance learning
can serve as a tool for the detection of, e.g., noisy features which are of little use
or can even deteriorate the classification performance if included.

In the following, we discuss two example scenarios only: global relevances in
a setting with six prototypes per class and local relevance learning with ko = 1
and k1 = 2. We focus on the insights that relevance learning provides into the
classification problem. A more detailed comparison of local, global, and class-
wise relevance training will be given elsewhere, including the optimization of
performance by choice of ko, k1, time dependent learning rate etc.
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4.1 Relevance Learning Vector Quantization

We consider a generalized Manhattan distance of the form

di
λ(wi, ξ) =

∑N
j=1 λi

j

∣∣wi
j − ξj

∣∣ , (3)

where the adaptive relevance factors λi
j are restricted to non-negative values

and obey the normalization
∑N

j=1 λi
j = 1. The special case λi

j = 1/N for all
j = 1, . . .N is analogous to the original L1-measure.

Our heuristic realization of relevance learning vector quantization (RLVQ)
follows closely the prescription of [9], where it is exemplified in terms of the
squared Euclidean distance. In parallel with the LVQ1 update (2) for the winning
prototype wJ , its relevance factors are adapted as follows:

λ̃J
j (t) = λJ

j (t−1)−ηλψ(Sμ
T , SJ)

∣∣ξμ
j − wJ

j (t)
∣∣ ; λJ

j (t) =
max{0, λ̃J

j (t)}
∑N

k=1 max{0, λ̃J
k (t)}

, (4)

where the second step implements the non-negativity condition and the required
normalization. In the case of global relevances, all λi

j(t) have to be set equal to
λJ

j (t) after performing (4), in addition.
The prescription decreases relevance factor λJ

j if, for instance, the winning
prototype wJ does represent the correct class but the contribution

∣∣ξμ
j − wJ

j

∣∣ to
dλJ (wJ , ξμ) is relatively large. On the contrary, the weight of a feature with rel-
atively small

∣∣ξμ
j − wJ

j

∣∣ is increased in such a case. Thus, the measured distance
will be smaller when presenting the same or a similar feature vector in the future
and the probability for correct classification increases.

The learning rate ηλ controls the magnitude of relevance updates. Empirically,
it has proven advantageous to set ηλ � ηw in comparison with the step size of
prototype updates. Numerical results presented here correspond to the choice
ηw = 10−2, ηλ = 10−5. As in LVQ1 we initialize prototypes randomly close to
the origin. Prior to learning, all relevances are set to 1/N .

Figure 1 (right) displays the evolution of the over-all test error with the num-
ber of randomized sweeps through the data set. Initially, errors decrease in the
course of learning, as prototypes and relevances adapt to the examples. Test and
training errors reach a common minimum after a number of sweeps through the
training set. Table 3 specifies the corresponding minimal test errors.

The learning curve for the system with six prototypes per class is shown
in Fig. 1 (right), relevance profiles are displayed in Fig. 2. Its performance in
the minimum of the learning curve is practically identical with that of the same
system without relevances, cf. Table 2. Note, however, that relevance learning has
reduced the number of features by effectively disregarding features 15–23, i.e. the
correlations of neighboring mismatch intensities and all melting temperatures. If
further training is performed, the relevance profile becomes more pronounced and
RLVQ over-simplifies the classifier, see Fig. 2 (right panel). As a consequence,
training and test errors mildly increase. In our example, the system saturates
at εtest ≈ 11.5%. This performance is achieved by using only features 2, 3, 4
(PMμ, PMμ±1) and 8, the mismatch probe intensity MMμ.
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Fig. 2. Global relevance profiles in RLVQ with k0 = k1 = 6. Left: Relevances corre-
sponding to the minimum of the learning curve. Right: Over-simplified relevances as
observed after 60 sweeps.

The non-monotonic learning behavior suggests to introduce regularization
terms into the update rules, which control the uniformity of the relevance pro-
file. Here, we resort to the simpler early stopping strategy in order to obtain the
best achievable performance. The effect of over-simplification is also observed
in training with local relevances which we discuss in terms of the example case
ko = 1, k1 = 2. The optimal performance of local RLVQ is superior compared
with that of original LVQ1 in the same setting, cf. Table 2 and Fig. 1 (left panel).
Thus, the introduction of relevances increases the complexity and improves the
performance of the classifier. The local relevance profiles in the minimum of the
learning curve are shown in the left panel of Fig. 3. Note that the resulting dis-
tance measures used for the identification of the two classes differ significantly.
For instance, features 11–23 (all correlations and melting temperatures) are ef-
fectively disregarded by the class 0 prototype, while the class 1 prototypes assign
relatively large relevances to perfect match intensity correlations (11–14).

Table 3. Test errors in the minima of learning curves for two different RVLQ scenarios

relevances ko k1 εtest ε
(0)
test ε

(1)
test

local 1 2 11.8 4.5 24.0

global 6 6 10.7 3.9 22.6
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Fig. 3. Results of local RLVQ with k0 = 1 and k1 = 2. Left: Relevance factors in the
minimum of the learning curve; the top two profiles correspond to class 1 prototypes,
the bottom one to class 0. Right: Same as left panel, but after 140 training sweeps.
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Again, the relevance profiles become more pronounced and RLVQ over-
simplifies the classifier in later stages of the training process, see Fig. 3 (right
panel). As a consequence, training and test errors increase. In the example, the
over-all test error saturates at εtest ≈ 12.6%, a value which is still compara-
ble with that of the CCM result. However, the over-simplified RLVQ classi-
fier achieves this performance by using mainly three components of the data:
j = 3(PMμ), 12(CC.PMμ−1), and 13(CC.PMμ+1). We observe that, indeed,
precisely these features are selected when applying larger learning rates ηλ.

5 Discussion and Outlook

Our results demonstrate the usefulness of RLVQ as a tool for tiling microarray
data analysis. It is very interesting to observe how the unbiased, data driven
RLVQ procedure assigns the highest relevance to those features that are also
biologically expected to be the most informative. In addition to the obvious
informative feature PMμ, features like MMμ, CC.PMμ,μ−1, and CC.PMμ,μ+1
are also selected. The latter two are of particular importance in the identification
of exons. The large difference in test error rate for the two classes also has
a biological basis. It is due to the mislabeling problem discussed in Sec. 2. It
is relatively unlikely that new genes are discovered, so the intergenic regions
(class 0) are mostly labeled correctly. On the other hand, only about 50-80%
of genes are expressed at detectable levels at any given time, while the rest are
transcriptionally silent. Thus, between 20-50% of class 1 probes are expected to
be mislabeled and the apparent prediction error will be higher for class 1.

In forthcoming projects we will address, among other extensions, RLVQ
schemes which are capable of taking into account correlations between different
features by means of relevance matrices [12,13]. The aim is to further improve
the classification performance and to obtain novel insights into the characteris-
tics of exon and intron probes. The investigation of false introns should be of
particular interest with respect to the potential detection of new genes. In such
an analysis, the confidence of the classification should be taken into account,
which, in LVQ, is straightforward to quantify in terms of distances.

Being computationally cheap, RLVQ can be easily applied to whole-genome
tiling data (with millions of probes) while this is very challenging for other
methods like the SVM. Furthermore, the small number of tunable parameters
makes it easy to apply RLVQ to a broad range of organisms and technological
platforms.
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Abstract. Much work has been done to identify species-specific pro-
teins in sequenced genomes and hence to determine their function. We
assumed that such proteins have specific physico-chemical properties that
will discriminate them from proteins in other species. In this paper, we
examine the validity of this assumption by comparing proteins and their
properties from different bacterial species using Support Vector Machines
(SVM). We show that by training on selected protein sequence proper-
ties, SVMs can successfully discriminate between proteins of different
species. This finding takes us a step closer to inferring the functional
characteristics of these proteins.

1 Introduction

Species divergence is mainly caused by variation in gene and protein sequences
but also by differences in the set of genes that is present in a particular species.
Proteins that are specific for a particular species may be responsible for its
adapted phenotype, e.g. its ability to act as a pathogen or its resistance to a
certain drug. Identifying species-specific proteins is thus a relevant aim, and
here we make a small contribution towards its achievement.

In this paper, we have compared the proteins of seven different bacterial
species by extracting numerous protein sequence properties using state-of-the-
art Support Vector Machines. To our surprise, we find that proteins of different
species are significantly dissimilar and can be distinguished based on sequence
properties selected prior to classification. This discrimination does not rely on
any homology criteria but is based only on the biophysical characteristics en-
coded in the sequence. We have also constructed a phylogenetic tree based on the
results of the comparisons, and compared it to the well-documented 16S rRNA
dendrogram of the same bacteria. Interestingly, there is no detectable similarity
between the two dendrograms.

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 890–897, 2007.
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2 Methodology

Seven Sexually Transmitted Disease-causing bacteria were used for this study.
The protein sequences were obtained from the Los Alamos National Laboratory
[4]. Table 1 shows the total number of proteins of each species in our bacterial
database.

Table 1. Total number of proteins of each species in our database

Name Total number of proteins

Chlamydia trachomatis (CT) 902

Haemophilus ducreyi (HD) 1830

Mycoplasma genitalium (MG) 485

Neisseria gonorrhoeae (NG) 2188

Streptococcus agalactiae (SAG) 2177

Treponema pallidum (TP) 1051

Ureaplasma urealyticum (UU) 614

All the functionally known proteins of every genome and their sequences were
collected and 2579 sequence properties for every protein were extracted. These
include some global properties (e.g. isoelectric point and molecular weight), the
frequency and total number of each amino acid, the frequency and total number
of certain sets of amino acids (e.g. hydrophobic, charged, polar), the number
and size of continuous stretches of each amino acid or amino acid set, secondary
structure predictions obtained using the Prof algorithm [5], the position of puta-
tive transmembrane helices predicted using TMHMM [6], and that of disordered
regions obtained using DisEMBL [7]. A full list of the properties is available at
http://www.dcs.gla.ac.uk/∼alshahib/features.pdf.

Normalization of the features was performed for all features of all proteins at
once, instead of normalization for every individual genome. This is important as
performing normalization of the features for every individual species will cause
slight differences in the scales of the features when combined with the normalized
feature protein values of any other species. These slight differences will cause
unjustified discrimination of the species. Thus it was appropriate to rescale each
feature by its mean and variance [15] with respect to all proteins from all species.

Proteins of every species were combined with every other species (pairwise). A
total of 21 pairwise species comparisons were performed. For every comparison,
undersampling of the negative examples to equal the positive examples [8] was
performed. Five training and test sets were then generated for every comparison
and each was homology-corrected as described in [10]. This is vital because once
the training and test sets are divided for training and testing, one must make
sure that similarity between proteins on both sets is minimal. In other words,
predictions must not be made based on homology of proteins in the training
and test sets but rather on non-homologous proteins. We have thus implemented
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a recursive BLAST strategy to assign proteins that show significant sequence
similarity to each other to the same set (either test or training). For details
see [10].

For every training set of every pairwise species comparison, feature selection
was performed using our FrankSum method [9]. Finally, Support Vector Machine
classification was performed for every pairwise species comparison and the AUCs
were recorded. A polynomial kernel of order 3 with a C value of 1 was used for
SVM classification. The WEKA machine learning package was used for this
task [11].

3 Results

For every pairwise species comparison, five AUCs (obtained on 5 test set–training
set combinations) were recorded. Figure 1 shows the performances achieved when
comparing proteins from different source species.

All species pairs can be readily discriminated, except H. ducreyi and S.
agalactiae, and H. ducreyi and M. genitalium. The median discrimination per-
formance is as high as 91% for the proteins of Treponema pallidum and Ure-
aplasma urealyticum compared against all other species. The worst performance,
for Haemophilus ducreyi, is still a surprising 83%. For any randomly selected pair
of proteins from two species, a correct assignment to its species of origin will be
possible in 85% of cases. This is achieved based solely on the sequence properties
described above. It is all the more unexpected, as the bacteria that we analyse
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Fig. 1. Pairwise species discrimination performances. The AUC for classifiers trained
to distinguish between proteins from each species pair (median of five replicates). The
unrooted tree to the left shows the phylogenetic relationships of the seven bacterial
species, based on 16S rRNA analysis.
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Fig. 2. Dendrogram resulting from pairwise species discrimination using SVMs. The
median of the five AUCs of each pairwise species comparison was used as a distance
measure between the species. See Table 1 for an explanation of the abbreviations.

are biologically very similar, they all occur in the same uniform environment,
inside the urogenital tract of the human body. They naturally differ in their
mechanisms of pathogenicity, but nonetheless their general biology should be
the same and should make use of very similar molecular structures. The fact
that we can identify general species-specific “sequence signatures” is therefore
particularly striking.

In addition to the species–species discrimination, it was interesting to explore
whether using sequence features to discriminate between bacterial species by
machine learning will provide an accurate phylogenetic relationship between the
species. The tree could then be compared to the 16S rRNA phylogenetic tree of
the STD bacteria.

The median of the five AUCs of each pairwise species comparisons was used
as a distance measure between the species in the phylogenetic tree. The OC
[12] hierarchical cluster program was used to construct the dendrogram. For the
16S rRNA tree (Table 3), 16S rRNA sequences were obtained from GenBank for
representative members of each bacterial genus in the dataset, as well as for three
diverse Archaea for use as an outgroup. Sequences were aligned by ClustalW [16],
positions containing gaps were removed, and the remaining alignment subjected
to phylogenetic analysis using Maximum Likelihood (DNAml and Fast DNAml),
Maximum Parsimony (DNAPars) and Neighbor Joining (DNADist+Neighbor),
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Fig. 3. 16S rRNA Dendrogram resulting from 16S rRNA sequences for the seven bacte-
ria in our database as well as three Archaea outgroups. New species introduced as other
members of the bacterial genus are NM = Neisseria meningitidis (as an alternative
to NG) TD = Treponema denticola (as an alternative to TP) and US = Ureaplasma
parvum serovar (as an alternative to UU). The Archaea include AF = Archaeoglobus
fulgidus, HS =Halobacterium salinarum and PH = Pyrococcus horikoshii. see Table 1
for explanations of the other abbreviations.

using BioEdit. The resulting trees were identical except for a single change in
the NJ tree. A majority-vote consensus tree was generated and rooted using the
Archaea as outgroup.

From Figure 2 we can see that the SVM-based tree shows little similarity to
the phylogenetic tree. For instance, the closely related species pairs Haemophilus
ducreyi/Neisseria gonorrhoeae and Mycoplasma genitalium/Ureaplasma urealyt-
icum are not identified correctly. Only Chlamydia trachomatis and Treponema
pallidum are detected as outliers. However, we have generated random trees and
found that the tree in Figure 2 is indeed closer to the 16S RNA tree than the
majority of random trees, although this similarity is not obvious based on visual
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inspection. This indicates that there is some useful phylogenetic signal contained
in the SVM results. Perhaps more discriminatory sequence properties could be
used for a more accurate construction of the dendogram.

4 Discussion

Comparing protein sequence properties of every species might outline the nat-
ural difference of the species and how evolution has played an essential role in
their divergence. In this paper, we have used a wide range of sequence prop-
erties and have used Support Vector Machines in an attempt to discriminate
between proteins of different species. Interestingly, the discrimination perfor-
mances was as high as 85% AUC (median of all species–species discriminations
performed). This is of course of great biological interest. By extracting useful
information from the sequence, we hope to shed more light on this variation. At
the DNA level, one of the discriminating species-specific features is the varying
GC content. Guanine-cytosine (GC) content has been shown to be a biologically
important attribute in prokaryotes [13]. It is known to be fairly balanced and
tightly controlled across the genome, thus providing high specificity for genome
identification. The Percentage GC content in bacteria can range from 25% to
75%. According to Bentley and Parkhill [13], the GC content of prokaryotes de-
pends on the genome size. The correlation between genome size and GC content
shows larger genomes tend to have higher GC content than smaller genomes
which are AT-rich.

At the amino acid level, we expect preferred amino acids to be different as
a result of varying GC contents at the DNA level. This is supported by earlier
reports [17] which showed that the amino acid composition of 59 bacterial species
was greatly influenced by varying genomic G+C content.

To further elaborate on this, we have recorded the highest 10 selected fea-
tures when comparing the (GC-rich) β-proteobacterium Neisseria gonorrhoeae
with the three (GC-poor) Firmicutes species (Mycoplasma, Streptococcus, and
Ureaplasma). This is shown in Table 2.

The three amino acids alanine, arginine and proline have high GC content in
most of their codons. Our features selected for classification of the proteins agree
with the GC-based prediction, in that four features with enriched GC bases were
selected amongst the top 10 discriminatory features. This is statistically highly
significant and indicates the relevance of varying GC content for our successful
species discrimination.

Further analysis of Table 2 shows the frequent occurrence of the amino acids
lysine (Lys) and arginine (Arg) as relevant features. These amino acids have
been reported earlier to be significantly overrepresented in proteins of particular
functional categories (transcription, translation), indicating the importance of
our selected features for protein function [18].

Finally, our method has demonstrated the discriminatory power of Support
Vector Machine classification as it can use sequence features to discriminate
proteins from different species with high reliability and accuracy.
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Table 2. Top 10 selected features using the Neisseria gonorrhoeae genome. The top 10
selected features for comparing the β-proteobacteria Neisseria gonorrhoeae with the
three Firmicutes species are shown. The amino acids that contain GC-rich codons are
highlighted in bold. Abbreviations: AAs = amino acids, Qt = quarter, div = divided
and no. = number. See text for discussion.

MG vs. NG NG vs. SAG NG vs. UU
The no. of amide AAs div by the

length of the protein

The no. of mean blocks of charged AAs The no. of tiny AAs div by the length

of the protein

The no. of ile AAs div by the length

of the protein

The no. of polar AAs div by the length

of the protein

The no. of pro AAs from the 0% to

50% region of the protein div by the

length of the protein

The no. of lys AAs The no. of ile AAs div by the length

of the protein

The no. of arg AAs in the protein

The no. of lys AAs div by the length

of the protein

The no. of lys AAs in the 1st Qt of

the protein div by the length of the

protein

The no. of ile blocks in the 4th Qt of

the protein div by the length of the

protein

The no. of arg AAs in the 1st Qt div

by the length of the protein

The no. of ala AAs div by the length

of the protein

The no. of lys AAs in the longest lys

block of the protein

The no. of mean blocks of ala AAs in

the 3rd Qt of the protein

The no. of pro AAs div by the length

of the protein

The no. of +ve charged AAs in the 1st

Qt of the protein div by the length of

the protein

The no. of pro blocks in the 25% to

75% region of the protein div by the

length of the protein

The no. of gly AAs div by the length

of the protein

The no. of pro AAs from the 50% to

100% region of the protein div by the

length of the protein

The no. of mean blocks of ala AAs in

the 2nd Qt of the protein

The no. of arg AAs in the 4th Qt of

the protein div by the length of the

protein

The no. of amide blocks in the 4th Qt

of the protein div by the length of the

protein

The no. of mean blocks of lys AAs in

the 1st Qt of the protein

The no. of arg AAs in the protein The no. of pro mean blocks in the pro-

tein

The no. of mean blocks of lys AAs in

the 2nd Qt of the protein

The no. of cys AAs div by the length

of the protein

The no. of ile mean blocks in the pro-

tein

We hope that this work can be extended by exploring further sequence prop-
erties as well as more diverse organisms, to elucidate the underlying biophysical
and evolutionary mechanisms.
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Abstract. This work tries to go a step further in the development of
methods based on automatic learning techniques to parse and interpret
data relating to cognitive decline (CD). There have been studied the
neuropsychological tests of 267 consultations made over 30 patients by
the Alzheimer’s Patient Association of Gran Canaria in 2005. The Sanger
neural network adaptation for missing values treatment has allowed mak-
ing a Principal Components Analysis (PCA) on the successfully obtained
data. The results show that the first three obtained principal components
are able to extract information relating to functional, cognitive and in-
strumental sintomatology, respectively, from the test. By means of these
techniques, it is possible to develop tools that allow physicians to quan-
tify, view and make a better pursuit of the sintomatology associated to
the cognitive decline processes, contributing to a better knowledge of
these ones.

1 Introduction

The progressive aging of the world population has supposed an increase in the
incidence of diseases associated to the age. Among them, the neurodegenerative
processes and dementia in particular have acquired a special relevance. Its high
prevalence, 8-10% in older than 65 years and more than 25% in the very old ones
[1], originates very important repercussions, not only in the scope of the patient,
affecting to its autonomy and quality of life, but also in the familiar, social and,
of course, sanitary spheres [2][3].

These consequences urge us for the accomplishment of possible precocious
diagnosis, and the most accurate as possible, and trying to resist to the maximum
the devastating effects of this pathology by means of the accomplishment of a
therapeutic plan and a suitable pursuit [4]. For this reason, the early detection
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of the cognitive decline is an advisable practice in all the scopes of attention.
Nevertheless, the high uncertainty diagnosis [5], the degree of infradiagnosis,
that can be so important that reaches 95% in some scopes, [6], advise to develop
detection programs, new instruments of diagnose and guiding for the sanitary
professionals. These actions have demonstrated their effectiveness as much in
the attitude of the doctor on these pathologies like in evident improvements in
the process of detection, diagnosis and treatment of the old ones affected by the
dementia [7].

The evaluation of cognitive decline can be made by opened, semi structured
form, or by means of the application of a series of cognitive evaluation scales.
We must remember, nevertheless, that a test or a cognitive-based scale does
not constitute a deterioration or normality diagnosis, but it only indicates the
possible existence of a cognitive deficit. Throughout the years, there have been
developed and have been used different neuropsychological tests [8] that evaluate
different cognitive sections of a patient, but does not turn out simple to relate
these tests to concrete sintomatologies or different levels of cognitive decline. It
is necessary that they have been widely validated and contrasted and, of course,
to know which is its level of sensitivity, specificity and predictive value. Other
non-despicable problems in the use of these scales are the absence of universal
cut points, the trans-cultural problematic and the precision that seems similar
as much with the use of short and/or long scales [7][9].

It is an usual practice to put patients under different tests. Their scores are
strongly collinear, because the different tests are composed of common cognitive
components. In order to approach this problem and to advance towards the
diagnosis we present a proposal based on neural computation. Thus, using an
artificial neural network to carry out a PCA, we can approach the inherent
multicolineality between the different tests. This way, we obtain more accurate
information about the patient state, which allows us to make prognoses and
studies of the evolution of the cognitive decline.

2 Data Environment

The dataset is made of the results of the 267 clinical consultations made over
30 patients during 2005 at Alzheimer’s Patient Association of Gran Canaria. Its
structure includes a patient identifier, resulting of 5 neuropsychological tests and
diagnose of cognitive decline (DCD) as well as diagnose of differential dementia.
These data has as advantage that they are very homogeneous; each patient has
scores of his/her monthly-made tests, excepting the Mini Mental test which is
made twice a year. But, although the majority of the patients have been tested 12
times, there are some patients with fewer consultations made and some of data
missing in the consultations. Thus, we work with a dataset where the missing
data feature is present, neither in all the consultations nor all the patients are
applied the complete test battery.
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The 5 different used data tests are the following ones:

1. Mini Mental Status Examination (MMSE) [10] is the most spread, employed
and quoted standardized instrument to value the cognoscitive function. It
consists of a set of short and simple questions that allow a quick evaluation
of several cognitive areas: orientation, fixation, calculation and attention,
memory, language, reading, writing and visoconstructive abilities. Its score
ranges from 0 to 30 points. It also constitutes the most used pruning test
on the international epidemiological investigation, as well as in the clinical
tests that require evaluating the patient’s intellective functions.

2. FAST scale (Functional Assessment Staging) [11] is used to evaluate the pos-
sible relation between functional stage and survival. It consists of 7 stages
(1 to 7) being the very last two ones, severe dementias and advanced ones,
subdivided (6A to 6E and 7A to 7F). Derivated of our experience, it seems
that the evaluation by means of a specific scale as FAST, in which the func-
tion is included, clearly orientates on the different stages towards a less ac-
curate diagnose while the functional affectation rises [12]. A nondespicable
disadvantage is derived from the generalization of the FAST scale, initially
designed for patients of Alzheimer’s, and therefore it does not have a suffi-
ciently contrasted use in other dementias.

3. Katz’s index [13] evaluates the pure function in the basic activities of the
daily life: bath, dress, cleanliness, mobilization, continence and food. It is
defined as an observation instrument and an objective guide of the course of
the chronic disease, as an aid to study the process of aging and as an aid in
the rehabilitation. Its score ranges from A to H.

4. Barthel’s index [14] is similar to the one of Katz’s with the difference of a
numerical result, which is adapted for a continuous gradual evaluation, since
the Katz’s index is a ordinal scale with items of dichotomizing character.
Like Katz’s index, it evaluates the same functions this one does, although in
a wider way. We use a summary score that consists of 5 stages: Independent,
Slight, Moderate, Severe and Totally dependent.

5. Lawton-Brody’s index [15] evaluates the behavior aspects of instrumental
character, for which it is necessary to be able to make the basic functions of
a suitable form. It implies therefore a much greater and more complex func-
tional integrity. The use of the telephone, the capacity to make purchases,
being able to cook, the house care, washing the clothes, the use of transport
means, being able to handle the proper medication and the handling of the
financial aspects are evaluated. Its score ranges from 0 to 8 points for women,
and 0 through 5 for men.

The missing data corresponding to the MMSE test have been completed, in
agreement with the clinical experts, by means of interpolation from the annual
results of both annual tests that almost all the patients have been put under.
Even so, other values have left empty, 71 of the total of 1335, whose distribution
by test and number of patients is indicated in Table 1.

In order to facilitate the convergence, as previous step to their use, the
different fields that constitute the successfully obtained information were
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Table 1. Statistics of missing data in data set

Testtype Numberofmissingsdata Numberofpatients

MMSE 36 4
FAST 0 -
Katz 33 12

Barthel 1 1
Lawton − Brody 1 1

Total 71 16

preprocessed. The neuropsycological tests were standardized between 0 and 10
from the minimum and maximum values that can be reached in these tests.
Those fields not being filled up labeled as lost values or missing ones, had a later
special treatment.

At a control stage, the values of diagnosis are used. The diagnosis of the CD
can contain four different values: Without CD, Slight CD, Moderate Cd and
Severe CD. From the entire set of consultations, 15% were diagnosed as Slight
CD, 34% as Moderate CD and 51% as Severe CD, due to the data source does
not include patients without cognitive decline. In the diagnosis of dementias,
73% of consultations correspond to Alzheimer-type dementias, being the other
distributed 27% in other types of dementias.

3 Neural Approximation

The dimensionality and the data type to be treated make it difficult to observe
the existing differences between different patients, or the differences that can be
between diverse consultations of a patient. This is, in part, due to the co-linearity
of the tests: some of the tests in fact measure diverse aspects or several tests
measure similar components. In order to be able to approach this difficulty, we
transformed the representative data of the different consultations into a more
reduced dimensionality data space so that a minimum loss of information exist,
and where each dimension represents features that have greater independence
from the other ones and which can be assigned a concrete meaning to.

Projective methods for feature extraction generate a transformation of the
input space into a new feature space with a lower dimensionality. Usually, this
transformation is created on the basis of linear combinations that try to maxi-
mize some interesting measurement, like preserving the max possible amount of
information, reducing remarkably the data dimensionality. Its utility is focused
into the data compression or optimal codification, and the display of high dimen-
sionality data. Some of the processes that make this reduction are the related to
PCA. Among the neural approaches whose processes converge into PCA we have
the Sanger network, also called Generalized Hebbian Algorithm (GHA) [16], the
Adaptive Principal-component Extractor (APEX) [17], the Foldiak’s model [18]
and the Rubner’s model [19]. A detailed comparative of PCA neural networks
can be found in [20]. These processes allow generating a hierarchical structure
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Fig. 1. Topology of Sanger neural network

of each of the new coordinates so that these are ordered based on the amount of
information that represent on the total of data. Analyzing the existing relation-
ship between the original coordinates space and the new coordinates space we
can give meaning to each of the main components, this way is possible to repre-
sent each consultation by means of a reduced number of features that qualify the
state of the patient at the moment of accomplishment of the consultation. The
comparison between these features for different types of patients or consultations
at different dates for a same patient can bring to light important information
related to the prognosis and temporary evolution of the cognitive decline from
the examined patients.

Using the Sanger network, there have been extracted and analyzed the first
three main components of our data. As the shown in Figure 1, Sanger network
is totally interconnected with the inputs; it is a linear processing network where
the i-th unit has the yi output that is given by the following expression:

yi =
n∑

j=1

wijxj (1)

where n is the dimensionality of the input vector, xj is the value of j-th input
and wij is the weight between the j-th input and the i-th unit. The learning rule
that progressively fits this matrix of weights is given by the following expression:

Δwij = η(t)yi

(
xj −

i∑

k=1

ykwkj

)
. (2)

In the expression given by Equation (2), the learning ratio η(t) is a linearly
decreasing function in time t. This formula causes the Sanger weights to converge
to the main training data set components.

An important aspect for our developments is that the compression process
carried out by this network is reversible, the original input vector (x) can be
reconstructed (Rx) with a minimum loss of information from the m-outputs
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vector (y) and the Sanger weights (W) (decompression procedure). The equation
that carries out the decompression is the following one:

Rx j =
m∑

i=1

wij yi. (3)

3.1 Sanger Network Extension for Missing Data Treatment

The previous expressions of the Sanger network must be adapted to be able to
face the processing of missing data, to accomplish it we have followed a scheme
similar to the one found in [21], causing these missing values not to contribute
the output nor modify the weights of the network. This way, Equation (1) will
be as it follows:

yi =
n∑

j∈Pt

wij xj (4)

where Pt is the set of input units, j, whose values xj are available at time t.
Also, Equation (2) will be modified the following way:

Δwij =

{
η(t)yi

(
xj −

∑i
k=1 ykwkj

)
if j ∈ Pt;

0 otherwise.
(5)

This way, once the learning has ended, and having used the decompression
procedure, it is possible to make an estimation of the value of the missing data.

4 Results and Discussion

4.1 Patients Prognostic

Once the Sanger network has been trained with our data set, we obtain the
values for each one of the first three principal components in relation to the five
tests, in Figure 2 are shown the obtained values for each one of the first three
main components in relation to the five tests. We see that the first component
depends on a great extent on the values of the Katz’s and Barthel’s tests, which
takes us, according to the meaning of these tests, to the conclusion that this
component represents the functional sintomatology. The second component is
inversely proportional to the value of MMSE test, and directly proportional,
but to a lesser extent, with the FAST test. It indicates to us that this second
component is strongly related to the cognitive sintomatology. Finally, the third
component depends mainly on the value of the Lawton-Brody test, and to a lesser
extent of the value of Barthel test and inversely to the value of the MMSE. The
representation of this component is then bound to the instrumental sintomatol-
ogy that features the Lawton-Brody test. It is possible to observe therefore that
the extraction of main components can isolate the main characteristics that are
mixed in the different tests.
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Fig. 2. Values of first three principal components

In Figure 3a, it can be seen data of all the consultations facing the first
against the second main components. In addition, each consultation has been
labeled with the patient’s DCD at that moment. The CD is clearly represented
within the second component, grouping the most of the slight CD below value
-3, moderate CD between -3 and 1 and severe CD over 0. On the other hand, the
functional skills of the patients are represented by the first component, having
those patients with greater functional problems higher values. There exists a
relationship between this component and DCD, since habitually patients with
greater deterioration have more diminished their functional skills. Thus, we see
in the graph that most of patients with slight CD or moderate CD have negative
values of this component, having positive values of the most of patients with
severe CD.

Figure 3b represents the second against the third components. The analysis
carried out by the clinical experts on these data verifies to us the relationship of
the third main component with the instrumental skills of patients. In the case
of this component, a direct relationship with DCD is not appraised, since the
different groups distribute themselves the same in their rank.

4.2 Temporary Evolution of Patients

Once our data has been processed by means of the Sanger network, we obtain
for each of the consultations a point of the new coordinates space given by
the values of each of the principal components that conform it. If we unit the
points of a same patient from the first to the last consultation we will have a
path in this space, this path will indicate us the temporary evolution that the
patient has had, that is to say, the trajectory that follows between each point
indicates for each coordinate if there have been improvements or worsenings in
the sintomatology associated to this coordinate.
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Fig. 3. Graphical projection of (a) scores of first and second factors from the PCA and
(b) scores of second and third factors from the PCA. + show patients with slight CD,
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Fig. 4. The arrows show the temporal evolution of (a) scores of first and second factors
from the PCA and (b) scores of second and third factors from the PCA of three different
patients

In Figure 4, we can observe the traces corresponding to the consultations as-
sociated to three different patients. Two of them change of state of moderate CD
to severe CD, and the third one starts from slight CD and reaches the moderate
CD. It is possible to observe that throughout the trajectories the appearance
of oscillations is frequent, according to our clinical team these changes are in
agreement with the real evolutionary situation of the patients. The decline pro-
cesses are usually not stable, but patient can undergo small improvements or
worsenings throughout which can be caused by diverse external factors.

It is possible that the maximum passed time between the first and last con-
sultation, a year, turns out short to be able to see the global evolution of the
patient with clarity over the commented oscillations in the data we have. De-
spite, indeed the utilities of this analysis relative to the pursuit of the evolution
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of the disease seem clear, comparison between evolutions of different patients
and even prognosis from paths that could follow in the future.

5 Conclusions

The present work supposes an important advance in the area of the neuroin-
formatics and medical computer science, since it proposes new techniques of
automatic learning to analyze and process data relative to neurodegenerative
processes habitually related to the aging. On the basis of its results the creation
of tools that allow the doctors to quantify, visualize and make a better pursuit
of the associated sintomatology to these processes will be possible, contributing
to a better knowledge of these ones.

In clinical practice, it is usual not to have the required clinical tests to evaluate
a patient. In order to be able to face this difficulty in the PCA accomplishment
we have extended the Sanger network equipping it with capacities for processing
missing data.

PCA on subjects that present CD has allowed us to dissect the inherent multi-
colinearity from the different results of neuropsychological tests. We have been
able to quantify in an independent way for each subject the functional, cognitive
and instrumental sintomatologies that this one presents, and that is expressed
by the different associated values from the first three principal components.

The analysis of the temporary evolution of the main components values has
been like a powerful tool for the pursuit of patients. Allowing to detect the dif-
ferent sintomatologic changes and to compare these changes with the produced
ones in the rest of patients. this analysis could allow us in a future to categorize
the different evolutionary pictures, as well as to orient the doctor onto the possi-
ble prognosis that can experience his patients sintomatology. Our proposal will
also make it easier to prognose the degeneration in a dementia as well as to make
studies on pharmacological treatments, all which will result in the possibility of
reaching one better quality of life of the patient.
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Abstract. False sharing is a result of co-location of unrelated data in the same 
unit of memory coherency, and is one source of unnecessary overhead being of 
no help to keep the memory coherency in multiprocessor systems. Moreover, 
the damage caused by false sharing becomes large in proportion to the 
granularity of memory coherency. To reduce false sharing in page-based DSM 
systems, it is necessary to allocate unrelated data objects that have different 
access patterns into the separate shared pages. In this paper we propose sized 
and call-site tracing-based shared memory allocator, shortly SCSTallocator. 
SCSTallocator expects that the data objects requested from the different call-
sites may have different access patterns in the future. So SCSTallocator places 
each data object requested from the different call-sites into the separate shared 
pages, and consequently data objects that have the same call-site are likely to 
get together into the same shared pages. At the same time SCSTallocator places 
each data object that has different size into different shared pages to prohibit the 
different-sized objects from being allocated to the same shared page. We use 
execution-driven simulation of real parallel applications to evaluate the 
effectiveness of our SCSTallocator. Our observations show that our 
SCSTallocator outperforms the existing dynamic shared memory allocators. By 
combining the two existing allocation technique, we can reduce a considerable 
amount of false sharing misses. 

Keywords: False Sharing, Distributed Shared Memory, Dynamic Memory 
Allocation, Sized Allocation, Call Site Tracing. 

1  Introduction 

In distributed shared memory (DSM) systems, efficient data caching is crucial to the 
entire system performance due to the non-uniform memory access time characteristics. 
Because the access to a remote memory is much slower than the access to a local 
memory, reducing the frequencies of the remote memory accesses with efficient 
caching can lead to decrease of the average cost of memory accesses, and 
subsequently improve the entire system performance [1]. A simple and widely used 
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mechanism for exploiting locality of reference is to replicate or migrate frequently 
used pages from remote to local memory [2]. But in case of page replication, the 
existence of multiple copies of the same page causes memory coherence problem  
(Fig. 1).  
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Fig. 1. Example of page replication in DSM systems 

In DSM systems, false sharing happens when several independent objects, which 
may have different access patterns, share the memory coherency unit. Memory faults 
or misses caused by false sharing do not affect the correct executions of the parallel 
applications. As a result, we can say that false sharing is one major source of 
unnecessary overhead to keep the memory consistent [3, 4]. Especially, the problem 
becomes severe in PC-NOW DSM systems where the memory coherency unit is very 
large (generally, one virtual page). They find out that the false sharing misses occupy 
80% or so of the shared memory faults in page-based DSM systems [5, 6]. It means 
that the false sharing is the major obstacle for improving the memory performance in 
page-based DSM systems. In this paper, we present an efficient dynamic shared 
memory allocator for false sharing reduction. The reasons why we chose to optimize 
dynamic shared memory allocator for reducing false sharing are that this approach is 
transparent to the application programmers, and almost all the false sharing misses 
happen in shared heap when multiple processes in a parallel application communicate 
with each other using shared memory allocated by dynamic shared memory allocator. 

To reduce the false sharing misses in a shared memory allocator, a prediction of 
the future access patterns of each data object is necessary. To predict the future access 
pattern of each data object at the shared memory allocators run-time, several 
techniques are suggested [5, 6, 8, 9]. Among them, [5, 6, 8] and [9] motivated us to 
expect that, by combining the two techniques, more performance improvements can 
be possible. In [5, 6, 8] and [9], the sized allocation technique and call-site tracing 
based allocator(shortly CSTallocator) are proposed respectively. As we can see from 
the name of the techniques, sized allocator uses the request size as a clue to predict 
the future access pattern of each data object. The sized allocator expects that data 
objects of different sizes are likely to show different access patterns in the future. In 
CSTallocator, on the other hand, by tracing the call-site(object request location in 
parallel program codes), data objects requested at different locations should not be 
allocated in the same shared page. This is based on the idea that data objects 
requested at the different call-sites will show different access patterns in the future.  
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In section 2, we review the related works. Section 3 explains the design and 
implementation of the combined version (SCSTallocator). We present the results of 
performance evaluation in section 4, and section 5 draws the conclusions. 

2   Related Works 

In this paper, we focus on the page-based DSM systems that keep the memory 
coherency in unit of a virtual memory page. The dynamic shared memory allocator 
for the page-based DSM systems has to decide where the requested data objects are 
placed. If the dynamic shared memory allocator knows the characteristics and access 
patterns of the requested data objects in advance, the allocator can easily place the 
data objects into the appropriate shared page to blockade the false sharing misses. For 
example, the allocator can reduce the false sharing misses by placing the objects with 
much different access patterns to the different shared pages, or not placing non-related 
data objects into the same shared page. But, the dynamic shared memory allocator 
cannot know the characteristics and access patterns of the requested objects in 
advance. Therefore, the typed allocation is proposed in [7] where the clues provided 
by the programmers are used. In this typed allocation, the programmer must specify 
the memory access type through the allocation function arguments, such as Read-
Only, Write-Mostly, and Lock types. Thus, the data objects with different types could 
be placed in the different shared pages. But, this scheme needs to additional 
overheads that user interfaces of the dynamic shared memory allocator have to be 
changed, and in turn the modification of the application source code is unavoidable. 
Moreover, it is not an easy job for the programmers to know in advance the access 
types of each shared data object. Our work assumes that there should be no changes in 
the API of the dynamic shared memory allocator.  

Per-process allocation scheme assigns the different cache lines to the data objects 
requested by the different processes [3, 14, 15, 16]. In this scheme, the data objects 
requested by the different processes are placed in the separate cache lines, so that it 
could reduce the possibility that data objects without relationships or with different 
access patterns are placed in the same cache line. This technique is effective where 
multiple processes request shared memory allocation evenly, but is likely to be 
ineffective where a dedicated process has the full responsibility of shared memory 
allocation [8]. In all the parallel applications used in our experiments, a dedicated 
process is also used for shared memory allocation, so it is inappropriate to compare 
this scheme with our approach. 

Sized allocator (Fig. 2) is proposed in [5, 6, 8], where the different-sized objects 
are prohibited from being placed in the same shared page. That is, by placing only the 
same-sized objects in the same shared page, this method tries to minimize the co-
location of heterogeneous data objects. They say that, by using the object-size 
information for the prediction of the future access patterns, the transparency of the 
allocator API could be kept and the false sharing misses could be reduced 
simultaneously. But this sized allocation is not enough to exactly predict the future 
access patterns of the shared data objects because the object size may not sufficiently 
represent the future access patterns. 
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Fig. 2. Shared objects allocation example according to the object size in sized-allocation 
scheme 

In [9], call-site tracing based shared memory allocator, shortly called 
CSTallocator, is presented(Fig. 3). In this technique, the future access patterns are 
predicted by the shared objects’ request location(call-site) in the program codes. That 
is, the prediction is performed based on the instruction pointer from where the shared 
object allocation is requested. They hope that the objects with different call-sites may 
have the different access patterns in the future. By using the implicit information 
inherent in the program codes, CSTallocator tries not only to keep the API 
transparency, but also to unburden the programmers’ efforts. There, authors claim that 
the call-site information of a shared object could be a useful clue for predicting the 
future access patterns because most parallel application programs call the allocation 
functions at different locations according to the object usage plans. Of course, they 
admit that the call-site tracing cost is more expensive than the cost of getting static 
information such as the request size passed via parameters or processor/process ID 
calling the function. 

We find out by reviewing the previous works that the effective prediction of the 
future access patterns is a very important factor to reduction of the false sharing 
misses. And we can also find out that the sufficient false sharing reduction can’t be 
obtained using just one prediction technique. These observations motivated our work 
to combine the existing prediction techniques(sized allocation scheme and 
CSTallocator) to simultaneously use them at the dynamic shared memory allocator 
run-time. 
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Fig. 3. Shared objects allocation example according to the call-sites in CSTallocator 

3   SCSTallocator: Combining the Sized and CSTallocator 

The object size and the call-site have a different point of view. Object sizes are 
syntactic information describing the characteristics of each object. We can say, on the 
other hand, call-sites are semantic information showing the future usage pattern of 
each object. We expect that, by combining the merits of the two heterogeneous 
prediction clues, larger amount of false sharing misses can be reduced. To evaluate 
the effectiveness of the combined version, we implement an allocator using the two 
prediction policies, sized allocation and CSTallocator, simultaneously. Fig. 4 shows 
an example of allocations when using this combined version. We are sure that the two 
prediction clues are the only information we can obtain from the allocators without 
modifying their API. 

As we can see in this example, SCSTallocator allocates each object into the 
different pages if even one of the object size and call-site is different from each other. 
After all, a shared page contains only the same-sized objects requested at the same 
location in program codes hoping for that co-location of the different objects that may 
have different access patterns can be minimized. Because both the object size and the 
call-site are used to classify each object, the same-sized objects requested at the 
different call-sites are allocated into the different shared pages, and similarly the same 
call-site’s objects of different size are also allocated into the different shared pages. 
The case SCSTalocator cannot cover is the following situation: future access patterns 
of the objects allocated into the same shared pages are unexpectedly different from 
each other. However, any one who has some experiences of parallel programming can 
easily accept that the above worst case situation may rarely happen because it is 
impossible to request several objects of different usage plans at the same call-site 
even though they have the same size. 
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Fig. 4. An example of allocations when using the SCSTallocator (Sized allocation + 
CSTallocator) 

Fig. 5 shows the implementation snapshot of bucket management in the 
SCSTallocator. Here, a bucket means a unique allocation control slot to gather only 
the homogeneous pages. 
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Fig. 5. Bucket management snapshop in SCSTallocator 
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4   Performance Evaluation 

This section explains the experimental environments and shows the results of the false 
sharing misses measurement, comparing with the performance of the three allocators: 
CSTallocator, the sized allocator, and the SCSTallocator.  

4.1   Experimental Environments 

We use the execution-driven technique to simulate a DSM system consisting of 16 
nodes. The simulator consists of the front-end and the back-end simulators. The front-
end simulator interprets the execution codes of the parallel application program 
binaries and simulates the executions of the processors. We use MINT(Mips 
INTerpreter) [10, 11] as a front-end simulator. The back-end simulator simulates the 
policies of the memory management system using MINT’s outputs. MINT interprets 
the execution codes and calls functions provided by the back-end simulator in every 
memory reference. The back-end simulator implements the memory management 
policies and the memory coherence protocols to be simulated. 

We use cholesky, mp3d, barnes, and volrend as parallel application program suites. 
These parallel applications are randomly selected from the Stanford’s SPLASH [12] 
and SPLASHII [13]. We compare the number of false sharing misses when using the 
three allocation schemes, CSTallocator, sized allocator, and SCSTallocator. Table 1 
shows the parallel applications used in our simulation and their characteristics. 

Table 1. The parallel applications used in simulation and their characteristics 

Application’s 
Name 

Memory Reference 
Length (106) 

Working Set 
Size (MB) 

Application’s Function 

Cholesky 39.341 2.88 Cholesky factorize a sparse matrix 
Barnes 58.716 1.20 Simulate evolution of galaxies 
Mp3d 8.935 2.02 Simulate rarefied hypersonic flow 

Volrend 31.186 3.91 3D rendering using ray tracing technique 

4.2   Experimental Results 

Table 2 shows how many false sharing misses are reduced in each parallel application 
when using each allocator. The number of buckets in the second column is the 
number of the unique allocation slots found during the repeated shared memory 
allocation function calls. It represents the number of unique object sizes when using 
the sized allocator, and the number of unique call-site IDs when using CSTallocator 
respectively. In case of the SCSTallocator, the number of buckets is equal to the 
number of unique (Call-Site ID, object size) pairs. These three allocators manage each 
object as a linked list using the separate pointers for its bucket. The shared pages with 
the same bucket pointers are assigned to the data objects with the same call-site ID or 
object size or (Call-Site ID, object size). Thus, the more buckets are found, the more 
sophisticated classification has been done. 

According to our expectation, we can see from the Table 2 that the SCSTallocator 
outperforms the other two allocators. This means that the combined clue (object size 
+ Call-Site ID) is much more effective in predicting the future memory access 
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patterns of data objects than only the single clue. And we can also find out that  
the more classification buckets we use the more accurate prediction result we can 
obtain. 

Table 2. Results of performance comparison of sized allocation, CSTallocator, and the 
SCSTallocator (page size = 4KB) 

(a) Cholesky 

Measure 
Allocator 

# of buckets # of false sharing misses Reduction rate(%) 

Sized 10 44,717  

CSTallocator 17 36,599 18.2 

SCSTallocator 21 34,687 22.4 

(b) Mp3d 

Measure 
Allocator 

# of buckets # of false sharing misses Reduction rate(%) 

Sized 8 6,147,589   

CSTallocator 5 5,754,143 6.4 

SCSTallocator 11 5,312,768 13.6 

(c) Barnes 

Measure 
Allocator 

# of buckets # of false sharing misses Reduction rate(%) 

Sized 27 5,805,705   

CSTallocator 7 5,104,413 12.1 

SCSTallocator 29 4,814,970 17.1 

(d) Volrend 

Measure 
Allocator 

# of buckets # of false sharing misses Reduction rate(%) 

Sized 11 953   

CSTallocator 12 883 7.3 

SCSTallocator 17 798 16.3 

A disadvantage when using our SCSTallocator is the additional space overhead 
caused by using the more buckets. The next section shows the analysis results of each 
allocator’s space overheads. 

4.3   Analysis of Space Efficiency 

For the strict performance evaluation, we need to analyze the space overheads caused 
by CSTallocator, the sized allocator, and the SCSTallocator respectively. The space 
overhead is the amount of additionally used pages by each method. 
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At first, we analyze the general shared memory allocator, which does not use the 
buckets such as object size or call-site ID. In the general shared memory allocator, the 
objects are mixed up into the same shared page regardless of their sizes or call-sites. 
So the allocation requests stream, S, of a general allocator is represented as: 

},...,,{ 21 nsssS =  (1) 

where si = requested size of i-th allocation (1 ≤ i ≤ n), n = total # of requests. 
The number of pages needed to accept the above allocation requests stream is as 

follows: 
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On the other hand, when using CSTallocator or sized allocator, or SCSTallocator, 
the allocation request stream can be represented as follows if the order of requests is 
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And the number of pages needed to accept the above stream is as follows: 
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where 
kbucketAvgSize  is average size of each allocation request heading for bucketk. 

In comparison of the equation (2) with (4), the difference lies in the number of 
ceiling function. In equation (2), the ceiling function is applied at once, while it is 
applied as many as the size of the set BS (|BS|) in equation (4). This means that the 
maximum additional number of pages is limited to the number of the unique 
allocation sizes in sized allocation scheme, the number of call-site IDs in 
CSTallocator, and the number of unique (allocation size, call-site ID) pairs in the 
SCSTallocator respectively. Thus, the following is valid: 

||
size pagesize page

||
  OverheadSpace 1 BS

s
AvgSizeS

n

i
i

BSbucket

bucketbucket

k

kk ≤

⎥
⎥
⎥
⎥

⎥

⎤

⎢
⎢
⎢
⎢

⎢

⎡

−⎟⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎥
⎥

⎤
⎢
⎢

⎡ ×
=

∑
∑ =

∈

 
(5) 

The obvious fact we can obtain from the equations (5) is that the shared page 
overhead is no more than the number of buckets regardless of which bucket 
classification methods are used. Table 3 shows the comparison results about the space 
efficiency measured by equation (5). As we can see in this table, the space efficiency 
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of CSTallocator is better than that of the sized allocator for mp3d and barnes, but is a 
little worse for cholesky and volrend. It means that the space efficiency gap between 
the two schemes is not quite large. Another thing we can see in Table 3 is that the 
space overhead of our SCSTalocator is not quite large when taking into account its 
performance improvements. 

Table 3. Space efficiencies of the three allocators (Page size = 4KB) 

# of additional pages (space overhead (%)) Parallel application programs 
(total # of pages needed in 

general allocation method) Sized allocation CSTallocator SCSTallocator 

Cholesky (738) 10 (1.36) 17 (2.30) 21 (2.85) 

Mp3d (553) 8 (1.45) 5 (0.90) 11 (1.99) 

Barnes (308) 27(8.77) 7 (2.27) 29 (9.42) 

Volrend (441) 11 (2.49) 12 (2.72) 17 (3.85) 

5   Conclusions and Future Works 

This paper presents an efficient shared memory allocation method for parallel 
applications which communicate via dynamically allocated shared memory in DSM 
systems. Our allocator, called SCSTallocator, can reduce the false sharing misses 
more effectively than the two existing allocation schemes, sized allocator and 
CSTallocator. In SCSTallocator, both the object size and the call-site ID are used for 
predicting the future access patterns of each object. So only the same sized objects 
requested from the same location in program codes are allocated into the same shared 
pages. We are sure that the combined clue predicts the programmer’s intention more 
accurately than the single clue, and find out by execution-driven simulation that the 
SCSTallocator outperforms the existing allocators. The SCSTallocator additionally 
spends pages only as many as the number of unique (object size, call-site ID) pairs. 
That is, our method can reduce more false sharing misses at the small sacrifice of 
space overhead. We expect that our SCSTallocator can contribute to both the 
reduction of false sharing misses and the reduction of the cost on keeping the memory 
coherency in DSM systems. 

In the future, to measure the time efficiency as well as space efficiency, we will try 
to use the real DSM systems as a test-bed instead of simulation environments. 
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Abstract. In this paper, a hybrid social model of econometric model
and social influence model is proposed to settle the problem in power
resources management. And, a hybrid society simulation platform based
on the proposed model, termed Residential Electric Power Consump-
tion Multi-Agent Systems (RECMAS), is designed to simulate residential
power consumption by multi-agent. RECMAS is composed of consumer
agent, power supplier agent, and policy maker agent. It provides the pol-
icy makers with an additional tool to evaluate power price policies and
public education campaigns in different scenarios. Through an influenced
diffusion mechanism, RECMAS can simulate the factors affecting power
consumption, and the ones associated with public education campaigns.
The application of the method for simulating residential power consump-
tion in China is presented.

Keywords: Residential power consumption; Multi-agent systems
(MAS); Power price policy; Saving electricity; Social influence model.

1 Introduction

With rapid development of economy and perceptible improvement of the living
standard of people, residential power demand is growing fast, which creates a
strong requirement to develop power resources management schemes. The tra-
ditional methods emphasize increasing power supplies, but they do not con-
sider saving electricity, which results in resources waste and pollution problem.
However, under the energy shortage condition, enhancing the saving electricity
consciousness of people, changing the habits of using-electricity, and improving
using-electricity efficiency should be taken into account. Policy makers have the
requirement to combine “structural” and “nonstructural” methods by consider-
ing the potential saving electricity ability of the consumers [1,2], the increasing
population, and pollution. This process includes the analysis on social educa-
tion, power price policy, compensating method, etc. However, it is difficult to
evaluate the influence of those approaches on consumer behaviors. On one hand,
the consumers have different beliefs, habits, skills and knowledge related to the
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environment. On the other hand, they interact with their friends, fellows, ac-
quaintances, neighbors, etc. The problem analyzed above has brought a strong
motivation to propose a solution. Because the similarity between the consumers
and the way agents can be implemented, we adopt a multi-agent social simulation
to evaluate the impact of policies in this paper. A hybrid social model for evalu-
ating the impact of saving electricity policies is offered, and a platform, termed
Residential Electric Power Consumption Multi-Agent Systems (RECMAS), is
design to simulate the residential society in power demand-supply chain. The
model benefits from previous works: studies based on econometric model [3]
and successful apply of agent-based social simulation in water management [4].
RECMAS modifies the traditional econometric models by designing a social sim-
ulation layer to capture social responsiveness on saving electricity policies and
account for social education strategies. RECMAS enables the user to explore the
effects of the policies on total residential power demand, and it facilitates the
design, creation, modification, and simulation of different scenarios.

The rest of the paper is organized as follows. Section 2 provides some facts
about multi-agent social simulation. Section 3 introduces the model of residen-
tial power demand emphasizing the social environment of consumers. Section 4
describes the simulation in detail including its architecture, procedure and im-
plementation. Section 5 gives the experiments by running a variety of scenarios.
Finally, Section 6 offers conclusion remarks.

2 Multi-agent Social Simulations

Multi-agent systems establish a major research domain in artificial intelligence
[5], which was focused on the resolution of problems by a society of agents. This
field is increasingly characterized by the study, design and implementation of
societies of artificial agents, on the extensive use of computational modeling for
real-world applications and social simulations. Such a method to study complex
systems is fast growing up in a wide range of scientific fields, for example, society
economy [6], residential using-water management [4], power market simulation
[7], and so on. It is due, for the most part, to its ability to deal with different
models of individuals, ranging from simple entities to more complex ones. The
distribution in several agents is also necessary because these problems may be
complex or too large to be solved by a single agent, or even, they need knowledge
about several fields. Generally, in a multi-agent social simulation, the society is
composed of a number of agents that are able to interact with each other and
the environment, and they differ from each other in their habits, skills and their
knowledge about the environment.

3 Hybrid Social Model Based on Multi-agent

3.1 Residential Power Demand-Supply Chain

The residential power demand-supply chain involves three main actors. The first
is the power utility company, who offer power to an area; the second is the area
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residents, who consume power and undertake its costs; and the third is grid com-
pany. In China, current power retail market is not open, and the power price
is enacted by the government. Ignored the grid influence, the demand-supply
chain includes three main actors, i.e., power utility company, power consumers
and policy maker. The government departments enact the price, while the com-
pany supplies residents with power.

Residential power demand is influenced by many factors which were summa-
rized in the literature based on questionnaire surveys or statistic data. Influence
factors of residential power consumption include family incomes, housing con-
dition, household appliances, area and weather, promotion of saving electricity
technologies, adoption of pricing strategies to discourage inefficient use of elec-
tricity, public social education, and financial incentive programs [1,2,8].

3.2 Residential Power Consumption Forecast Model

For estimating power demand, a variety of methods and econometric models
have been used based on the nature and availability of data. Ref. [9] summa-
rized four types of parametric econometric models of energy demand, whose
functional forms include linear functional form, log-linear form, translog model,
and almost ideal demand systems (AIDS) form. Ref. [3] presented urban res-
idential power demand forecast model by using OLS method. Power demand
estimation is usually formed as a generic model of form D = f(P, H) which
relates power demand D to some price measures P and family attribute H .

Econometric model can reflect the underlying relationships between the con-
sumption of various power resources and explanatory variables such as power
prices, weather variables, income, and other factors. However, it does not rep-
resent function of public social educations which are tools for educating and
informing consumers on how to modify their habits of using-electricity and en-
hance using-electricity efficiency [1]. It is usually difficult to evaluate the results
of such public social educations. On one hand, public social educations have a
direct impact on consumers who participate in them; on the other hand, there
is an indirect impact realized by participates, who propagate the ideas of saving
electricity to their friends, fellows, acquaintances, neighbors, and so on. We can
use multi-agent social simulation to simulate the results of public social edu-
cations. With influence of public social educations, the hybrid social model is
formed as D = f(P, H, S), which relates power demand D to some price mea-
sures P , family attribute H , and social attribute S. The power demand is defined
as

C(i, t) = a + bP (i, t) + cH(i, t) + dS(i, t) + ε(i, t), (1)

where C(i, t) is the power consumption for consumer agent i at time t; P (i, t) is
the vector of price variables; H(i, t) is a vector of consumer attribute variables
(incomes, household appliances, habits of consumer, etc.); S(i, t) is the vector of
social attribute variables; ε(i, t) is the error term; a, b, c, and d are coefficients
to be estimated.
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Fig. 1. Artificial residential society

3.3 Artificial Residents Society

In the power demand-supply chain, residents live in a society and interact with
each other. To simulate their interaction, we begin with the formalization of the
artificial residential society. We use a square social grid, as shown in Fig. 1, to
simulate the society of residents. The society is composed of a set of consumer
agents (CA), whose communication represents the social relationship among
them. Each CA is situated on a square social grid and determined by its position
on the grid. So a single CA is identified as CA(x, y), where x, y are its coordinates
on the grid. Social interaction between CAs is limited to a neighborhood, defined
as its neighbor environment. In Fig. 1, the 2-D grid of a side is equal to 6, the
neighborhood scope is limited to 1, and the neighborhood area of CA(3, 4) is
marked out by the rectangular frame. The social influence model is realized
in the neighborhood area, so CA(3, 4) power consumption is affected only by
its three neighbors, CA(2, 3), CA(2, 5), and CA(4, 3). So the social attribute
variables can be calculated by the following equation [4]:

S(i, t) = f(sw1, sw2, . . . , swn), (2)

where S(i, t) is the social variables of CAi at time t; swj is the social weights
that CAi receives from its neighbor j, j = 1, . . . , n; n is the number of neighbors
of CAi; f is a diffraction function adjusting the sum of social weights, and it
represents a consumer’s ability to comprehend signals of saving electricity. f is
chosen as S function based on people’s cognitive competence, i.e.,

f(x) =
1

1 + e−(x−5) , x ∈ [1, 10]. (3)
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Fig. 2. Architecture of RECMAS simulation platform

4 Simulation of Residential Power Consumption

There are three classes of agents in the residential power consumption demand-
supply chain: power supplier, power consumer, and policy maker. In simulation
model, all participators are regarded as agents with attribute.

4.1 RECMAS Architecture

The architecture of the simulation platform RECMAS based on multi-agent,
as shown in Fig. 2, includes three kinds of agents: policy maker agent (PMA),
consumer agent (CA), and power supplier agent (PSA). PMA is responsible for
enacting the power price in each period. CA plays the major role in the simula-
tion, using the hybrid social model to estimate their personal demands. PSA is
responsible for collecting CA’s demands and calculates the total consumption,
and it can give some suggestions to PMA according to its own accounting.

4.2 Agent Role

This paper designs every agent function and state in simulation platform by Gaia
method [10]. It describes macroscopical and microcosmic agent role partition
and function definition in agent simulation system from sociology and histology
angle. It regards agent simulation system as an organization or society, and facil-
itates the design, creation, modification, and execution of the MAS, and defines
agent role, purview, responsibility, agreement, activity and security. Anyone’s
role can be regarded as an entity function abstract description. In hybrid society
model, we think over residential power consumption problem in one area. There
is only one PSA in the area, whose main mission is offering power according to
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residential demand and advising power price to PMA according to their benefit,
and role schema is shown in Table 1. For consumers, CA has two roles: one is
power consumer that indicates its function; the other is consumer’s neighbor
that indicates its society character. Its roles are shown in Table 2 and Table
3, respectively. Each CA uses the hybrid society model to estimate its personal
consumption and reports its demands to PSA. Each CA communicates with its
neighbors to propagandize saving electricity policy and power price policy, its
influence is reflected by society weight, and the influence mechanism is shown in
Section 3.3. PMA denotes policy maker, and enacts the power price according
to the total power supply, demand relationship, and society environment, whose
role schema is shown in Table 4.

4.3 Simulation Procedure

In RECMAS, all agents interact with each other and implement the overall sim-
ulation procedure.

Step 1. Scenario input and initialization. User specifies the scenario to be sim-
ulated, including the size of the group, CAs initial state, neighborhood limit,
iteration interval time, and maximal iteration.
Step 2. PMA enacts the price and informs PSA and CAs the price.
Step 3. CA receives price inform, and communicates with its neighbors according
to the social influence model.
Step 4. CA uses the hybrid social model to estimate its personal consumption.
Step 5. CA reports its demand to PSA.
Step 6. PSA collects all residents’ demand and calculates the total demand and
the total costs, and reports the results to PMA.
Step 7. PMA adjusts the price if needed, turn to Step 2.
Step 8. When the iteration is over, the simulation results are presented.

Table 1. The power supplier role schema

Role Power Supplier Agent
Description Simulating power suppliers behavior.
Activities WaitStartStep, QueryCustomer, CalculateStepTotalCon-

sumption
Protocols SubmitTotalComsumption, SendPriceAdvice, GetCus-

tomerConsumption
Permissions Read: PowerPrice, PersonalConsumption,

Write: StepTotalConsumption,
Send: PriceAdvice

Responsibilities
Liveness PSA=(WaitStartStep · GetCustomerConsumption · Cal-

culateStepTotalConsumption · SubmitTotalComsumption ·
SendPriceAdvie)+ a

Safety True
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Table 2. The power consumer role schema

Role Power Consumer Agent
Description Simulating power consumers behavior.
Activities WaitStartStep, ConsumePower
Protocols SendPersonalComsumption, ContactNeighbor, Re-

ceivePrice
Permissions Read: PowerPrice, NeighborsList, PersonalParameters,

LastStepConsumption, StepID
Write: StepPersonalConsumption

Responsibilities
Liveness PSA=(WaitStartStep · ReceivePrice ·

ContactNeighbor∗ · ConsumePower ·
SendPersonalComsumption)+a

Safety PersonalPowerConsumption>0

Table 3. The neighbor role schema

Role Neighbor
Description Simulating consumers neighbor behavior.
Activities CalculateWeights
Protocols ReplyNeighbor
Permissions Read: NeighborsList, SocialWeightParameters, StepID

Write: SocialWeights
Responsibilities
Liveness PSA=(CalculateWeights · ReplyNeighbor)*a

Safety Neighbor [neighborList]

Table 4. The policy maker role schema

Role Policy Maker Agent
Description Simulating policy maker behavior.
Activities DecidePolicy
Protocols SendPolicy
Permissions Read: TotalPowerDemand,

Changes: Policy
Responsibilities
Liveness PSA=(DedidePolicy · SendPolicy)+a

Safety True
a x · y notes x followed by y, x+ notes x occurs 1 or more times, x∗ notes x occurs

0 or more times, [x] notes that x is optional.

5 Experiment Analysis

In this section, we first prove the validation of the model. Next, we forecast urban
residential annual average power consumption in 2006–2010 and analyze the
influence of power price policy, residential incomes, and public social education
factors on residential power consumption based on six scenarios.
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Fig. 3. Comparison of econometric model and hybrid social model

5.1 Calibration and Validation of the Model

In order to prove the validation of the model, using data in [3], we forecast urban
residential power demand in the period of 2001–2005 in China. In simulation
environment, we set 10 × 10 resident society spaces and 4 classes 80 to 100 units
randomly. The results are shown in Fig. 3. The hybrid social model is used to
analyze the influence of policy on the residential power demand from 2006 to
2010 in China.

5.2 Simulation Experiment Scenarios

The platform was used to simulate six different scenarios, which are as follows:

– Scenario 1: Power price is increased by 5 percent, without considering the
public social educations.

– Scenario 2: Power price is increased by 7.5 percent, without considering the
public social educations.

– Scenario 3: Power price is adjusted to the real price, considering the public
social educations, with the implementation of education or other information
policy of medium scale.

– Scenario 4: Power price is increased by 5 percent, considering the public
social educations, with the implementation of education or other information
policy of medium scale.

– Scenario 5: Power price is increased by 7.5 percent, considering the public
social educations, with the implementation of education or other information
policy of major scale.

– Scenario 6: Consumers’ income remain unchanged every year.

5.3 Consumer Types

Residential energy consumption value mode was analyzed in [11] by society in-
vestigate questionnaire, and eight kinds of consumption conceptions were sum-
marized; four types of consumers were analyzed in [4]. This paper combines the
results in [4] and [11], consumer agents are clustered in four types, with respect
to their abilities to promote and comprehend saving electricity signals.
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Fig. 4. Simulation results

– Type A: Opinion leaders, 10 percent, are supposed to be environmental
aware; their ability to further lower their power consumption is generally
limited.

– Type B: Socially apathetic, 20 percent, neither promote nor comprehend
saving electricity signals and have a negative attitude about conservation.

– Type C: Opinion seekers, 30 percent, are supposed to be socially sensitive and
act as opinion followers. They can be easily influenced by families through
their social relations with opinion leaders.

– Type D: Opinion receivers, 40 percent, are the average consumers. Their
attitude is passive, as they need considerable pressure by their contacts to
start to change their habits of using-electricity.

5.4 Simulation Analysis Results

Simulation platform was fulfilled by JAVA based on MAGE [12]. Each simulation
period was supposed to be one year. The quantitative estimations obtained for
the period from 2006 to 2010 are shown in Fig. 4 in the form of personal demand
(kWh/year).

A simulation for Scenario 6 was run under the assumption of the consumers’
income being constant every year, with slow increase in power demand. Com-
pared with other scenarios, the experiment results show that the growth of in-
come is the main reason that leads to the power demand growth in China. The
comparisons between Scenario 1 and Scenario 4, Scenario 2 and Scenario 5 indi-
cate that public social education and information policy can promote consumers’
consciousness of saving electricity and make more efficient use of electricity.
Thus, through public social education, about 2 percent power consumption can
be saved per capita every year. In addition, the suitable power price policy is an
available measure to transfer information of saving electricity. The comparison
between Scenario 1 and Scenario 3 shows that if the power price is increased by
5 percent, about from 2 to 3 percent power consumption can be saved per capita
every year. The comparison between Scenario 2 and Scenario 3 shows that if
the power price is increased by 7.5 percent, about from 3 to 4 percent power
consumption can be saved per capita every year.
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6 Conclusion

In this paper, we proposed a hybrid society model and RECMAS for analyz-
ing residential power consumption. The hybrid social model extends traditional
models by integrated social influence model. RECMAS modifies the traditional
econometric models by designing a social simulation layer to capture social
responsiveness on saving electricity policies and account for social education
strategies simulation. RECMAS is designed based on multi-agent systems, where
different policy scenarios can be adopted to get the influence of power price, res-
idential incomes and public social educations on residential power consumption.
From the simulation results, we obtain that the growth of income is a main rea-
son that leads to the power demand growth in China; and public social education
and suitable power price policy can effectively promote consumers’ consciousness
of saving electricity and make more efficient use of electricity.

The superiority of RECMAS is that it supports communication and influence
between consumers in society. Every consumer communicates with its neighbors
to propagandize saving electricity policy and power price policy, change their
habits of using-electricity, and improve using-electricity efficiency according to
their society characters. RECMAS is a real residential society simulation plat-
form and can offer a policy simulation environment for decision-maker to reduce
the cost of actualizing policy.

References

1. Vringer, K., Aalbers, T., Blok, K.: Household Energy Requirement and Value Pat-
terns. Energy Policy 35, 553–566 (2007)

2. Dintchev, O.D., Calmeyer, J.E., Delport, G.J.: Efficient and Sustainable Usage
of Electricity in South Africa: the Role of the Tertiary Education Institutions.
Engineering Science and Education Journal 9, 53–59 (2000)

3. Song, W., Gu, A.L., Wu, Z.X.: Urban Residential Electricity Consumption Forecast
Model. Electric Power 39, 66–70 (2006)

4. Athanasiadis, I.N., Mentes, A.K., Mitkas, P.A., Mylopoulos, Y.A.: A Hybrid Agent-
Based Model for Residential Water Demand. Simulation 81, 175–187 (2005)

5. Weiss, G.: Multi-Agent Systems: A Modern Approach to Distributed Artificial
Intelligence. MIT Press, Cambridge (1999)

6. Lopez, A., Hernndez, C., Pajares, J.: Towards a New Experimental Socio-
Economics: Complex Behavior in Bargaining. Journal of Socio-Economics 31, 423–
429 (2002)

7. Yuan, J.H., Ding, W., Hu, Z.G.: Acritical Study of Agent-Based Computational
Economics and its Application in Research of Electricity Market Theory. Power
System Technology 29, 47–51 (2005)

8. Moholkar, A., Klinkhachorn, P., Feliachi, A.: Effects of Dynamic Pricing on Res-
idential Electricity Bill. Power Systems Conference and Exposition, IEEE PES 2,
1030–1035 (2004)

9. Zarnikau, J.: Functional Forms in Energy Demand Modeling. Energy Economics 25,
603–613 (2003)



A Hybrid Social Model for Simulating the Effects of Policies 929

10. Wooldridge, M., Jenning, N.R., Kinny, D.: The Gaia Methodology for Agent-
Oriented Analysis and Design. Autonomous Agents and Multi-Agent Systems 3,
285–312 (2000)

11. Hessing-Couvret, E., Reuling, A.: The WIN-Model, Value Systems in the Nether-
lands. TNS-NIPO, Amsterdam (2002)

12. Shi, Z.Z., Zhang, H.J., Dong, M.K.: MAGE: Multi-Agent Environment. In: ICC-
NMC 2003 (2003)



On Intelligent Interface Agents for Human

Based Computation�

F. Aznar, M. Sempere, M. Pujol, and R. Rizo

Departamento de Ciencia de la Computación e Inteligencia Artificial
Universidad de Alicante

{fidel,mireia,mar,rizo}@dccia.ua.es

Abstract. In this paper a new type of interface agent will be presented.
This agent is oriented to model systems for human based computation.
This kind of computation, that we consider a logical extension of intel-
ligent agent paradigm, emerges as valid approach for the resolution of
complex problems.

Firstly an study of the state of the art of interface agents will be re-
view. Next, human based computation will be defined and we will see
how is necessary to extend the current typology of interface agents to
model this new kind of computation. In addition, a new type of inter-
face agent, oriented to model this type of computational system, will be
presented. Finally, two of the most representative applications of human
based computation will be specified using this new typology.

1 Introduction

Knowledge and communications can be considered as two of the most important
pillars of our society. Whereas the information of digital systems increases (such
as products, services, people, maps, . . . ), the computing technologies we have
develop become, paradoxically, both the gateways to all kinds of resources and
the barriers to access them. Therefore, computers become very important in
improving our lives and are essential not only to the relatively few of us who
have the necessary skills to access to resources, but to everyone [1], [2]. More
and more, we must use very specific interfaces to carry out some communication
tasks with computers and other electronic devices.

Thinking of this problem, as early as in the decade of the 90, Kay [3] and
other authors, being based on the paradigm of intelligent agents, emphasized the
importance of an interface agent, that was going to improve the computation
as we know it today. An interface agent would allow us to advance from the
direct system manipulation to simpler interaction based on agents. This way,
the elimination of the necessity of controlling all the interface details allows
people to have more time to do another things (people will be able to obtain
others goals, that in another way would require an expert).

Instead of establishing a direct interaction with commands or a direct manip-
ulation of the interface, the user is introduced in a cooperative process where the
� This work has been financed by Generalitat Valenciana Project ARVIV/2007/071.

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 930–939, 2007.
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human agent and the interface agent start a communication, monitoring a set of
events and carrying out a group of tasks. An analogy between an interface agent
and a personal assistant can be drawn, because this agent is collaborating with
the user in the same work environment [4]. If this cooperative process between
the user and the interface agent is established in a closer way, even symbiotic,
we find a new computational paradigm: human based computation.

Human based computation can be defined as a technique that performs com-
putational problems requesting the resolution of certain steps of the problem
to humans. This approach is different from traditional computation, where a
human employs a computer to solve a problem. In this computation, a human
provides a formalized problem description to a computer and receives a solution
to interpret it. In human based computation, the roles are often reversed: the
computer asks a human (or several) to solve a problem, collecting, interpreting
and integrating all the solutions.

The importance of this computation, that makes that companies as google
(www.google.com) includes them in search engines, lies in the use of the innate
ability of humans to detect patterns in order to help computers (that are less
suitable to this task, although computers are better than humans in other tasks,
such as detecting randomness in a process, . . . ) [5].

In this paper, we will review the state of the art of current interface agents
that learn from the user, analysing their characteristics, advantages and dis-
advantages. Then, a new type of interface agent able to perform human based
computation tasks (HC), will be specified. Therefore, we will show both the
characteristics that define a human based computation process and the roles
and actors that must be present in this type of computation. Although some
applications based on HC exist, we have not found any specification or formal-
ization based on intelligent agents, being human based computation, from our
point of view, a logical extension of interface agents. Some of the most repre-
sentative applications based on human based computation will be analysed from
the point of view of interface agents. Finally conclusions and future work will be
drawn.

2 Intelligent Interface Agent Systems

An interface agent can be defined as an intelligent system which assists users
with daily computer based tasks [6]. This agent allows the user to delegate
difficult tasks with a main purpose, to reduce the workload of users by creating
personalized agents to which personal work can be delegated.

From the point of view of agents that learn from the user, three types of
interface agents exist: user programmed agents, where the user must program
the agent; agents that receive user feedback, where the interface agent is endowed
with an extensive domain model and a user model, and agents that monitor user
behaviour, which are provided with the ability to program theirself, for example,
acquiring the knowledge that they need to assist the user [4].

www.google.com
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Fig. 1. Interaction between actors in an user agent programmed

When designing this type of agents it is necessary to consider two main crite-
ria: the competence of the agents, that is, it should be specified how the agent
acquires the knowledge that needs to decide when and how to help the user; and
their trust, we should know how we can guarantee that the user feels comfortable
delegating the tasks to the agent.

The user programmed interface agents are the simplest to implement but
they are not always the most appropriate, because their operation not always
denotes intelligence. In this type of agents, end users are who directly provide
the rules and the criteria of operation of the agent. Their main problem is that
their operation depends directly on the abilities of the user to program the agent.

The operation of this type of agents is summarized in the figure 1 where the
main flows of information and the actors that are part of the environment are
shown. As can be observed, an agent is programmed by the user to help him
with the interaction with the application.

These agents do not satisfy the competence criterion since they require a lot of
knowledge and user effort. In addition, the user has to recognize the opportunity
to use the agent, to take the initiative to create it, to provide the necessary
knowledge as well as to maintain it consistent in time. Regards trust criterion,
this type of agents are not problematic because the user is who program them.

Agents that receive user feedback. These type of agents are usually created
using knowledge based systems. These agents could receive explicit feedback or
only an initial training. Their development is quite complex but they usually
show intelligent behaviours.

In figure 2 can be observed the operation of this type of agents. A knowledge
engineer must program the agent in a way that it accepts the knowledge of the
user. The agent will use this knowledge to interact with the application and to
improve the interaction of the user with the application.

Regards the competence, these agents need a lot of knowledge to be embed
into the agent. Sometimes, this agent cannot be reused in other applications.
On one hand, in the case that the agent only receives an initial training, the
knowledge of the agent is prefixed so cannot be adapted to habits or preferences
of the user. On the other hand, if the agent is programmed by an external person
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Fig. 2. Interaction between actors in an agent that receive user feedback

Fig. 3. Interaction between actors in an agent that monitor the user

the trust is reduced because, for example, the agent could have programmed a
model that the user does not know.

Agents that monitor user behaviour extract patterns from the actions of the
user or even of other users. The complexity of developing these agents is middle
and its operation should be correct in specific areas. An agent of this type needs
some knowledge of the environment to learn a correct behaviour from the user
or other users.

The operation of this type of agents can be observed in the figure 3. Both the
agent and the user interacts with the application. Nevertheless the fundamental
difference with previous approaches is that the agent monitors the interaction
between the user and the application to learn from it. This type of agents acquires
its competences from four sources of information:

– Monitoring the user while the user is interacting with the application
– With direct or indirect feedback with the user
– From examples provided by the user
– Asking to other agents that assist other users and have the same task

Agents that monitor user behaviour will be more and more competent as
they learn the user preferences. Regarding the trust, these agents will develop
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their abilities gradually. The agent will also be able to give explanations of its
reasoning and behaviour in a language close to the user.

3 Interface Agents for Human Based Computation

As we commented above, human based computation can be defined as a tech-
nique that performs computational problems requesting the resolution of certain
steps of the problem to humans. This technique is being used for years and now
it is very important due to the growth and development of information networks.
Next, we will present a new type of interface agents oriented to perform this type
of computation.

If we base on the basic characteristics of a flexible system, it is easy to realize
that an intelligent agent perfectly adapts to this kind of computation. On one
hand, it must be a social agent, that is, it must interact in an appropriate way
with other agents and humans so that it must be able to complete its problem
helping others with their tasks. On the other hand, it must be pro-active and
therefore, it must act in two ways: answer to the environment and be able to
look for the opportunity and to take the initiative when it considers appropriate.

In the classification of interface agents presented in the previous section the
agent that is adapted better to the human based computation is the agent that
monitors user behaviour. Nevertheless there are some characteristics that are
not captured in this type of agents and are necessary for a human based system:

New sources of information. In agents that monitor user behaviour the in-
formation is obtained from the interaction of the user. In human based sys-
tems, the agent can request to the user or to other agents some help to solve
a computational problem.

Deeper interaction between agents and the user. A new communication
more deeper than the feedback between agents and humans exist. In con-
trast to classic interface agents where the interface agent is considered as an
assistant of a human, in this case, both human and artificial agents must
collaborate in the same level to solve a certain problem.

Completely different agents can collaborate to each other to perform
this type of computation. Collaborative systems of interface agents are usu-
ally based on the exchange of information between agents with the same
characteristics that interact with different users [6]. In human based com-
putation can exists different agents that are able to exchange information
obtained from the users to solve a certain problem.

This way, we see the necessity to specify a new type of interface agent oriented
to human based computation.

3.1 Agents for Human Based Computation

An agent system for human based computation can be defined as a group of
intelligent agents that are organized as is shown in figure 4. These agents must
have the next characteristics:
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Fig. 4. Interaction between actors in an agent based on human computation

Request agents. There are some agents that request information to the user.
These agents form the basic process of human based computation. They
set out computational processes to human so that humans must solve them
collaborating with the system. Request agents can request information to
other agents with the same role, this way, an agent can obtain information
from several users.

Request role is not exclusive and an interface agent can develop this role,
so that, the minimum system based on human computation could have only
one agent that develop the request role.

Any agent that communicates with the user can provide the request
role and therefore it can provide valuable information about computational
problems that it has delegated to the user. The agents that act as request
could be very different from each other (in fact, the more different, more
information they will obtain from the user).

Resolution of computational problems. Request agents can ask for the in-
tervention of the user in different ways, always to solve a computational
problem that they cannot deal with. It can be an explicit request or also it
should be common to develop an agent for a different application (normally
playful) designed specifically to obtain the data needed from the user (a lot
of times the user is not conscious of this).

Interface agents. Interface agents act in the same way than the agents that
monitor user behaviour but these agents can obtain information from a new
source asking to request agents.
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It is important to highlight that the information used by request agents
is not the same that the information of other interface agents. As we com-
mented above, interface agents have the same design for a certain application
and therefore their behaviour is very similar. In contrast, request agents can
be very different and therefore they can provide more information than a
group of interface agents.

The fundamental difference between the roles of interface agents and
request agents is that interface agents make predictions, comparing new sit-
uations with older situations and they try to obtain confidence measures
of the system operation, for example, asking to other interface agents. In
contrast, the main purpose of request agents is to ask for the solution of a
computational problem and obtain and process the result of this problem.

Interface agents systems based on human computation, like agents that moni-
tor user behaviour, are gradually being more competent. Moreover, the learning
process is faster due to the fact that they can ask for more specific information
to request agents. In the same way, an agent will develop its abilities whereas
the user learns the agent operation. In this case, the agent has been designed
using data obtained from human computation, so its operation is closer to the
user, since the agent can even give explanations extracted directly from human
reasoning.

The main advantages of the use of agents based on human computation can
be summarized in the following points:

– In human computation, each agent try to solve those problems that it is able
to face up to in a better way, simplifying the resolution as well as improving
the obtained results.

– The results obtained by a lot of users are fused in order to obtain a general
conclusion that can be used for other problems or even as a base for a
general resolution model. In this paper we will not discuss the advantages of
information fusion, that can be consulted in [7], [8], [9].

– Many applications of human computation take advantage of the free time of
humans in order to perform useful operations, using this time of calculation
that a priori it is wasted.

4 Reviewing Human Based Computation Applications

In this section two of the most common applications of human based computation
will be analysed from the point of view of intelligent agents. This way we will see
how these applications can be formalized using the new type of interface agents
proposed.

4.1 Google Image Labeler

Several of the most important applications related to the field of human based
computation arise from the team directed by Luis von Ahn. For example, Phetch
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[10] is an on-line game that tries to improve the accessibility to the Web. Players
have to label a set of images that will be used to provide alternative texts. This
is very important to provide access to visual impaired people. Peekaboom [11]
is other collaborative game where a player tries to guess the image that the
opponent is hiding. The opponent only shows some parts of the image. Data
obtained by this game are used to train an artificial vision system.

In this section we will model the main interactions of the application Google
Image Labeler (http://images.google.com/imagelabeler). In this applica-
tion two people must be in agreement to assign tags, labels and keywords to
random images that come from Google Images. The more images you guess, the
more points you get. The result will be quite good if two people were able to be
in agreement, taking into account the difficulty of this problem for a computer.
This application was of a project of the research group directed by Luis von Ahn
and was licensed to Google Inc.

Fig. 5. a) Viewing Google image labeler as an agent system, b) Spam filter system
modeled with interface agents

As can be seen in the figure 5 Google Image Labeler is a playful application
that implements a request agent. This agent obtains information that will be
used in google search engine. This engine could use different interface agents that
interact with users, but by default any agent of this characteristic is provided so
the user interacts directly with the application.

Google Image Labeler is one of the most representative applications of human
based computation, that is not modelled with agent paradigm. Nevertheless, it
is a usual structure of applications for human based computation that have not
been designed with an agent oriented methodology. An application for human
based computation must have al least one request agent interacting with the user

http://images.google.com/imagelabeler
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and with the main application, as in this case. User experience can be improve
integrating an interface agent to this application. On one hand frequent questions
of the users could be learned. In addition, other users that use the same searching
patterns can be looked for to share results. Some of the improvements proposed
can be consulted in [6].

4.2 Spam Detection

Other applications that use human based computation are spam detection ap-
plications. In Spam net web site (http://www.cloudmark.com), Vipul’s Razor
web site (http://sourceforge.net/projects/razor) and in [12] each mail re-
ceived by the user is marked as spam with a specific button (if it is the case) by
the user. This way when some people mark the mail as spam, this mail will be
considered automatically spam for the rest of users.

The figure 5b shows the general interaction diagram of these applications. In
this case, some request agents that obtain information from the users and from
others agents are defined to provide a global knowledge. In addition, each request
agent shares the role of interface agent, and must collaborate with the user. To
split both roles in different agents depends on the problem to solve. Sometimes
it is relatively easy to create external applications with agents that developing
the request role will obtain the needed data for a certain tasks. Whenever it is
possible, is a good option, since it can allow to access to a bigger number of
users.

5 Conclusions

In this paper a brief state of the art of interface agents has been presented.
Based on this review a new type of interface agent, that can model human based
computation process, has been specified.

Moreover, human based computation process has been review, specifying its
most important features, and analyzing them as a logical extension of the intel-
ligent agents paradigm. Also we have showed two of the most important appli-
cations of this kind of computation, providing an agent based design, using the
proposed type of interface agent.

We see this work as a necessary basis for elaborating interface agent systems
that use human based computation. This kind of systems can use all the ad-
vantages of both, agent paradigm and human based computation. Based on the
proposed model we are now developing applications oriented to computer vision
and robotics for learning human behaviour patterns that could be useful for
computers.
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Abstract. The power of social values that helps to shape or formulate our behav-
ior patterns is not only inevitable, but also how we have surreptitiously responded
to the hidden curriculum that derives from such social values in our decision mak-
ing can be just as significant. Through a machine learning approach, we are able
to discover the agent dynamics that drives the evolution of the social groups in a
community. By doing so, we set up the problem by introducing an agent-based
hidden Markov model, in which the acts of an agent are determined by micro-
laws with unknown parameters. To solve the problem, we develop a multistage
learning process for determining the micro-laws of a community based on ob-
served set of communications between actors without the semantic contents. We
present the results of extensive experiments on synthetic data as well as some
results on real communities, e.g., Enron email and movie newsgroups.

1 Introduction

Each day, individuals from all parts of the social ramifications respond and react toward
the values they perceive from the world. In the past decades, high tech has been integrated
aggressively into our daily life. The rapid exchanges of communication between individ-
uals have gone from surfing online for information to providing information, building
individual Space / Blog as well as getting connected through various instant messaging
communities. It is apparent that online communities have become one of the influen-
tial medium to the journey of social evolution. Yet, regardless of the impact of the online
communities; the role of social value continue to play an imperative factor on the dynam-
ics of the online communities as it has been for the offline communities rapid growth,
sudden emergence or hastily dissipated due to changes of demands, needs, and values of
the existing society. Therefore, it is essential to acquire ranges of more comprehensive
and objective social factors that might have propelled the evolution of the society.

A social group is a collection of agents, or actors who share some common con-
text [1]. The dynamics of the social groups are governed by the actor dynamics actors
join groups and leave groups. An actors actions are governed by collective values that
are direct or indirect results of the social context: personal attributes, the actions of other
actors, and the social structure in the community. In summary, any reasonable model
for an agent based evolving community must necessarily involve complex interactions
between actors attributes and the social group structure itself. Therefore, the explosion
of online communities provides an ideal pasture on which to groom and test social
science theories, in particular the most natural question is: what are the micro-laws [2]

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 940–949, 2007.
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which govern a particular society? Furthermore, an efficient approach to answering this
question on a given community also yields a powerful tool for a sociologist.

Due to the growing popularity and interests of social network analysis (SNA), re-
searchers have started to use different methods to help them collect and study the struc-
ture of the social network as well as analyze the ranges / factors of social dynamics,
[3,4,5]. In this paper, We uses an agent-based hidden Markov model of a social system
to identify the appropriate micro-laws of a community (appropriate parameters in the
model) based on the set of observable communication edges between actors without se-
mantic contexts. Our approach uses a multistage learning process to reduce the learning
complexity and also the noise in the communication data. We identify the appropri-
ate micro-laws by solving a mixed optimization problem because our model combines
discrete and continuous parameters, and to avoid the resulting combinatorial explo-
sion, we appropriately approximate and optimize the objective within an expectation-
maximization setting. To test the quality of our approximations and the feasibility of
the approach, we present the results of extensive experiments on synthetic data as well
as some results on real data about Enron email and movie newsgroups.

Paper Organization. Next, we briefly give an overview of the agent-based hidden
Markov model in Sec. 2. Then, we present our approach to learning the group structure
and evolution from the observed communications and also learning the appropriate pa-
rameters of the model in Sec. 3. We, then, give experimental results on synthetic data
and real data in Sec. 4 and conclude in Sec. 5.

2 Overview of Agent-Based Hidden Markov Model

Choice

Actors’ ActionsActors and Groups
State: Properties of Decision toState

State

Normative
Action

Actors
Feedback to Process of

Actors’ ActionReal Action

StateState
update

Actor

We give a overview of the probabilistic evolving so-
cial group model ViSAGE, details of which can be
found in [6], and the communication model. The
foundation of ViSAGE is a Markov process, and the
figure on the right hand side shows the process for
each time step. There are actors, groups, the state of
the society which is defined by properties of the actors and groups. There are three kinds
of actions – join a group, leave a group, and do nothing. Based on the current state of
the society, each actor decides which action she most likely wants to execute, which is
known as the Normative Action. Nonetheless, under the influence of the present com-
munities, actions of actors are affected. After being influenced, each actor eventually
performs the Real Action. Depending on the feedbacks from actors’ Normative Action
and Real Action, properties of actors and groups are updated accordingly. We also de-
velop a communication model to produce communication networks based on the state
of the society; in which we only consider about the communication edges between ac-
tors without the semantics of the communications. Combining ViSAGE with the com-
munication model, the whole process represents a hidden Markov model (HMM).

2.1 State of the Society

Many parameters govern how actors decide whether to join or leave a group, or do
nothing, and also which group the actor desires to join or leave; i.e., parameters such
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as the group memberships, how long each actor has been in a group, the ranks of the
actors and the amount of resources available to an actor (in excess of what is currently
being used to maintain the actor’s current group memberships). Thus, the state of the
society at time t can be defined as

St = {typei, ri
t, Ri

E
t
, {Gi

l
t}l}N

i=1, (1)

where includes N actors, i = 1 · · ·N , a set of groups {Gi
l
t}l actor i joined at time t,

and the properties of actors and groups describing as follow:

Type. Each actor has a private set of attributes, which we refer to as its type. In the
model, an actor’s type simply controls the actor’s group size preferences and her
“ambition” (how quickly her rank increases in a group). There are 3 kinds of type
in the model; Leader who prefers small groups and is the most ambitious, Follower
preferring large groups and the least ambitious, and Socialite in the middle.

Rank. Each actor has a rank in each group to present the actor’s position in the group.
As actors spend more time in a group, their position in the group changes. There is
a tendency for more senior members to have a higher position than junior members.
ri

t is the set of ranks of actor i in all groups at time t.
Qualification. Each actor has a qualification to represent an actor’s prestige. It is de-

termined as the average rank of the actor among all the groups, and the rank is
weighted to give a stronger weight to ranks from larger groups. The qualification of
an actor is used for an actor to determine which group she more likely join or leave.
Similarly, each group has its qualification defined as the average qualification of
actors currently participating in the group. The higher a group’s qualification, the
more attractive it will appear to other actors looking for a group to join.

Resources. We use Ri
E as the available resources for actor i , and Ri

E depends on
how many resources an actor needs to maintain a membership in a group. In ad-
dition, the actors’ ranks and the number of groups the actor is in influences how
many resources an actor needs to maintain a membership in a group. And Ri

E also
influences what kind of action an actor can complete at next time step.

2.2 State Transitions

At each time step, every actor needs to decide on leaving one group, joining one group,
or remaining in the same groups. The decision depends on an actor’s available resources
(Ri

E). The actor will tend to join another group when she has more Ri
E ; otherwise,

the actor will tend to leave a group in order to lessen the cost needed. We call this
action as Normative action. Ideally, the actor would always choose to perform the
Normative action, since this creates a state of stability. However, we assume that the
actors sometimes make non-rational decisions, regardless of the amount of available
resources they have. An actor chooses an action she is going to perform based on a
stochastic process. After an actor has chosen which action she would like to perform,
she needs to decide which group to join or leave. The actor takes into account the
size and qualification of the group during decision making. The group can accept or
reject the actor’s application based a stochastic process, which is related to the group’s
qualification and the actor’s qualification.
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The final step of the process at each time step is to update the properties of actors and
groups. To update properties of actors and groups is based on all actors’ Normative
actions and real actions and the society reward/penalty parameters θreward. The re-
ward/penalty parameters θreward determine how to update an actor’s resources, and it
is summarized heuristically by Reward

(
action, Ri

E , θaction, θreward

)
, where θaction

indicates some parameters related to actors’ actions.

2.3 Communications

We have developed a social networks model to produce the communication links be-
tween actors without considering the semantics of the messages. The basic idea is that
the more joined groups two actors have in common, the higher probability these two
actors should communicate with each other; however, if two actors have no any joined
group in common, they still have a chance to communicate with each other. A more
general model also consider actors’ friends; if two actors are not in a same group but
they have a common friend, then there is another probability for this kind of communi-
cation. We can also consider how many levels of the friendship, e.g., friend’s friends in
common or friend’s friends’ friends in common, etc.

3 Learning Process

The common learning algorithms for solving the problems in a hidden Markov model
are like forward-backard algorithm [7], Viterbi algorithm [8], and Baum-Welch algo-
rithm [9]. The complexities of these three algorithms are the same, O(TM2), where
T is the total time steps, and M is the number of states. In our model, if there are N
actors and K groups in a society, then, in each time step, there are (2(NK)/K!) possi-
ble actors’ combinations for group structure, the term {{Gi

l
t}l}N

i=1 in (1). If we have

data for T time steps, the complexity of using the above algorithms is Ω(T × 2NK

K! ) ≈
Ω(T × 2K(N−logK)), which is exponential computation time and is very time consum-
ing. Therefore, we develop a multistage learning process. In the first stage, we find the
group structures at each time step based on the communication networks, and then we
discover the group evolution using the group structures. In the last stage, we learn from
the group evolution to identify the appreciate parameters in ViSAGE.

3.1 Learning from Communications

The challenge with real data is that the groups structure and their evolution are not
known, especially in online communities. Instead, one observes the communication
dynamics. However, the communication dynamics are indicative of the group dynamics,
since a pair of actors who are in many groups together are likely to communicate often.
One could place one more probabilistic layer on the model linking the group structure
to the communications, however, the state space for this hidden Markov model would
be prohibitive. We thus opt for a simpler approach. The first step in learning is to use
the communication dynamics to construct the set of groups.
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In our communication model, for instance, let Pg be the probability that two actors
in each same joined group would like to communicate, and Pb be the probability that
two actors having no any same joined group would like to communicate. Let i, j refer
to actors, and xij be a boolean value presenting the communication between actor i and
j. Then the problem can be define as maximizing

Prob =
∏

i,j

Pe(i, j)xij (1 − Pe)(1−xij), (2)

where Pe(i, j) =
{

Pb , if i, j /∈ same group.
1 − (1 − Pg)kij , if i, j have kij groups in common, and kij > 0.

We need to find Pb, Pg , and xij for all i, j, but any reasonable formulation of this
problem is NP-hard, and so we need some efficient heuristic for finding the clusters in
a graph that correspond to the social groups. In particular, the clusters should be al-
lowed to overlap, as is natural for social groups. This excludes most of the traditional
clustering algorithms, which partition the graph. We use the algorithms developed by
Baumes et al. [4], which efficiently find overlapping communities in a communication
graph. We consider time periods τ1, τ2, . . . , τT+1 and the corresponding communica-
tion graphs Gτ1 , . . . , Gτ2 . The time periods need not be disjoint, and infact choosing
them to overlap is preferable since there is considerable noise in the communications –
aggregation, together with ovelap smoothens the time series of communication graphs.
Given a single graph Gτt , the algorithms in [4] output a set of overlapping clusters, Dt

(a set of groups at time step t). After knowing the group structure, we get xij for all i, j,
and then we can solve the Pb and Pg maximizing (2). In this way, we can verify how
good the overlapping algorithm works with the communication model.

3.2 Learning from Group Structure

From the previous stage, we have a set of group structures Dt, t = 1 · · ·T . However,
in order to use the learning method in next stage, one needs to construct the paths of
each actor. This means we need the correspondence between groups of time step t and
t + 1, in order to determine actors’ actions. Formally, we need a matching between the
groups in Dt and Dt+1 for t = 1, . . . , T −1: for each group in Dt, we must identify the
corresponding group in Dt+1 to which it evolved. If there are more groups in Dt+1, then
some new groups arose. If there are fewer groups in Dt+1, then some of the existing
groups disappeared. In order to find this matching, we use a standard greedy algorithm.

Finding Matchings. Let X = {X1, . . . , Xn} and Y = {Y1, . . . , Yn} be two collec-
tions of sets, and we allow some of the sets in X or Y to be empty. We use the symmetric
set difference d(x, y) = 1 − |x ∩ y|/|x ∪ y| as a measure of error between two sets.
Then, we consider the complete bipartite graph on (X , Y) and would like to construct a
matching of minimum total weight, where the weight on the edge (Xi, Yj) is d(Xi, Yj).
This problem can be solved in cubic time using max-flow techniques [10]. However, for
our purposes, this is too slow, so we use a simple greedy heuristic. First find the best
match, i.e. the pair (i∗, j∗) which minimizes d(Xi, Yj) over all pairs (i, j). This pair is
removed from the sets and the process continues. An efficient implementation of this
greedy approach can be done in O(n2 log n), after d(Xi, Yj) has been computed for
each pair (i, j).
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3.3 Learning from Group Evolution

We first introduce some notation. The set of actors is A; we use i, j, k to refer to ac-
tors. The data D = {Dt}T+1

t=1 is the set of social groups at each time step, where each
Dt is a set of groups, Dt = {Gt

l}l, Gt
l ⊆ A; we use l, m, n to refer to groups. Col-

lect all the parameters which specify the model as ΘM , which includes all the pa-
rameters specific to an actor (e.g., type) and all the global parameters in the model
(e.g., θaction, θreward, θgroup). We would like to maximize the likelihood, L(ΘM ) =
Prob(D|ΘM ). We define the path of actor i, pT

i = (pi(1), . . . , pi(T )), as the set of
actions it took over the time steps t = 1, . . . , T . The actions at time t, pi(t), constitute
deciding to join, leave or stay in groups, as well as which groups were left or joined.
Given D, we can construct pT

i for every actor i, and conversely, given {pT
i }|A|

i=1, we can
reconstruct D. Therefore, we can alternatively maximize

L(ΘM ) = Prob(pT
1 , . . . ,pT

|A|‖ΘM ). (3)

It is this form of the likelihood that we manipulate. Typical ways to break up this op-
timization is to iteratively first improve the continuous parameters and then the com-
binatorial (discrete) parameters. The continuous parameters can be optimized using a
gradient based approach, which involves taking derivatives of L(ΘM ). This is gener-
ally straightforward, though tedious, and we do not dwell on the technical details. The
main problem we face is an algorithmic one, namely that typically, the number of ac-
tors, |A| is very large (thousands or tens of thousands), as is the number of time steps,
T , (hundreds). From the viewpoint of actor i, we break down ΘM into three types of
parameters: θi, the parameters specific to actor i, in particular its type and initial cap-
ital; θī, the parameters specific to other actors; and, θG, the parameters of the society,
global to all the actors. The optimization style is iterative in the following sense. Fix-
ing parameters specific to actors, one can optimize with respect to θG. Since this is a
fixed number of parameters, this process is algorithmically feasible. We now consider
optimization with respect to θi, fixing θī, θG. This is the task which is algorithmically
non-trivial, since there are Ω(|A|) such parameters.

In our model, the actors at each time step take independent actions. At time t, the
state of the society It can be summarized by the group structure, the actor ranks in each
group and the actor surplus resources. Given It, each actor acts independently at time
t. Thus, we can write

L(ΘM ) = Prob(pT−1
1 , . . . ,pT−1

|A| |ΘM ) ×
|A|�

i=1

Prob(pi(T )|ΘM , IT ). (4)

Continuing in this way, by induction,

L(ΘM) =
�

i

�

t

Prob(pi(t)|ΘM , It). (5)

The actions of ī �= i depends on θi only through It, which is a second order dependence,
therefore we ignore the second term in optimizing the parameters specific to actor i, and
take logarithm,

θ∗
i ← argmax

�

t

log Prob(pi(t)|ΘM , It). (6)

Thus the maximization over a single actor’s parameters only involves that actors path
and is a factor of |A| more efficient to compute than if we looked at all the actor paths.
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Therefore, the entire learning process can be summarized by maximizing over each
parameter successively, where to maximize over the parameters specific to an actor, we
use only that actor’s path.

4 Experiments

In our model, there are a lot of parameters which can be learned, however, here we
show the results about learning communication probabilities and actors’ type from the
synthetic data and also from real data, such as Enron email and movie newsgroups.

4.1 Results on Synthetic Data

To evaluate performance, we use an instance of the model to generate synthetic data
for training and testing. Since we know the values of parameters in the model, we can
compare the true type with the learned type to compute the accuracy. We simulate 50,
100, 150, 200 and 250 time steps of training data (averaged over 20 data sets). Each data
set was created by randomly assigning about 1/3 of the actors to each class. All others
parameters except types and distributions of group size preference were held fixed.
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Learning Communication Probabilities. The
figures at right show the results of learning
communication probabilities. When the group
structures are known, the algorithm can learn
the Pb and Pg very well (dot lines). Meanwhile,
as we apply the overlapping clustering algo-
rithms in [4] to get the group structures, the
upper figure show the learned Pb’s are not influ-
enced by different Pg’s. However, different Pb’s
have an impact on the learned Pg’s (shown at
the lower figure) because some outsiders have
been included in the group. The bottom line of
learning communication probabilities is finding
the monotonic relationship.

Learning Actors’ Type. We evaluate the
learning results from the following 3 different
algorithms (details can be found in [6]):

– Learn: The learning algorithm described in Section 3.3 with true distributions for
group size preference.

– Cluster: For each actor i, let sizei be the average size of groups actor i joined.
We cluster {sizei}|A|

i=1 into 3 groups using the standard 3-means algorithm. This
is a simple heuristic based on the observation that leaders join small groups and
followers large groups.

– EM: With unknown distributions for group size preference, we use expectation-
maximization (EM) algorithm cooperating with Learn and Cluster to learn the
actors’ type as well as the distributions for group size preference.
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The figure on the right hand side shows
the accuracy (%) of Learn, Cluster and EM
algorithms with different time steps of train-
ing data set, and for comparison, the accu-
racy of randomly assigning type is 0.33. The
results tell that the accuracy for Learn algo-
rithm is the best because it uses the true dis-
tribution of group size preference and only
need to learn the actors’ type. The Clus-
ter algorithm has the worst result because it
only considers the group size preference and
omits the interactions with other actors. The EM algorithm learn actors’ type also the
distribution of group size preference. The figure tell that the EM algorithm does im-
prove the results from the Cluster algorithm. The Cluster algorithm is only based on
the average size of groups the actor joined which can be detected from observable group
evolution data. On the other hand, the Learn and EM algorithms learn actors’ hidden
curriculum based on the interactions with other actors and the influences of the environ-
ment, which cannot be observed from the data. From the results, we also can tell when
the length of the time period of training data set increases, we obtain better results from
all algorithms. The reason is that more data points we can learn from, more accuracy of
the results we can achieve.

4.2 Results on Real Data

Our results on real data are based on communications because it is difficult to collect
data that includes the group evolution from the real world. Hence, we use the multistage
learning process and algorithms in Section 3 to learn the parameters.

Movie Newsgroup. We collected the communication data from a movie newsgroup,
which includes 1528 active actors. We apply both EM and Cluster algorithms on the
data set, and the results are shown in the table below. Based on Cluster algorithms, the

Learned Actors’ Types
Leader Socialite Follower

Number of Actor 822 550 156
Percentage 53.8% 36.0% 10.2%

Learned Actors’ Types
Leader Socialite Follower

Number of Actor 532 368 628
Percentage 34.8% 24.1% 41.1%

(a) Cluster algorithm (b) EM algorithm

majority of actors are leaders which only meant that they joined the small groups – yet,
this does not represent these actors’ preferences in group size. This result of Cluster
algorithm in which group size that actors joined proves to match the finding that was
done by hands in Butler’s social analysis in the newsgroups data [11]. However, the
result of EM algorithm shows that the number of Follower increases 30.9%, the number
of Leader decreases 19%, and the number of Socialite decreases 11.9%.

According to the research data shown as above, there is a significant difference be-
tween both results: in Butler’s finding (Cluster algorithms), it is easily for one to locate
which size of the groups an actor joined manually but it is difficult for one to detect the
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actor’s actual group size preferences, i.e., social interactions between actors can play
an influential role in the actors’ decision making. By applying EM algorithm approach,
one can not only consider the observable groups size that an actor joined but also the
social interactions between the actors. As can be seen from above data, the approach in
using EM algorithm yields similar result that shows the majority of actors would more
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likely to read news (Follower) than to post news
(Leader) in a movie newsgroup community.

The figures at the right show the learned the
communication probabilities at different time
step, Pg and Pb. A comparison from both figures
show that people in the same group communi-
cate more frequently than people in the differ-
ent group (Pb is much smaller than Pg). In addi-
tion, from the upper figure, we see two ranges of
obvious activities - more active communications
and much reduced communications.

Enron Email. By using the strategies in [12] to cleaning Enron email data set from
November 13th, 1998 to June 21st, 2002 and obtain the communication network for
154 active actors, we are able to obtain learning results of EM and Cluster. Both of
the EM and Cluster results are very similar (table shown below). The reason being

Learned Actors’ Types
Leader Socialite Follower

Number of Actor 28 50 76
Percentage 18.2% 32.5% 49.3%

Learned Actors’ Types
Leader Socialite Follower

Number of Actor 24 62 68
Percentage 15.6% 40.2% 44.2%

(a) Cluster algorithm (b) EM algorithm

that in a company, an individual’s preference is usually masked because the employees
cannot change their “jobs” as freely as their responsibilities will change accordingly.
Yet, in the movie newsgroups, actors can change groups anytime according to one’s
desire. Therefore, the communications within Enron email network are based upon the
need of work, and employees (Socialite or Follower) cannot just join a group due to the
attraction of the manager (Leader) of that group.

5 Conclusions

We have presented a parameterized agent-based hidden Markov model for learning ac-
tors’ dynamics and the micro-laws governing the society’s social group dynamics. The
benefits of the multistage learning process are to extracting different information about
the actor and the society dynamics, to reduce the learning noise, and to setup the check-
ing point for evaluating the performance of algorithms, at each learning stage. Our main
contributions are the application of efficient algorithms and heuristics toward learning
the parameters in the specific application of modeling social groups and communica-
tions. Our results on synthetic data indicate that when the model is well specified, the
learning is accurate. Since the model is sufficiently general and grounded in social sci-
ence theory, any given instance of the model can be appropriate for a given society.
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Therefore, under this stance, almost any general model of this form which is founded in
social science theory will yield outputs that can serve as productive reference to one’s
decision making or stimulating triggers to new research studies.
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Abstract. In multi-agent systems, complex and dynamic interactions often 
emerge among individual agents. The ability of each agent to learn adaptively is 
therefore important for them to survive in such changing environment. In this 
paper, we consider the effects of neighbourhood structure on the evolution of 
cooperative behaviour in the N-Player Iterated Prisoner’s Dilemma (NIPD). We 
simulate the NIPD as a bidding game on a two dimensional grid-world, where 
each agent has to bid against its neighbours based on a chosen game strategy. 
We conduct experiments with three different types of neighbourhood structures, 
namely the triangular neighbourhood structure, the rectangular neighbourhood 
structure and the random pairing structure. Our results show that cooperation 
does emerge under the triangular neighbourhood structure, but defection 
prevails under the rectangular neighbourhood structure as well as the random 
pairing structure. 

Keywords: N-player iterated prisoner’s dilemma, bidding game, game 
strategies, neighbourhood structure. 

1   Introduction 

The Iterated Prisoner’s Dilemma (IPD) game has been used extensively to study the 
evolution of cooperative behaviour over the last two decades [1-4]. However, the 
game is somewhat limited as it is only between two players. Many real world 
problems, especially the social and economic ones, often require interactions among 
various parties. As such, an extension to the IPD game which is more realistic can be 
found in the multiplayer version game called N-Player IPD (NIPD) [5-6]. 

NIPD is a collective game that involves more than two players. Each player can 
either cooperate or defect against other players, getting a reward which increases 
when there are more players cooperating. This allows the simulations of many aspects 
of the real world societies, where one can choose to help the population as a whole or 
help himself at the expense of others. 

In this paper, we consider the effects of neighbourhood structure on the evolution 
of cooperative behaviour in the NIPD game. Previous works have studied the impact 
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of the number of players [6], payoff function [7], neighbourhood size [7], history 
length [8], localisation issue [8], population structure [9], generalisation ability [6, 
10], forgiveness [11], trust [12], cultural learning [13], noise [14], etc but none has 
investigated the influence of the neighbourhood structure on the evolution of 
cooperation among players in the context of NIPD. We simulate the NIPD as a multi-
agent bidding game using a two dimensional grid-world, where each agent is required 
to bid either high or low against its neighbours based on a chosen game strategy. 
Every agent on the grid-world competes with its neighbours iteratively and gets its 
scores from their interactions. During the process, the agent looks at its neighbours’ 
scores. If no neighbour has a higher score, the agent retains its original strategy. If the 
agent has a neighbour or neighbours with higher scores, it will learn to adopt the 
strategy of the most successful neighbour. With such arrangement, an agent may 
benefit from actions of other agents whom it interacts with, and it may also take 
actions that benefit the other agents. The willingness of an agent to take actions which 
are beneficial to another agent depends strongly on its previous interactions with 
that agent. 

We introduce three different types of neighbourhood structures in which the agents 
play the bidding game, namely the triangular neighbourhood structure, the rectangular 
neighbourhood structure and the random pairing structure. We examine these 
neighbourhood structures with four agents (i.e. N = 4) playing in a group each time. 
We expect different neighbourhood structures to affect the outcome of the game 
differently. 

The rest of this paper is organised as follows: Section 2 introduces the background 
of NIPD. In Section 3, we present the methodology we use for this work. Section 4 
describes the experimental setting and results. Finally, we draw conclusion in Section 
5 and highlight potential future work. 

2   Background 

The NIPD is an extension of the conventional IPD game in which a group of N 
players, where N is greater than 2, will continuously interact with each other rather 
than only two playing against one another. According to Davis et al. [15], NIPD has 
greater generality and applicability to real life situations than IPD, as many of the real 
life problems can be represented with the NIPD paradigm in a much realistic way. 

In an NIPD game, N players make decision independently on two actions, either 
cooperate or defect, without knowing other players’ choices. Let cooperate be C and 
defect be D, each player attains the score based on the payoff functions C(c) = c/N for 
cooperation and D(c) = (c + k)/N for defection, where c is the number of cooperators 
and k is the total cost for cooperation (1 < k < N) [9]. Players are normally engaged 
with each other iteratively, competing for higher average scores. 

NIPD is also different from the IPD in the kind of strategies that players can adopt 
successfully. Various strategies that thrive in punishing the defectors in an IPD game, 
for example Tit For Tat (TFT), a very simple strategy and overall winner of both 
Axelrod’s IPD tournaments [1-2], would not necessarily be so successful in an NIPD 
game. Punishment handed out to defectors would result in unintentional punishment 
of other cooperators in the group as well, thus rendering cooperation meaningless to a 
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certain extent. This makes the NIPD game more complex and interesting than the 
IPD game. 

3   Methodology 

The main goal of our work is to examine the effects of neighbourhood structure on the 
evolution of cooperative behaviour in the NIPD game. In doing so, we construct a two 
dimensional grid-world in the form of cellular automata to simulate a multi-agent 
bidding game. Each agent has two actions of either to bid high or to bid low. Every 
agent will play the bidding game against its neighbours in a group of four (i.e. N = 4), 
and their actions will be determined by the strategy they choose. The outcome of the 
game is decided by the payoff shown in Table 1 below. 

Table 1. The payoff for our bidding game with N = 4 

Bid Results Payoff 
4 high -1 
3 high 
1 low 

1 
-3 

2 high 
2 low 

3 
-1 

1 high 
3 low 

5 
1 

4 low 3 

From Table 1 we see that bidding high is dominant for each agent, because bidding 
high always yields a better payoff than bidding low no matter how many of the other 
agents bid low. However, should all agents choose the non-dominant low bids, the 
outcome would be much better for the group as it yields a total payoff of 12, the 
highest total payoff among the overall bid results. 

3.1   The Cellular Automata Model 

Our world is implemented in the form of cellular automata on a 20 x 20 grid, within a 
C++ program to simulate agents with different strategies. The grid is formed by a two 
dimensional array with overlapping edges, which means every cell on the grid has 
eight immediate neighbouring cells, including those at the edges of the grid. Each 
agent occupies one cell on the grid, thus there are 400 agents in total in the grid-
world. Different colours are used for the cells to represent different strategies adopted 
by the agents. Each agent is designed to compete against its three immediate 
neighbours with its initial strategy. Scores are calculated continuously while the game 
is in progress, and the agents with less successful strategies will start learning the 
more successful strategies adopted by the neighbouring agents. 

We introduced three different neighbourhood structures in our experiments, 
namely the triangular neighbourhood structure, the rectangular neighbourhood 
structure and the random pairing structure. Figure 1 shows the spatial interactions 
among agents with the three different types of neighbourhood structures. It is 
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necessary to note that for random pairing structure, the interactions among agents in a 
group are not confined to the eight immediate neighbours only, but any two agents 
throughout the grid-world can be paired at random. 

 
 
 
 
 
 
 

 
Triangular neighbourhood 

structure 

 
 
 
 
 
 
 

 
Rectangular neighbourhood 

structure 

 
 
 
 
 
 
 

 
Random pairing  

structure 

Fig. 1. Three different types of neighbourhood structures 

3.2   Strategy Representation 

The game strategies that determine the agents’ moves can be represented in many 
different ways. A good representation is always important for this kind of study to 
ensure the accuracy of results. After much consideration, we have decided to adopt 
the representation developed by Yao and Darwen [6] as it is exponentially much 
shorter and easier to implement. 

Under this representation, a history of l rounds for an agent can be represented as 
the combination of the following: 

 l bits to represent the agent’s l previous bids. Here, a ‘1’ indicates a high bid, 
and a ‘0’ indicates a low bid. 

 l * log2N bits to represent the number of low bidders in the previous l rounds 
among the agent’s N-1 group members. Here, N is the group size. 

In this paper, our group size is 4. We have limited the number of previous bids in 
memory to 3 (i.e. l = 3). Therefore, based on the above representation scheme, the 
history for an agent would be 3 + 3 log24 = 9 bits long. 

For example, an agent in our bidding game could have a history as follows: 
110 11 01 10 

Here, the first 3 bits are the agent’s previous three moves. This means that the 
agent bid high in the last 2 rounds, and bid low three rounds before. The subsequent 6 
bits indicate that all its group members, i.e. N-1 = 3, bid low in the last round, one 
group member bid low in the round before last round, and two group members bid 
low three rounds ago. 

Since each history bit string is 9 bits long, there are 29 = 512 possible histories in 
our game. Due to the fact that there is no memory of previous rounds at the beginning 
of the game, the agents’ history would not be 9 bits long for the first three rounds. 
They would normally be 3 and 6 bits long at the beginning of the 2nd and 3rd rounds 
respectively. 
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As each strategy we employ in the game needs to have a response for every 
possible history, each strategy is at least 512 bits long. Depending on different 
strategies, some strategies would require a maximum of three predefined bids when 
the history is less than the required 9 bits in length. Hence, our strategies generally 
range from 512 to 515 bits in length. 

3.3   Strategy Choice 

After devising a way for the strategy representation, an initial population of agents 
with different strategies needs to be determined. It is impossible for us to include all 
the game strategies from the entire history of the IPD literature in our simulation 
experiments, therefore only twelve strategies are being chosen, some of which are 
distinctive, and some are intelligent. We present these twelve strategies in the N-
player versions. For example, an N-player version of TFT will bid low on the first 
move and then bid whatever the majority of its group members bid in the previous 
round. Table 2 summarises all the twelve strategies in N-player versions. 

We distribute the twelve strategies throughout the grid-world, with each agent 
acquiring its own initial strategy to play the bidding game. Based on the selection of 
strategies, every agent starts bidding either high or low during each interaction. 
Various colours are used to represent different strategies selected by different agents. 
When an agent learns and adopts another strategy from a more successful agent in 
order to win the game, the colour of the cell where the agent resides will change, 
reflecting the new strategy of its choice. 

Table 2. The twelve strategies in N-player versions 

Strategies Description 
All_High Bids high all the time. 
All_Low Bids low all the time. 
High_Low Takes turns to bid high and low. Bids high the first time. 
Low_High Takes turns to bid high and low. Bids low the first time. 
Per_hhl Bids in the sequence [high, high, low]. 
Per_llh Bids in the sequence [low, low, high]. 
Tit For Tat (TFT) Bids low on the first move and then bids what the majority of its 

neighbours bid in the previous round. 
Prober Begins by bidding [low, high, high]. Continues to bid high if the 

majority of the opponents bid low in the previous two rounds. 
Otherwise, plays TFT. 

Mistrust Bids high on the first move and then bids what the majority of its 
neighbours bid in the previous round. 

Pavlov Bids high on the first move and then bids low only if the 
majority of its neighbours bid the same as itself. 

TF2T Bids low from the beginning. Bids high only if the majority of 
its neighbours bid high for two consecutive rounds. 

Spiteful Bids low until the majority of its neighbours bid high, then bids 
high all the time. 
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4   Experiments and Results 

In this section, we present experiments undertaken and discuss the corresponding 
results based on the twelve strategies described in the previous section. As our 
objective is to examine the effects of the neighbourhood structure on the evolution of 
cooperative behaviour in the bidding game, three separate sets of experiments are 
conducted on the different types of neighbourhood structures. For all our experiments, 
we use the population size of 400 agents in which all the agents are inhibited on a 20 
x 20 grid-world. The twelve strategies selected are randomly distributed among the 
agents, as evenly as possible, in the beginning of the experiments (see Figure 2). All 
the experiments are designed for all agents to play against one another iteratively with 
a group size of four for 200 generations. In every generation, each agent evaluates its 
neighbours’ average scores. If no neighbour has a higher average score, the agent 
retains its original strategy. If the agent has a neighbour or neighbours with higher 
average scores, it will learn to adopt the strategy of the most successful neighbour. 
Scoring in the game is based on the payoff mentioned in Table 1. 

It is necessary to highlight here that the average scores are used to evaluate the 
agents’ performance rather than individual scores. This is because individual score 
only tells us how well an agent is doing as an individual, but average score tells us 
how well it is doing in its group. Individual scores may be used in an IPD game but 
are not so suitable for an NIPD game. 

 

Fig. 2. Initial distribution of the twelve strategies in the beginning of the experiment 

4.1   Experimental Results on Triangular Neighbourhood Structure 

We have shown earlier in Figure 1 that in the triangular neighbourhood structure, 
each agent has three group members with whom it interacts, one immediately above 
itself, one to its left and another to its right. Meanwhile, the agent’s group members 
will also have other different groups associating to them. This allows overlapping 
between different groups of agents during the game. 
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In our first experiment with the triangular neighbourhood structure, we saw that 
All_Low and strategies that reciprocate against the opponents were dominant. Non-
cooperative strategies like All_High, Per_hhl, etc disappeared early in the game. This 
means that the agents are preferring cooperation over defection under this 
neighbourhood structure. From Figure 3 we observed that even though there were 
equal or near equal amount of cooperators and defectors in the beginning, almost all 
the agents were cooperating after 20-30 generations. In most cases, there would be no 
defectors left at that point. 

We believe that the emergence of cooperation via the triangular neighbourhood 
structure is due to the ability of the agents to reciprocate cooperation and retaliate 
against defection. Owing to the overlapping nature of the structure, every agent who 
is interacting with its own group members is also a member of the groups of its 
neighbours to the left and the right. This means that the agent can indirectly influence 
the average group scores of two of its neighbours, thus significantly increases the 
agent’s bargaining power against its group members, thereby leading to cooperation. 

 

Fig. 3. The number of cooperators (green) vs. defectors (red) in triangular neighbourhood 
structure 

4.2   Experimental Results on Rectangular Neighbourhood Structure 

In the case of the rectangular neighbourhood structure, each agent has one group 
member to its right, one below itself and another one diagonally below it to the right. 
As with the triangular structure, the group of the agent and the groups of its 
neighbours are overlapping. However, unlike the triangular structure, the agent itself 
does not belong to any of the groups of its neighbours. 

In our second experiment with the rectangular neighbourhood structure, we noticed 
that Per_hhl and strategies that tend to follow their opponents did significantly well. 
Cooperative strategies mostly disappeared early in the game, and even All_High was 
not doing so well. Although most of the agents were bidding high regularly, they 
occasionally bid low as well. Only at a few instances was All_High more dominant 
than other strategies. Even in those instances there was always a strong presence of 
strategies which would bid low occasionally like Per_hhl, high_low, etc. The graph in  
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Figure 4 evidenced this fact that even though most of the agents were bidding high 
customarily, there were always some agents who were bidding low. In a few cases, 
the population of cooperators was as high as one fourth of the entire population. 

 

Fig. 4. The number of cooperators (green) vs. defectors (red) in rectangular neighbourhood 
structure 

The result with rectangular neighbourhood structure is rather sluggish as compared 
to the triangular neighbourhood structure. Nevertheless, defective behaviour is 
favoured as the agents do not have much chance of retaliating against defectors. This 
minimises the impact of the significance given to the group rationality, allowing 
agents to promote their own interests. Still, the emphasis given to group interests in 
the game ensures that a small percentage of cooperators always existed. The 
cooperators, though their individual scoring is being hurt by the defectors, would not 
look to defect because their groups are doing as well as others in most cases. They 
cannot induce cooperation, though, because they lack the power to retaliate. The 
defectors, on the other hand, keep on defecting, without any fear of retaliation. 

4.3   Experimental Results on Random Pairing Structure 

In random pairing structure, each agent’s group members are selected randomly from 
the population. The groups would change dynamically after each generation is played. 
In comparison with the triangular and rectangular structures, where each agent is a 
member of four overlapping groups, the random pairing allows an agent to be selected 
in a maximum of four groups. Due to the random pairing nature, the chances that there 
is overlap between the agent’s group and the groups of its group members are minimal. 

In our third experiment with the random pairing structure, we observed that 
defection was rampant among the population from very early in the game. The grid 
would normally show no changes in the agents’ strategies after about 20-30 
generations. All the cooperative strategies vanished before they could reach the 30th 
generation. All_High was quite dominant along with the likes of TFT, Mistrust, 
Spiteful, etc. All the latter strategies were second best to All_High in no particular 
order. The strength of their performance was also arbitrary. Figure 5 shows the result 
where, by around 30 generations onwards, there were literally no more cooperators 
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left in the game. Since all the agents were defecting and getting similar scores, there 
was no need for a strategy change. 

 

Fig. 5. The number of cooperators (green) vs. defectors (red) in random pairing structure 

It is easy to see why defection is so dominant in the case of random pairing. Due to 
the randomly pitted interactions, anonymity is often guaranteed as the chances of the 
same group members meeting one another again are extremely small. As there is no 
fear of reciprocation or retaliation, there is little pressure for cooperative behaviour. 
This result concurs with Ishibuchi and Namikawa [16] who used a similar random 
pairing scheme in their studies on evolving IPD game strategies under structured 
demes. They demonstrated that the evolution of reciprocal strategies is very difficult 
to achieve when opponents are selected randomly. 

5   Conclusion 

In this paper, we investigated the effects of three different neighbourhood structures 
on the emergence of cooperation in a multi-agent bidding game. Our experimental 
results demonstrated that agents need to have the ability to punish defection in order 
to induce cooperation from a population with numerous defectors. This occurs in 
overlapping neighbourhoods in which one agent is at a center of one neighbourhood, 
and at a fringe of another. In this way the behaviour of each agent influences more 
than one neighbourhood, and results in higher memory of the system and higher 
cooperation. That is why cooperation emerges in the triangular neighbourhood 
structure but not in the rectangular and the random pairing neighbourhood structures. 
We also showed that without the fear of being retaliated against, defectors and players 
with opportunistic strategies would make use of the cooperators around them only to 
forward their self-interests. 

In our current work the agents are limited to choosing only from a fixed set of 
strategies and they lack the ability to alter their strategies. However, alteration rather 
than complete abandonment of their strategies would be closer to the rules of nature 
and reality. Therefore, the future work will involve the use of co-evolutionary 
learning within the population. This would enable us to see whether or not co-
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evolution can induce the emergence of cooperation in less favourable neighbourhood 
structures such as the rectangular or random pairing. 
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claudio.cubillos@ucv.cl, sandra.gaete@gmail.com

Abstract. The present work continues a longer research in the field of
flexible transportation services and the design of an agent system devoted
to the planning, scheduling and control of trips under such a domain.
In particular, this paper focuses in the design and development of the
interface agents present in the system by following an agent development
methodology named PASSI. The interface agent devoted to interaction
with the customers is explained in detail and its prototype is shown.

1 Introduction

In the last two decades, the mobility needs of European citizens have radically
changed. The need to cover more diffuse travel patterns, varying periods of low
demand, city-peripheral journeys, as well as commuting trips has leveraged the
need of Demand-Responsive Transport services (DRTS) in which routes, depar-
ture times, vehicles and even operators, can be matched to the identified demand
allows a more user-oriented and cost effective approach to service provision.

Software agents are defined as autonomous entities capable of flexible behavior
denoted by reactiveness, pro-activeness and social ability [1]. Multiagent systems
(MAS) consist of diverse agents that communicate and coordinate generating
synergy to pursue a common goal. In this context the present work describes the
design of a multiagent system using the agent development methodology called
PASSI [2] for modeling a passenger transportation under a flexible approach. In
this way, it gives continuity to our past research [3] [4] on heuristics for solving
scheduling of passenger trips. In particular the paper focuses in describing the
design of the interface agents for the main actors; Customer and Driver, for then
detailing the interface agent prototype devoted to Customers.

The paper scope moves toward the design description of interface agents using
PASSI withing the context of a complete system. Although literature is plenty
of agent systems, agent software engineering (AOSE) is less common. In the
particular case of PASSI, finding complete designs in addition to the examples
developed by the own creators is not an easy task. Furthermore, a practical
design with PASSI devoted to interface agents, showing how interface events are
tackled and mapped in terns of tasks, roles, the granularity required, etc. is not
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present in literature (at least at the best of our knowledge). Therefore our aim
is to somehow cover this lack.

2 Related Work

The research on Multi-Agent Systems (MAS) has deserved an increasing interest
in the Intelligent Transportation Systems (ITS) domain. One ITS area of MAS
development has been Urban Traffic Control (UTC) systems. In 2000, Ou [6]
presented a UTC, which adopted MAS technology based on recursive modeling
method (RMM) and Bayesian learning. Ferreira et al. [7] presented a multi-agent
decentralized strategy where each agent was in charge of managing the signals
of an intersection and optimized an index based on its local state and ”opinions”
coming from adjacent agents.

In the Advanced Transportation Information System (ATIS) field, Kase and
Hattori [8] proposed the InfoMirror application that provides agent-based infor-
mation assistance to drivers through car navigation systems or on-board PCs.
Adorni [9] presented a distributing route guidance system, which allowed dy-
namic route searching using the coordination capabilities of MAS. Bus-holding
control tackles the coordination of multiple lines of fixed-route buses and the dif-
ferent stops, seeking the global optimality. In 2001, Jiamin et al. [10] proposed a
distributed bus-holding control approach in which a MAS negotiation between a
Bus Agent and a Stop Agent was conducted based on marginal cost calculations.

3 Flexible Public Transport Services

Demand Responsive Transport (DRT) services aim to meet the needs of differ-
ent users for additional transport supply. The use of flexible transport services,
where routes, departure times, vehicles and even operators, can be matched to
the identified demand allows a more user-oriented and cost effective approach
to service provision. The adaptation of the transport services to match actual
demand enables cost savings to the operators, society and passengers.

DRT can be seen as an element of a larger intermodal service chain, providing
local mobility and complementary to other conventional forms of transportation
(e.g. regular buses and trams, regional trains). In this context, DRT provides
a range of Intermediate Transport solutions, filling the gap between traditional
public bus services and individual taxis.

The final DRT service can be offered through a range of vehicles including
regular service bus, mini-bus, maxi-vans, buses and vans adapted for special
needs and regular cars. The use of each vehicle type depends on the transport
service to offer, the covered area and the target users.

4 PASSI Methodology

The Process for Agent Societies Specification and Implementation (PASSI) is
a step-by-step methodology for designing and developing multi-agent societies.
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PASSI integrates design models and concepts from both OO software engineering
and artificial intelligence approaches using the UML notation. The design process
with PASSI is supported by PTK (PASSI Toolkit [16]) to be used as an add-in
for Rational Rose.

The PASSI methodology is made up of five models containing twelve steps
in the process of building multi-agent. The models are: System Requirements
Model, Agent Society Model, Agent Implementation Model, Code Model and
Deployment Model. Because of space restrictions, the present work will focus in
the first model. Please refer to [2] for a more detailed description on the whole
PASSI methodology.

The System Requirements Model corresponds to an anthropomorphic model
of the system requirements in terms of agency and purpose. It involves 4 steps:
1) a Domain Description (D.D.), which provides a functional description of the
system using conventional use-case diagrams, 2) an Agent Identification (A.Id.),
leveraging the separation of responsibility concerns into agents, represented as
UML packages, 3) a Role Identification (R.Id.), consisting in use of sequence
diagrams to explore each agent’s responsibilities through role-specific scenarios
and 4) a Task Specification (T.Sp.), detailing through activity diagrams the
capabilities of each agent.

5 The Agent-Based Transportation System

As stated before, the agent system was designed following the PASSI methodol-
ogy, making use the PTK (Passi Toolkit) add-on for Rational Rose to develop the
different models. The system prototype was implemented over the Jade Agent
Platform[11], which provides a full environment for agents to work. In the fol-
lowing the general architecture will be explained for then detailing the interface
agents in the next sections. For a more detailed description on the agent archi-
tecture and the planning & scheduling mechanism please refer to [5] and [3].

As outlined in the PASSI section, the methodology starts capturing the sys-
tem’s requirements through use cases, for then grouping them together to con-
form the agents. The diagram in Figure 1 shows part of the use cases and agents
involved in the system. Due to space restrictions some of the supporting agents
are expressed as actors.

The Client is an interface agent with a GUI. Providing the connection be-
tween the end user (Customer) and the transportation system. Through it, the
Customer can request a trip by giving a description of the desired transporta-
tion service through a Trip Request Profile. In addition, through a Client Profile
it is possible to create and manage personalized services profiles with diverse
characteristics and preferences common to the different trips requested by the
user.

After a service has been contracted, the Customer can also communicate
events to the system (e.g. a delay, a change on the agreed service, or simply can-
cel). In a similar way, the system can communicate with the Customer, informing
him about any eventuality that may happen (e.g. a traffic jam or vehicle break
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Fig. 1. Portion of the Agents’ Identification Diagram

down) which may imply a delay or change in the service to be provided. This
agent will be further detailed in the next section. The Trip-Request agent acts as
a proxy, representing the Customer in the process of contracting a transporta-
tion service. In fact, the trip-request agent is involved in all the interaction of
the Customer (through the interface agent) with the transportation system. Its
activities regard the management of the client transportation requests, including
any negotiation or selection of proposals coming from the Planner, together with
processing any events generated by the Customer or by the system. As residing
on a device with more processing power (such as a PC), this agent may have
diverse degrees of autonomy for taking decisions on the trip proposal to choose
and how to react when faced to eventualities.
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The Vehicle is also an interface agent (with a GUI) in charge of providing
a monitoring of the route-schedule planned for the vehicle. In addition, it can
inform the Driver about any changes to the initial schedule and can be used by
him to inform any eventuality (e.g client no show, delay, detour, etc) that may
happen regarding the trip and the customers. In particular its interface has been
designed to work on-board the vehicle through a touch screen.

The Schedule agent is the one in charge of managing the trip plan (work-
schedule) of the vehicle. In addition, the agent is also responsible of making
trip proposals upon Planner request and in case of winning will have to update
its actual plan to include the new trip. Upon changes (due to vehicle or client
events) informed either by the Vehicle or the Planner agent, the Schedule agent
will update the plan and reschedule the remaining requests.

Finally, the Planner agent processes all the customers’ requests coming through
their Trip-request agents. It initiates a contract-net (CNP) [17] with the Schedule
agents and manages all the arrived proposals. It is also in charge of managing
events that may affect the trip services already contracted and scheduled.

The rest of the actors correspond to supporting-service agents or systems that
interact with the diverse agents already detailed, such as the broker, responsible
for the initial service matching, the map, providing times and distances, and
the payment, responsible for a secure and reliable payment transaction, among
others.

5.1 The Agent Interaction

In PASSI the agent interaction is modeled through sequence diagrams that show
the diverse scenarios in which agents communicate. The following Figure 2 shows
part of the scenario in which a Customer requests a trip service. Each object
in the diagram is described following the 〈role〉 : 〈agent〉 convention. Therefore,
this scenario involves the Customer, Map and Broker actors plus the Client,
Trip-request, Planner and Schedule agents.

The scenario starts with the Customer initiating the request of a trip through
the client interface by clicking in the top menu. The Customer fills-in the infor-
mation requested in the form and the interface stores a corresponding Request
Profile. Then, the Trip Request Generator role of the Client generates the Trip-
request agent providing the Request Profile as argument. This agent initiates the
request with the Planner through its Client Requests Manager role. The Planner
receives the request and queries the Broker for registered vehicles fulfilling the
Request Profile. The Broker returns a list of possible vehicles and the Planner
starts analyzing the alternatives through its Proposals Manager role. In fact,
this role performs the Manager activities of the Contract-Net protocol. Then, it
initiates a call for proposals to the corresponding Schedule agents according to
the vehicles’ list.

The Schedule agent encapsulates the underlying optimization algorithm for
scheduling the trips of the vehicle. In our implementation Schedule agents im-
plement a distributed version of a well known greedy insertion algorithm called
ADARTW (Please refer to [3] for further details).
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Fig. 2. Roles Identification: Part of the ”Customer Requests a Trip Service” scenario
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The Proposals Generator role of the Schedule agent analyzes the Request
Profile, first by requesting the Map for the coordinates of the pickup and delivery
addresses and some paths and distances to evaluate incorporation alternatives to
the actual schedule of the vehicle. The Schedule agent turns back a valid proposal
or a refuse performative. The Planner waits for proposals until a deadline or until
receiving all answers back, asking the Trip-request to evaluate the proposals. The
Proposals Negotiator role of the Trip-request will process the alternatives and
depending on its degree of autonomy, can decide on behalf of the Customer or
can report the list of proposals to the Client agent for the Customer to choose.

6 The Client Agent

As stated before, the Client is an interface agent devoted to the Customer-System
interaction. In principle, this trip-client assistant may reside on diverse devices
(e.g PC, PDA, mobile phone) in order to allow a more flexible and pervasive
access to the transportation system. In our prototype, has been developed a
Client agent for PC, remaining the versions for more restricted devices as future
work. In this sense, it is important to highlight that all the complex processing
or decision-making (if delegated by the Customer) has been attached to the
Trip-request agent in order to lightweight the Client (the interface agent).

In the following Figure 3 a screenshot of the Client agent GUI is shown, de-
tailing the tab that appears when initiating the request of a trip. In the ”Request
Data” area, on the left, is asked all the information necessary to detail a transport
service request under the demand-responsive considered scenario. This regards
the date, the pickup and delivery points (addresses), the corresponding times
and other specific information such as the required seats and diverse vehicle
characteristics.

It is important to mention that all the concepts involved in the specification
of the services make part of a Domain Ontology specific for this transportation
domain (for further details on the ontology please refer to [5]).

On the right hand, the available transport services are deployed, showing
for each selected service the covered area in terms of street intersections. The
services’ list can be imported from the system (on line) or from a local file. At
the bottom, the Customer can send the trip request and save the services’ list.

The PASSI methodology used for the modeling considers a Task Specification
step. In this activity the scope is to focus on each agents behavior, decomposing it
into tasks which usually capture some functionality that conforms a logical unit
of work. Therefore for each agent an activity diagram is developed, containing
what that agent is capable of along the diverse roles it performs. In general terms,
an agent will be requiring one task for handling each incoming and outgoing
message.

In the following Figure 4 a portion of the Task Specification Model for the
Client Agent is depicted. The diagram shows six tasks that constitute the main
Client agent capabilities devoted to the process of requesting a transporta-
tion service. The SendQueryAvailableService task handles the request from the
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Fig. 3. Client agent GUI showing the ”Request Data” tab in the ”Request Trip” menu

Fig. 4. Part of the Task Specification for the Client Agent, showing the flow of tasks
involved in the trip request processing

Customer to search for available services and triggers the ManageClientQuery
task of the Trip-Request agent which is in charge of requesting the Broker for
possible transportations services available. These are returned by the SendAc-
tualAvailableService task of the Trip-request and is received by the Receivin-
gAvailableService task of the Client which processes and decodes the ACL
message and forwards the services’ list to the ShowAvailableService task re-
sponsible for displaying the list in the proper form.
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The Customer, when making a trip Request Profile (see Figure 3), can browse
on the available services (after loading them) in the right-hand area calling to
the ShowAvailableService task or can send the request (by pressing the button)
after filling the left-hand information, calling the SendTripRequest task. This
Client’s task is responsible for sending the Request Profile to the Trip-Request,
being handled by its ManageClientQuery task, which on its turn will forward
the request to the Planner.

As explained in the ”Customer Requests a Trip Service” scenario of sec-
tion 5.1, the Trip-request agent will receive from the Planner the trip proposals
coming from the different vehicles’ Schedule agents and its SendTripProposals
task will send them to the Client. On its turn, the Client will receive and handle
the proposals through its ShowTripProposals task, also responsible for display-
ing them on an appropriate form. Finally, the Customer will be able to select
the best alternative calling to the SendChosenProposal task of the Client.

7 Conclusions

The design of an agent system devoted to passenger transportation under a
demand-responsive approach was described. The PASSI methodology used al-
lowed an appropriate level of specification along its diverse phases. The present
work focused in the specification of the interface agents for the main actors
involved with the system: Customers and Drivers. The Client interface Agent
prototype was detailed providing an in-depth example of agent design & im-
plementation using the AOSE PASSI. Future work considers enable the system
openness with the implementation of a high-level communication mechanism in
order to provide a dynamic participation in such a system.
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Abstract. The paper deals with power system topology verification, being an 
important problem in real-time power system modeling. In the paper, 
the approach with use of multi-agent system is proposed. At the beginning, 
benefits from utilization of the agent technology are presented. Then, 
a theoretical background for the power system topology verification is 
described. Next, multi-agent system for topology verification and functions 
of particular agents are characterized. At the end, features of the presented 
approach to power system topology verification are summed up. 

Keywords: Power System, Power System Topology, Multi-Agent System. 

1   Introduction 

Advances in computer technology (in the field of the hardware and software), 
telecommunication, and electric power engineering give new possibilities for control 
and management of power systems. On the other hand the power system control 
in a more and more demanding environment becomes more and more complex. 
The required attributes of the modern control and management of power systems are 
scalability, openness, flexibility and conformance to industry standards. Now, 
achievement of the solution, which has such attributes, seems to be easier, using 
(among other things) intelligent agents and multi-agent systems. The advantages of 
the Agent Technology (AT) from the view point of their utilization for solving 
problems of the mentioned control and management are underlined in many papers 
[1] - [5]. The following features of AT are especially interesting: 

− AT can be effectively used to solve complex (distributed) problems,  
− agents are loosely coupled, 
− agents can communicate via messaging rather than by procedure calls,  
− new functions can easily be added to an agent-based system by creating a new 

agent, which will then make its capabilities available to others, 
− agents can be stopped without affecting the integrity of the other agents in the 

system 
− AT permits the easy integration of data capture, data processing, and intelligent 

system interpretation processes, 
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− the management of data, information and interpretation can be devolved 
to individual agents, permitting dynamic and automatic decision making regarding 
which interpretation algorithms should be used, 

− the data interpretation functions can be distributed, removing the need 
for wholesale data transmission, 

− agents can ultimately reduce operator errors and improve control performance by 
responding to problems faster than a human operator. 

AT is one of the recent developments in the field of distributed artificial 
intelligence. There is relatively small number of papers showing application of this 
technology to solving problems related to real-time power system modeling (power-
system state estimation) [1], [2], [6], [7]. One of such problems is the problem of 
power system Topology Errors (TEs) and the problem of the Power System Topology 
Verification (PSTV). PSTV, i.e. proving or disproving the correctness of a power 
system topology model, is an important problem when a real-time power system 
model is built. The topology model, being a description of the physical connections in 
a power system, is essential part of a power system model. Only in [6] the problem of 
PSTV is considered.  

The focus of the paper is utilization of AT for PSTV from the functional view-
point. In the paper, other than in [6], an essential element of approach for PSTV is 
utilization of knowledge on a topology model which is contained in the relationships 
among measured quantities in a power system. Utilization of AT permits realization 
of a distributed PSTV. Results of such PSTV can be accessed locally by different 
applications. 

2   The Theoretical Background of the Approach  

2.1   A Power System Model  

The considered approach assumes utilization of a bus/node power system model. In 
the model, nodes and branches are distinguished. The model nodes represent electrical 
nodes in a power system. The model branches represent connections between suitable 
electrical nodes in a power system, i.e. power lines, transformers etc.  

The assumption is made that every branch in a power network is modeled as the 
π-equivalent circuit (Fig. 1). It is assumed that there is an accessible credible 
measurement data set of such quantities as active and reactive power flows at the ends 
of each branch, power injections, loads and voltage magnitudes at each node.  

2.2   Utilized Relationships  

A power system is described by: 

− relationships among active and also reactive power flows for nodes: 

∑
∈

=
k

Ii
ki

P 0 , 0=∑
∈

k
Ii

ki
Q , (1) 

where: k – a number of the considered node; i – a number of the node which is 
connected with the node k by a branch; Ik – the set of nodes connected with the 
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node k; Pki, Qki – respectively active and reactive power flows at the node k in the 
branch connecting the nodes k and i;  

− relationships among active and reactive power flows and also voltage magnitudes 
at the ends of branches: 
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where: k, l –numbers of the nodes between which there is the considered branch; 
Vk, Vl –voltage magnitudes at the nodes k and l respectively; Rkl, Xkl, Bkl –
 parameters of the π model of the branch.  

The relationships (1) result from the Kirchhoff's Current Law. The relationships 
(2), (3) are a result of applications of the Kirchhoff's and Ohm's Laws for a branch. 

2.3   A Classical Approach to Power System Analyses 

If a node or a branch is not included in a power system model, then the appropriate 
measurement data related to this node or to this branch are not taken into account. 
In such a case the relationships (1) for the mentioned node or the relationships (2), (3) 
for the mentioned branch are not considered. 

2.4   The Utilized Idea of Power System Analyses 

In this paper, relationships for all possible nodes and all possible connections among 
these nodes are considered in all possible cases of network connectivity.  

Vl Yk Yl 

Zkl 

Vk 

Pkl, Qkl
 

 k l  
Plk, Qlk

 

 

Fig. 1. The assumed π model of the branch. Zkl = Rkl + j Xkl, Yk = jBkl, Yl = jBlk, Bkl = Blk = B.  
B is a half of the capacitive susceptance of the branch. 

If a node is not included in the power system model, then for testing the 
relationships (1) the assumption is made that all active and reactive power flows at the 
considered node are equal to zero. If the considered node occurs in a power system 
and also occurs in the topology model of the power system then there are taken into 
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account measurement data of active and reactive power flows at the ends of the 
branches which enter or which could enter the node. 

If the branch between the nodes k and l (the branch k-l) is not included in the power 
system model then for the terminal nodes of the branch 

,,
lkPlklPk

PWPW −=−=  ,,
lkQlklQk

QWQW −=−=  (4) 

where 

∑
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xiPx

PW , ∑
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xiQx

QW , (5) 

x ∈ {k, l}. 
For the considered branch, substituting in the relationships (2), (3) the power flows 

Pkl, Plk, Qkl, Qlk with the values -WPk, -WPl, -WQk, -WQl respectively, we have 
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If in a real power system the branch k-l is in operation, but it is not included in the 
topology model i.e. the branch is incorrectly modeled (the exclusion error), and power 
flows in this branch are not equal to zero then 

,0,0 ≠≠
PlPk

WW  ,0,0 ≠≠
QlQk

WW  0=
Pkl

W , 0=
Qkl

W . (8) 

If in a real power system the branch k-l is out of operation and it is included in the 
topology model (the branch is incorrectly modeled – the inclusion error) or the 
considered branch is correctly modeled then 

,0,0 ==
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WW  ,0,0 ==
QlQk
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In the assumed approach the so-called unbalance indices for nodes and branches 
are introduced. The idea of such indices is described in [8]. In the presented approach, 
for nodes these indices (the indices WPx, WQx x – a number of a node) are defined as in 
[8], i.e. with use of the formulae (5), for branches - with use of the following 
formulae: 
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Using the mentioned indices, one can investigate the relationships among the 
measured quantities for branches independently of their inclusion into the power system 
topology model or exclusion from this model. It should be stressed that the behavior of 
unbalance indices for active power and for reactive power is the same for the same TE.  

Unbalance indices create characteristic sets of values for different cases 
of modeling a power system. If the topology model is correct and there are no errors 
burdening measurement data then all the unbalance indices for nodes and branches 
are equal to zero. The same situation is in a case of the inclusion error.  

The case in which: 

− the unbalance indices for the distinguished node k and for each node connected 
with the node k by a branch are equal to zero,  

− the unbalance indices for each branch incident to the node k are equal to zero,  

is further called Case 0. 
In a case of the exclusion error one can observe: 

− the unbalance indices for terminal nodes of the branch, which is excluded from the 
topology model, are considerably different from zero,  

− the unbalance indices for the considered branch (i.e. the branch k-l) are equal to 
zero,  

− absolute values of the unbalance indices for each branch, being incident to the 
mentioned terminal nodes and not being the branch k-l, are especially large, 

− values of the unbalance indices for each node, which is connected with the node k 
or with the node l by a branch (other than branch k-l), are equal to zero.  

The case in which: 

− the unbalance indices for the distinguished node k and for the node l, which in a 
power network can be connected with the node k by a branch (i.e. by the branch  
k-l), are considerably different from zero,  

− the unbalance indices for the branch k-l are equal to zero,  
− absolute values of the unbalance indices for each branch, that is incident to the 

node k and is not the branch k-l, have especially large values, 
− absolute values of the unbalance indices for each node, which is connected with the 

node k by a branch and is not the node l, are equal to zero, 

is further called Case 1. 
Analyzing unbalance indices for nodes and branches one can observe that 

the exclusion error of the branch k-l has no influence on:  
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− unbalance indices for nodes, that are 
not terminal nodes of the branch k-l,  

− unbalance indices for branches, that 
are not incident to terminal nodes of 
the branch k-l.  

This observation shows existence of 
the local effect of TE. In this situation 
one can conclude about correctness of 
modeling the distinguished branch k-l on 
the basis of investigations of unbalance 
indices for certain areas of the power 
network: k

lk
A

−
, l

lk
A

−
.  

The area x

lk
A

−
 x ∈ {k, l} comprises:  

− the node x,  
− the branch k-l and all other branches 

incident to the node x,  
− all nodes which are connected with the node x by the earlier-mentioned branches.  

The analysis of unbalance indices is relatively simple in the case of a single TE and 
when impact of errors burdening measurement data is not considered. In real cases, 
existence of multiple TEs and errors burdening measurement data should be taken 
into account. In such cases, the problem of PSTV is a complex problem. PSTV can be 
treated as a problem of pattern recognition and then ANNs can be utilized for solution 
of this problem, e.g. as it was presented in [9]. 

3   A Description of the Approach  

Process of PSTV consists of many processes, which are not independent. Each 
distinguished process is performed by an intelligent agent. There are two types of 
agents. There are agents related to nodes (the node agents) and agents related to 
branches (the branch agents). The agents related to nodes are denoted by  

Nj j = 1, 2, ..., n, where j – the number of a node, and the agents related to branches 
are denoted by Bj-i i, j = 1, 2, ..., n i ≠ j, where i, j – the numbers of terminal nodes of a 
branch. Relationships among agents are shown in Fig. 2 and Fig. 3. The agent Nk 
k ∈ {1, 2, ..., n} co-operates with:  

− each agent Ni1 i1 ∈ Ik, i.e. with each agent related to the node which is connected or 
can be connected (when in the power system topology model there is not a 
connection) with the node Nk by a branch,  

− each agent Bk-i1 i1 ∈ Ik, i.e. with each agent related to the branch which connects or 
can connects the node k with the node i1. 

3.1   The Node Agents  

Each of the node agents realizes functions: FN1, FN2, FN3, FN4 (Fig. 4). It observes its 
environment (a substation), more exactly, measurement data of active and reactive  
 

Ni1 Nk 
Ni3 

Nink 

Ni2 

Fig. 2. Co-operation among the node 
agents 



976 K. Wilkosz 

Bk-i1 

Nk 
Bk-i3 

Bk-ink 

Bk-i2 

environment 

measurement data 

the PSTV decision for the branch k-i3 

the PSTV decision for the branch k-i1 

the PSTV decision for the branch k-i2 

the PSTV decision for the branch k-ink 

 

Fig. 3. Co-operation between the node agent Nk and the branch agents Bk-x x =i1, i2, ..., ink 

power flows at the ends of branches and voltage magnitudes at the buses. When there 
is any change of measurement data the appropriate node agent starts its action. The 
aim of this action is to take local decisions on correctness of modeling of branches 
entering the node with which the node agent is related.  

The possible decisions are as follows: Dc – the branch is correctly modeled,  
Db – the branch is incorrectly modeled (there is TE), D0 – there is no basis for taking 
decision Dc or Db. Information on these decisions is sent to the appropriate branch 
agents.  

Information is exchanged among node agents with use of data sets. These are:  

DSNkx – the data set created by the node agent Nk and addressed to the node agent Nx. 
The set contains the unbalance indices: WPk, WQk and the data informing the node 
agent Nx about a request of sending the unbalance indices: WPx, WQx to the node 
agent Nk. 

DSNkxR - the data set, created by the node agent Nx, with the unbalance indices: WPx, 
WQx and addressed to the node agent Nk. The data set is an answer for the request 
contained in the data set DSNkx.  

DSNkBk-x, DSNxBk-x – the data sets created by the node agent Nk or by the node agent Nx 
respectively with the decision on correctness of modeling of the branch k-x, taken 
by the node agent, and addressed to the branch agent Bk-x.  

DSBk-xNk, DSBk-xNx - the data sets created by the branch agent Bk-x and addressed to the 
node agent Nk or to the node agent Nx respectively with the data informing the node 
agent about a request of sending its decision on correctness of modeling of the 
branch k-x to the branch agent Bk-x. 

DSBk-xNkR, DSBk-xNxR - the data sets created by the node agent Nk or by the node agent 
Nx respectively with the decision on correctness of modeling of the branch k-x, 
taken by the node agent, and addressed to the branch agent Bk-x. The data sets are 
answers for the requests contained in the data sets DSBk-xNk, DSBk-xNx respectively.  
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Creating  
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The decision 
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use of ANN 

Creating  
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Fig. 4. The functions of the node agent: a) the function FN1, b) the function FN2, c) the function 
FN3, d) the function FN4. Description of the designations is in Subsection 3.1. 

 

DSBk-xNkR 
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DSBx-kNxR 
x∈Ik 

Taking a final PSTV 
decision for the branch k-x 

Saving data regarding  
the PSTV decision  
for the branch k-x 

a) b) 

Creating  
the data set DSBx-kNx 

DSBx-kNx 

There is DSNxBx-k 
Yes No 

DSNkBk-x 
x∈Ik 

Taking a final PSTV 
decision for the branch k-x 

Saving data regarding  
the PSTV decision  
for the branch k-x 

 

Fig. 5. The functions of the branch agent: a) the function FB1, b) the function FB2. 
Description of the designations is in Subsection 3.1. 

3.2   The Branch Agents 

Each of the branch agents realizes functions: FB1, FB2 (Fig. 5). The branch agent takes 
the final PSTV decision for the branch to which it is related. The bases for taking this 
decision are the decisions taken by both node agents related to the terminal nodes of 
the considered branch.  

4   Conclusions 

Utilization of unbalance indices for PSTV gives new possibilities. A process of PSTV 
can be considered as many processes which are performed locally. For the so-
considered PSTV the multi-agent system approach is proposed. According to this 
approach the intelligent agents for nodes and the intelligent agents for branches of 
a power network are foreseen. One electrical node is related to one substation. In one 
substation, one or more electrical nodes can occur. Thus more than one node agent 
can be related to one substation. A decision on correctness of modeling selected 
branch is produced as a result of co-operation of the intelligent agent for the 
considered branch, the intelligent agents for the terminal nodes of the branch and for 
nodes neighboring to the mentioned terminal nodes.  

Analyzing the described utilization of AT in PSTV gives basis for listing, among 
other things, the following benefits of the presented multi-agent system approach:  

1. The problem of PSTV can be considered as a set of many smaller problems. 
2. The system for PSTV is easily scalable - the organizational structure of the agents 

can dynamically change as the power network grows in size. 
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3. The locally-verified data on connections in a power network can be transmitted to 
each control centre and in effect a time of real-time modeling of a power system in 
this control centre can be shorter what is very important from the view point of 
real-time power system applications utilizing the real-time power system model. 
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Abstract. In this work we perform an automatic data survey to draw up
an optimum portfolio, and to automate the one year forecast of a portfo-
lio’s payoff and risk, showing the advantages of using formally grounded
models in portfolio management and adopting a strategy that ensures, a
high rate of return at a minimum risk. The use of neural networks pro-
vides an interesting alternative to the statistical classifier. We can take a
decision on the purchase or sale of a given asset, using a neural network
to classify the process into three decisions: buy, sell or do nothing.

Keywords: portfolio payoff risk neural network.

1 Introduction

The decision-making process about when, how and what to invest is one of the
most evocative issues in the investment world. These decisions challenge the in-
vestor’s entire range of knowledge, which is always complicated, but particularly
nowadays, when the exchange markets are highly volatile. Such is the case of
portfolio management, which is still performed as craftwork. Selection is made
according to the investor’s favourite assets, or following the manager’s ratings
according to her experience, knowledge or intuition, but seldom based on formal
grounds. This means that investors maintain inefficient portfolios that are not
adjusted to the expected risk-payoff ratio.

Currently, portfolio analysis can be approached from two points of view. First,
we have portfolio selection, which Harry Markowitz introduced in 1952 [9]. The
second aspect is portfolio management aimed at finding the optimal structure.
Today, financial market problems are often solved using artificial intelligence.
Despite the great deal of effort already put into making financial time series
predictions [8], support vector machines [5], neural networks [11], prediction
rules [3] and genetic algorithms [1], the prediction of a stock market index is still
difficult to attain. The main reason for the complexity of this task is the lack of
autocorrelation of index value which changes even in a one-day period. The aim

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 980–989, 2007.
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of this study is to explore once again the application of neural networks to the
portfolio management problem.

According to Markowitz, the selection is grounded in the simple observation
of prices that maximize the expected payoff at a given level of risk. Although the
information is growing day by day, its in-depth processing is very complicated
and not within easy reach of the average investor, who is usually unable to
capture and interpret the data. In this work we perform an automatic data
survey to draw up an optimum portfolio, to estimate the market risk and, at
a given moment, to help the decision process regarding an asset. The main
objectives of the system are:

1. To automate the one year forecast of a portfolio’s payoff and risk, showing the
advantages of using theoretically grounded models in portfolio management
and adopting a strategy that ensures a high rate of return at minimum risk.

2. To make the correct decision in the purchase or sale of a given asset, using
a neural network to classify the process into three decisions: buy, sell or do
nothing.

1.1 Portfolio Theory

Markowitz established the aim of setting up the menu of the possible payoff-risk
combinations that are eligible, giving as the decision variable the weight or ratio
assigned to each asset (W). Grounded in these ideas, the process of selecting the
optimum portfolio can be summarized in the following steps:

1. Specification of a body of assets and investment funds to be considered for
the portfolio screening.

2. Asset analysis by means of the estimation of their expected payoffs, variances
and covariances.

3. Determination of the investor’s efficient frontier and indifference curves.
4. Derivation of the optimum portfolio.
5. Analysis of the Risk Evaluation (VaR) of the optimum portfolio.

These steps are briefly described in Section 2. In Section 3 a description of the
system is made. Section 4 deals with the neural network training, Section 5 with
the experiments and finally the conclusions of this work are shown in Section 6.

2 Portfolio Selection

Let there be an investor with a budget to be employed in the buying of assets
to maximize their expected utility. The Stock Exchange will provide him or her
with a lot of investment choices, as many as shares. Nevertheless, the investor
must determine the share combination which, while maximizing the proposed
objective, uses up the entire available budget. That is, he or she must know
what assets to buy and how much to spend on each one of them. To solve this
problem we take the following steps:
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2.1 Asset Analysis

Following Markowitz, the first step starts with observation and experience and
finishes with some specific ideas on the future behaviour of the available assets,
particularly concerning the density functions of the future payoffs of the shares.

2.2 Computing the Historical Payoff

Let us see how to compute the historical payoff (Rit) of an asset i in a given
period of time t. Let Pi(t−1) be the price of asset i at the end of period t-1, that
is, at the beginning of period t. Assuming that we buy the share at this moment,
it will be the purchase price. Let dit be the cash-flow obtained by the asset in
period t. Finally, let Pit be considered as the price of the share at the end of
period t or, in our case, its selling price. The payoff obtained in period t will be
computed as in Eq.1:

Rit =
Pit − Pi(t−1) + dit

Pi(t−1)
(1)

2.3 Derivation of Efficient Border

Once the individual features of each asset are known, we study features that will
comprise the portfolio. For this purpose, we will assume that we have n possible
assets, each of them with its mean and variance, as representative of its payoff
and risk. A portfolio is a set of assets so it will also have a payoff and variance
different from those of its components. Portfolio payoff, Rc will be a function
of the different random variables of payoff of the constituent assets and thus
will itself be a random variable. Let us compute the risk. To this end, we will
compute the portfolio payoff variance V(Rc) as a function of the assets payoff
variance σ2

i , as in Eq.2:

Vc = [Σn
i=1Ri] = Σn

i=1w
2
i σ2

i + Σn
i=1wiwjσij = ΣΣi=1wiwjσij (2)

That is, the portfolio payoff variance will depend on the covariances of the
assets payoffs.

2.4 Computing the Optimum Portfolio

Once the expected values and variance (risk) of payoff are known, we must decide
on the optimum portfolio to choose. We will follow the process defined in the
mean-variance rule: compute the efficient portfolios and select the portfolio that
maximizes the utility of the decision maker. There are several ways to compute
the efficient portfolio borders. Markowitz proposes, among others, the following
one, maximize Rc, produced in Eq.3:

Rc = Σn
i=1wiRi. (3)

As is apparent, the problem is approached in terms of quadratic programming
where a minimum for an investment risk has to be found, with a given payoff
level and no possibility of debt.
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2.5 Analysis of Risk Evaluation of Optimum Portfolio

The concept of Risk Evaluation (VaR) [10] comes from the need to measure with
some level of confidence the percentage of loss that a portfolio will undergo in
a predefined time. This is an estimation of the maximum loss that the portfolio
can have. In the system implemented, the VaR is calculated for each asset by
the Normal Delta Method [12], chosen because it is considered the simplest one
to estimate since it requires only the market values, the final portfolio positions
and the variance-covariance matrices. To calculate VaR the steps are:

1. Identify the purchase value for each asset.
2. Check that the changes in the associated values for the asset follow a normal

distribution.
3. Compute the variance and covariances for each portfolio asset.
4. Compute the portfolio variance.
5. The VaR is calculated by multiplying the portfolio variance by the corres-

ponding factor to the confidence level (1.65 in this case)

Thus, the VaR is a useful tool in that it gives investors a more precise criterion
for judgeing the work done by portfolio managers. Furthermore, it allows us to
monitor and control the risks through time by verifying that the short term
portfolio does not diverge from the long term objectives.

3 System Description

Based on this theoretical background, a system was developed for the automatic,
efficient management of investment fund portfolios which takes into account the
history over a given period, adapts to dynamic market conditions and upgrades
itself via the web every fortnight. It is assumed that the investor owns an amount
of money to be spent and he or she can keep the investment for a certain amount
of time. With these premises, the system must suggest to the investor what assets
to buy and the amount to be invested in each one to obtain a bigger payoff and
a lower risk. Besides that it must indicate what is most suitable for the asset
according to the daily evolution of prices and payoffs of each asset: keep, sell or
buy. In summary, the aforementioned steps are implemented. These are explained
herewith:

3.1 Specification of the Asset Set

The system can work with any portfolio on the stock-exchange market, so there
are as many possibilities as assets. To perform the prediction computations, for
each asset in the portfolio, a data base is defined with the following fields: ISIN
code (fund registration), name of the asset, estimated time in portfolio (inversely
dependent on risk), date of portfolio participation, value of participation, pay-
off, equivalent yearly rate (APR), observed volatility, market distribution and
number of days to take into account.



984 V.F. López et al.

3.2 Analysis of Assets Through Estimation of Expected Payoffs,
Variances and Covariances

With the previous data the historical payoff is computed for each asset for a pe-
riod of 321 days, and the following values are obtained: daily payoff (with respect
to previous day), daily volatility (standard deviation), average daily payoff, daily
profit or loss and VaR for each asset.

3.3 Determination of the Efficient Border

With the results obtained in the historical payoff phase, minimum variance point
(MVP) is determined inside the boundary of production possibilities. To do this,
the assets are initially given random weights and two restrictions are implicitly
imposed:

1. The client has to spend 100 % of the available money.
2. No negative weights are allowed.

The user has the possibility to add his or her own restrictions. For the entire
portfolio the MVP is computed with the Solver Excel tool. This gives us the mini-
mum standard deviation of the portfolio (minimum risk). Later on, the portfolio
average daily payoff (MRP) is calculated. This is the Sharpe Ratio simplified
by considering that the risk free interest rate is 0 % (this is the case with the
Goverment Bonds). Finally the MRP/MVP ratio is computed (maximum slope
of the straight line) to maximize the payoff/risk ratio or, equivalently, maximum
payoff at a minimum risk.

In summary, we try to find the right weights for each one of the portfolio
components so that the agent can choose the best distribution. Once the payoff
and risk are calculated, we select the efficient portfolio and compute the VaR.

4 Neural Network Classification

In [2] it is pointed out that the market knows everything. In consequence, we
must always study it as a source of maximum available information and thus
take decisions of buying or selling the stock. It is not necessary to know all this
information: we must simply study the evolutions of prices that are formed. The
evolutions will indicate to some degree the likely direction that the prices are
going to take in the future, since the market remembers the formations of prices
that have taken place throughout history and, they will probably occur again
with identical consequences on most occasions.

As soon as all the combinations of the list of assets are obtained, in order to
guarantee maximum profitability and the minimal risk, it would be desirable to
be able to classify the state of the price in a certain period, bearing in mind
its behaviour in a previous period and to be able to know if it goes down, up
or keeps constant within the fixed period. It might help the investor to take a
decision to buy, sell or do nothing.
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With this aim, for every asset we train a perceptron neural network with a
single hidden layer [6]. For our case the significant input parameters are the value
of daily participation, payoff and daily payoff. With them the net is trained to
learn the behaviour of the prices in a one-year period, classifying them into three
classes according to their daily profitability: Class 0 (do nothing), Class 1 (sell),
Class 2 (buy).

In the training phase we use 70 % of the available information and the remain-
ing 30 % is used for the validation. The net has three input neurons, correspond-
ing to the significant input attributes and three output neurons (classes). The
number of neurons in the hidden layer is a parameter to play with to achieve a
tradeoff between efficiency and speed of training. In our case, with three neurons
an acceptable result is reached.

Once the architecture of the net is defined, we train it using the Weka tool [13].
To do this it is necessary to fix some parameters that takes part in the training
process. These parameters always depend on the problem to be solved and after
performing some simulations the learning rate is fixed at 0.3 the momentum
at 0.1 and the number of training cycles is 30. After training, we perform an
estimation of the results provided by the network through the test patterns, and
we verify that the number of examples correctly classified depends on the fund
in question, ranging between 96 % and 100 %, as we show in the results of the
experiments, the error in the estimation of the classes being 0.03.

We observed that the network correctly classified the validation pattern. Once
the net has been trained with the prices and final earnings, it can be consulted
with any other input value in future periods, and they will be classified to help
in the decision making on an asset.

5 Experiments

The data sets for performing the forecasting study of profitability and risk in a
portfolio of values uses the 14 funds of different managers of the above mentioned
values that were taken from the Fibanc Mediulanum Banking Group Platform
All Funds [4]. The number of days to bear in mind is determined by the least
amount of all the observations of each one of the 14 founds. For the particular
study we used the set of assets appearing in Table 1:

Let us suppose that the investor has decided to invest 57000 Euros. The
first thing to do is to randomly distribute this amount among 14 investment
assets in order to calculate the profitability and the volatility of this distribution
in the portfolio. Later the computations previously mentioned in point 3.3 are
performed according to the fixed restrictions. The weights which maximize the
portfolio of each of the considered assets are found. To obtain the results we click
directly on the graph shown in Figure 1 where there appears a series of random
points that calculate automatically:

1. The MVP, which is represented in Figure 1 with a continuous line and it
represents the minimum risk.
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2. The maximum MRP/MVP ratio (discontinuous line), maximum profitability
with minimum risk.

With this information we can obtain the ideal portfolio.

Table 1. Set of assets used in the experiments

Name Assets Name Assets

Franklin H.Y. ”A” Dexia eq l aust ”C”
Dws Invest Bric Plus Ubam Us Equi Value A
Aberdeen Asia Pac ”A” Sch Eur Dyn Grwth A
Fortis l Eq Turk ”C” space Newton Hig Inc
Cre Suis.Cap Jp ”H” Ing(l)inv Eur h.d ”X”
Challenge Country Mix (S) Challenge Financial Fund(S)
Challenge Germany Equity Fidelity Eur S.C. ”E”

5.1 Experimental Results

Taking into account the history of observations in a fixed period for 14 assets
and the previous calculations, Table 2 shows the final amount to be allocated to
each asset and the time that it must remain in the portfolio to obtain a bigger
payoff and lower risk.

Table 2. Final amount and time necessary for efficient portfolio

Name Amount Time Payoff Risk %Portfolio

Franklin H.Y. ”A” 17100 10 5.67 0.122 30.00
Dws Invest Bric Plus 4 22.03 1.569 8.00
Aberdeen Asia Pac ”A” 5 125 5 26.71 0.960 9.00
Fortis l Eq Turk ”C” 0
Cre Suis.Cap Jp ”H” 4 000 5 8.28 1.532 7.00
Challenge Country Mix 3600 10 8.67 0.707 6.30
Challenge Germany Equity 1821 3 20.72 0.987 3.20
Dexia eq l aust ”c” 0
Ubam Us Equi Value A 483 1 19.44 0.925 0.80
Newton Hig Inc 4842 5 27.44 0.997 8.50
Ing(l)inv eur h.d ”x” 5 059 5 17.01 0.744 8.87
Challenge Financial Fund 6 800 5 12.54 0.725 11.93
Fidelity ”E” 0

As can be seen, the amount of Euros is very different from the one initially
assigned. In Table 2 it appears beside the amount that it is necessary to invest
in each asset and the time to keep it, the APR profitability in one year that
it is possible to obtain and the volatility in 321 days. The assets whose final
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Fig. 1. The graph shows maximum profitability with minimum risk

amount is 0 Euros, are those not recommended to buy. The system also returns
the estimated profitability in 321 working days, ensuing from 8 % and from 11
% in one year which means 4836.44 Euros. The VaR analysis is shown in the
Table 3.

Table 3. VaR Analysis for portfolio

Profitability estimated in one year 11.00(%)
Daily VaR (in the worst case, the investor will lose) 0.44,(%)
VaR in 321 days 1.72(%)
VaR in one year 3.27(%)
Daily maximum variation assuming 95(%) of the days 251.36

For neural network classification, we performed two fundamental experiments,
consistenting of training a neural network for every fund and another one with
the information of all the funds in the same period used in the analysis of the
portfolio. The worst results on the number of examples classified correctly were
obtained by the net that included all the funds for the analyzed period, which
could only correctly classify 95.24 % of the cases presented. With one different
net for each fund the results range from 96.90 % corresponding to the Fidelity
Fund up to 100 % of the majority, as can be seen in Table 4.

The results obtained by means of neural networks were contrasted with those
derived from a statistical method. Several approaches were considered based
on statistical time series processing and curve adjustments. Results were poor
so our conclusion was to use nonparametric approaches, like neural networks,
which can learn and adapt to new conditions. The classification errors with
Neural Networks were much better in all the cases.
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Table 4. Examples correctly classified for each asset

Name Assets Precision Name Assets Precision

Franklin H.Y. ”A” 100.00 Dexia eq l aust ”c” 98.25
Dws Invest Bric Plus 100.00 Ubam Us Equi Value A 100.00
Aberdeen Asia Pac ”A” 97.90 Sch Eur Dyn Grwth A 100.00
Fortis l Eq Turk ”C” 100.00 Newton Hig Inc 100.00
Cre Suis.Cap Jp ”H” 98.30 Ing(l)inv Eur h.d ”x” 100.00
Challenge Country Mix (S) 98.60 Challenge Financial Fund 100.00
Challenge Germany Equity 97.30 Fidelity Eur S.C. ”E” 96.90

6 Conclusions

A system was created on a formal theorical basis which automates the forecast
of the profitability and risk of a portfolio of assets over a one year period, by
adopting a strategy that guarantees high profitability and minimal risk for the
investor, without restriction in the number and types of assets.

This model offers a methodology for the composition of efficient portfolios,
becoming a basic tool for investment decision making. The financial adviser,
according to the type of investor (risk adverse, average risk or risk lover), can
offer a scale of portfolios with a certain yield, in view of risk level.

The system is able to suggest the asset the investor should buy and the time
that it must remain in the portfolio to be profitable. As a consequence, this
management is more efficient and achieves better results. Moreover the com-
puter system makes the numerous calculations for the application of the models
governing the management mentioned above, as well as the periodic upgrading of
the information bases. This system can adapt itself to new trends, since it keeps
training with new information, so it can therefore adapt to dynamical market
conditions taking into account the good results of previous periods.

The use of neural networks provides an interesting alternative to the statistical
classifier. With the results described in previous tables it is clearly shown that
with the neural networks classifiers a high level of accuracy can be achieved.

Acknowledgments. This work has been financed by the Spanish Junta de
Castilla y León, through the proyect SA064A07.
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Abstract. Clustering is used to generate groupings of data from a large
dataset, with the intention of representing the behavior of a system as
accurately as possible. In this sense, clustering is applied in this work
to extract useful information from the electricity price time series. To
be precise, two clustering techniques, K-means and Expectation Maxi-
mization, have been utilized for the analysis of the prices curve, demon-
strating that the application of these techniques is effective so to split
the whole year into different groups of days, according to their prices
conduct. Later, this information will be used to predict the price in the
short time period. The prices exhibited a remarkable resemblance among
days embedded in a same season and can be split into two major kind
of clusters: working days and festivities.

Keywords: Clustering, electricity price forecasting, time series, day-
ahead energy market.

1 Introduction

Due to the Spanish electricity-market deregulation, a will of obtaining optimized
bidding strategies has recently arisen in the electricity-producer companies [13].
In that way, forecasting techniques are acquiring significant importance. Thus,
this research lies in extracting useful information of the prices time series by
using clustering techniques. In this work two well-known clustering techniques
[15], K-means and Expectation Maximization (EM), are applied to prices time
series in order to find those days which show a similar behavior. These labeled
days will be used to forecast the day-ahead price in future work.

Several forecasting techniques have already been used in forecasting miscel-
laneous electricity time series recently. Indeed, A. J. Conejo et al. [2] used the
wavelet transform and ARIMA models and R. C. Garćıa et al. [4] presented a
forecasting technique based on a GARCH model for this purpose. A mixing of
Artificial Neural Networks and fuzzy logic were proposed in [1], while an adap-
tive non-parametric regression approach is handled in [17]. A model based on
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the Weighted Nearest Neighbors methodology is presented in [14]. With the aim
of dealing with the spike prices, [6] proposed a data mining approach based on
both support-vector machine and probability classifier. In [5] mixed models were
proposed to obtain the appropriate length of time to use for forecasting prices.

However, none of them used clustering techniques applied to prices time series
as a previous stage. The novel and main contribution of this paper is to apply
clustering to the electricity prices time series in order to discover behavior’s
patterns, as a first step to improve forecasting techniques. Therefore, this work
tackle the problem in a framework based on non-supervised learning techniques,
which will enhance the prices prediction accuracy. The input data is the hourly
variation of the price of the electricity throughout the day and is available on [12].

The rest of the paper is organized as follows. In Section 2 the algorithms used,
K-means and EM, are described. It is also discussed the number of clusters se-
lected for the analysis. Section 3 shows the results obtained by each method,
giving a measure of the quality of them. Finally, Section 4 expounds the conclu-
sions achieved and gives the clues for future work.

2 Partitioning-Clustering Techniques

It has been already demonstrated that partitioning-clustering techniques per-
form better classifications than fuzzy clustering when electricity prices are con-
sidered [11]. In this section two methods are presented, K-means and EM, in
order to choose the best algorithm among the partitioning ones. The number
of clusters to be generated is one of the most critical parameters, insofar as a
too high number could turn the results unclear and muddle the pattern recog-
nition up. Consequently, this optimal number will be widely discussed for each
algorithm.

2.1 K-Means Clustering Technique

K-means [10] is a fast method to perform clustering. The basic intuition behind
K-means is the continuous reassignment of objects into different clusters so that
the within-cluster distance is minimized. It uses an iterative algorithm divided
in two phases to minimize the sum of point-to-centroid distances, over all K
clusters. The procedure can be summarized as follows:

1. Phase 1. In each iteration (evaluation of all the points) every point is reas-
signed to their closest cluster center. Then the clusters centers are recalcu-
lated.

2. Phase 2. Points are reassigned only if the sum of distances is reduced. The
clusters centers are recalculated after each reassignment.

Selecting the number of clusters. The silhouette function [7] provides a
measure of the quality of the clusters’ separation obtained by using the K-means
algorithm. In an object i belonging to cluster Ck, the average dissimilarity of
i to all other objects of Ck is denoted by ck(i). Analogously, in cluster Cm,
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Fig. 1. Silhouette function when K = 4. Clusters 2 and 4 are perfectly separated as
no negative values were obtained, while clusters 1 and 3 present some uncertainty. The
right picture shows the mean value of silhouette when varying K.

the average dissimilarity of i to all objects of Cm is called dis(i, Cm). After
computing dis(i, Cm) for all clusters Cm �= Ck, the smallest one is selected:
cm(i) = min{dis(i, Cm)}, Cm �= Ck. This value represents the dissimilarity of
i to its neighbor cluster. Thus, the silhouette silh(i) is given by the following
equation:

silh(i) =
ck(i) − cm(i)

max{ck(i), cm(i)} (1)

The silh(i) can vary between −1 and +1, where +1 denotes clear cluster sepa-
ration and −1 marks points with questionable cluster assignment. If cluster Ck

is a singleton, then silh(i) is not defined and the most neutral choice is to set
silh(i) = 0. The objective function is the average of silh(i) over the N objects
to be classified, and the best clustering is reached when the above mentioned
function is maximized.

The metric used to determine the silhouette function, shown in Figure 1,
was the squared Euclidean distance since cosine metrics gave worse results. The
maximum mean silhouette value obtained was 0.35, when evaluating the number
of clusters from 1 to 20, and it was reached when four clusters were taken into
consideration. For this reason [7], the number of clusters selected for further
analysis is four (K = 4).

2.2 Expectation Maximization

The EM algorithm, proposed by Lauritzen in 1995 [9], is a variation the K-
means. The main novelty of this technique is to obtain the previously unknown
Probability Distribution Function (PDF) [16] of the complete dataset.

This PDF can be approximated as a linear combination of NC components,
defined from certain parameters Θ = ∪Θj , ∀j = 1...NC that have to be found.
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P (x) =
NC∑

j=1

πjp(x; Θj) (2)

NC∑

j=1

πj = 1 (3)

where πj are the a priori probability of each cluster, P (x) denotes the arbi-
trary PDF and p(x; Θj) the PDF of each j component. Each cluster corresponds
to their respective data samples, which belong to a every single density that
are combined. PDF of arbitrary shapes can be estimated by using t-Student,
Bernouilli, Poisson, normal or log-normal functions. In this research, the normal
distribution has been used as shape of the PDF.

The adjustment of the parameters of the model requires some fitting measure,
that is to say, how well fit the data into the distribution. This measure is called
data likelihood. Therefore, the Θ parameters have to be estimated by maximizing
the likelihood (ML-Maximum Likelihood criterion) [3]. But what it is usually
used is the logarithm of the likelihood (log-likelihood) because of its easiness to
be analytically calculated. The formula of the log-likelihood is:

L(Θ, π) = logΠNI
n=1P (xn) (4)

where NI is the number of instances, which are considered to be independent
one to another. The EM algorithm, thus, can be summarized in two steps:
1. Expectation. It uses the initial values or the ones provided by the previous

iteration of the Maximization step in order to obtain different shapes (K-
means only finds hyper-spherical clusters) of the desired PDF.

2. Maximization. It obtains new parameters values from the data provided
in the previous step, maximizing the likelihood measure by using the ML
method.

After few iterations, the EM algorithm tends to a local maximum of the L
function. Finally, a set of clusters, defined by the parameters of the normal
distribution, will be obtained.

Selecting the number of clusters. In the EM algorithm the optimum num-
ber of clusters has been obtained with cross-validation [8]. The cross-validation
method consists in dividing the sample dataset into subsets. The analysis is
performed on only one subset while the rest of subsets are used in subsequent
confirmation and validation of the initial analysis.

In this research, V-fold cross-validation has been used and the original dataset
is partitioned into ten subsets or folds (V = 10). Only one of these ten subsets
is retained as validation data for checking the model, while the remaining nine
subsets are utilized as training data. The cross-validation process is performed
ten times, that is to say, each of the ten subsets are used once as validation data.
Finally, the ten results obtained from the folds are averaged and combined to
produce a unified estimation. Figure 2 shows the evolution of the logarithm of
the likelihood function (log-ML). Thus, the number of clusters selected is eleven
since its log-ML value is maximum.
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Fig. 2. Justification for the election of the number of clusters with EM

3 Results

The K-means and EM algorithms described in the previous section have been
applied in several experiments in order to obtain the forecast of the Spanish
electricity price time series for the year 2005 [12].

3.1 K-Means Results

Figure 3 (the left one) shows the year 2005 classified into the 4 clusters. In the
x axis are listed the days of the year and in the y axis the cluster to which they
belong.

From this automatic classification, two kinds of clusters are easily differen-
tiated. Working days belong to clusters 1 and 2 since they do not contain any
Saturday or Sunday. Therefore, the weekends and festivities belong to clusters
3 and 4. This differentiation has been done on the basis of the following cri-
terium. Focusing on samples 10 to 16, it can be appreciated that the 5 first
samples (Monday to Friday) belong to cluster 2. On the contrary, samples 15
and 16, Saturday and Sunday respectively, belong to cluster 3 (festivities behave
like weekends). This pattern is repeated all the year long but for some samples,
whose membership has to be analyzed in detail.

The percentage of membership to the clusters is shown in Table 1.
Although some days seem not to belong to the right cluster, a thorough analy-

sis explains this phenomenon. For example, the 6th day of the year was a Thurs-
day and, according to the previous classification, it should belong to clusters 1 or
2. However, 6th January is a festivity (Epiphany), therefore it behaves as if it was
a weekend. For this reason it belongs to cluster 3. This situation is repeated 22
times, that is to say, there are twenty two working days that have been grouped
in clusters 3 or 4, the clusters associated to weekends and festivities. These days
are listed in Table 2.

With regard to weekends, there are six Saturdays that have been grouped as
if they were working days, that is to say, they have been classified in cluster 1
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Table 1. Distribution of the days in the four clusters created with K-means

Day Cluster 1 Cluster 2 Cluster 3 Cluster 4

Monday 36.54% 51.92% 3.85% 7.69%
Tuesday 31.48% 57.41% 3.70% 7.41%

Wednesday 30.77% 63.46% 3.85% 1.92%
Thursday 32.69% 59.62% 5.77% 1.92%

Friday 28.85% 59.62% 3.85% 7.69%
Saturday 11.32% 0.00% 39.62% 49.06%
Sunday 0.00% 0.00% 44.23% 55.77%

Table 2. Working days misclassified with K-means

No of day Date Festivity

6 06-01 Epiphany
70 11-03 None
75 16-03 None
77 18-03 Friday pre-Easter
82 23-03 Easter
83 24-03 Easter
84 25-03 Easter
87 28-03 Monday post-Easter
98 08-04 None
122 02-05 Working Day
123 03-05 Madrid Festivity
125 05-05 Long weekend 1st May
126 06-05 Long weekend 1st May
227 15-08 Assumption of Mary
231 19-08 None
235 23-08 None
285 12-10 Columbus Day
304 31-10 1st November long weekend
305 01-11 All Saints’
340 06-12 Spanish Constitution Day
342 08-12 Immaculate Conception
360 26-12 Monday after Christmas

Table 3. Weekends misclassified with K-means

Number of day Date

169 18th June
176 25th June

183 2nd July

197 16th July

204 23rd July
211 30th July
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Fig. 3. Distribution of the days belonging to 2005 into the different clusters. The left
figure represents the assignation with K-means and the right one with EM.
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(one of the clusters identified to belong to the working days) instead of being in
either cluster 3 or 4, as it should belong according to the previous classification.
These days are listed in Table 3.

The whole year is divided into 261 working days and 104 weekends or festiv-
ities. Only five days were not correctly classified (11th March, 16th March, 8tth

April, 19th August and 23rd August), hence, the average error in working days is
1.92% (5 days out of 261). On the other hand, there were 6 Saturdays improperly
grouped. Consequently, the average error for weekends and festivities is 5.77%
(6 days of out 104). Thus, the total error is 3.01% (11 days out of 365).

In Figure 3 (the left one) there are three zones clearly differentiated for both
working days and festivities. From the 1st January until the 18th May (day
number 144), most of the working days belong to cluster 2. From this day until
the 20th September (day number 263) they belong to cluster 1. Finally, from the
21st September (day number 264) until the year ends the working days belong
again to cluster 2. In festivities there is a similar situation. From the 1st January
until the 27th March (day number 86) most of the festivities and weekends belong
to cluster 3. From this weekend until 30th October (day number 303) they belong
to cluster 4. Finally, from this weekend until the year ends the festivities and
weekend belong to cluster 3. Consequently, a seasonal behavior can be observed
in the energy prices time series.

3.2 EM Results

Figure 3 (the right one) shows the year 2005 classified into eleven clusters via
the EM algorithm. In the x axis are enumerated the days of the year and in the
y axis the cluster to which they belong.

From Table 4, it can be stated that the clusters 1, 2, 3, 5 and 7 group clearly
the working days since they do not contain any Saturday or Sunday. The clusters
4, 6, 8, 9, 10 and 11 the weekends and festivities, as they hardly contain Mondays,
Tuesdays, Wednesdays, Thursdays or Fridays. Further division can be done is this
second group. The clusters 4, 10 and 11 are mainly Sundays, while the clusters

Table 4. Distribution of the days in the eleven clusters created with EM

Cluster Monday Tuesday Wednesday Thursday Friday Saturday Sunday

Cluster 1 7.69% 9.62% 15.38% 15.38% 26.92% 0.00% 0.00%
Cluster 2 17.31% 25.00% 23.08% 17.31% 11.54% 0.00% 0.00%
Cluster 3 25.00% 28.85% 30.77% 34.62% 25.00% 0.00% 0.00%
Cluster 4 0,00% 1.92% 0.00% 0.00% 1.92% 3.77% 19.23%
Cluster 5 30.77% 17.31% 21.15% 17.31% 17.31% 1.89% 0.00%
Cluster 6 5.77% 11.54% 3.85% 7.69% 9.62% 11.32% 0.00%
Cluster 7 1.92% 3.85% 0.00% 1.92% 1.92% 0.00% 0.00%
Cluster 8 5.77% 1.92% 3.85% 3.85% 1.92% 39.62% 9.62%
Cluster 9 1.92% 0.00% 1.92% 0.00% 3.85% 39.62% 7.69%
Cluster 10 3.85% 0.00% 0.00% 0.00% 0.00% 1.89% 44.23%
Cluster 11 0.00% 0.00% 0.00% 1.92% 0.00% 1.89% 19.23%
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8 and 9 are mainly Saturdays. However, the association of days to clusters with
the EM algorithm is not as easy as it resulted with only four clusters. Thus,
the dispersion through the clusters is higher. This fact is manifested by a higher
error rate since one Saturday and sixteen working day were improperly classified
or, equivalently, a 4.38% error rate was committed.

In contrast to what happened in K-means, these sixteen working days do
not correspond to weekends or festivities. On the contrary, this misclassification
appears randomly and there are no apparent causes. Nevertheless, the Saturday
wrong classified (classified into cluster 5) is, like it happened with K-means (see
Table 3), the 2nd July: the starting day of holidays for many Spanish people.

4 Conclusions

Partitioning-clustering techniques have been proven to be useful to find patterns
in electricity price curves. The analysis carried out via both K-means and Ex-
pectation Maximization algorithms yielded relevant information insofar as they
found patterns in price time series’ behavior.

The average error committed in their classification was 3.01% (11 days) with
K-means and 4.38% (16 days) with EM, which means a great degree of accuracy.
K-means has been confirmed to be the algorithm more suitable for daily prices
classification. Several factors that affect the prediction by increasing the error
rate has been identified, such as the time of the day, the day of the week and
the month of the year.

Future work is directed to the prediction of day-ahead prices once known the
previous clustering. Therefore, the prices prediction will be handled by means of
the information gathered from this clustering and used as a temporal indicator
of the time series behavior. The K-means algorithm is used, thus, as a step prior
to forecasting. Eventually, a label-based algorithm will be proposed with the aim
of taking advantage of this extracted knowledge.
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Abstract. In the past few years, various variants of the self-organising
map (SOM) have been proposed to extend its ability for modelling time-
series or temporal sequence. Most of them, however, have little con-
nection to, or are over-simplified, autoregressive (AR) models. In this
paper, a new extension termed, self-organising mixture autoregressive
(SOMAR) network is proposed to topologically cluster time-series seg-
ments into underlying generating AR models. It uses autocorrelation
values as the similarity measure between the model and the time-series
segments. Such networks can be used for modelling nonstationary time-
series. Experiments on predicting artificial time-series (Mackey-Glass)
and real-world data (foreign exchange rates) are presented and results
show that the proposed SOMAR network is a viable and superior to
other SOM-based approaches.

1 Introduction

Exchange rate forecasting has always been a challenging area of research that
has received a great deal of attention. Since the break up of the Bretton-Woods
system in 1973, the trend analysis in spot foreign exchange rates has been a
recurrent theme among statisticians and econometricians during the last two
decades.

A fundamental way is to use the economic theory to underline the struc-
tural relations between exchange rate and other variables and to use statistical
methods to identify the correlations between the past data and future moves.
Researchers have devoted a great deal of effort on these techniques in order to
beat the random walk model. However, these econometric and time-series tech-
niques cannot even outperforms the simplest random walk [1]. The reason is that
most of the econometric models are linear and used under specific or strict as-
sumptions. For instance, autoregressive maving average (ARMA) models assume
a linear relationship between the current value of the variables and previous val-
ues of the variable and error terms. The mean and variance of variables need to
be a constant overtime.

Due to the recent advances in computational intelligence and computer power,
nonparametric models have been used extensively in the last few years with var-
ious successes. Exchange rate forecasted by Artificial Neural Networks (ANNs)
provide strong evidence in term of out-of-sample forecasting achievements. Many
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comparison studies show that ANNs significantly outperform linear ARMA model
and native random walk model [2,3,4]. The most widely used techniques so far are
the multilayer perceptron (MLP), radial basis function (RBF) networks and re-
current networks. As a regressive method, support vector machines (SVM) have
been proposed as a good alternative for MLP in time-series forecasting. SVMs are
established on the theory of the structural risk minimisation principle.

The main problem in modelling financial time-series is their non-stationarity.
That is the mean and variance of the time-series are changing over time, which
implies that the variables switch their dynamics in different regions. It is par-
ticularly true in exchange rates due to the amount of nonconstant ”information
flow”. Empirical studies [5] show that the distribution of daily returns1 is approx-
imately symmetric and leptokurtic (i.e., heavy tailed). One possible explanation
for the heavy tailed distribution is that samples are independently distributed as
a normal distribution whose mean and variance change over time. Many others
argued that observed returns come from a mixture of normal distributions [6,7].
It is not convincing for a single model to capture the dynamics of the entire
time-series.

It is reasonable to assume that a time-series locally is a homogeneous model;
at least it is true for most cases. A potential solution can be found using the
”divide-and-conquer” principle, in which the entire model is divided into several
smaller ones [4]. The solutions are then combined to make the final solution. The
prediction is thus made only by the best fit local model.

Self-Organising Map (SOM) can be used to partition the input data to smaller
regions by associating input data with their unique best-matching units. The area
in the input space for which the reference vector is called Voronoi tesselation.
Voronoi tesselations partition the input space into disjoint sets. Models can be
created by locally fitting to the specific Voronoi tesselations. The topological
relationship of local models are maintained as the pre-determined lattice. There
are various successes on different applications. For example, Dablemont [8] ap-
plied SOM based local models with RBF network as regressor to predict the
returns of the DAX30 index. Liu and Xu [9] used SOM based local models to
perform PCA on the data from multi-modes. Cao [4] proposed a SVM experts
system, which is also based on SOM local models, to predict time-series.

For the SOM to be used for modelling time-series, the consective input points
have to be grouped into vectors to form temporal context by means of a win-
dow of a pre-fixed length. The information in between the vectors is however
lost. Recently, increasing interest arises in the SOM for time-series or sequence
processing. Typical methods include Temporal Kohonen Map (TKM) [10], the
recurrent SOM (RSOM) [11].

Lampinen and Oja proposed a method based on the SOM, where every unit
represents an AR model with its reference vector as the model parameters [12].
The experiments conduced have shown the model can learn to distinguish tex-
tures from images. The method in fact is a multiple AR model with the param-
eters of component models forming topological orders.

1 A simple logarithm difference transform.
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Here, we propose a similar multi-regressive model with a different winner
selection rule to reflect the characteristics of homogeneous time-series.

The rest of paper is organised as follows. In section 2, we describe the proposed
methodology. Section 3 will present the application of the proposed methodol-
ogy for prediction of exchange rate. Finally, conclusions will be summarised in
Section 4.

2 Methodology

The problem of predicting future value of a stochastic process is closely related
to the problem of estimating the unknown parameters of a regressive model. We
start from identifying parameters of artificial autoregressive(AR) models.

The target process is assumed to be generated by several independent sta-
tionary discrete autoregressive processes. It has many fields of applications, es-
pecially in econometrics and automatic control. A number of studies recent focus
on modeling such non-stationary process. The model is based on the assumption
that the underly process consists of several independent stationary AR processes,
referred to as local models. The model can be considered as a mixture of these
independent local models, or is regarded to be from one of these local models at
a time. Such a model can be expressed as,

F (xt|�t−1) =
K∑

i=1

β(i,x)Φi(xt − φi0 − φi1xt−1 − . . . − φipixt−mi). (1)

where Φi is i-th local AR model. In the mixture AR (MAR) model, β(i,x) are
the mixing parameters; and in the latter case, considered in this paper, β(i,x)
are selection functions, given as,

β(i,x) =
{

1 if x ∈ Φi

0 else (2)

where input vector x(t) = [x(t), x(t − 1), . . . , x(t − mi)]T , �t−1 represents the
information up to time t − 1, {φi} are parameters, K is the number of AR
processes and mi is the order of AR process i.

2.1 Lampinen and Oja’s Self-organising AR Models

Lampinen and Oja proposed a method called self-organizing AR map (SOAR)
based on a self-organizing map of ”neural” units for unsupervised segmentation
and classification of 1D and 2D signals [12]. The SOAR models index each neural
unit by i and each with weight vector wi which signifying an AR process. The
prediction is based on,

The error e(t) = x(t + 1) − xT w is further smoothed by an exponential av-
erage over the recent estimation errors vi has been used instead of immediate
estimation errors ei



Time-Series Prediction 1003

v′i = βei(t) + (1 − β)vi. (3)

where β is a smoothing factor. The best matching unit is the one with
smallest v′i.

The winner and its neighborhood units update their weights according to

wi(t) = wi(t − 1) + g(r)e(t)x(t). (4)

where g(r) is a linearly decreasing adaptation rate. The model is shown working
well in segmenting the image into texture classes, without priori knowledge about
the number of classes or the class models. The authors also presented good
experimental results on 1D artificial signal and 2D textures.

However the performance of the SOAR model in finding underlying AR pro-
cesses is hampered by the inaccuracy and volatile error terms (i.e. the winning
rule), despite being smoothed. It cannot guarantee a good estimation of the pa-
rameters of the underlying process. Fig. 1 shows a divergence of such a model
for an AR(2) process. The initial weights were set randomly (upper figure) or to
the true parameters (lower figure).
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Fig. 1. Estimates of an AR(2) parameters by the SOAR with initial weights set ran-
domly (upper panel), and to the true parameters (lower panel)

2.2 Self-organising Mixture AR Models (SOMAR)

As we assume that the stochastic process is characterised by white noise cor-
ruption. As a sufficient condition, the modeling error should be close to the
white noise if the modelling is following a ”correct” path. Therefore, we inves-
tigate the autocorrelation of the error instead of the error itself. In order to
obtain sufficient estimation information, we hereby use a small batch input or a
patch.
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The modelling error is a discrete time-series of length p, the batch size,
{e(1), e(2), . . . , e(p)}, with mean μ and variance σ2, an estimate of the auto-
correlation coefficient R(k) at lag k can be obtained as

R(k) =
1

(p − k)σ2

p−k∑

t=1

(e(t) − μ)(e(t + k) − μ). (5)
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Fig. 2. Autocorrelation of the modelling errors for models a0 - a3

Fig. 2 shows the autocorrelations of a set of the modelling errors from a
patch of 20 points. The generating parameters are a0=[-.2, .5]. We randomly
test it on three sets of parameters a1=[-.1, .6], a2=[.1, -.1] and a3=[.5, -.2], their
correlations are plotted in Fig. 2.

Here we use the sum (of the absolute value) of autocorrelation coefficients
(SAC) as the similarity measure,

vi =
p∑

j=−p

|Ri(j)|. (6)

The SAC values for these four cases are 3.8832(a0), 4.3504(a1), 4.5224(a2),
and 4.5963(a3) respectively. As we can see that model a1 is closer to model a0
that to models a2 and a3, so are their SAC values.

In the proposed method, firstly a fixed number of consecutive input vectors
are used to make a patch input. Analogy to the SOM algorithm, we choose the
winner for that patch input according to the SAC, vi, i = 1, 2, . . . , N , i is the
index of local model and N is the total number of the local models.
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Then the winner and its neighbours adapt their weights by

wi(t) = wi(t − 1) + h(r, t)η(t)e(t)x(t). (7)

where h(r, t) is the neighborhood function and η(t) is a decreasing adaption pa-
rameter. Gaussian neighborhood function is used, and linearly decreasing learn-
ing rate is used,

h(r, t) = e−( r
2δ(t) )2 . (8)

η(t) = η0
τ0

τ0 + τ1t + τ2t2
. (9)

The neighborhood function is a useful feature for SOM alike techniques for
avoiding the training process being trapped to local minima, and for forming
topology among the nodes.

Here we show a simple example. In total 1,250 consecutive points were con-
structed by two AR(2) processes a1 = [.5, −.2] and a2 = [.4, −.3]. The signal
consists of 5 consequent 250 point long segments. Each segment was generated
randomly by one of those two AR processes. The training set is the first 1000
points, shown in Fig. 3 and the testing set is the other 250 points. The sets were
divided into 50-point patches.
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Fig. 3. Training set: 1,000 consecutive points generated by two AR(2) processes a1 =
[0.5, −0.2] and a2 = [0.4, −0.3]

The training set was used to train the SOMAR network, the results of the
weights are shown in Fig. 4. The trained SOMAR network was tested on the
testing set. The results of prediction is illustrated on Fig. 5.

3 Experimental Results

In the section, we present experiments on the artificial data (Mackey-Glass data)
and the foreign exchange rate data in respect to the ability of the propose method
in characterising the dynamics of non-linear, non-stationary time-series.
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Fig. 4. Parameter estimation of two AR(2) processes a1 = [0.5, −0.2] and a2 =
[0.4, −0.3]
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Fig. 5. The dash line represents the original data points, the red solid line represents
the prediction by the proposed SOMAR network

3.1 Mackey-Glass Data

To further investigate the capabilities of the proposed SOMAR network, we apply
it on a consecutive 600 points Mackey-Glass data, a dynamic system defined by
the differential equation:

dx

dt
= βx(t) +

αx(t − δ)
1 + x(t − δ)10

. (10)

with the parameter values δ = 17, α = 0.2, β = −0.1. We assume the Mackey-
Glass data consists of a number of unknown AR processes. In this experiment,
the input is the Mackey-Glass series grouped in every 15 points
x(i) = [x(i), x(i + 1), . . . , x(i + 14)]. We prefixed the order of AR process to 14
in favor of the results of BIC in a previous study [13]. Experiments with other
value have been implemented without any significant difference. The result of
prediction of Mackey-Glass data shows on Fig. 6.
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Fig. 6. The dash line represents the original data points, the red solid line represents
the prediction by the SOMAR network on Mackey-Glass data

3.2 Foreign Exchange Rate Data

The data was retrieved from the PACIFIC Exchange Rate Service provided by
W. Antwiler at UBCs Sauder School of Business. It consists 15 years’ daily
exchange rates excluding weekends and bank holidays when currency markets
were closed. The proposed SOMAR network was trained on 3,000 consecutive
data points and the performance of prediction was tested on the following 200
data points. Both the training and testing sets were windowed with the length
of 15 points to form input vectors.

For a comparison with other SOM-based methods, we conducted two types
of tests as follows.

Predicted FX return. The correct prediction percentage, which is a criterion
to check whether the prediction is made on the right direction (i.e. we cal-
culate how many percents predicted returns2 have the same signs as their
corresponding actual returns), shown in Fig. 7.

Predicted FX price. Mean-Square-Error between the testing exchange rates
and predicted ones, shown in Fig. 8.

Table 1. Overall predicted FX returns and prices of various methods on the foreign
exchange rate data.

SOMAR SOAR VSOM RSOM

FX return (%) 66.30 54.01 51.00 51.80

FX price 0.0450 0.0601 0.0625 0.0695

The results from two tests are compared to the vector SOM, SOAR and Re-
current SOM, in Table 1. It can be seen that the SOMAR outperforms other
2 We applied the price-return convert(i.e. x′

t = ln
xt+1

xt
here the xt is the scalar values

of the original data at the time t) to the original data.
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Fig. 7. Predicted returns spanned over 85 days. The dash line represents the FX re-
turns, the solid line represents the prediction by the SOMAR network.
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Fig. 8. Predicted rates spanned over 85 days. The dash line represents the FX prices,
the solid line represents the prediction by the SOMAR network.

temporal SOM models. The experiments show that SOMAR is a good alterna-
tive method to cope with the nonstationarity and multiple underlying processes
time-series.

4 Conclusions

A new approach to tackling nonstationarity of real-world time-series has been
proposed by using the self-organising mixture autoregressive (SOMAR) model.
The model consists of local autoregressive (AR) models and is organised and
learnt by a self-organising map, so forming topologically ordered local regres-
sive models. The proposed autocorrelation-based similarity measure makes the
network effective and more robust compared to the error-based or Euclidean-
based measures. The experiments show that the proposed model can correctly
detect and uncover underlying AR models. They also show that the proposed
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method outperforms other SOM-based methods in modelling and prediction of
nonstationary foreign exchange rates time-series.
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Abstract. Management of extreme events is required of a special consideration, 
as well as a sufficiently wide time horizon for solvency evaluation. Whereas 
their classical adjustment is usually carried out with Extreme Value Theory 
(EVT)-based distributions (namely, the Generalized Pareto Distribution), 
Evolutionary Techniques have been tried herein to fit the GPD parameters as an 
optimisation problem. The comparison between classical and evolutionary 
techniques highlights the accuracy of the evolutionary process. Data adjusted in 
this paper come from a Spanish motor liability insurance portfolio. 

1   Introduction 

Extreme events are low-frequency, high-severity occurrences that classical risk theory 
cannot entirely capture, as they take place at the tail of the loss probability distribution 
[1]. Extremes may give rise to higher fluctuations than classical volatility and 
uncertainty risks, turning notably complex, thus, to specify both loss amounts and 
capital sums devoted to their coverage. 

An accurate estimation of extreme claims is fundamental to assess solvency capital 
requirements (SCR). Extreme Value Theory (EVT) (classical parametric estimation) 
is generally used to fit a Generalized Pareto Distribution (GPD) to excesses over a 
certain threshold depending on the available data. In this work, data are related with 
the motor liability insurance historical datasets of one representative company 
operating within the Spanish market. In this work, an Evolution Strategy (ES) is used 
to obtain those parameters that better fit the GPD to the experimental data. ES lies in 
the general field of natural metaphor algorithms (simulated annealing, genetic 
programming and so on), and could be named as Darwinian approach or evolutionary 
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programming after [2]. In order to allow an evaluation of the characteristics of the 
new method, some comparisons have been carried out with classical estimation. This 
method has been applied before to optimize the parameter values of different possible 
models in order to adjust them to a real data distribution using simple ES [3] and 
multiobjetive ES [4]. In this case, models define different distributions representing 
the behavior of reported claims after a catastrophe occurs. The optimization was 
carried out using real data recorded from several Spanish catastrophes1. 

This new method provides insurers a useful tool to manage risks, allowing them to 
infer on a statistical basis the extreme values of either a population or a stochastic 
process, and hence estimate the probability of yet more extreme events than the 
historical ones. By modeling extremes aside the global sample data, EVT enables 
insurers to predict both high values at the tail (outliers) and situations exceeding the 
historical records, without need to turn to the global distribution of the data observed 
altogether. Consequently, the study of extreme risk preserves insurers’ stability and 
solvency when faced to the occurrence of extreme losses, by application of statistical 
models to more precisely measure risk and optimally decide on capital requirements, 
level of provisions, pricing and cession to reinsurance. 

In section 2, the definition of GPD and the classical estimation methods are 
presented. A brief description of ES [5] is included in section 3. Section 4 is devoted 
to the results of the classical procedures. ES results appear in section 5 and, finally, a 
comparison with classical techniques and some conclusions are summarized in 
section 6. 

2   Estimation of Generalized Pareto Distribution 

The Pickands-Balkema-De Haan theorem demonstrates that a GPD can be adjusted 
over a certain threshold. For further information on EVT, among others, we refer the 
reader to [6], [7], [8], [9] and [10].  

The distribution of excesses over u is defined as: 

( ) uxyfor
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where x  is the total claim amount, 0x  represents the finite or infinite supreme value 

of the distribution function, and y stands for the excess over the threshold u, with 
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where x≥0  if ξ≥0, and 
ξ
β−≤≤ x0  if ξ<0, with ξ and β being the shape and scale 

parameters. When ξ>0, we have the usual Pareto distribution with shape α=1/ξ, and 
the GPD is heavy-tailed. If ξ<0, we have a type II Pareto distribution, whereas ξ=0 
gives the exponential distribution.  

The family of GPD’s may be extended by adding a location parameter, μ. Then the 
GPD Gξ,μ,β(x) is defined as Gξ,β(x-μ). 

The steps to perform the classical theoretical adjustment of the GPD to a extreme 
data series are the following: 

1) Choose the optimum threshold over which the GPD may be fitted to the 
corresponding values over the threshold, using to that aim the empirical mean 
excess function.  
2) Estimate the parameters of the model according to the heavy-tailedness of the 
distribution, by means of those estimators that minimize the Mean Squared Error 
(MSE): 

• MLE (GP): Maximum likelihood estimator for parameters ξ  and β based on 

data sets governed by a GPD. 
• Moment (GP): Moment estimate for parameter ξ  of GPD’s (a better name 

would be Log-Moment estimate). The estimate is related to the Hill estimate 
and computed with the k largest values of the active data set. 

• L-Moment (GP): The L-Moment estimator in the full GP model. Take care 
that the true shape parameter ξ  is smaller than 1.  

• Drees-Pickands (GP): Drees-Pickands estimate of the parameter ξ  of GPD. 

The estimate is a mixture of Pickands estimates based on the k largest values 
of the underlying sample. 

• Slope(GP): The slope β  of the least squares line, fitted to the mean excess 

function right of the k largest observations, is close to )1/( ξξ − , and, 

therefore, ( ) )1/( μμξ +=k  is a plausible estimate of ξ . 

3) Check the goodness-of-fit of the underlying distribution through the Quantile-
Quantile plot (QQ plot). 
4) Perform the inference on the basis of our estimated conditional model, and 
calculate the marginal probabilities leading to determine the unconditional data 
distribution. 

Our analysis will focus on one representative Spanish insurer’ motor liability 
portfolio along a ten year-period. It exhibits a recent history (from ten years on), 
although significantly improved over the last years of the interval. We have 
introduced a distortion in order to keep the company identity undisclosed. 

Two different concepts are assumed as forming the loss amount: 

- The cost of settled claims, summing all the net recapture payments already made 
out. 
- The cost of non settled claims, comprising all the net recapture payments already 
made out, and/or the reserves for estimated future payments still pending. 
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Data have been updated to 2006 values. Table 1 lists below, on an annual basis, the 
number of claims of the company, with both their total and average individual costs 
expressed in nominal currency units. Data in Table 1 indicates that the insurer lacks of 
a stable behavior as regards the average cost evolution. This may be attributed to three 
main explanatory factors: diverse coverages integrating the final cost of the claims, 
different claim settlement periods, and the occurrence of extreme events. 

The history of the firm (Table 1) shows a weighted loss frequency as high as 45.13 
percent during the last four years of the interval, although decreasing until stability 
with the growth of policies in portfolio. 

Table 1. History of the firm 

Year Total 
cost  

Annual 
variation 

(%) 

Average 
cost 

Annual 
variation 

(%) 

Number 
of claims

Annual 
variation

Number 
of 

policies 

Annual 
variation

claims/policies ratio 

1 65.487  31,20  2.099  0   

2 182.745 179% 32,08 2,84% 5.697 171,34% 7.913  72,00% 

3 284.724 56% 30,29 -5,58% 9.400 65,01% 14.207 79,54% 66,16% 

4 375.414 32% 32,45 7,13% 11.569 23,08% 18.454 29,90% 62,69% 

5 444.348 18% 32,39 -0,17% 13.717 18,56% 22.300 20,84% 61,51% 

6 585.843 32% 35,73 10,29% 16.397 19,54% 28.564 28,09% 57,40% 

7 831.326 42% 39,73 11,21% 20.923 27,60% 41.027 43,63% 51,00% 

8 1.177.518 42% 42,00 5,69% 28.039 34,01% 59.467 44,95% 47,15% 

9 1.408.682 20% 40,93 -2,53% 34.415 22,74% 78.297 31,67% 43,95% 

10 1.774.348 26% 44,92 9,74% 39.501 14,78% 93.444 19,35% 42,27% 

3   Evolution Strategies 

Evolution strategies (ES) developed by Rechenberg and Schwefel, have been 
traditionally used for optimization problems with real-valued vector representations. 
As Genetic Algorithms (GA), ES are heuristics search techniques based on the 
building block hypothesis. Unlike GA, however, the search is basically focused on the 
gene mutation. This is an adapting mutation based on the likely the individual 
represents the problem solution. The recombination plays also an important role in the 
search, mainly in adapting mutation. 

Evolutionary Algorithms combine characteristics of both classifications of classical 
optimization techniques: volume-oriented and path-oriented methods. Volume-
oriented methods (Monte-Carlo strategies, clusters algorithms) apply the searching 
process scanning the feasible region while path-oriented methods (pattern search, 
gradient descent algorithms) follow a path in the feasible region. A definition of a 
restricted search space of finite volume and the starting point is required to volume-
oriented and path-oriented methods respectively. 

Evolutionary Algorithms characteristics change during the evolutionary process 
and both exploitation and exploration search takes places. ES are techniques widely 
used (and more appropriated than Genetic Algorithm) in real-values optimization 
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problems. Evolutionary computation algorithms offer practical advantages facing 
difficult optimization problems [11]. These advantages are: conceptual simplicity, 
broad applicability, potentiality to use knowledge and hybridize with other methods, 
implicit parallelism, robustness to dynamic changes, capability for self-optimization 
and capability to solve problems that have no known solutions. A general ES is 
defined as an 8-tuple [12]: 

ES= (I, Φ, Ω, Ψ, s, ι, μ, λ) (3) 

where ( ) [ ] ασ ππασ nnnxI ,,, −×ℜ×ℜ== +
rrr

is the space of individuals, nσ∈{1,…, n} 

and nα∈{0, (2n-nσ)(nσ-1)/2}, Φ :I→ℜ= f, is the fitness function, Ω={m{τ, τ’, β}: 
Iλ→Iλ}∪{r{rx, rσ, rα}: Iμ→Iλ} are the genetic operators, mutation a recombination 
operators. Ψ(P)= s(P ∪ m{τ, τ’, β}(r{rx, rσ, rα}(P) )) is the process to generate a new set of 
individuals, s is the selection operator and ι is the termination criterion. 

In this work, the definition of the individual has been simplified: the rotation 
angles nα have not been taken into account, nα=0. 

The mutation operator generates new individuals as follows: 

( ) ( )( )1,01,0'exp' iii NN ⋅+⋅⋅= ττσσ  (4) 

( )1,0''
rrrr

Nxx i ⋅+= σ  (5) 

ES has several formulations, but the most common form is (µ , λ)-ES, where λ >µ  
≥1, (µ , λ) means that µ-parents generate λ-offspring through recombination and 
mutation in each generation. The best µ  offspring are selected deterministically from 
the λ offspring and replace the current parents. Elitism and stochastic selection are not 
used. ES considers that strategy parameters, which roughly define the size of 
mutations, are controlled by a “self-adaptive” property of their own. An extension of 
the selection scheme is the use of elitism; this formulation is called (µ+λ)-ES. In each 
generation, the best µ-offspring of the set µ-parents and λ-offspring replace current 
parents. Thus, the best solutions are maintained through generation. The 
computational cost of (µ , λ)-ES and (µ+ λ)-ES formulation is the same.  

4   Problem Resolution with Classical Techniques 

The classical GPD adjustment to a data sample involves two fundamental issues: 

- The choice of the optimal threshold u, since not all the priorities render a good 
adjustment of the parametrical function.  
- The estimation of the distribution shape (μ) and scale (β) parameters. 

The mean excess plot for the 1000 highest claims, with pairs 
( ) 1,...,1; ,1 −=+ nkforEX nkk ,  is useful to select the threshold (see Figure 1). 

The plot is growing linear from a quite low priority through roughly 30000, where 
the function becomes plain or even decreasing. Then, one may wonder whether the 
extreme losses are heavy-tailed or not, and therefore, if they may be adjusted to a 
GPD. 
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Fig. 1. Mean excess function for the 1000 most severe claims 

The QQ plot versus the exponential distribution, by means of the pairs 

( )( )nrn XpF ,
1 ;− , where ( ) ( ) pn XppF =−−=− 1ln1  and ( )1+

=
n

r
p , or 

3/1

3/1

+
−=

n

r
p  

provides the answer to both questions. A straight line would mean the goodness-of-fit 
of the distribution (namely, the exponential distribution), whereas a curve would 
indicate a more heavy-tailed distribution (Figure 2).  
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Fig. 2. Exponential QQ Plot 

The slight curvature of the empirical quantiles reveals that the tail cannot be 
modelled with the exponential distribution. But as the plot is very close to linearity, 
peak losses are heavy-tailed, although not quite. That’s to say, the GPD adjusting 
parameter is positive, but very close to zero. 

Being aware that the distribution is heavy-tailed and ignoring at the same time 
the optimal threshold, we opt by the XTREMES algorithm to both optimize the 
choice of the threshold to fit the GPD and estimate its parameters. Results are 
shown in Table 2. 
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Table 2. Classical Estimation Results 

Estimation Threshold Tail index ξ Scale parameter β 

MLE 11908 0,137872 8454,29 

ME 11908 0,222948 8072,61 

L-Moment 11908 0,159826 8220,06 

Drees-Pickands 11908 0,154199 8297,47 

Slope 11908 0,0433713 8664,96 

5   Problem Resolution with Evolution Strategies 

The global optimization procedure must adjust the GPD parameters for each value of 
the threshold minimizing the MSE. The general optimization problem is summarized 
in the following definition [13]: 
 
Given a function ƒ: M ⊆ ℜn → ℜ, M ≠ ∅, for x∈M the value ƒ*: = ƒ (x*) >-∞ is called 

a global minimum, iff:∀x∈M: ƒ(x*) ≤ƒ(x) 
 

Then x* is a global minimum point, ƒ is called objective function, and the set M is 
called the feasible region. In this case, the global optimization problem has a unique 
restriction: 0>ξ . This restriction is included in the codification and all individuals 

are processed to become feasible ones. Then, in spite of this restriction, the solutions 
space does not have infeasible regions.  

The type of recombination used in this work is the discrete recombination and the 
strategy (μ+λ)-ES was used to select the individual to the next generation. The 
parameters of the ES are summarized in Table 3. Besides, different runs where 
achieved changing the random seed. 

Table 3. Setting of exogenous parameters of the ES 

Parameter Value 

Initial standard deviations σi(0) Randomly generated in range [0.01,10.0] 

Number of rotation angles nα 0 

Parent population size μ 20 

Offspring population size λ 40 

Termination criterion Number of generation step = 500 

Results are shown in Figures 3, 4 and 5. In Figure 3, the value of MSE is depicted 
as function of the threshold value. Each threshold value represents an optimization 
process to obtain the optimal parameters of GPD for this value. The best value is 
shown in Figure 3, settled the threshold to 11908. Figure 4 and 5 show the values of 
parameters for each threshold. 
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Fig. 3. Optimized MSE value for each threshold 

        

      Fig. 4. Optimized ξ for each threshold                   Fig. 5. Optimized β for each threshold 

The minimum MSE (3.64E+05) is obtained for a value threshold of 11908. This 
point is the optimum threshold with values of ξ = 0.141467 and β= 8287.67. 

6   Conclusion and Discussion 

Reinsurers, as well as cedent insurers, share a deep concern in being able to 
accurately estimate the probability of claims over a certain threshold. Their expertise 
in handling extreme risks is decisive to determine how much financial capacity is 
required to assume the cost of extreme losses, or, instead, cede them to reinsurance. 
Fitting a GPD to claims above a high threshold is a powerful tool to model the tail of 
severe losses. We have proposed in this work an ES-based optimization method to 
estimate the GPD parameters. Table 4 shows a comparative analysis of classical 
techniques and the proposed method. 
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Table 4. Setting of exogenous parameters of the ES 

Estimation Threshold μ Tail index ξ Scale parameter β MSE 

Evol. Strategies 11908 8287.67 0.141467 3.64E+05 

MLE 11908 8454.29 0.137872 3.71E+05 

Drees-Pickands 11908 8297.47 0.154199 4.59E+05 

L-Moment 11908 8220.06 0.159826 4.88E+05 

Slope 11908 8664.96 0.0433713 2.98E+06 

Moment 11908 8072.61 0.222948 3.72E+06 

Results show that evolution strategies fit the distribution better than EVT classical 
techniques. We can conclude that ES are an efficient technique to solve the global 
minimization problem (minimizing the MSE) without any domain knowledge. Then, 
we probe that ES could be considered in actuarial, financial and economic areas as a 
solver mechanism able to approximate any mathematical model to a set of real data, 
as we show in previous works [3],[4] by adjusting the claims rate from a single and 
multi objective perspective. 
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Abstract. In this paper we propose to do portfolio management us-
ing reinforcement learning (RL) and independent factor model. Factors
in independent factor model are mutually independent and exhibit bet-
ter predictability. RL is applied to each factor to capture temporal de-
pendence and provide investment suggestion on factor. Optimal weights
on factors are found by portfolio optimization method subject to the
investment suggestions and general portfolio constraints. Experimental
results and analysis are given to show that the proposed method has bet-
ter performance when compare to two alternative portfolio management
systems.

1 Introduction

During the past decade, there have been growing number of researches that ap-
ply reinforcement learning (RL) [1, 2] techniques to solve problems in financial
engineering [3]. What is of particular interest would be using RL to design fi-
nancial trading systems. Neuneier used Q -learning algorithm to design a system
for trading single asset [4]. The system was enhanced in [5] to enable multi-asset
trading. However, the size of action space increases exponentially with the num-
ber of assets, hence it requires substantial amount of training data to determine
policy for such a huge action space. Ormoneit and Glynn applied a kernel-based
RL approach on single-asset trading problem [6]. In [7] Dempster and Leemans
proposed a layered single-asset trading system where recurrent RL algorithm is
used to offer trading recommendation. The recommendation is then evaluated
by risk management overlay to make final decision.

One problem of current researches is that, most works only addressed the
simple single-asset allocation problem, i.e. capital can either be kept in cash or
invested in a risky asset. In practice, however, investors rarely adopt such an
extreme strategy. Instead they normally make investments in a number of assets
and take advantage of diversification to reduce investment risk. In this paper we
aim to provide a competitive portfolio management strategy exploiting RL.

A simple ”divide-and-conquer” approach using RL for portfolio management
can be divided into two steps. First, RL is run separately on each available asset

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 1020–1031, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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to obtain the Q -values of different actions; Second, asset weights are generated
based on these Q -values. However, this approach is subject to two questions.
First, the obtained weights may not be optimal in terms of profit as RL neglects
the inter-relations between the returns of different assets. Second, whether it is
good to apply RL directly on assets is still under question. This is because the
prediction of future reward is important to RL’s performance while it is well
known that asset return is difficult to predict.

The independent factor model in finance [8, 9, 10, 11] may help to address
the above two questions. In the independent factor model, the observed asset
returns are believed to be linear mixtures of some hidden independent factors.
Motivated by these works, we proposed to use RL on independent factors in-
stead of on asset returns as in past works. As the factors are as independent
as possible, the inter-relations between them are almost negligible. Hence we no
longer need to consider the inter-relations. Also there have been many research
works believing that the independent factors are more structured and regular,
and consequently can be predicted better [12, 13] than asset returns. In this way
using independent factors can be expected to strengthen the usefulness of RL in
portfolio management.

Therefore, in this paper, we propose to do portfolio management by virtue of
RL and the independent factor model. This proposed system is named indepen-
dent factor RL (IF-RL) for portfolio management. The independent factors can
be estimated by using independent component analysis (ICA) [14], a statistical
technique for revealing hidden factors underlying the observed signals with a
linear transformation. The system implementation consists of four steps. Firstly,
ICA is used to construct independent factors from asset returns. Secondly, as the
factors are almost independent from each other, RL is run on all factors in par-
allel to obtain investment suggestions on factors. Thirdly, portfolio optimization
method is used to find factor weights that optimize specific objective function
subject to investment suggestions from RL and general portfolio constraints.
Lastly, optimal asset weights are obtained by converting optimal factor weights.

The rest of the paper is organized as follows. In Sect.2 the design of the pro-
posed IF-RL system is described in detail. In Sect.3, another RL-based portfolio
management system without utilizing independent factors is formulated for com-
parison with the proposed system in later experiments. Experimental results and
analysis are provided in Sect.4 to compare the performances of IF-RL system
and two alternative portfolio management systems. Finally Sect.5 discusses some
future works and concludes.

2 Proposed System

In this section, we describe in detail the design of the proposed IF-RL system.
Fig.1 shows the structure of the system which can be divide into two parts.
The inner part within the dotted-line block is a RL-based portfolio manage-
ment model consisting of a RL module and a portfolio optimization overlay. This
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Fig. 1. The structure of IF-RL portfolio management system

model is designed to operate on multiple assets. The outer part is composed of
factor construction module and weight conversion module which are in charge
of transformation between assets and independent factors. In the following text,
we elaborate the two parts respectively.

2.1 Factor Construction Module

Factor construction module extracts factors from asset returns. In this paper
we adopt the FastICA algorithm [15] to extract independent components from
returns.

Assume that we can invest in a market consisting of N risky assets and risk-
free cash. At time t, let εi (t) be the return of asset i at t, which is defined
as

εi (t) =
pi (t + 1) − pi (t)

pi (t)

where pi (t) is the price of asset i at t. The asset returns at t can be summarized
with a vector ε(t)= (ε1 (t) , . . . , εN (t))T , and for t = 1, . . . , T , a return matrix ε =
(ε(1), . . . , ε(T )) can be formed where each row represents the historical returns
of a single asset. In the independent factor model, the returns ε1 (t) , . . . , εN (t)
are assumed to be linear combinations of some independent factors. To recover
the independent factors, ICA uses the linear transformation

f(t) = Bε(t) (1)

where f(t) = (f1(t), f2(t), · · · , fN(t))T with fi(t) being the ith recovered factor
at t1, and the matrix B is the de-mixing matrix for ε(t).

With a proper de-mixing matrix B, we can implement the factor construction
module. In IF-RL system, we consider the factors as returns of some
pseudo-assets 2.
1 For simplicity, we assume that the number of factors is equal to that of the assets.
2 In the rest of this paper, for simplicity, we use factor in the place of pseudo-asset

unless noted otherwise.
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2.2 Weight Conversion Module

The weight conversion module converts the optimal factor weights obtained from
the inner part to corresponding asset weights. Let the asset weights and factor
weights be wa and wf respectively. We have

wT
a ε(t) = wT

f f(t)

By substituting Eq.(1) into the above equation, we can have the relation between
wa and wf

wa = BT wf (2)

Like asset weights, factor weights are also subject to some portfolio constraints
when utilized in portfolio management task. The general portfolio constraints
on asset weights can be stated as3

N∑

i=1

wai ≤ 1 and ∀i = 1, . . . , N wai ≥ 0 (3)

where wai is the asset weight on asset i. The sum of asset weights is set to be
no bigger than 1 as there may be some capital allocated in cash. The equation
can be rewritten in matrix form as

[1]TNwa ≤ 1 and wa ≥ [0]N

where [1]N and [0]N are respectively N -dimension vector of all 1’s and all 0’s.
By utilizing Eq.(3) and Eq.(2), general portfolio constraints on factor weights
can be specified as

[1]TNwf ≤ 1 and BT wf ≥ [0]N (4)

These constraints will be used in portfolio optimization with respect to factor
weights (see Sect.2.4).

2.3 RL Module

The RL module consists of many RL units, which structure is shown in Fig.2,
with each unit operating on one factor. RL units are run in parallel, and output
RL decisions on corresponding factors. In practice, it is common for investors to
set constraints on the proportion of specific asset in the portfolio. Similarly, in
this paper we interpret RL decisions as suggestions on degree of investment of
factors, i.e. constraints on factor weights.

In each RL unit, we solve a single-asset allocation problem trading with one
factor. The available actions are -1 and 1, representing respectively short and
long position. We choose this action setting because we can see from Eq.(4) that
factor weights may be negative, which indicates short-selling of the factors. At
3 Please be noted that in this paper we assume non-negative asset weights to disallow

short-selling.
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time t , for factor i, the state sit = ($it, kit) consists of two parts: $it describes the
market impact which is independent of investor’s decision; while kit ∈ {−1, 1}
represents the current investment position (short or long). Within each RL unit,
we maintain Q -values of the binary actions. Q -values represent the expected
future return of applying specific action at given state, and can be updated with
the following formula during training:

Qa (s) ← (1 − η) Qa (s) + η (r + γ max (Q−1(s′) , Q1 (s′))

where 〈s, a, r, s′〉 is the observed tuple of current state, applied action, perceived
reward and next state, η is learning rate, 0 ≤ γ ≤ 1 is the discount factor in
RL, and Qa (s) is estimated Q -value of applying action a at state s. In trading
system, generally the reward can be represented as the capital gain subtracted
by the transaction cost, i.e. at time t, for factor i, we have rit = git+cit, where git

is the change of total capital during [t, t + 1] due to the price variations, and cit

the commission charge for traing at t , if applicable. For convenience, transaction
cost is assumed non-positive to denote the paid charge. In the context of factor
trading, the capital gain and transaction cost can be computed with

git = log (1 + ait · fi (t))

cit = log

⎛

⎝1 − δ ·
N∑

j=1

|bij | · |kit − ait|

⎞

⎠

where δ is transaction cost rate of asset trading.
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At time t, for factor i, the optimal action a∗
it can be determined via

a∗
it = sgn (d (sit)) (5)

where d (sit) = Q1 (sit)−Q−1 (sit) is the difference between Q -values at sit, and
sgn() is the sign function. In RL module, we use two sigmoid-shape functions
Fu () and Fl () (see Eq.(6)) to generate decisions on upper bound and lower
bound of factor weight to control the weight from approaching boundary values
of -1 and 1.

Fu (d (sit)) =
1
2

(1 + tanh (Nu · d (sit)))

Fl (d (sit)) =
1
2

(−1 + tanh (Nl · d (sit)))
(6)

where Nu and Nl are respectively upper/lower bound parameter. The outputted
RL decisions can be stated as

∀i = 1, . . . , N Fl (d (sit)) ≤ wfi ≤ Fu (d (sit)) (7)

An example of upper and lower bound is shown in Fig.3, we can see from the
figure that when RL prefers action 1 (or -1), the difference between Q -values is
a positive (or negative) value, the upper and lower bound approaches to 1 and
0 (or 0 and -1) respectively with greater preference, i.e. bigger absolute value of
difference between Q -values.

2.4 Portfolio Optimization Overlay

The portfolio optimization overlay can be implemented with various portfolio
optimization methods. In this paper’s experiments, we use mean-variance op-
timization (MVO) model, which was initialized by Markowitz in his landmark
paper [16] and may be the most renowned portfolio optimization method. In
MVO, the objective function to be maximized can be expressed as

U (wa) = wT
a ε − uwT

a Σwa

where ε and Σ are respectively expected return and covariance matrix, u ≥ 0
is the risk aversion. By utilizing Eq.(2), we can state the optimization problem
in IF-RL’s portfolio optimization overlay as maximizing the following objective
function subject to constraints in Eq.(4) and Eq.(7)

U (wf ) = wT
f Bε − uwT

f BΣBT wf

3 Another RL-Based Portfolio Management System

In this section, we formulate another RL-based portfolio management system
as shown in Fig.4. We can find from the figure that this system has a struc-
ture similar to IF-RL system, except that RL is used directly on asset returns
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instead of independent factors. The system is named RL-POM as it combines
RL module and portfolio optimization overlay. In the sysem, RL is run sepa-
rately on inter-related asset returns, which may lead to suboptimal portfolio.
Also the poor predictability of asset returns will limit the usefulness of RL in
portfolio management. The RL-POM system will be used for comparison with
the IF-RL system in experiments to investigate the advatange of applying RL
on independent factors.

In the RL-POM system, the RL module is also composed of many RL units.
RL units provide RL decisions on degree of investment of assets. Since the asset
weight lies in the range [0, 1], the available actions are set as 0 (invest in cash)
and 1 (invest in risky asset). At time t, for asset i , let the Q -values of binary
actions be Q0 (sit) and Q1 (sit) respectively, the optimal action a∗

it is

a∗
it = H (d (sit)) (8)

where d (sit) = Q1 (sit) − Q0 (sit) is the difference between Q -values at sit, and
H () is heaviside step function. In RL-POM we only need to provide decision on
upper bound of asset weights with

Fu (d (sit)) =
1
2

(1 + tanh (Nu · d (sit)))

The outputted RL decisions are

∀i = 1, . . . , N wai ≤ Fu (d (sit)) (9)

The portfolio optimization overlay directly find the asset weights wa that
optimize specific objective function while subject to constraints in Eq.(3) and
Eq.(9).

4 Experimental Results and Analysis

Experiment on real stock data in Hong Kong market is provided in this section
to illustrate the performance of proposed IF-RL portfolio management system.
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Fig. 5. Profit gains of the two portfolio management systems in the testing stage

The experiment is carried out by investing in a portfolio of 8 stocks4. The ex-
perimental data consists of 1000 data points from April 22, 2003 to May 4,
2007. The first 750 data points are used as training data set, whereas the re-
maining 250 days compose the testing stage. The transaction cost rate δ is set
as 0.5%.

4.1 Experimental Results

In the experiment, we compare the performances of two portfolio management
systems, i.e. RL-POM system and IF-RL system, described respectively in pre-
vious two sections. For both systems, MVO is chosen to implement portfolio
optimization overlay with risk aversion u = 1, and the upper/lower bound pa-
rameter Nu and Nl are both set as 100.

For both systems, the 250-day testing stage is divided into 5 segments, and as-
set weights are rebalanced at the beginning of each segment. In the testing stage,
the tested segment will be added to the training data set before moving forward
to next segment; and the RL modules in RL-POM and IFRL system continue to
train their trading policies with newly-observed data. This mechanism enables
the systems adaptive to the changes in the dynamic market.

Fig.4 shows the profit gains of the three systems in the testing stage. The
proposed IF-RL system can be found to outperform the RL-POM systems in
terms of profitability. We also notice that IF-RL system can control the loss
better when asset prices decrease, e.g. around day 50 to 60.

4 The 8 stocks are all constituent stocks of Hang Seng Index in Hong Kong market.
They are 0002-0003.HK, 0005-0006.HK, 0011.HK, 0013.HK, and 0016-0017.HK.
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Table 1. Performances of the three portfolio management systems

system name profit (%) mean return risk Sharpe Ratio dod
RL-POM 24.59 9.92e-4 2.25e-4 6.61e-2 0.4978

IFRL 28.10 1.10e-3 2.12e-4 7.54e-2 0.5976

Table 1 provides more performance statistics including mean return, risk,
Sharpe Ratio, etc. All the performance statistics are measured on the testing
stage, and risk is defined as variance of the trading return. In the table, dod
stands for degree of diversification [17]. This measure tells how well the system
diversifies its investments. It is computed with

dod =
1
N

N∑

m=1

wT
m [[1]N − wm]

where N is the number of segments, and wm is the asset weights determined at
the beginning of segment m.

From the table we can have two observations. First, the IF-RL system achieves
a higher mean return, lower risk and better Sharpe Ratio when compared to
the RL-POM system. These results can provide some positive evidences for the
conjecture that independent factors may have better predictability than asset
returns. Second, in terms of dod, the IF-RL system can achieve a more diversified
portfolio than the RL-POM system does.

4.2 Analysis on Portfolio Formation

Besides the performance measures discussed above, we are also interested in
the optimal asset weights found by the three systems. In Fig.6 we show the
asset weights of the two systems determined at the beginning of the 5 segments.
Among all the 8 assets, there are 7 assets selected by at least one system during
the testing stage. We use a clustering of 7 bars to represent asset weights, where
the bar height is equal to the weight on the corresponding asset. For those bars
with non-zero height, asset indexes are marked on top of them.

It can be observed from Fig.6 that asset 8 is consistently selected by both sys-
tems as a major component. This can be contributed to this asset’s significant
profitability when compared to other 7 assets. Despite this similarity in con-
structing portfolio, the portfolios found by the IF-RL system are still different
from those found by RL-POM system in terms of the minor portfolio compo-
nents. This may be the reason why IF-RL system can achieve better performance
than the RL-POM system. To further demonstrate this, we pick some example
segments to show how different asset selections by IF-RL and RL-POM system
lead to different performances.

In segment 2, while both systems choose to invest in asset 3 and 8, IF-RL sys-
tem also invests in asset 1 and prefers it to asset 3. Fig.7(a) shows the normalized
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Fig. 7. Normalized prices of assets selected by different systems in two example
segments

prices5 of asset 1, 3 and 8 during segment 2. We can see that asset 1 outperforms
asset 3 in terms of profit, indicating a better choice of IF-RL system. The oppo-
site trends of asset 1 and 3 in the middle part of the segment show that adding
asset 1 to portfolio can effectively reduce the portfolio risk. In segment 5, both
system invest similar amount of capital in asset 8, but IF-RL system chooses to
5 Here the asset prices are normalized so that prices at the beginning of the segment

are 1, the same normalization is also used for segment 5.
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diversify the remaining capital in asset 1, 4 and 5 while RL-POM invests only in
asset 1. Fig.7(b) depicts the normalized prices of asset 1, 4 and 5 in segment 5.
We can see that asset 4 and 5 outperform asset 1, which indicates that the
diversification decision of IF-RL system is correct.

The analysis of portfolio formation shows that with the assistance of inde-
pendent factors, IF-RL system can take advantage of the better predictability
of factors and find better-performing portfolios.

5 Conclusion and Future Work

In this paper, we propose Independent Factor RL (IF-RL) system for portfolio
management. With the assistance of independent factors, we can operate RL on
all factors in parallel, which enables an efficient system structure. Also, combin-
ing independent factors with RL can take advantages of both techniques: RL
has good forecasting power, while independent factors are believed to have bet-
ter predictability than asset returns. Experimental results on real stock data in
Hong Kong market show that IF-RL system achieves better trading performance
than the comparative MVO model and RL-POM system. Analysis on portfolio
formation shows that IF-RL system attempt to find better-performing portfolio
that is different in formation from the portfolios found by other two systems,
thus demonstrating the usefulness of independent factors.

Future work may include using other ICA techniques to extract independent
factors, as well as applying IF-RL system on more data sets with more optimiza-
tion criterions such as those related to downside risk.

References

[1] Kaelbling, L.P., Littman, M.L., Moore, A.P.: Reinforcement learning: A survey.
Journal of Artificial Intelligence 4, 237–285 (1996)

[2] Sutton, R.S., Barto, A.G.: Reinforcement Learning: An Introduction. MIT Press,
Cambridge (1998)

[3] Roy, R.V.: Neuro-dynamic programming and reinforcement learning for finance.
In: Proc. Computational Finance (1999)

[4] Neuneier, R.: Optimal asset allocation using adaptive dynamic programming. In:
Touretzky, D.S., Mozer, M., Hasselmo, M.E. (eds.) NIPS, pp. 952–958. MIT Press,
Cambridge (1995)

[5] Neuneier, R.: Enhancing q-learning for optimal asset allocation. In: Jordan, M.I.,
Kearns, M.J., Solla, S.A. (eds.) NIPS, pp. 936–942. MIT Press, Cambridge (1997)

[6] Ormoneit, D., Glynn, P.: Kernel-based reinforcement learning in average-cost
problems: An application to optimal portfolio choice. In: NIPS, pp. 1068–1074
(2000)

[7] Dempster, M.A.H., Leemans, V.: An automated fx trading system using adaptive
reinforcement learning. Expert systems with applications: special issue on financial
engineering 30, 534–552 (2006)

[8] Back, A.D.: A first application of independent component analysis to extracting
structure from stock returns. International Journal of Neural Systems 8(4), 473–
484 (1997)



Independent Factor Reinforcement Learning for Portfolio Management 1031

[9] Kiviluoto, K., Oja, E.: Independent component analysis for parallel financial time
series. In: Proc. ICONIP 1998, Tokyo, Japan, vol. 2, pp. 895–898 (1998)

[10] Cha, S.M., Chan, L.W.: Applying independent component analysis to factor model
in finance. In: Proc. of IDEAL, pp. 538–544 (2000)

[11] Chan, L.W., Cha, S.M.: Selection of independent factor model in finance. In: 3rd
International Conference on Independent Component Analysis and blind Signal
Separation, San Diego, California, USA (December 2001)

[12] Pawelzik, K., Müller, K.R., Kohlmorgen, J.: Prediction of mixtures. In:
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Discrete Time Portfolio Selection with Lévy Processes 
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Abstract. This paper analyzes discrete time portfolio selection models with 
Lévy processes. We first implement portfolio models under the hypotheses the 
vector of log-returns follow or a multivariate Variance Gamma model or a 
Multivariate Normal Inverse Gaussian model or a Brownian Motion. In 
particular, we propose an ex-ante and an ex-post empirical comparisons by the 
point of view of different investors. Thus, we compare portfolio strategies 
considering different term structure scenarios and different distributional 
assumptions when unlimited short sales are allowed. 

Keywords: Subordinated Lévy models, term structure, expected utility, 
portfolio strategies. 

1   Introduction 

In this paper, we model the returns as a multidimensional time-changed Brownian 
motion where the subordinator follows or an Inverse Gaussian process or a Gamma 
process. Under these different distributional hypotheses we compare the portfolio 
strategies with the assumption that the log-returns follow a Brownian motion. 

The literature in the multi-period portfolio selection has been dominated by the 
results of maximizing expected utility functions of terminal wealth and/or multi-
period consumption. Differently from classic multi-period portfolio selection 
approaches, we consider mean-variance analysis alternative to that proposed by Li 
and Ng's (2000) by giving a mean-dispersion formulation of the optimal dynamic 
strategies. Moreover we also discuss a mean, variance, skewness and kurtosis 
extension of the original multi-period portfolio selection problem. These alternative 
multi-period approaches analyze portfolio selection, taking into consideration the 
admissible optimal portfolio choices when the log-returns follow a Lévy process. This 
analysis differs from other studies that assume Lévy processes with very heavy tails 
(see Rachev and Mittnik (2000), Ortobelli et al. (2004)), since we consider Lévy 
processes with semi-heavy tails. In order to compare the dynamic strategies under the 
different distributional assumptions, we analyze two investment allocation problems. 
The primary contribution of this empirical comparison is the analysis of the impact of 
distributional assumptions and different term structures on the multi-period asset 
allocation decisions. Thus, we propose a performance comparison among different 
multi-period mean-variance approach based on different Lévy processes and taking 
into consideration three different implicit term structures. For this purpose we discuss 
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the optimal allocation obtained by different risk averse investors with different risk 
aversion coefficients. We determine the multi-period optimal choices given by the 
minimization of the variance for different levels of final wealth average. Each 
investor, characterized by his/her utility function, will prefer the mean-variance model 
which maximizes his/her expected utility on the efficient frontier. Thus the portfolio 
policies obtained with this methodology represent the optimal investors' choices of the 
different approaches. 

In Section 2, we introduce dynamic portfolio selection under the different 
multivariate distributional hypotheses. In Section 3 we propose a comparison of 
optimal portfolio strategies. Section 4, briefly summarizes the results. 

2   Discrete Time Portfolio Selection with Subordinated Lévy 
Processes 

In this section we deal the dynamic portfolio selection problem among N+1 assets: N 
are risky assets and the (N+1)-th is risk free. We introduce portfolio selection models 
based on different assumptions of log-return distributions. In particular, we consider 
the Normal Inverse Gaussian  process (NIG) and the Variance-Gamma one (VG) 
which are Lévy processes with semi heavy tails as suggested by Staino et al. (2007). 
These processes can be seen as subordinated Lévy processes where the subordinators 
are respectively the Inverse Gaussian process and the Gamma process. 

Suppose that in the market the vector of risky assets has log-returns 
(1) ( )[ ,..., ]'N

t t tX X=X  distributed as:  

( )N

tt t Zt Z W+ + 1/2X = s μ Q , (1) 

where 1 2[ , , , ] 'Nμ μ μ=μ … , 1 2[ , , , ] 'Ns s s=s … , tZ  is the positive Lévy process 

subordinator, 2
ijσ⎡ ⎤= ⎣ ⎦Q  is a fixed definite positive variance-covariance matrix (i.e., 

2
ij ii jj ijσ σ σ ρ=  where ijρ  is the correlation between the conditional i-th component of 

/t tZX  and its conditional j-th component) and ( )N
tW  is a N-dimensional standard 

Brownian motion (i.e., ( )N

tZ tW Z=1/2 1/2Q Q Y  where Y  is a standard N-dimensional 

Gaussian independent of tZ ). Under the above distributional hypotheses we 

approximate the log-return of the portfolio with the portfolio of log-returns, that is the 
convex combination of the log-returns: 

( ) ( )
t

w
t t t ZX t Z W′= = + +wX ws wμ wQw , (2) 

where 1[ , , ]Nw w=w …  is the vector of the weights invested in the risky assets, tW  is 

a 1-dimensional standard Brownian motion. At this point we will assume, that the 
subordinator tZ  is modeled either as an Inverse Gaussian process 1 (1, )Z b∼IG  or as 

a Gamma process ( )1 1
1 ,Z ν ν∼ Gamma . An Inverse Gaussian process 

{ }( ) ( )

0

IG IG
t t

X X
≥

=  assumes that any random variable ( )IG
tX  admits the following 

density function: 



1034 C. Bertini, S.O. Lozza, and A. Staino 

3/ 2 2 2 1 2
[ 0]

1
( ; , ) exp( ) exp ( ) 1

22
IG x

ta
f x ta b tab x t a x b x

π
− −

>
⎛ ⎞= − +⎜ ⎟
⎝ ⎠

,  

that is defined as Inverse Gaussian distribution ( , )IG ta b  where a, b are positive. A 

Gamma process { }( ) ( )

0

Gamma Gamma
t t

X X
≥

=  assumes that any random variable ( )Gamma
tX  

admits the following density function: 

1
[ 0]( ; , ) exp( )1

( )

ta
ta

Gamma x

b
f x t a b x xb

ta
−

>= −
Γ

, 
 

that is defined as Gamma distribution ( , )Gamma ta b  where a, b are positive. 

NIG Processes. When tZ  follows an Inverse Gaussian process (i.e., 1 (1, )Z b∼IG ), 

then, the i-th log-return at time t=1 follows a NIG process ( , , , )i i i isα β δNIG  where 

the parameters are given by: 2 2( / )i i ibα δ β= + , 2/ ( , )i i i i iβ μ δ α α= ∈ − , is R∈  and 

0i iiδ σ= > . Thus, the portfolio (2) follows a ( , , , )w w w wsα β δNIG  process whose 

parameters are: ( )2
2, , ,

w

b
w w w w ws δα β β δ′ ′= = + = =wμ

wQwws wQw . In order to 

estimate all these parameters, we follow the MLE procedure suggested by Staino et al. 
(2007). 

Variance-Gamma Processes. When tZ  follows a Gamma process (i.e., at time t=1 

( )1 1
1 ,Z ν ν∼ Gamma ), then the log-return of the i-th asset at time t=1 follows a 

Variance-Gamma process with parameters ,i is Rμ ∈ , and , 0iiv σ >  (i.e., 
( )
1 ( , , , )i

i i iX sμ σ ν∼ VG ). Analogously, the portfolio (2) follows a Variance-Gamma 

process with parameters ws = ws , wμ = wμ , wσ ′= wQw  and ν . As for the NIG 

process we estimate all these parameters following the MLE procedure suggested by 
Staino et al. (2007). In portfolio theory, it has been widely used a Brownian Motion to 
model the vector of log-returns distribution. Under this assumption the portfolio 

follows a Brownian Motion { }( ) ( )

0

BM w BM w
t t

X X
≥

=  process, that is the portfolio of log 

returns at time t is normal distributed with mean twμ  and standard deviation 

t ′wQw . In the next subsection we describe the portfolio selection problem under 

the different distributional assumptions. 

2.1   The Discrete Time Portfolio Selection Problem 

Suppose an investor  has a  temporal  horizon Tt   and  he  recalibrates  its  portfolio  T  

times at some intermediate date, say 0 1, , Tt t t −= …  (where 0 0t = ). Since Lévy 

processes have independent and stationary increments the distribution of the random 
vector of log-returns on the period 1( , ]j jt t +  (i.e., 

1j jt t+
−X X ) is the same of 

1 1 1

(1) ( )[ ,..., ] '
j j j j j j

N
t t t t t tX X

+ + +− − −=X . Considering that log-returns represent a good 
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approximation of returns when 1j jt t+ −  is little enough, we assume that 

( )1
0,..., 1
max j j

j T
t t+= −

−  is less or equal than one month and we use 

1 1, ,: [ ,..., ] '
j j j j jt t t t N tY Y

+
= − =Y X X  to estimate the vector of returns on the period 

1( , ]j jt t + . Suppose the deterministic variable 0, jtr  represents the return on the period 

1( , ]j jt t +  of the risky-free asset, , ji tx  the amount invested at time jt  in the i-th risky 

asset, and 0, jtx  the amount invested at time jt  in the risky-free asset. Then the 

investor's wealth at time 1kt +  is given by: 

1 , , 0,
0

W (1 ) (1 )W
k k k k k k k

N

t i t i t t t t t
i

x Y r
+

=

= + = + +∑ x P , (3) 

where 1, ,[ , , ]
k k kt t N tx x=x … , 1, ,[ , , ]

k k kt t N tP P ′=P …  is the vector of excess returns  

, , 0,k k ki t i t tP Y r= − . Thus, the final wealth is given by: 

1

1 2 1

0 0, 0, 1
0 0 1

W W (1 ) (1 )
T k i i k T

T T T

t t t t t t T
k i k i

r r
−

− − −

−
= = = +

= + + + +∏ ∑ ∏x P x P ,  (4) 

where the initial wealth 00 ,0W N
i ix== ∑  is known. Assume that the amounts 

1, ,[ , , ]
j j jt t N tx x=x …  are deterministic variables, whilst the amount invested in the 

risky-free asset is the random variable 0, j j jt t tx W= − x e , where [1, ,1]′=e … . Under 

these assumptions the mean, the variance the skewness and kurtosis of the final 
wealth are respectively 

1

0 0 1
0

(W ) W ( )
T i i

T

t t t i
i

E B E B
−

+
=

= +∑ x P  (5a) 

( ) ( )2 21
0 1( )

T

T
iT t iW W Bσ −
= += = ∑

i i it t tx Q x'Variance  (5b) 

( )
( )

1
3 3

1
0

3

( ( ))
W

( )

i i i i

T

T

T

t t t t i
i

t
t

E E B

Wσ

−

+
=

−
=
∑ x P x P

Sk  (5c) 

( )
( ) ( )

1 1 1
2 2 4 4

1 1 1
0 1 0

4

6 ( ( ))

W
( )

j j j i i i i

T

T

T T T

j i t t t t i
i j i i

t
t

B B E E B

Wσ

− − −

+ + +
= = + =

+ −
=
∑∑ ∑i i it t t t t tx Q x' x Q x' x P x P

Ku  (5d) 

where 1TB = , 
1

0,(1 )
j

T

k t
j k

B r
−

=

= +∏ . Therefore, if we want to select the optimal portfolio 

strategies that solve the mean-variance problem: 
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0 1
, ,
min [W ]

. [W ]

T
t tT

T

t

tE m
−

⎧⎪
⎨

=⎪⎩

x x…
Variance

st. 
,  

we can use the closed form solutions determined by Ortobelli et al. (2004). These 
solutions for Lévy subordinated processes are given by: 

10 0
1 1

1 0

W
' ( )

( ) ' ( )k k k

j j j

t t tT

k t t tj

m B
E

B E E

−
− −

+ =

−=
∑

x Q P
P Q P

  0, , 1k T= −…  (6) 

where the components of the matrix ,[ ]
k kt ij tq=Q , (k=0,…,T-1), are 

1 1

( ) ( )
, ( , )

k k k k k

i j
ij t t t t tq X X

+ +− −= Cov . The optimal wealth invested in the riskless asset at time 

0 0t =  is the deterministic quantity 
00,0 0W tx = − x e , while at time jt  it is given by 

the random variable 0, W
j j jt t tx = − x e , where W

jt  is formulated in equation (3). 

Observe that the covariance , kij tq  among components of the vector 

( ) ( )

1 1 1
1

N

j j j j t tj j
t t j j t t Zt t Z W

+ + −+− + −= − + + 1/2X s μ Q  is given by  

1 1

2
, ( ) [ ]

k k k k kij t ij t t i j t tq E Z Zσ μ μ
+ +− −= + Variance ,  

where 2
ij ii jj ijσ σ σ ρ=  are the components of matrix 2

ijσ⎡ ⎤= ⎣ ⎦Q  (see, among others, 

Cont and Tankov (2004)). So, for example, in the case the vector of log-returns tX  

follows a NIG process we can rewrite the formulas (5) of mean, variance, skewness 
and kurtosis of final wealth: 

( ) ( )( )1
1 0,i i i i i it t i i t t t tE t t b r−

+= − + −x P x μ x s x e   

1 1 1

1

( ) ( )
,

2 2
2 2

1 13

( , ) ( )

[ ] ( ) ( )

k k k k k k k

k k

i j
ij t t t t t i j ij t t

i j ij i j i j
i j i j t t k k k k

q X X E I

I t t t t
b b

δ δ ρ

δ δ ρ β β δ δ
β β δ δ

+ + +

+

− − −

− + +

= = +

+ = − + −

Cov

Variance
 

 

( )
( ) ( )( )1 23 2

1 1
0

3 5

3 '
W

( )

i i i i i

T

T

T

i i i t t t t t
i

t
t

B t t b

W bσ

−

+ +
=

− +
=
∑ x μ x Q x x μ

Sk  

( )
( )

1 1
2 2

1 1
0 1

4

6

W
( )

j j j

T

T

T T

j i
i j i

t
t

B B

Wσ

− −

+ +
= = += +
∑∑ i i it t t t t tx Q x' x Q x'

Ku  

( ) ( )( )1 2224 2
1 1

0
4 6

3 '

( )

i i i i

T

T

i i i t t t t
i

t

B t t b

W bσ

−

+ +
=

− +
+ +
∑ x Q x x μ
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( ) ( )( ) ( )( )1 2 24 2 2
1 1

0
4 7

3 ' 5 '

( )

i i i i i i i i

T

T

i i i t t t t t t t t
i

t

B t t b b

W bσ

−

+ +
=

− + +
+
∑ x Q x x μ x Q x x μ

 
 

Instead, if tX  follows a Variance-Gamma process these formulas become: 

( ) ( )( )1 0,i i i i i it t i i t t t tE t t r+= − + −x P x μ x s x e   

1 1 1 1

( ) ( )
,

1 1

( , ) ( ) [ ]

( ) ( ).
k k k k k k k k k

i j
ij t t t t t ii jj ij t t i j t t

ii jj ij k k i j k k

q X X E Z Z

t t v t t

σ σ ρ μ μ
σ σ ρ μ μ

+ + + +− − − −

+ +

= = + =

= − + −

Cov Variance
 

 

( )
( ) ( )( )( )1 2 3

1 1
0

3

3 ' 2
W

( )

i i i i i

T

T

T

i i t t t t t i
i

t
t

t t v v B

Wσ

−

+ +
=

− +
=
∑ x μ x Q x x μ

Sk  

 

( )
( ) ( ) ( )( )

( )( ) ( ) ( ) ( )( )

1 1 1 22 2 4
1 1 1 1

0 1 0
4 4

1 224
1 1 1 1

0
4

6 3
W

( ) ( )

3 1 2 /

.
( )

j j j

T

T T

i

T

T T T

j i i i i
i j i i

t
t t

T

i i i i i t i i
i

t

B B B v t t

W W

B v t t t t v t t

W

σ σ

σ

− − −

+ + + +
= = + =

−

+ + + +
=

−
= − +

⎛ ⎞+ − − + −⎜ ⎟
⎝ ⎠+

∑∑ ∑

∑

i i i i i i

i i i

t t t t t t t t t

t t t

x Q x' x Q x' x Q x'

x Q x' x μ

Ku

 

 

Clearly, a more realistic portfolio selection problem should consider the investor’s 
preference for skewness (see, among others, Ortobelli (2001)). Thus under the above 
distributional assumptions and under institutional restrictions of the market (such as 
no short sales and limited liability), all risk-averse investors optimize their portfolio 
choosing the solutions of the following constrained optimization problem: 
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for some mean m skewness 1q  and kurtosis 2q . This problem has not generally 

closed form solution. However using arguments similar to those proposed by 
Athayde, and Flôres (2004) based on a tensorial notation for the higher moments we 
can give an implicit analytical solution when unlimited short sales are allowed. 

3   A Comparison Among Lévy Dynamic Strategies 

In this section we examine the performances of Lévy processes approaches and we 
compare the Gaussian and Lévy non-Gaussian dynamic portfolio choice strategies 
when short sales are allowed. Since we work in mean variance framework, we do not 
value the effects of skewness a kurtosis that will be object of future researches. First, 
we analyze the optimal dynamic strategies during a period of five months, among the 
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riskless return and 5 index-monthly returns from 04/10/1992 - 12/31/2005 (Down 
Jones Composite 65, Down Jones Industrials, Down Jones Utilities, S&P 500 and 
S&P 100). We start with a riskless of 0.3884% and we examine the different 
allocation considering three different implicit term structures. Table 1 describes the 
implicit term structures that we will use in this comparison. 

Table 1. Term structures 

 t0 t1 t2 t3 t4 
term 1 0.3884% 0.3984% 0.4084% 0.4184% 0.4284% 
term 2 0.3884% 0.3884% 0.3884% 0.3884% 0.3884% 
term 3 0.3884% 0.3784% 0.3684% 0.3584% 0.3484% 

In particular, we approximate optimal solutions to the utility functional:  

{ }
0,1,..., 1

1
max  1 exp

t j j T

T
x

E W
a

= −

⎛ ⎞⎛ ⎞− −⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

 (7) 

where a  (we use 0.5,1,1.5,2a = ) is an indicator of the risk tolerance and TW  is 

defined by formula (4). Secondly, we consider the utility function  
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where for 2 2x c<  we have a quadratic utility function and for 2 2x c≥  a 

logarithm utility function (we use 1,2,3,4,5c = ). Thus, we are interested in finding 

optimal solutions to the functional  

{ }
( )( )

0,1,..., 1

max  
t j j T

T
x

E u W
= −

 (9) 

Clearly we could obtain close form solutions to optimization problem (7) and (9) 
using arguments on the moments and on the Laplace transform. However, since we 
want to value the impact of different distributional assumptions in a mean-variance 
framework we will approximate formulas (7) and (9) using the historical observations 
of the final wealth valued for the optimal mean variance portfolios. In particular, we 
use the same algorithm proposed by Ortobelli et al. (2004) in order to compare the 
different models. Observed that transaction costs are not modeled in formula (6), 
however Staino et al. (2007) have shown there are not very big differences among 
portfolio choices with and without constant proportional transaction costs. Therefore, 
we do not consider transaction costs in this analysis. Thus, first we consider the 
optimal strategies (6) for different levels of the mean. Then, we select the optimal 
portfolio strategies on the efficient frontiers which are solutions of problem (7) and 
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(9) for different coefficients a  and c . Therefore starting by an initial wealth 0 1W =  

we compute for every multi-period efficient frontier: 
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i i
j j j jW B x p B== +∑  is the i th−  observation of the final wealth and  
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Table 2. Maximum expected utility 
{ }

0,1,..., 1

1
max 1-exp

t j j T

T
x

E W
a

= −

⎛ ⎞⎛ ⎞−⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

for 0.5,1,1.5,2a =  

under three different distributional hypotheses: BM, VG, and NIG and three different term 
structures 

 TERM1 TERM2 TERM3 
 BM          VG          NIG BM          VG          NIG BM          VG          NIG 

a=0.5 0.8727    0.8731    0.8728 0.8727    0.8731    0.8728 0.8726    0.8732    0.8730 
a=1 0.6468    0.6479    0.6473 0.6471    0.6485    0.6479 0.6477    0.6491    0.6484 

a=1.5 0.5037    0.5053    0.5045 0.5044    0.5062    0.5053 0.5052    0.5073    0.5063 
a=2 0.4117    0.4136    0.4126 0.4127    0.4148    0.4137 0.4138    0.4161    0.4150 

Table 3. Maximum expected utility
{ }

( )( )
0,1,..., 1

max
t j j T

T
x

E u W
= −

, where u(x) is given by (8) for 

1, 2,3,4,5c =  under three different distributional hypotheses: BM, VG, and NIG and three 

different term structures 

 TERM1 TERM2 TERM3 
 BM        VG        NIG BM        VG        NIG BM        VG        NIG 

c=1 0.9942    0.9973    0.9964 0.9983    1.0025   1.0012 1.0031    1.0083    1.0065 
c=2 1.5396    1.5422    1.5407 1.5404    1.5436   1.5422 1.5419    1.5453    1.5436 
c=3 2.8763    2.8994    2.8880 2.8910    2.9168   2.9043 2.9073    2.9361    2.9225 
c=4 4.3106    4.3799    4.3454 4.3578    4.4359   4.3980 4.4106    4.4974    4.4565 
c=5 5.9522    6.1025    6.0276 6.0572    6.2264   6.1443 6.1745    6.3623    6.2738 

Finally, we obtain Tables 2 and 3 with the approximated maximum expected utility 
considering the three implicit term structures. In fact, we implicitly assume the 

approximation ( ) ( )( )( ) ( )
5 5

1

1 N
i i

i

u W E u W
N =

≈∑ . Tables 2 and 3 show a superior performance 

of Lévy non Gaussian models with respect to the Gaussian one by the point of view of 
investors that maximize expected utility (7) and (9). In particular, the Variance 
Gamma model presents the best performance for different utility functions and term 
structures. Thus, from an ex-ante comparison among Variance Gamma, Normal 
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Inverse Gaussian and Brownian motion models, investors characterized by the utility 
functions (7) and (8) should select portfolios assuming a Variance Gamma 
distribution. 

Table 4. Ex-post final wealth obtained by the optimal strategies solutions of  the  problem   
max E(1-exp(-WT/a)) for a=0.5, a=1, a=1.5, a=2  under three different distributional 
hypotheses: BM, VG, and NIG and three different term structures 

 TERM1 TERM2 TERM3 
 BM          VG          NIG BM          VG          NIG BM          VG          NIG 

a=0.5 1.0762    1.0805    1.0711 1.0716    1.0755    1.0670 1.0672    1.0966    1.0851 
a=1 1.1319    1.1404    1.1470 1.1498    1.1594    1.1381 1.1401    1.1487    1.1295 

a=1.5 1.1876    1.2304    1.1976 1.2019    1.2154    1.1856 1.1888    1.2269    1.1961 
a=2 1.2433    1.2903    1.2482 1.2540    1.2993    1.2568 1.2617    1.3050    1.2627 

Table 5. Ex-post final wealth obtained by the optimal strategies  solutions  of  the  problem 
max E(u(WT)) where u(x) is given by (8) for 1, 2,3,4,5c =  under three different distributional 

hypotheses: BM, VG, and NIG and three different term structures 

 TERM1 TERM2 TERM3 

 BM         VG         NIG BM         VG         NIG BM          VG          NIG 
c=1 1.3269     1.3503     1.3241 1.3322    1.3553    1.3279 1.3347    1.3571    1.3294 
c=2 1.1319     1.1404     1.1217 1.1237    1.1594    1.1381 1.1401    1.1487    1.1295 
c=3 1.4383     1.4702     1.4252 1.4364    1.4951    1.4228 1.4320    1.4873    1.4404 
c=4 1.8281     1.9198     1.8299 1.8532    1.9428    1.8261 1.8698    1.9561    1.8622 
c=5 2.3573     2.5194     2.3358 2.3743    2.5583    2.3717 2.4049    2.5812    2.3951 

The term structure determines the biggest differences in the portfolio weights of 
the same strategy and different periods. When the interest rates of the implicit term 
structure are growing (decreasing) we obtain that the investors are more (less) 
attracted to invest in the riskless in the sequent periods. Generally it does not exist a 
common factor between portfolio weights of different periods and of the same 
strategy. However, when we consider the flat term structure (2-nd term structure), the 
portfolio weights change over the time with the same capitalization factor.  

In Table 4 and 5 we show the ex-post final wealth under the three term structures 
for the three distributional assumptions and for the two utility functions. The results 
confirm the better performance of the Variance Gamma approach with respect to the 
Normal Inverse Gaussian and Brownian motion ones. Moreover in this ex-post 
comparison we observe a better performance of the Brownian motion with respect to 
the NIG model. 

4   Concluding Remarks 

This paper proposes an empirical comparison among three distributional hypotheses 
based on Lévy processes. We discuss the portfolio optimization problem by the point 
of view of investors that maximize either exponential utility functions or quadratic-
logarithm utility functions. Therefore, we propose two models that take into account 
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the heavier behavior of log-return distribution tails. The ex-ante empirical comparison 
shows a greater performance of two alternative subordinated Lévy processes. Instead, 
the ex-post comparison, even though it confirms the better behavior of the Variance 
Gamma model, shows a better performance of the Brownian motion model with 
respect to the Normal Inverse Gaussian one. However, several further empirical 
analysis should be necessary to validate the multi-period models here presented based 
on the mean, the variance of the final wealth maybe considering even its skewness 
and kurtosis as suggested by the first part of the paper. 
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Abstract. In this research, we employ Agent-Based Model to analyze
how asset prices are affected by investors’ Behavior. This analysis places
focus on the influence of overconfident investors on financial market.
As a result of intensive analysis, we find that overconfident investors are
generated in a bottom-up fashion in the market. Furthermore, it has also
been found that overconfident investors have the ability to contribute to
market efficiency.

Keywords: Agent Based-Model, Asset Pricing, Behavioral Economics,
Overconfidence.

1 Introduction

In the area of computer science, Agent-Based Model is proposed as an effective
method to analyze the relation between micro-rules and macro-behavior[3][2].
Agent-Based Model is an attempt to explain the macro-behavior of systems by
local rules. As a result of applying this Model to social science, it is found that
a variety of macro-behavior emerges bottom-up from local micro-rules[7]. An
artificial market is one of the good applications of Agent-Based Model to fi-
nancial markets[1][20][15]1.Recently various kinds of financial services have been
proposed. In order to improve them, it is necessary to analyze financial markets
from the bottom up. Agent-Based Model is effective method for them.

In recent years, there has been rising interest in a field called behavioral finance
which incorporates psychological methods in analyzing investor behavior. There
are numerous arguments in behavioral finance that investors’ decision making
bias can explain phenomenon in the financial market which until now had gone
unexplained by pointing out limit to arbitrage and existence of systematic biases
in decision Making [17][13][14].

However, there is also criticism that most such arguments in behavioral fi-
nance are simply ad hoc, applying decision making bias exogenously, and only
1 Hirshleifer describes how Agent-Based Model is effective to analyze financial

markets[12].

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 1042–1052, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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introducing decision making bias conveniently in order to explain certain phe-
nomenon in the financial market.

With such underlying arguments, this analysis aims to show that decision
making bias discussed in financial economics appears in a bottom-up fashion in
the financial market. Above all, this research is undertaken with a focus on
overconfident decision making which has been under the spotlight in recent
years[4][10][18]. Furthermore, this research inquires into the conditions under
which transaction prices reflect fundamental values.

The next section of this paper explains the model utilized for this analysis-
Cbefore analysis results are looked at in section 3. Section 4 contains a summary.

2 Model

A computer simulation of the financial market involving 1000 investors was used
as the model for this research, shares and risk-free assets being the 2 possible
transaction methods [1][19]. Several types of investors exist in the market, each
undertaking transactions based on their own stock valuations. This market is
composed of 3 major steps, (1) generation of corporate earnings, (2) formation
of investor forecasts, (3) setting transaction prices. The market advances through
repetition of these steps[19].

2.1 Negotiable Assets in the Market

This market consists of both risk-free and risky assets. There is a financial secu-
rity (as risky assets) in which all profits gained during each term are distributed
to the shareholders. The corporate earning (yt) accrues according to the process
of yt = yt−1 + εt, where εt ∼ N(0, σ2

y)[16], and the stock is traded after the
corporate profit of current period is announced. Each investor is given common
asset holdings at the start of the term and is able to borrow or lend the risk-free
asset unlimitedly in principle. The initial asset amount of every investor is 1,000
in stock and 1,000 in risk-free asset.

2.2 Modeling Investor Behavior

Investors in the market evaluate transaction prices based on their own forecast
for market tendency, taking into account both risk and return rates when making
investment decisions. Each investor decides on the investment ratio (wt) of stock
for each term based on the maximum objective function of f(wi

t) = rint,i
t+1 · wi

t +
rf · (1 − wi

t) − λ · (σs,i
t−1)

2(wi
t)

2. In this case, rint,i
t+1 and σs,i

t−1 express the expected
rate of return and risk for stock as estimated by each investor i. rf represents
the risk-free rate. wi

t is the stock investment ratio of investor i for term t [6][19].
Expected rate of return for shares (rint,i

t+1 ) is calculated as rint,i
t+1 = (1 · c−1 ·

(σs,i
t−1)

−2)/(1·c−1 ·(σs,i
t−1)

−2+1·(σs,i
t−1)

−2)·rf,i
t+1+(1·(σs,i

t−1)
−2)/(1·c−1 ·(σs,i

t−1)
−2+

1 · (σs,i
t−1)

−2) · rim
t . Here, rf,i

t+1,r
im
t express the expected rate of return, calculated
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respectively from short-term expected rate of return, and risk and gross current
price ratio of stock etc[6][19]. c is adjustment coefficient[6]2.

Short-term expected rate of return (rf,i
t ) is obtained by rf,i

t+1 = ((P f,i
t+1 +

yf,i
t+1)/Pt − 1) · (1 + ηi

t), (P f,i
t+1, y

f,i
t+1) being the equity price and profit forecast

for term t+1 as estimated by the investor. Short-term expected rate of return
includes the error term (ηi

t ∼ N(0, σ2
n)) reflecting that even investors of the same

forecast model vary slightly in their detailed outlook.
Expected rate of return for stock (rim

t ) as obtained from stock risk etc. is cal-
culated from stock risk(σs,i

t−1), benchmark equity stake(Wt−1), investors’ degree of
risk avoidance(λ), and risk-free rate(rf) in the equation rim

t = 2λ(σs
t−1)2Wt−1+rf .

2.3 Equity Price Forecasting Method

In this research, we analyze several kinds of forecasting methods such as (1) fore-
casting based on fundamental values, (2) forecasting based on trends (4 types),
and (3) forecasting based on past averages (4 types).

The fundamental value of shares is estimated using the dividend discount
model. Fundamentalists estimate the forecast stock price (P f,i

t+1) and forecast
profit (yf,i

t+1) from profit for the term (yt) and discount rate of stock (δ) respec-
tively as P f,i

t+1 = yt/δ,yf,i
t+1 = yt.

Forecasting based on trends involves forecasting next term equity prices and
profit through extrapolation of the most recent stock value fluctuation trends.
In this research we deal with 4 types of trend measurement period: 1 day, 5 days,
10 days, and 20 days for trend measurements.

Forecasting based on past averages involves estimating next term equity prices
and profit based on the most recent average stock value.In this research we deal
with 4 types of average measurement period: 1 day, 5 days, 10 days, and 20 days.

2.4 Risk Estimation Method

Stock risk is measured as σs,i
t−1 = si · σh

t−1. In this case, σh
t−1 is an index that

represents stock volatility calculated from price fluctuation of the most recent 100
steps, and si is the degree of overconfidence. The presence of a strong degree of
overconfidence can be concluded when the value of si is less than 1, as estimated
forecast error is shown as lower than its actual value. The investors whoes value
of si is less than 1 tend to invest more actively3.

2.5 Deciding Transaction Prices

Transaction prices are set as the price where stock supply and demand converge[1].
The investment ratio (wi

t) is the decreasing function of the stock price, and the
total number of the stock issued in the market (N) is constant. We derive the
traded price where the demand meets the supply(

∑M
i=1(F

i
t wi

t)/Pt = N).
2 For more detail, refer to Black/Litterman[6].
3 e.g. When such investors predict that stock price will increase, they invest more in

stock than ones whoes value of si is 1.
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2.6 Rules of Natural Selection

After 25 terms pass since the market has started, the rules of natural selection
come into play in this market on the basis of cumulative excess return for the
most recent 5 terms [11][19]. The rules of natural selection are composed of the 2
steps of (1) appointment of investors who alter their investment strategy(forecast
type and degree of overconfident(si)), and (2) alteration of investment strategy.

At first step, the investor who obtain negative cumulative excess return
changes the strategy at the following probability:pi = min(1, max(0.5 · e−rcum

i −
0.5, 0)), where pi is probability at which investor i changes own strategy and
rcum
i is cumulative return of investor i during recent 5 terms.

At second step, the investors who change the strategy tend to select the strat-
egy that has brought positive cumulative excess return. The probability to select
strategyi as new strategy is given as:pi = e(rcum

i )∑M
j=1 e(rcum

j ) , where rcum
i is the cumu-

lative excess return of each investor.

3 Method of Analysis

This analysis sets out to search for conditions by which the market value would
reflect the fundamental value, after firstly undertaking a conditional search for
investment strategy capable of acquiring excess return.

3.1 Searching for Investment Strategy

Firstly, analysis was made of the initial forecasting model ratio where there
was a (1) high ratio of fundamental forecasting, and (2) a high ratio of trend
forecasting. As the results of this analysis confirmed a strengthening degree of
overconfidence in both cases, an analysis of (3) the random distribution of the
initial ratio of each forecasting model was also undertaken to determine whether
the same result could be obtained under different conditions. The results of this
analysis are explained in detail below.

When there is a High Ratio of Fundamental Forecasting. As fundamen-
talists enforce a strong influence on the market value under these conditions,
the market value is almost in concord with the fundamental value (Fig. 1).@It
can be confirmed that the number of fundamentalists is on the increase due to
the rules of natural selection in regard to the transition of investor numbers
(Fig.2). Looking at transition in the degree of overconfidence, a strengthening
degree of overconfidence can be confirmed in the remaining investors as market
transactions go forward(Fig. 3).

When there is a High Ratio of Trend Forecasting. When there is a
high ratio of investors using trend forecasting, the market value deviated greatly
from the fundamental value. It was confirmed that the number of investors using
trend forecasting also increases as such investors enforce a strong influence on
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Fig. 1. Price history(Fundamentalist:Trend=500:500)

Fig. 2. History of the number of Investors(Fundamentalist:Trend=500:500)

Fig. 3. History of the average degree of overconfidence (Fundamentalist:Trend=
500:500)
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Fig. 4. History of the number of Investors(Fundamentalist:Trend=100:900)

Fig. 5. History of the average degree of overconfidence (Fundamentalist:Trend=
100:900)

Fig. 6. History of the number of Investors(Random)
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the market value(Fig.4). This is thought to be the result of an investment en-
vironment in which different forecasting methods were applied to obtain excess
return. On the other hand, it was confirmed that investors with a strong degree
of overconfidence survive in the market even under these conditions(Fig.5).

When the Initial Ratio is Applied Randomly. A case in which the initial
ratio of investors is applied randomly was analyzed next. Although the case ex-
ample (Fig. 4) shown here indicates that numerous investors employ investment
strategy based on the fundamental value, the forecasting model employed by
market investors is dependant on the ratio of each type of investor etc, changing
along with circumstances such as trend forecasting and the average value of past
equity prices. In contrast, it has been confirmed that overconfident investors sur-
vive in the market even when a random initial value is applied for the degree of
overconfidence (Fig. 5).

In this analysis, we are also able to confirm that overconfident investors
emerges from the bottom up. This interesting analysis result suggests the pos-
sibility of universality when survival trends of overconfident investors are com-
pared with the forecasting model4.

Fig. 7. History of the degree of overconfidence(Random)

3.2 Exploring Market Conditions

This analysis endeavors to determine the conditions necessary for transaction
prices to reach the fundamental value.

Inverse Simulation Analysis Method. Inverse Simulation Analysis consists
of the following 3 steps. (1) Carry out 100 times a simulation with an investment
period of 100 terms. (2) Calculate the index of deviation between transaction
prices and the fundamental value for each simulation. (3) Set the calculated index

4 In this mean, overconfidence in this paper is modeled neither ad-hoc nor conveniently.
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Fig. 8. Price History(Inverse Simulation)

Fig. 9. History of the average number of Investors(Inverse Simulation)

Fig. 10. History of the average degree of overconfidence(Inverse Simulation)
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as the adaptive value and select 100 simulation conditions (investors’ forecasts,
confidence). This analysis is undertaken through repetition of these 3 steps. The
index (q) of deviation between transaction prices and the fundamental value
expresses the deviation ratio with the fundamental value and is specifically cal-
culated as q = E[x]2 +V ar[x], where P 0

t is the fundamental value for term t and
xt = (Pt − P 0

t )/P 0
t .

3.3 Conditional Search Results

It can be seen from analysis results that transaction prices tend to approach the
fundamental value (Fig. 8) when there is a high percentage of fundamentalist
investors (Fig. 9) coupled with a strong degree of investor confidence (Fig. 10).
In addition, transaction prices almost match the fundamental value in this case.

Traditional finance argues that investors who are able to swiftly and accurately
estimate both the risk and rate of return on stock survive in the market, and such
investment behaviors contribute to market efficiency5. However, analysis results
obtained here regarding the influence irrational investors have on prices suggests
a different situation, pointing to the difficulty of market modeling which takes
real conditions into account. These results indicate that overconfident investors
have pricing power and they can contribute to efficient market when assumptions
of traditional financial theory are extended to the ones closer to the reality.

4 Summary

This paper utilizes the Agent-Based Model to analyze both microscopic and
macroscopic associations in the financial market. In the process, it has been
found that overconfident investors are generated in a bottom-up fashion in the
market. Showing the existence of a survival mechanism as a characteristic feature
of overconfidence in decision making is one of the significant achievements of this
research. Furthermore, this research has also succeeded in showing that such
characteristic features have the ability to contribute to a market which reflects
fundamentals. Future issues include market modeling which takes more realistic
conditions into account.
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A Prameter List

List of the principle parameters used in this analysis.
M: Number of Investors (1000)

N: Number of shares (1000)

F i
t : Total Assets value of investor i for Term t (F i

0 = 2000: common)

Wt: Benchmark equity stake for term t (W0 = 0.5)

wi
t: Equity stake of investor i for term t (wi

0 = 0.5: common)

yt: Profits generated during term t (y0 = 0.5)
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σy: Standard deviation of profit fluctuation (0.2/
√

200)

δ: Discount rate of shares (0.1/200)

λ: Invstors’ degree of risk avoidance (1.25)

rim
t : Expected rate of share return as estimated from risk etc

c: adjustment coefficient (0.01)

σs
t : Assessed value of standard deviation of share fluctuation

σh
t : Historical stock volatility

Pt: Transaction prices for term t

P
f(,i)
t : Forecast value of transaction prices (of investor i) for term t

y
f(,i)
t : Forecast value of profits (of investor i) for term t

rf(,i): Short term expected rate of return on shares (of investor i)

σn: Standard deviation of data dispersion for short term expected rate of return on

shares (0.01)

at: Price trend on stock until term t

rcum
i : Cumulative excess return of investor i for most recent 5 term

pi: Probability that investors’ who alter their strategy will adopt investor i’s strategy

si: Coefficient to express degree of confidence (uniform random number of 0.8-1.2)

a: Coefficient that expresses the degree of investment strategy selectivity (20)
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Abstract. The importance of modularity in product innovation is an-
alyzed in this paper. Through simulations with an agent-based modular
economic model, we examine the significance of the use of a modular
structure in new product designs in terms of its impacts upon customer
satisfaction and firms’ competitiveness. To achieve the above purpose,
the automatically defined terminal is proposed and is used to modify the
simple genetic programming.

1 Motivation and Introduction

This work is a continuation of [1,2], which provide an agent-based model that
simulates the evolution of product innovation by growing it from the bottom up.
The earlier work is not just to provide an agent-based approach, but to intro-
duce a new representation of commodities, production, and preference, via the
use of genetic programming (GP). However, [1,2] only consider simple genetic
programming [3]. The end result is that in many of their early simulations, only
primitive desires are satisfied, and the economy can rarely advance to a mature
state where consumers’ desires can be met a sophisticated degree. One cause of
this problem is that simple GP is not an appropriate tool to work with the idea
of functional modularity (to be detailed in Sect. 3). This limitation has been long
realized by GP researchers, e.g., [4]. In this paper, we remedy this problem by
replacing the simple GP with automatically defined terminals (ADTs), which
are very similar in spirit to automatically defined functions (ADFs), invented by
John Koza [4]. As Koza pointed out, devices of this kind can provide some hier-
archical mechanism to exploit modularities inherent in problem environments.

With this modified version of GP, two experiments are carried out. The first
experiment examines the contribution of functional modularity to consumers’
satisfaction. The second series of experiments then examines the importance of
modularity in competition among firms. We simulate an agent-based economy to
allow the firm that designs new products using a modular structure to compete
with the firm that does not. In a sense, this is equivalent to replicating the
well-known story regarding the competition between Hora and Tempus, two

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 1053–1062, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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imaginary watchmakers offered by Herbert Simon in his celebrated work on the
architecture of complexity [5].

The rest of the paper is organized as follows. Sect. 2 provides a brief review
of the agent-based modular economy introduced in [1,2]. Sect. 3 proposes the
automatically defined terminal and motivates this idea with its connection to
hierarchical modularity. The two experiments are conducted in Sect. 4 and 5.
Sect. 6 gives the concluding remarks.

2 The Agent-Based Modular Economy

The economic model on which our simulation of product innovation is based is
largely the same as [1,2], which we shall briefly review here. Chen and Chie [1,2]
considered an economy composed of a number of firms and consumers with the
usual objectives. To maximize profits, firms have the incentive to search for the
products which can satisfy consumers to the highest degree. In the meantime,
consumers allocate their limited budget to commodities which provide them with
the greatest degree of enjoyment (measured in terms of consumer’s surplus). The
interaction between consumers and producers drives the evolution of a series of
new products (the innovation process), as shown in Fig. 1.

 

Market 

Producing 

Generating 

Innovation 

Consumer’s
 Surplus Profits 

Selection 

Consumption Money 

Sales 

Products 

Preferences 

Consumers 

Producers 

Fig. 1. The agent-based modular economy

The commodity in this economy is represented as a parse tree as shown in the
first row of Fig. 2. Each parse tree corresponds to a LISP program. The very
bottom of the tree, i.e., the leaves, corresponds to the raw inputs (materials) X1,
X2,..., whereas the root and all intermediate nodes represent the processors,
F1, F2,..., applied to these raw materials in a bottom-up order, as the usual
behavior of a LISP program. The whole parse tree can, therefore, be interpreted
as a production process associated with the commodity. The unit cost of the
commodity is a positive function of the number of processors and the number
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The Problem 

 
The Solutions 
 

 

 

 

Generation 2 

PID: 347 

Generation 10 

PID: 1315 

Generation 14 

PID: 1697 

Generation 20 

PID: 2609 

Generation 25 

PID: 2889 

Fig. 2. An illustration of a process of product innovation

of raw inputs, i.e., it is a positive function of the (node) complexity of the
commodity. In a simple way, we assume that the unit cost is a linear function of
the node complexity.

In each market period, the firm has to decide how to allocate her limited
working capital (budget) to R&D (designs of new products), to the production
of existing commodities with different quantities and to reserves. R&D is the
sole source of new products and is implemented by genetic programming with
or without automatically defined terminals (to be detailed in Sect. 3), as shown
in Fig. 3.

The preference of the consumers in the economy is also represented by a
parse tree. To make the preference tree economically meaningful, three assump-
tions have been made [2], namely, the monotone, synergy, and consistency condi-
tion. The utility from consuming a commodity is based on the module-matching
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Population of 
Products

Parent1 Parent2Selection

….

Finding their common
subtrees with depth 2

Enclose these subtrees into
ADTs and extend the ADT base

ADT base

CrossoverMutation

Node Mutation
offspring1 offspring2

New Products

Fig. 3. Genetic programming as an engine for R&D

algorithm proposed in [2]. The idea is to match each possible module (subtree) of
the commodity with each possible module of the preference in descending order
in relation to the depth of the tree. So, the big modules are matched first; if one
succeeds, we sop, and if one fails, we move o the next biggest one. To satisfy the
synergy condition and hence the idea of added-value, [2] assumes a power utility
function for the preference tree as shown in Fig. 4. As a result, the utility is
increasing at a faster rate when higher and higher levels of modular preferences
are satisfied.

3 Modularity and Automatically Defined Terminals

Simple genetic programming is designed to find the solution to a problem, which
is represented by a parse tree. In our case, a solution is analogous to a product,
and whose corresponding problem is the ideal product which can bring the high-
est enjoyment to a target consumer (Fig. 2). The parse tree, from the bottom to
the top, can be read as how the solution (product) can be constructed in par-
allel, as well as incrementally and progressively. What is accomplished at each
incremental and parallel step is a minimum or marginal effort to combine what
has been established in the previous steps.

As an illustration, Fig. 2 traces an artificial history of product innovation.
Consider a target consumer whose preference is depicted in the first row of
Fig. 2, which can be regarded as the solution to the problem. Firms do not
know this design, and have to figure out the best design by themselves. The five
products listed below are the designs discovered in generations 2, 10, 14, 20, and
25. These products match the consumer’s needs to a higher and higher level.
For example, the product PID 2889, i.e., the 2,889th new product designed by
the firm, has completely answered the target’s need to the entire first half at
level four. Nonetheless, this product does not come out all of a sudden; all it has
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Fig. 4. The power utility function of a preference tree

done is to combine two commodities which were already known before, namely,
commodities ADT 18 and ADT 19, both of which were already known to the
firm before generation 25. The “marginal” effort here is to assemble them in a
right way, i.e., using processor F2.1

The results obtained in each step then become the bases or the building blocks
for the subsequent steps. For example, as shown in Fig. 2, ADT 18 and ADT 19
serve as building blocks for all designs after generation 20. The entire process can
then be viewed as a growing but convergent process from leaves to small trees,
then to bigger and bigger trees, and finally to the target tree (the solution).

The description above enables us to see how genetic programming can be re-
lated to the Simonian notion of complexity [5], i.e., hierarchy. Herbert Simon
viewed hierarchy as a general principle of complex structures. Hierarchy, he ar-
gued, emerges almost inevitably through a wide variety of evolutionary processes,
for the simple reason that hierarchical structures are stable. To demonstrate the
importance of a hierarchical structure or modular structure in production, Simon
offered his well-known story about a competition between Hora and Tempus, two
imaginary watchmakers. In this story, Hora prospered because he used the mod-
ular structure in his design of watches, whereas Tempus failed to prosper because
his design was not modular. Therefore, the story is mainly about a lesson: the
advantage of using a modular structure in production.

While using parse tree as the representation, simple genetic programming is
not good at using a modular structure. The standard crossover and mutation
can easily destroy the already established structure, which may cause the whole
discovery or learning process to be non-incremental and non-progressive, and
hence very inefficient. This problem is well-known in the GP literature, and has

1 Of course, from an ex ante view, knowing what to combine and in which way is not
trivial. In fact, in this example, it took the firm five generations to learn this. In this
sense, the contribution is not entirely marginal. However, from an ex post view, it is
just a combination of what we already known.
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Fig. 5. Automatically defined terminals

been extensively studied with various treatments [6,7,4,8]. Motivated by these
earlier studies, we propose automatically defined terminals (ADTs) as a way to
enhance GP to find structured solutions.

An ADT, as shown in Fig. 5, is very similar to the automatically defined
function (ADF) [4]. It itself has a fixed structure, in this case, a tree with a depth
of two. The root of an ADT can be any function from the primitives (function
set), while its leaf can be either a terminal from the primitives (terminal set)
or can be any existing ADTs. In this way, it shares the same spirit as an ADT,
namely, simplification, reuse, and encapsulation. The last item is particularly
important because it means that whatever is inside an ADT will not be further
interrupted by crossover and mutation. In this way, ADTs can be considered
to be the part of learning in which we have great confidence, and which leaves
no room for doubt. Through ADTs we distinguish what is considered to be
knowledge from what is still in a trial-and-error process. Only the former can
then be taken as the building blocks (modules), but not the latter. Without
ADTs or equivalents, Simple genetic programming is essentially not designed to
develop building blocks; therefore, it is not very good at finding the modular
structure inherent in the problem.

4 Modularity and Consumer Satisfaction

Simple genetic programming can also detect a modular structure, but it does so
only by chance, and hence it may be very difficult to detect complex modules.2

To see this, in this section, we simulate how well consumers are served when
the firm designs new products with modular GP (standard GP plus ADTs), and
then compare the result with that of standard GP.

In this simulation, there are 100 consumers in the market. Each consumer
has a preference tree with a depth of six. Viewed from the topmost level (the
root level), the preference tree is composed of two modules. The one on the left,
having a depth of five as shown in the first row of Fig. 2, is identical among all
2 To define and measure complexity, Simon [5] advocated the use of a hierarchical

measure – the number of successive levels of hierarchical structuring in a system or,
in our case, the depth of the parse tree.
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consumers, whereas the one on the right, having a depth of five or less, is het-
erogeneous, and is randomly generated by the ramped half-and-half method, an
initialization method frequently used in GP. In this way, consumers’ preferences
have a common part as well as an idiosyncratic part. For the idiosyncratic part,
the complexity is also different.

A profit-maximizing monopoly firm will try to serve the needs of this group
of consumers by producing different products with different quantities and also
with different degrees of specialization or diversification (customization).3 The
firm has to learn the consumers’ preferences and hence, through R&D (driven by
GP), design better products. The entire market process is summarized in Fig. 6.
The learning cycle (GP cycle) is run with a number of generations (in our case,
5,000). Each generation is composed of a number of trading days (in our case,
five). After each learning cycle, the firm has to decide what to produce, including
some new products developed via production innovation, how many to produce,
and how much to charge. The decision regarding production and R&D is based
on the sales and profits statistics collected on the previous market days. The
firm then supplies what has been produced, including those new items, during
the next few market days.

For further analysis, in each generation, statistics regarding consumer satis-
faction are reported. Consumer satisfaction is measured by the actual utility the
consumer received from consumption divided by the maximum potential utility
the consumer can possibly gain given his preference. The ratio is then multiplied
by 1,000, and the measure lies in [0, 1,000]. By averaging the consumer satisfac-
tion over all 100 consumers, we then derive the aggregate consumer satisfaction,
which also lies in the same interval. The result is shown in Fig. 7. What Fig. 7
shows is not the result based on a single run, but on fifty runs. Accordingly,
what is shown in the left panel of Fig. 7 is the average of the 50 runs, whereas
what is shown in the right panel is the maximum of the 50 runs. It can be seen

3 See [2] for details.
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Fig. 7. Modularity and consumer satisfaction

quite easily that the firm whose product design uses a modular structure can
satisfy the consumers to a higher degree than the firm whose product design
uses a non-modular structure.

5 Modular Structure and Competitiveness

In the previous section, under the assumption of a monopoly firm, we have seen
the positive impact of using a modular structure on consumer satisfaction. In this
section, we shall pursue this matter further by inquiring about the implications
of a modular structure for the competitiveness of firms. In a sense, we attempt
to re-examine the story given by Herbert Simon on the competition between two
watchmakers: one using a modular structure and one not. For that purpose, we
consider a duopolistic competition in which one firm uses a modular structure
in her R&D (new product designs) and the other firm does not.

The two duopolistic firms compete with each other in a market composed of
100 consumers whose preferences are partially identical and partially idiosyn-
cratic (see Sect. 4). We then watch their market share, i.e., the total sales of
each firm divided by the total sales of the market, and the results are displayed
in Fig. 8.4 The results presented here are not based on a single run, but on one
hundred runs. The one shown in the left panel of Fig. 8 is the mean of the 100
runs, whereas the one shown in the right panel is the median of the 100 runs.
Below the separation line is the market share owned by the non-modular firm,
and above the line is the market share owned by the modular firm. Clearly, their
sum equals 100%.

Due to the existence of outliers, the time series behavior of the mean and that
of the median is not quite the same, but the eventual dominance of the modular
firm is evident. In the first few hundreds of generations, the non-modular firm,

4 Notice that firms generally produce more than one product and can be very different
from each other. Therefore, it is meaningless to measure the market share based on
a single product.
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Fig. 9. Consumer satisfaction under competition

however, did have some competitive advantage over the modular firm. This is
because establishing modules is costly. The idea of encapsulation associated with
ADTs implies a fixed cost and hence a lower degree of mobility, depending on
the degree of encapsulation or the complexity of ADTs.5 Hence, the modular
products will generally be more expensive. Unless these products can fit the
consumers’ needs to a higher degree, these high-priced products will have an
adverse influence on marketing. Therefore, there is no guarantee (a probability
of one) that the modular firm will always beat the non-modular firm. In fact,
in 39 out of our 100 runs, the non-modular firm achieved a higher market share
than the modular firm in the last generation (the 5,000th generation).

Finally, as one may expect, competition does bring a better quality to con-
sumers. This is reflected in Fig. 9.

6 Concluding Remarks

Consumers are not random and their behavior can be studied and patterns can
be extracted. On the other hand, innovation normally is not a random jump,

5 See footnote 2 for the measure of complexity.
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but follows a gradually changing process. These two together suggest that the
economy can be constructed in a modular way, or that the entire economy has a
modular structure. In other words, Herbert Simon’s notion of the architecture of
complexity has the potential to be applied to the whole economy. In this paper,
we study the significance of modularity in product innovation. We find that both
consumers and producers can benefit from the use of a modular structure in
product design. However, modularity may imply a higher cost and less mobility;
therefore, its dominance is not certain. Using Simon’s story, there is a chance
that Tempus prospers and Hora fails.
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Abstract. We develop an agent-based model of the competition between pay-
ment cards by focusing on the interactions between consumers and merchants
determining the subscription and usage of cards. We find that after a short period
of time the market will be dominated by a small number of cards, even though
there do not exist significant differences between cards and the market is fully
competitive. In contrast to the existing literature we focus on the dynamics of
market shares and emergence of multi-homing rather than equilibrium outcomes.

Keywords: Two-sided markets, network externalities, agent-based modeling,
multi-homing.

1 Introduction

The market for payment cards - more commonly known as credit and debit cards - is
dominated by two large competitors, Visa and Mastercard, while the remaining com-
petitors, most notably American Express, Diners Club, Discover and JCB, have a sig-
nificantly smaller market share. Over the last decade the dominance of the two main
competitors has increased with Visa gaining a small advantage over Mastercard through
the more widespread use of debit cards issued by Visa. Payment cards are now univer-
sally held by consumers in developed countries and accepted by most retailers, making
them an important service provider for administering the payments for purchases. Un-
derstanding the dynamics of the competition between payment cards is essential for any
potential regulation of this market. In this paper we present a novel approach to mod-
eling this market for payment cards by using an agent-based approach focusing on the
behavior of card holders and merchants rather than direct competition between payment
cards via their fee structure.

� We acknowledge the financial support of the Consejo Nacional de Ciencia y Tecnologı́a
(CONACYT).
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The payment card market is a two-sided market in which for a successful transaction
involving a card both participants have to hold the payment card (buyer/consumer) and
accept the card as payment (seller/merchant), respectively. The benefits from holding
(accepting) a specific card obviously depends on how often the card can be used. The
more merchants (consumers) accept (hold) the card, the larger the benefits to the cus-
tomer (merchant). The existence of these network externalities is an important aspect
of the competition between different cards.

The main focus of the literature has for a long time been on the fee structure of
payment cards, with emphasis placed on the interchange fee. The interchange fee is
the amount the bank of a merchant pays the bank of the consumer for each transaction
with a card. The extensive literature in this field can generally be divided into models
with only a single payment card, see e.g [1,2,3,4], and those that allow for competition
between payment cards, see e.g. [5,6].

More recently a growing amount of literature has addressed the problem of multi-
homing in payment card markets, i.e. consumers holding or merchants accepting more
than one payment card. In this literature it has been shown that unless the costs of doing
so are too high or too low, consumers or merchants might subscribe to different payment
cards (multi-homing) [7]. Furthermore [8,9] show that multi-homing is mostly observed
by either consumers or merchants and [10] imply that multi-homing of merchants ben-
efits consumers significantly more than the merchants themselves. [11] points out that
the compatibility of payment cards is made less likely in the presence of multi-homing.

A common feature of these models is that they investigate equilibrium outcomes but
ignore the dynamic paths towards these equilibria. In addition, the underlying structure
of the competition between merchants to attract consumers is in many cases not mod-
eled realistically. To this end we will develop an agent-based model of the payment
card market which captures the competition by merchants for consumers as well as
the competition between payment cards through decisions for adopting a card by con-
sumers and merchants. Allowing the market to evolve over time we are able to observe
the dynamics of our model and determine its properties through computer experiments.
By developing a spatial structure in our model we are also able to obtain the origin of
multi-homing which cannot be derived in the above models.

The coming section introduces the basic set-up of the model elements and section 3
then describes the interactions between them. Section 4 evaluates the computer experi-
ments of our model and section 5 concludes our findings.

2 Model Elements

Our model consists of three key elements: merchants, consumers and the payment cards.
The focus of our investigation will be laid on the interactions between consumers and
merchants and the choice which payment cards to hold and accept. We do not consider
the interchange fees as a relevant decision variable, but rather treat all fees as exoge-
nously given. A justification for this approach can be deducted from [12] who finds that
the degree of competition does not affect the relative fee structure but only the total level
of fees, although [13] state that price structures will affect economic outcomes. Thus
competition between payment cards will not manifest itself in different interchange fees
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between cards and it is therefore reasonable to infer that fixing their level will not affect
the outcomes of our paper.

2.1 Merchants

Suppose we have a set of merchants M with |M| = NM who are offering a homoge-
nous good at a fixed common price and face marginal cost lower than this price. Elimi-
nating price competition between merchants allows us to concentrate on the competition
between payment cards and how the card choice affects merchants. The merchants are
located at random intersections of a N × N -lattice, where N2 � NM. Let the top
and bottom edges as well as the right and left edges of this lattice be connected into a
torus. Using such a network has the advantage that it approximates more closely than
other forms, e.g. random graphs or small-world networks, the geographical location of
consumers and merchants.

2.2 Consumers

Consumers occupy all the remaining intersections of the above lattice. The set of con-
sumers is denoted C with |C| = NC, where NC � NM and N2 = NM + NC .

Each consumer has a budget constraint that allows him in every time period to buy
exactly a single unit of the good offered by the merchants. He will do so only by visiting
a single merchant. The utility gained from the consumption of this good exceeds the
utility from not buying the good and saving the money for later consumption. Given
the common shopping behavior of consumers it would be reasonable to set the length
of a time period to be one week. In order to obtain the goods any consumer c ∈ C has
to travel to a merchant m ∈ M, where the distance of this travel is measured by the
”Manhattan distance” dc,m between the locations on the lattice; the distance between
two adjacent intersections is normalized to unity.

This distance imposes travel costs on consumers which reduces the attractiveness
of visiting a merchant. As we will show below, consumers prefer card payments over
cash payments. Let us for now assume that when deciding which merchant to visit the
consumer has not yet decided which of the cards he holds will be used. In this case
the more common payment cards the merchant and the consumer have, νc,m, the more
attractive a merchant becomes. From these deliberations we propose to use a preference
function for consumer c ∈ C to visit merchant m ∈ Mc, where Mc ⊂ M denotes the
set of merchants a consumer considers to go to:

υc,m =
νc,m

dc,m∑
m′∈Mc

νc,m′
dc,m′

. (1)

2.3 Payment Cards

There exists a set P of payment methods with |P| = NP + 1 � NM. The first pay-
ment method is the benchmark and can be interpreted as cash payment while all other
payment forms are card payments. In order for a card payment to occur, the consumer
as well as the merchant will have to have a subscription to the card in question.
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For each unit of the good bought using a payment card, a merchant receives benefits.
These benefits may include reduced costs from cash handling. Cash payments do not
produce any benefits. Consumers also receive benefits from paying by card, but no ben-
efits from cash payments. The benefits may arise from the delayed payment, insurance
cover or cash-back options. For simplicity let us assume that these benefits are identical
across cards for all consumers and merchants.

3 Interaction of Elements

The three elements of our model are in constant interaction. The issuers of payment
cards are only passive by not making any choices and accepting any subscription request
or cancelation, while consumers and merchants make active decisions. The decisions
by the merchants are limited to the choice of payment cards they subscribe to. The
consumers, on the other hand, have to make decisions affecting the subscription to
payment cards, which merchant to choose for their purchase and which payment card
to use in a transaction.

3.1 Choice of Merchant

Each consumer c ∈ C chooses a merchant m ∈ Mc with probability υc,m as defined in
equation (1). The consumers will continuously update their information on the number
of common payments, νc,m by observing the number of common payments of all mer-
chants they may visit. We restrict consumers to the NMc = |Mc| nearest merchants,
i.e. consumers are restricted to visit merchants only in their neighborhood. In the case of
several merchants having the same distance from a consumer the merchants are chosen
randomly for the length of the experiment.

3.2 Choice of Payment Card

The consumer decides which payment card he wants to use in a transaction with the
merchant. Given the benefits associated with the use of the payment cards, he will
choose them whenever possible. Let us assume that the consumers select randomly
the cards from he holds and the merchants accepts. Only if no such card exists will the
transaction be conducted using cash.

3.3 Consumer Subscriptions

Consumers have in every period of time to decide whether to cancel a subscription to
a card they hold and whether to subscribe to new cards. Every consumer c ∈ C keeps
track whether a card he presented has been accepted or rejected. If card p ∈ P has been
rejected by the merchant, he increases the score ω−

c,p by one. With ωc denoting the num-
ber of merchants visited, we assume that he cancels his subscription with probability

p−c,p =
exp

(
ω−

c,p

ωc

)

a + exp
(

ω−
c,p

ωc

) , (2)
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where a accounts for the inertia of consumers to change cards. Similarly on every visit
to a merchant he notices that he may accept another card the consumer does not possess,
in this case he increases the score of the card he notices, ω+

c,p, by one. The probability
of subscribing to this card is then given by

p+
c,p =

exp
(

ω+
c,p

ωc

)

a + exp
(

ω+
c,p

ωc

) . (3)

It has to be pointed out that p−c,p denotes the probability of canceling an existing
subscription, while p+

c,p is the probability of subscribing to a new card and therefore in
general we observe that p−c,p + p+

c,p �= 1.
We thus observe that widely accepted cards are less likely to be dropped by con-

sumers than less widely accepted cards; similarly will consumers be more likely to
subscribe to more widely accepted cards than less widely accepted cards given that
they can be used more easily.

This form of decision making by consumers (and likewise by merchants to be pre-
sented in the coming section) is not intended to represent a form of learning but merely
models the reaction of consumers to their experience of card acceptances (card holdings
for merchants) in order to maximize the benefits from their card holdings.

3.4 Merchant Subscriptions

Merchants keep track of all cards presented to them by consumers. Every time a card
p ∈ P the merchant m ∈ M subscribes to is presented he increases the score of θ−m,p

by one; and if he does not subscribe to the card, the score of θ+
m,p is increased by one.

He decides to subscribe to a new card with probability

π+
m,p =

exp
(

θ+
m,p

θm

)

α + exp
(

θ+
m,p

θm

) , (4)

where θm denotes the number of cards presented. Similarly he decides to cancel the
subscription of a card with probability

π−
m,p =

α

α + exp
(

θ−
m,p

θm

) , (5)

where α represents the inertia to changes as before. As with the consumer choice, mer-
chants are more likely to subscribe to cards that are widely held and used than to less
widely held cards. Again we note that π−

c,p denotes the probability of canceling an exist-
ing subscription, while π+

c,p is the probability of subscribing to a new card and therefore
in general we observe that π−

c,p + π+
c,p �= 1.

The ideal situation for consumers and merchants would be if all agents were able
to coordinate their subscription decisions and agree on a single payment card. We do
not provide a formal mechanism for such a coordination of choices but the way card
subscriptions are chosen decentrally will nevertheless result in a strong coordination
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as we will show below. It are the benefits from coordination rather than a desire to
coordinate that drive the dynamics through a constant search process.

4 Computer Experiments

Using the above model we conducted computer experiments using the following fixed
parameters settings: NC = 1100, NM = 125, NP = 9, NMc = 5, a = 8, and α = 15.
We investigated the model over 1,000 time periods, i.e. the equivalent of approximately
20 years, and found that other parameter constellations yield similar results.

Initially each consumer and merchant is allocated a random number of cards between
zero and nine with equal probability and then obtains each card with equal probability.
We also set θ−m,p = θ+

m,p = ω−
m,p = ω+

m,p = 0. Furthermore, throughout the experiment
consumers and merchant have the ability to make and accept cash payments if no card
payment is possible.

4.1 Market Shares

Our experiments using the above model reveal that the market quickly becomes domi-
nated by a small number of cards as the top left panel in figure 1 shows. The dominance
can be measured in terms of the fraction of transactions conducted using a specific card,
the fraction of consumers holding the cards as well as the fraction of merchants accept-
ing it. In nearly all cases we observe that card payments drive out cash transactions
nearly completely and only two cards survive in the long run.

What we also observe from our experiments is the importance of the initial market
share. We find that those cards with the largest market share in the initial random distri-
bution of cards are those dominating the market over time, with the order maintained.
We see furthermore that two or more rarely three cards coexist for a long period of time,
where the relative market shares are not changing significantly over time. Three or more
cards only survive for a considerable time in cases where the initial market shares are
sufficiently identical and large.

We find evidence that very slowly over time only the largest card will survive and
thus obtain a monopoly. This process however is very slow and takes considerable time,
well beyond the 1000 time periods investigated here. The reason for this very slow
development can be found in the multi-homing we consider next.

4.2 Multi-homing

The second important result we obtain from our experiments is that consumers usually
hold a single card; only a small fraction of consumers actually hold two cards and very
rarely three cards after the market has settled. In contrast to this, a sizable number of
merchants accept two or even three cards, even after many time periods have elapsed,
see top right and bottom left panel in figure 1. The reason for this observation is that
merchants serve a large customer base and thus more easily come into contact with
consumers holding different cards, providing incentives for them to accept more than
one card to increase their benefits from accepting card payments. This result is very
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Fig. 1. Market share of individual payment cards (top left), multi-homing of consumers (top right)
and merchants (bottom left) and regional use of payment cards by consumers after 1000 time steps
(bottom right); different shades denote different cards, empty cells the location of merchants and
a rhombus the use of cash

much in agreement with the outcomes of the models in [8,9] who in a very different
setting also suggest that multi-homing will mostly be observed by either consumers or
merchants. We find here with the above reasoning that merchants engage much more in
multi-homing than consumers.

As we see from figure 1, card usage of any surviving card is concentrated in dis-
tinct geographical zones which are generally not overlapping. Those merchants located
nearest to the edges of these zones tend to accept multiple cards in order to obtain ben-
efits from all consumers wishing to use a card for payment. A small number of cash
transactions occur in those cases where the merchant did not accept the card of the con-
sumer. The existence of these geographical boundaries is responsible for the emergence
of multi-homing, an effect the equilibrium models in the literature have thus far not
been able to establish.

The willingness of merchants to subscribe to multiple cards is responsible for the
fact that once the number of cards in the market is reduced to two or three they tend to
co-exist for a considerable period of time. It is also not surprising that merchants are
subscribing to multiple cards as the large number of transactions they conduct in every
time period makes benefits of multi-homing much more important than for consumers.
Given the multi-homing of merchants, consumers no longer have an incentive to hold
multiple cards.

This result is not in contrast to [10] who find that most of the benefits of multi-
homing by merchants goes to consumers. Although consumers obtain the majority of
benefits from the multi-homing of merchants by not having to subscribe to multiple
cards or relying on non-beneficial cash transactions, the large number of consumers
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each merchant interacts with, provides him with sizeable benefits of multi-homing.
These larger benefits to each individual merchant induces him to subscribe to multi-
ple cards, a situation similar to the production of public goods.

Although the network externalities reduce the number of cards in the market quickly,
it is the multi-homing of merchants that prevents a single card from obtaining a
monopoly quickly. Thus competition between cards is sustained and the subsequent
dominance of a single card is limited due to multi-homing.

4.3 Discussion

On first sight the above results on multi-homing seem not to be realistic as undoubtedly
a large number of consumers have more than two credit cards in their possession. It
has, however, to be noted that this in part refers to cards issued by different financial
institutions rather than different card organizations, such as Visa or Mastercard. As
any of these cards are accepted equally, we treat them here as a single card in our
model. This aggregation of cards in the real world would reduce the number of cards
held significantly and make our result much more realistic. Furthermore, [14] finds
empirically that although consumers may possess several different cards, they in many
cases only use one of these cards regularly, which would be very much in line with the
results from our model.

Another source of payment cards are store cards which are only accepted by the issu-
ing store. We excluded such cards from our model as they cannot be used with different
merchants and thus do not have the same network effects. They could nevertheless
present competition to payment cards.

In light of the above comments we can observe that the results we obtained are
at least approximately realistic. Despite a competitive market with cards not differing
from each other we observe the coexistence of two or three credit cards dominating the
market very quickly, while at least for some time at the beginning of the experiments
a number of less important credit cards survives. As this reflects quite well the current
market situation noted in the introduction, our model suggest that we should expect
even more consolidation of the market in the future.

The parallel existence of two or more cards is equivalent to the equilibrium [15]
obtain in their model when the costs of substitution between networks, i.e. changing
subscriptions, is low relative to the network externality. Given the multi-homing of mer-
chants the costs for consumers of switching cards is negligible, fulfilling the conditions
for this equilibrium. Given the geographical zones it would be on the other hand very
costly for merchants to give up either multi-homing close to the boundaries or switch
cards within the zones.

The main deviation from reality is the emergence of very distinct geographical zones
of card usage which is clearly not replicated in reality. Although differences exist in the
market shares of payment cards across countries, they are significantly less pronounced
than in our model. [14] finds a correlation between the cards held by consumers and
acceptance by merchants, leading to a certain degree of regional concentration of card
usage through a local interaction loop, but the regional differences are by no means as
distinct as we find in our model.
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However, we did only allow consumers to visit the five nearest merchants and ig-
nored any consumers traveling longer distances, e.g. for consumers being on holidays
or business journeys. Including such long-distance travel into our model, such as the
inclusion of small-world effects in the network structure, might actually change the re-
sults of our model and need to be explored in more detail. It is a widely accepted fact
that the network topology can have significant impact on the outcomes of any dynamics
using its structure. [16] provides an example for the different outcomes of a repeated
prisoner’s dilemma played on various types of networks and it is reasonable to expect
similar differences in our model.

5 Conclusions

We provided an agent-based model of the market for payment cards where the inter-
action between merchants and consumers drove the decision to subscribe to a payment
card and subsequently the market shares. We found that the market quickly becomes
dominated by a small number of payment cards operating in distinct geographical mar-
kets and multi-homing of merchants emerged.

This novel approach to model the payment card market yielded additional insights
into the dynamics of the market which conventional models with their emphasis on
equilibrium outcomes cannot provide. It became clear that the multi-homing of mer-
chants enables the survival of a small number of payment cards, despite the presence of
network externalities. The emergence of multi-homing prevents the quick appearance
of a monopolistic market with only a single card surviving, thus preserving competition
between cards.

A large number of extensions can be thought of to improve the model further and
make it more realistic. The importance of the information set on which consumers and
merchants base their decisions has already been shown in [17]. As was already men-
tioned above it would further be of interest to evaluate the importance of the network
topology for the results in our model. Enabling payment cards to react to changes in
their market shares through giving different net benefits to consumers and merchants
as an incentive to subscribe to the card and actually use it, might provide further in-
sights into the dynamics of the payment card market. The addition of fixed fees for card
subscriptions and finally an interchange fee would further complete the model.
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Abstract. The aim of this paper is to discuss the possibility of understanding 
human social interaction in web communities by analogy with a disease 
propagation model from epidemiology. When an article is submitted by an 
individual to a social web service, it is potentially influenced by other 
participants. The submission sometimes starts a long and argumentative chain 
of articles, but often does not. This complex behavior makes management of 
server resources difficult and a more theoretical methodology is required. This 
paper tries to express these complex human dynamics by analogy with infection 
by a virus. In this first report, by fitting an epidemiological model to Bulletin 
Board System (BBS) logs in terms of a numerical triple, we show that the 
analogy is reasonable and beneficial because the analogy can estimate the 
community size despite the submitter’s information alone being observable. 

Keywords: Kermack–McKendrick models, SIR, BBS, SNS, Web Mining. 

1   Introduction 

Service industry is rapidly growing. Abe of Fujitsu [1] says, ‘‘As a result, various 
services that were previously processed, handled, and separated as merely mass 
services have now become possible to provide as individually targeted and 
personalized services’’. The shift of this quality of service requires more scientific 
approach to service system. For example, in these service systems, it is difficult to 
manage the system resource based on the intuition and experience because a huge 
number of different services have to be involved. 

We believe that resource allocation for Social Networking Service (SNS), public 
Bulletin Board Systems (BBSs), and other social applications is a service that should 
be researched, as stated above. For a server manager who must allocate resources 
adequately to provide comfortable services, estimation of the number of accesses in 
the near future is an important problem. In this paper, we are interested in estimation 
of size of access in near future when a time series data of their access log is 
observable because we think it makes its job easier.  
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This is currently performed as a regression analysis of time series data for the 
number of accesses. However, this method is inadequate when a web service offered 
belongs to Web 2.0 because customers interact with each other. For example, even a 
small community produces many accesses, so that the interaction among members is 
complex. Therefore, the population size of the community and the characteristics of 
its members are also important in making precise predictions. 

This observation suggests using the model for an epidemic. An appropriate 
epidemiological model describes the dynamics in terms of three groups: Susceptible, 
Infected, and Recovered (SIR). The numbers in the SIR groups are described by 
differential equations having two constants, β and γ, which represent infection and 
recovery speed, respectively (details are described in Section 3). Because there are no 
actual contagious diseases when connected to the Internet, this approach may seem 
unnatural. However, consider supposing that a meme spreads among people who meet 
via web services? This is a popular idea, as we describe in the next section, but as far 
as we know, there is little research that uses actual logged access data. If the behavior 
of web service communities is described by the epidemiological model, we think this 
can be a powerful tool for server management, which usually depends on experience, 
because the population of the community is (S + I + R) and the population of the three 
subgroups can be estimated precisely. 

This paper reports on some of the initial work. First, numerical verification must be 
performed. It will be a weak argument if there are big gaps between the time series of 
the population of the epidemiological model and real server access data, even if the 
epidemiological model explains human behavior around web services well from a 
semantic viewpoint. Therefore, in this paper, by showing some curve fitting results 
for the actual log data of a TV-related BBS, we conclude that this approach is 
plausible. 

This paper is organized as follows. In the next section, related work about 
population predictions for web services is summarized. The epidemiological model 
used here is explained in Section 3. In Section 4, an analogy between human behavior 
in a web community and the epidemiological model is proposed. Then, the parameters 
of the model are estimated by curve fitting in Matlab. At the end of Section 4, we 
discuss our next step: agent-based simulation. 

2   Background 

If you are managing a web site, you may want to know the number of accesses to 
your site in the future. Initially, the number of accesses per unit time is calculated by 
the methods in [2] and [6] for example, because real log data is noisy. Next, by using 
this smoothed time series data, the number of future server accesses is estimated. 

The simplest estimation method is regression analysis. A type of distribution, such 
as an exponential distribution and Gumbel distribution, is assumed a priori. This is 
simple, but it does not consider why people are accessing the service. For further 
analysis, a model is required that can explain why and how people are accessing. 

Gruhl et al. [4] listed two candidate models for such human behavior, innovation 
propagation dynamics and disease propagation. They adopted the innovation 
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propagation model because of their objective of time-order reconstruction of SNS 
sites. Therefore, the latter model was not examined. 

We also think the latter disease propagation model from epidemiology is as 
reasonable a candidate as the dynamics of knowledge propagation. If people are 
interested in an event, such as the press release of a new book, they will continue to 
search and make notes in their web pages, SNS, BBS, etc. Therefore, this will 
increase the chance that someone will notice the event. This seems similar to infection 
by a disease. Then, with the proliferation of such pages and other descriptive material, 
effective pages that offer infected people convincing arguments will emerge. People 
who meet such definitive pages will stop their search and discussion of the event. We 
think that the above process mimics the infection/recovery dynamics of disease 
propagation models. Therefore it is reasonable to ask if this propagation model is 
appropriate for explaining human behavior in the web community. 

 

Fig. 1. An example of an SIR model. N = 500, β = 0.001, γ = 0.3, γ/β = 300. 

As we noted in Section 1, this idea is not new. In particular, as in the survey in [4], 
there is much research from the network analysis point of view. For example, the 
network of migration is important for the accurate prediction of an outbreak of disease 
when people go to a city centre to work and then go back home. In the case of 
sexually transmitted diseases, the network of sexual activity is very important for 
suppression of the outbreak, because the number of sexual activities of a person 
follows a power law. However, as far as we know, there is no work that applies an 
epidemiological model based on network theory to actual communication data in the 
Internet community, except for computer virus analysis. 

3   The Disease Propagation Model in Epidemiology 

3.1   The Kermack–McKendrick Model 

There are many disease propagation models in epidemiology because of the different 
propagation conditions for diseases. However, the Kermack–McKendrick model 
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(1927) and the Reed–Frost model (1928) [5] are much simpler and more general than 
others. 

The Kermack–McKendrick SIR model gives the differential equations for a 
deterministic general epidemic [7]. Let 

S + I + R = N, (1) 

where S, I, and R are the number of Susceptible, Infected, and Recovered people, and 
N is constant. S(t), I(t), and R(t) are represented as follows: 

dS/dt = –βS・I, (2) 

dI/dt = βS・I – γI, (3) 

dR/dt = γI, (4) 

where β is the infection probability and γ is the recovery probability. Clearly, there is 
no direct transition from S to R. From the epidemiology point of view, β is the 
number of people who are infected by a patient and it is necessary for 1/γ unit time on 
average until a disease is cured [10]. Usually, in the case of person-to-person disease 
infection, these parameters are estimated statistically. When β and γ are available, the 
important information is given as follows. All the members of S are not always 
infected (see Fig. 1). The condition that an epidemic ends is given by dI/dt = 0. The 
solution is 

I = 0 or S = γ/β. (5) 

In addition, as R(0) = 0, the number of people who were not contagious, S(∞), is 
satisfied as follows: 

S(∞) = S(0)exp(–(N – S(∞))/(γ/β)). (6) 

3.2   The Network and Epidemic Model 

Research using epidemiological models based on networks usually assumes a degree 
distribution. In our case, the propagation path for each member of the community is 
usually unknown and different. Therefore, for simplicity, we assume a fully mixed 
model [9]. 

4   The Analogy and Experiments 

4.1   Data 

Compared with 10 years ago, it is now easy to collect data on the behavior of human 
groups because of the development of web-crawling agent technology and social 
networking services. There are various communities with different cultures and 
subjects of interest. We think that it is important to choose the largest communities 
possible, to maximize the generality of this discussion. 
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Therefore, we looked to BBSs (aka Internet forums) such as Slashdot and Google 
Groups, for data to analyze. As is widely known, BBSs on the Internet are social 
network services that offer the chance of communication and discussion only. When 
an individual submits an article to a BBS, it is influenced by other users of the BBS. 

We chose the biggest Japanese open anonymous BBS, “2 channel” 
(http://www.2ch.net/). This BBS includes more than 600 categories, and each 
category contains from 100 to 500 threads. It processes more than 100 million page 
views per day. Anyone, without special privileges, can access the same data that we 
acquired, and this site is frequently used by other web researchers in Japan. We would 
expect that this is the most widely accessed BBS under present conditions. 

For time series analysis using the SIR model, the start time is important. However, 
this BBS is available 365 days per year, and anyone can post an opinion at any time. 
In fact, it is difficult to specify when a discussion actually starts. Gruhl [3][4] 
identified two behavior types for SNSs by their cause: spike or chat. Spike refers to 
bursty behavior by events outside the community. By contrast, chat is a burst based 
on a conversation within the community. For our purposes, we would like to pick a 
spike at the time when a known event happens. Therefore, we adopted a TV program 
and its related BBS where participants talk to each other even outside the broadcast 
time. However, we know beforehand when the maximum external stimulus will 
happen, from newspaper information. In addition, we can suppose that there will be 
no spike following the broadcast. 

 

Fig. 2. Posting data for the BBS (Jan. 10 to Jan. 11, 2007) and the fitting result for the SIR 
model 

4.2   The Proposed Interpretation of BBS Data by the SIR Model 

Here, we assume that “Susceptible” means a person who is interested in the TV 
program. A person who has so strong an opinion as to post to the BBS corresponds to 
“Infected”. A “Recovered” person leaves the BBS, being no longer interested in the 
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topic. Therefore, we aim to minimize the RMS difference between the log data of the 
number of posters and the “Infected” group, as calculated using (3).  

4.3   Fitting and Results 

We counted the number of posters every 15 minutes from 9 pm, Jan. 10, 2007 to 6 
am, Jan. 11, 2007. It was 10 pm when the TV program broadcast started, and it 
finished at 11 pm. This TV program was so famous and general as to be watched by 
over 18% of households in Japan. The zigzag line of Fig. 2 indicates the logged data. 
The x-axis indicates the time sequence and each tick is an hour. In this figure, the TV 
program starts at x = 1 and ends at x = 2. Note that there is a big burst with a small 
drop around x = 1.5. We think this is reasonable because posters will also want to 
watch the TV program! 

The smoother line of Fig. 2 represents the fitting result of the SIR model using 
Matlab. It seems that this fits well. The resulting estimate for the triple (S(0), β, γ) is 
(463.6321, 0.0024228, 0.47229). 

 

Fig. 3. The resulting behavior of SIR (Jan. 10 to Jan. 11, 2007) 
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Fig. 4. The fitting results for another broadcast (Feb. 21 and Feb. 22, 2007) 
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Fig. 3 shows the progress of S, I, and R. The I in Fig. 3 is the same as the solid line 
of Fig. 2. If our assumption of Section 4.2 is valid, this offers the following insights 
about the community: (1) about 464 persons came to this BBS, (2) about 400 people 
left, and (3) 60 people still enjoy the community. This third point suggests that the 
broadcast and the surrounding discussion in this BBS enlarged its community by 
about 60 people. 

Fig. 4 shows the results for another week (from 9 pm, Feb. 21, 2007). This curve 
also fits well to the week’s data. The estimated γ is smaller than that for the earlier 
week, with posts continuing longer than for the Jan. 10 to 11 period. 

4.4   Discussion 

In this paper, we validated the disease propagation model as a model for explaining 
human behavior in a community. By using curve-fitting techniques, we report how 
reasonable this idea is. 

We adopted the Kermack–McKendrick version of the disease propagation model 
and applied it to the posting data of a BBS. The characterizing triple (S(0), β, γ) for 
this model was estimated by RMS minimization and hill climbing in Matlab. As 
shown in Figs. 2, 3, and 4, the SIR model fitted well and gave new and insightful 
information. 

This approach has the following attractive aspects. Firstly, this model can estimate 
the total community size, namely (S + I + R), which regression analysis via a 
statistical distribution cannot achieve. Secondly, it is easy to understand the behavior 
intuitively, with the propagating speed being β, and the durability of conversation 
seeming to be γ. We hope it will ease the management of server resources, with (5) 

and (6) describing the population dynamics of each community. 
Note that, in Section 4.2, we proposed understanding the logged data of BBSs in 

terms of an epidemiological propagation analogy. That is, we assumed that people 
join the BBS so as to post. In actual BBS communities, there are many “lurkers”, and 
[8] estimates the total community size including lurkers. However, we think the 
analogy remains reasonable because the driving force of a BBS is undoubtedly the 
group of people who want to post. 

The unique point of this analogy is that it deals with migration among 
communities. S and R represent the population outside the observing BBS 
community. We think these estimates justify evaluating the nonlinear differential 
equations because this information is expensive even if you can obtain access to it. 

The proof that the assumptions above are correct is very important and an urgent 
task for us. We think that Agent-Based Simulation (ABS) is a powerful tool for 
SSME [11]. As is well known, one definition of “Engineering” is that it is a 
methodology for obtaining desirable results. However, in a service industry, it is 
sometimes difficult to test a new method. In such cases, the agent simulation approach 
is one that is both practicable and meaningful. It is possible for this bottom-up 
simulation methodology to use a set of programs that behave like participants using 
the service. As tastes vary, we could use a variety of agents, with carefully chosen 
parameters. In our case, verification of posting article behavior of clients is required 
because this component is out of focus of any disease propagation model. 
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5   Conclusion 

In this paper, we have proposed a new approach to understanding the behavior of the 
Internet community by analogy with a disease propagation model from epidemiology. 
The SIR of the Kermack–McKendrick model was applied to data comprising the 
number of posts per 15 minutes to a BBS. The characterizing (S(0), β, γ) of this model 
was estimated by RMS minimization and hill climbing in Matlab. This new 
interpretation fits well, and we can say that the analogy is a promising approach that 
gives new and insightful information, namely: 

(1) A response from a big event for community is represented by infection speed, 
recovery speed, and initial community size. 

(2) This framework offers information about community migration. In particular, 
the total community size is highly valuable information for server managers of 
web service sites, who have to allocate resources. 
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Abstract. This paper illustrates how to compare different agent-based
models and how to compare an agent-based model with real data. As
examples we investigate ARFIMA models, the probability density func-
tion, and the spectral density function. We illustrate the methodology in
an analysis of the agent-based model developed by Levy, Levy, Solomon
(2000), and confront it with the S&P 500 for a comparison with real life
data.

1 Introduction

Many of the classical models in finance are based upon the assumptions of in-
vestor homogeneity and expected utility theory, with as prominent example the
Capital Asset Pricing Model (CAPM), see, for example, Cochrane (2001). Al-
though recent research reveals that the assumptions underlying the CAPM are
hard to maintain (see Barberis et al. (2001) for a recent discussion), they are
still used because of their analytical tractability.

The developments of computational power provide the opportunity to re-
lax these assumptions through the use of simulation techniques. In particular,
agent-based models of financial markets have been introduced. These models
investigate the interaction of heterogeneous agents, having, for example, differ-
ent attitudes towards risk or different expectations about future asset returns,
and have been studied intensively, see, for example, He and Li (2007a, 2007b),
Hommes (2006), LeBaron (2006), Levy et al. (2000), Lux and Marchesi (1999),
and references therein. So far, this research has mainly focused on investigat-
ing whether a single or some ‘representative’ simulation runs of an agent-based
model shares some important characteristics found in actual financial markets,
the so-called stylized facts, such as excess volatility, volatility clustering, or fat
tails; see Hommes (2006), for instance. These works provide various ways to ex-
plain the stylized facts, but typically focus on different sets of stylized facts. In

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 1081–1091, 2007.
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addition, they match these stylized facts to different degrees. To investigate the
relative merits of the various approaches, systematic procedures to investigate
the differences between two agent-based models or to judge whether an agent-
based model is realistic are needed. Such methods have been developed in Li
et al. (2006a, 2006b).

The aim of this paper is to illustrative how to use econometric techniques
to thoroughly analyze the agent-based models. Although preferably one would
like to be able to estimate agent-based models, this is often infeasible. The most
important reason is the complexity of the agent-based models, which makes
verification of (econometric) identification rather difficult, and thus proving con-
sistency of estimation troublesome. Moreover, in case estimation is possible, the
likely heavily nonlinear relationship between observables and unknown parame-
ters to be estimated might seriously complicate estimation. So, only few attempts
have been made to estimate agent-based models, see Alfarano et al. (2005) and
Boswijk et al. (2007) for examples.

Therefore, in this paper, we constrain our study to the comparison of different
agent-based models and on how to compare an agent-based model with actual
data. We investigate the comparison of the characteristics that are linked directly
to some well-known stylized facts: the ARFIMA parameters, the probability
density function, and the spectral density function. Other features of the return
process have been investigated in He and Li (2007a, 2007b).

A special feature of agent-based models is that its outcome series can be
observed along two dimensions, namely, we can observe the outcome series for
each run of the simulation, and we can run the agent-based model independently
many times. We shall exploit this possibility heavily in this paper when applying
econometric techniques, particularly, when comparing actual data with outcomes
of agent-based models.

Throughout this study, we will illustrate the methodology using an early ex-
ample of the agent-based models: the model developed by Levy et al. (2000) (LLS
model from now on). The LLS model applies a standard economic utility maxi-
mization approach for the derivation of market activities of individual investors
which is augmented by stochastic factors being borrowed from physics. The LLS
model is successful in generating very spectacular crashes and upheavals of mar-
ket prices. Furthermore, varying combinations of time horizons among traders
lead to diverse and sometimes surprising results for the time development of the
share of wealth owned by different groups of investors. However, a systematic
study of the model, such as sensitivity analysis, and a comparison of the model
with actual data has never been performed.

The next section briefly introduces the LLS model and its original parameter
settings. We then provide a sensitivity analysis and a comparison of two different
agent-based models. This is followed by a comparison of the LLS model to real
life data, represented by the Standard & Poor 500 index (hereafter S&P 500).
We end with some concluding remarks.
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2 The Levy-Levy-Solomon Model

In the LLS model, Levy et al. (2000), there are two assets: a stock and a bond.
The bond is assumed to be a risk free asset, while the stock is a risky asset. The
bond is exogenous with infinite supply, so the investors can buy from it as much
as they wish at a given rate of return, r. The stock is in bounded supply. There
are N outstanding shares of the stock. The return on the stock is composed of
capital gains and dividend payments. The dividend per share at time t, Dt, is a
random variable that follows a multiplicative random walk: Dt = Dt−1(1 + z),
where z is distributed uniformly in the range [z1, z2]. The overall rate of gross
return on the stock in period t, Rt, is then given by Rt = (Pt + Dt)/Pt−1 where
Pt is the stock price at time t.

The investors are expected utility maximizers, characterized by the utility
index U(W ) = W 1−α/ (1 − α), which reflects their personal preference. The
investors are divided into two groups, the first group will be referred to as the
rational informed investors (RII), and the second group will be referred to as
the efficient market believers (EMB).

The RII investors—At time t the RII investors believe that the convergence
of the price to the fundamental value will occur in period t + 1. Furthermore,
RII investors estimate the next period fundamental value of stock price P f

t+1 by
P f

t+1 = Et+1[Dt+2]/(k − g) according to Gordon’s dividend stream model. Here,
k is the discount factor, and g is the expected growth rate of the dividend, i.e.,
g = E(z), which is known to the investors. Using Et+1[Dt+2] = Dt+1(1 + g) and
Dt+1 = Dt(1 + z), RII investors thus believe that Pt+1 = P f

t+1 is given by

P f
t+1 = Dt(1 + z)(1 + g)/(k − g).

Investing a proportion x of wealth in the stock at time t, the expected utility
becomes E {U(Wt+1)} = E {U (Wt[(1 − x)r + xRt+1])} , with Wt the wealth at
time t, and where the expectation is over the rate of return Rt+1 = (Pt+1 +
Dt+1)/Pt, with Pt+1 = P f

t+1. A solution for this optimization problem can be
found by solving the first order conditions.

The EMB investor—EMB investor i has only a limited memory, and uses the
most recent mi returns on the stock to estimate the ex ante distribution. At
time t, each of these past returns on the stock Rj, j = t, t − 1, ..., t − mi + 1 is
given an equal probability 1/mi to reoccur in the next period (t+1). Therefore,
the expected utility of EMB investor i is given by

E {U(Wt+1)} =
1

mi

mi∑

j=1

1
1 − α

[Wt[(1 − x)r + xRt−j ]]1−α.

Maximization of this expected utility yields the optimal proportion of wealth, x∗i,
that will be invested in the stock by EMB-investor i. To allow for noise around the
optimal portfolio choice, LLS assume xi = x∗i + εi where εi is a random variable
drawn from a normal distribution with mean zero and standard deviation σ. For
simplicity, noise is only added to the portfolio share of stocks for theEMB investors.
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Given the stock demand of the RII- and EMB-investors, together with the
total supply of N fixed shares, the (temporary) Walrasian equilibrium stock
price at time t, Pt, can be determined. This price leads to updated expectations
and a new equilibrium arises in the next period, and so on.

The parameters and initial conditions chosen by Levy et al. (2000) are as
follows: W0 = $1000, P0 = $20.94, D0 = $0.5, r = 1%, k = 4%, z1 = −7%,
z2 = 10%, σ = 0.2, α = 1.5. Given quarterly trading period, there are 1,000
investors, with 96% RII investors and 4% EMB investors with memory span 5
and 15. This defines the benchmark economy.

3 Sensitivity Analysis

In this section we investigate the sensitivity of the benchmark LLS model to
changes in initial conditions and parameter values. We illustrate this by esti-
mating the ARFIMA(0, d, 0)-process.

We illustrate the sensitivity analysis in terms of the initial price. The sub-
sequent sensitivity analysis in terms of other initial conditions is performed in
a similar way. We first simulate the benchmark model. Next, we keep all the
conditions and parameters the same, except for the initial price. Two additional
simulations are performed, one with an initial price P0 = 26 that is higher
than the benchmark price, and an other one with a lower initial price, namely
P0 = 16. Then we look at the impact of these different initial prices on the
ARFIMA parameters, and see whether they significantly deviate from those of
the benchmark model. Next, we do the same exercises in terms of the initial divi-
dend (with D0 ∈ {0.4, 0.6}), the risk aversion parameter (with α ∈ {1.45, 1.55}),
the maximal one period dividend decreases (with z1 ∈ {−0.08, −0.06}), and the
initial wealth. In the latter case we consider two variations: In the first case
(unif.), the initial wealth is uniformly distributed over [500, 1500], while in the
second case (50%) half of the investors have an initial wealth of 500 and the
other half have of 1500. In this study, for each set of parameter, we ran 5,000
independent simulations over 1,000 time periods, and for each run of the model
we use the last 152 observations to wash away the initial noise effects, and to
match the sample size of the S&P 500 that we use later on.

Table 1 summarizes the maximum likelihood estimates of the ARFIMA model
for the benchmark LLS model, by presenting the average results over the simu-
lations, as well as the numbers of significant parameter estimations. We find on
average a negative value of d, which is significant in only 7.6% out of the 5,000
simulations. So, based on a single simulation, we would accept most of the times
the hypothesis d = 0 of no fractional integration. However, combining the 5,000
simulations, we find a t-value of t = −23.80, so that we clearly have to reject the
hypothesis d = 0! As could be expected, the use of more simulations can thus
substantially increase the power of the tests that are performed.

For different initial conditions and parameter settings, we report the estimates
of the ARFIMA (0, d, 0) model in Table 2. In Table 3 we report the t-test for
the difference of estimated d between the benchmark model and the models with
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Table 1. Estimates of ARFIMA(0, d, 0) for the benchmark economy

Coefficient Std. p-value 95% CI Sig%

(0, d, 0) −0.0272 0.0808 0.5210 [-0.0294, -0.0250] 7.6

Note: The numbers under Coefficients, Std., and p-value are averages over 5,000
simulations, ‘Sig%’ reports the percentage of the estimates that are significant
at 5% level.

different initial parameters. We see from Table 3 that the LLS model is rather
insensitive with respect to the initial prices, initial dividend, and risk aversion
parameter in terms of d. However, the changes of maximal one-period dividend
decrease z1 has a big impact. The reason seems to be that the dividend process
is the driving force in the LLS model, and a change in z1 changes the whole
distribution of the dividend process. When half of the investors is endowed with
$500 and the other half endowed with $1500, the difference in d is not significant.
However, the difference in d is significant when all of the investors initial wealth
is drawn from a uniform distribution on [500, 1500].

Table 2. Estimates of ARFIMA(0, d, 0) model

d Std. p-value 95% CI Sig%

P0
16
26

−0.0286
−0.0282

0.0807
0.0807

0.5201
0.5247

[-0.0308, -0.0264]
[-0.0304, -0.0260]

7.7
7.6

D0
0.4
0.6

−0.0272
−0.0247

0.0808
0.0807

0.5228
0.5193

[-0.0294, -0.0250]
[-0.0269, -0.0225]

7.4
6.7

α
1.45
1.55

−0.0281
−0.0273

0.0808
0.0808

0.5172
0.5233

[-0.0303, -0.0259]
[-0.0295, -0.0251]

7.9
7.4

z1
−0.08
−0.06

0.0077
−0.1806

0.0837
0.0707

0.6621
0.0848

[0.0063, 0.0091]
[-0.1827, -0.1785]

0.7
70

W0
unif.
50%

−0.0239
−0.0279

0.0809
0.0808

0.5241
0.5230

[-0.0261, -0.0217]
[-0.0301, -0.0257]

6.9
7.7

Table 3. The t-test for the sensitivity analysis in terms of ARFIMA(0, d, 0) estimates

P0 D0 α z1 W0

16 26 0.4 0.6 1.45 1.55 -0.08 -0.06 unif. 50%
t 1.167 0.840 0.047 1.935 0.760 0.125 26.696 105.53 2.546 0.554

A sensitivity analysis1, like the one above, may be of help in determining
which parameters or initial conditions, in particular, to use when one would like
to calibrate (or estimate) an agent-based model using actual data. In case of

1 The sensitivity analysis in terms of the ARFIMA (1, d, 1), the probability density
function, and the spectral density function yields the results more or less in line with
the ARFIMA(0, d, 0)-case (not reported, see Li et al. 2006a, 2006b).
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the LLS model, the dividend process seems to be an appropriate choice in a
calibration exercise. By modeling it flexibly, one might become able to describe
a wide range of potential distribution characteristics, so that a calibration exer-
cise might become successful. For estimation purposes, the sensitivity analysis
might shed some light on (econometric) identifiability of the parameters, with
parameters having no effect on the return process not, or at most hardly, being
identified.

4 Comparing Two LLS Models

Traditional theory, such as efficient market theory, casts doubts on profitability of
technical trading strategies. It is interesting to study the performance of different
groups of traders in the LLS setting. Zschischang and Lux (2001) investigate
what will happen in the LLS model when a new type of investors is introduced,
namely the constant portfolio investors, who always invest a constant proportion
of their wealth in the stocks. Zschischang and Lux (2001) investigate the LLS
model where initially all the investors are EMB investors (consisting of three
or more subgroups). The authors found, when the market is invaded by only a
small amount of constant portfolio investors (1%), that, even when these new
investors are endowed with a small initial wealth and hold 1.5% of their portfolio
in the stock, they eventually achieve dominance and asymptotically gain 100%
of the available wealth. Here we consider a model where 0.5% of the investors
are constant portfolio investors instead of RII-investors (having the same initial
wealth as the other investors). These constant portfolio investors invest 1.5% of
their wealth in the stock. We keep the other characteristics the same as in the
benchmark model.

We performed a Wald test to investigate whether the introduction of the con-
stant portfolio investors has a significant impact. Comparisons with the bench-
mark model are made in terms of log return, log price, and proportion of total
wealth held by the two groups of EMB investors with different memory span.
The wealth distribution is important as the influence of each type of investor
depends strongly on the wealth they possess.

We consider two cases to investigate possible differences of these quantities
over time. In CaseI, the periods under consideration are the last 100 periods,
i.e., t = 901, 902, ..., 1000; in CaseII, only six time points are considered, t =
500, 600, ..., 900, 1000. The resulting test statistics are summarized in Table 4.
In the column labeled ‘Log-return’, the first row reports the Wald statistics of
the benchmark economy; for instance, 101.88 is the Wald statistic corresponding
to the null hypothesis of equality of the average log return in the benchmark
economy in periods t = 901, 902, ..., 1000 (with degrees of freedom between
brackets), the second row reports the Wald statistics for equality of the log-
returns in the new economy, and the third row reports the results of comparing
the new economy with the benchmark model. To indicate the groups of EMB
investors with different memory spans, we abbreviate memory span to ms. It
is clear that none of the comparison statistics is significant, thus, the constant
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Table 4. The comparison results with the benchmark model in terms of the mean

Log-return Log-price Wealth (ms = 5) Wealth (ms = 15)

101.88(99) 42085.5(99) 122.20(99) 125.10(99)
CaseI 101.68(99) 43413.2(99) 124.84(99) 113.73(99)

77.95(100) 76.95(100) 97.29(100) 79.13(100)

9.53(5) 192436.7(5) 383.93(5) 772.40(5)
CaseII 2.65(5) 194884.1(5) 388.87(5) 757.85(5)

8.33(6) 7.44(6) 3.37(6) 2.45(6)

portfolio investors do not cause a significant impact on the economy. We do see
substantial differences across time in both economies for the price level.

Figure 1 explains why. The wealth of the constant portfolio investors decreases
gradually. In the Zschischang and Lux-analysis the constant portfolio investors
are the only investors who are at the opposite side of the market in case of the
cycles, so that eventually they are able to gain all wealth. But in the model
considered here, the RII investors for a large part take over this role by buying
or selling, depending on the price being lower or higher than its fundamental
value, resulting in a gradually decreasing wealth held by the constant portfolio
investors.

0

0.001

0.002

0.003

0.004

0.005

0.006

1 201 401 601 801 1001

Time

Pr
op

or
tio

n 
of

 T
ot

al 
W

ea
lth

Fig. 1. Wealth held by constant portfolio investors, averaged over 5,000 simulations

5 Comparing the LLS Model with Real Life Data

From Levy et al. (2000), it seems that the LLS model is able to generate realistic
price behaviour at a quarterly frequency. So, we use quarterly data of the S&P
500 from Datastream as representation of the real life situation, which runs from
the first quarter of 1965 to the first quarter of 2003. We compare the LLS model
with the real world in terms the coefficients of the ARFIMA(0, d, 0) process, the
probability density function, and the spectral density function. First, we esti-
mate the ARFIMA(0, d, 0) model for the S&P 500 and the results are reported in
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Table 5. The parameter d is not significant, so there is no evidence of long
memory in the quarterly stock return process. More important for our analysis
is that the estimated d from the LLS model (the average reported in Table 1)
lies within the 95% confidence interval of estimates of d from actual data, which
is (−0.1506, 0.114).

Table 5. Estimates of ARFIMA(0, d, 0) for the S&P 500

Coefficient Std. t-value p-value

(0, d, 0) −0.0183 0.0675 −0.272 0.786

Second, we consider the marginal probability density function, which can be
estimated non-parametrically (see, for example, Pagan and Ullah, 1999). We
apply the bootstrap to construct confidence intervals, where we follow the pro-
cedure suggested by Hall (1992). Obviously, a set of (1−α) point-wise confidence
intervals constructed for a discretized finite interval will not achieve a (1−α) joint
coverage probability. So, we also consider a uniform confidence band, following
the suggestions by Hall (1993), see Li et al. (2006b) for more details.

We plot the probability density functions of the LLS model, the S&P 500,
and that of a normal distribution with mean and variance equal to that of
the S&P 500 in Figure 2. In addition, we also plot a 95% confidence interval
in Figure 2(a) and a 95% uniform confidence band in Figure 2(b) around the
S&P 500 estimates. The normal density fits within both the point-wise and
uniform confidence intervals, but the LLS model based average density does not
fall within the point-wise confidence interval in its entirety, while it almost fits
within the uniform confidence band. Thus, the actual return distribution as a
whole can be reproduced by the LLS model according to the confidence band,
but the distribution seems to be shifted somewhat to the right, relative to the
S&P 500 distribution.

Next, we consider the spectral density function, which is a standard way of
investigating the dynamics commonly used in the economics literature (see, for
instance, Diebold et al., 1998). The spectral analysis yields a complete second-
order comparison of the dynamic properties of model and data, providing a
complete summary of the time series dynamics. We construct confidence intervals
based on the procedure of bootstrapping kernel estimation proposed by Franke
and Härdle (1992). We construct a uniform confidence band similar to that of
Swanepoel and van Wyk (1986) but with parametric estimation, see Li et al.
(2006b) for more details.

We present the estimated spectral density function for the S&P 500, and its
corresponding 95% confidence intervals in Figure 3. In Figure 3(a) we plot the
averaged spectral density function over 5,000 simulations, and in Figure 3(b)
we do the same for the uniform confidence band. We find that, except for a
few rather small frequencies, the LLS based spectral densities lies outside of the
95% confidence bands of the spectral density function of the S&P 500. When
we compare the frequencies corresponding to the peaks of the spectra, which
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Fig. 2. The density functions of the LLS model (dash-dot line), normal distribution
(dot line), and of the S&P 500 with confidence intervals (a) and confidence band (b)

describe the cycles that dominate the cyclical behaviour of the dynamics, we see
that they are not at the same pace. Thus, there seems to be a large difference
when we assess the second order moments between the LLS generated data and
the real life data. The distribution of memory spans in the economy, however,
can be expected to strongly affect the cyclical patterns in the return process and
the resulting spectral density. The differences displayed in Figure 3 do suggest
that substantial changes are required. We do note that matching the complete
spectral density will be far from trivial for many models.
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Fig. 3. The spectral density functions with its 95% confidence intervals (a) and uniform
confidence band (b) of the S&P 500 and the LLS model

6 Conclusion

Econometric techniques can be used to study the agent-based models more thor-
oughly than the traditional eye-balling of the results, and we argue that this
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should be done more often. We exploit a unique feature, our control over the
number of simulations, which creates one additional dimension for the asymp-
totic properties of the test statistics. This allows us to ignore the estimation
uncertainty present in the simulations when we compare the agent-based models
with real life data. Hence, we only need to account for the estimation uncertainty
of the features of the actual data. In addition, when comparing agent-based mod-
els, the control over the number of simulations provides control over the power
of the tests. As an example, only 7.6% of the simulation runs resulted in a signif-
icant degree of fractional integration, while there was clear evidence of fractional
integration based on all the simulation runs simultaneously.

We illustrate the use of the statistical and econometric techniques by studying
one of the earlier agent-based models, the LLS model. The results from our
sensitivity analysis indicate that the LLS model is robust with respect to the
changes in the initial prices, the initial dividend, the risk aversion parameter,
and the initial wealth. However, a change in the one period maximal decrease of
dividend has a serious impact, likely, because this changes the whole distribution
of the dividend process, and the dividend process is the driving force in the
LLS model. This analysis also highlights the problems of estimating agent-based
models, as many parameters might not affect the eventual return process and
hence will not be identified.

We also illustrate how to compare the LLS generated data with the actual
data. We find that while the LLS model seems to be able to provide a good
description when the actual data are described by means of an ARFIMA(0, d, 0)
model, the LLS model is not fully in line with real data in terms of other char-
acteristics. Taking into account the sensitivity to the dividend process, a natural
way to proceed seems to be to calibrate the LLS model, focussing, in particular,
on a parametrization of the dividend process.
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Abstract. This paper presents the computational results obtained in
the strategy experiments in an artificial futures market with human sub-
jects. Participants submit their own strategy files and they receive the
performances of all the market participants in order to improve for the
next round. After two-round experiments, simulations with only machine
agents are run. We find that the time series data support so-called styl-
ized facts in some regards and that experiments of human subjects seem
to make the prices be closer to a theoretical value.

1 Introduction

The advent and development of computer technology have improved the method-
ology of experimental and cognitive economics. Before computer era researchers
implemented so-called “pencil-and-paper” experiments and thus the amounts of
results obtained had to be somewhat limited. In the present era, on the other
hand, higher computer abilities enable us to implement iterated experiments by
changing setup conditions and thereby to collect accurate data for proper anal-
yses (a good review is made by Duffy [2] and an example of computer-oriented
cognitive economics is by Ueda et al. [12]).

Such an improvement has led to create a bland-new economics: agent-based
computational economics (e.g. Tesfatsion and Judd [11]). This approach has
been able to explain micro-macro relations in economic dynamics and to cover
the fields of which experimental economics with human subjects is difficult to
implement such as long run or extensive simulation.

In recent years there have been several collaborations between experimen-
tal/cognitive economics and agent-based computational economics. One of the
attempts is to incorporate the findings of experiments into the frameworks of
agent modelling and vice versa (also Duffy presents a good explanation [2]). The
other is to develop a methodology or toolkit in order to make use of teaching
computational economics (e.g. Kendrick et al. [6]). At the same time, practition-
ers have made use of computer abilities in order to trade in the markets, analyze
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financial data, and train traders (e.g. Ueda et al. [12]). The same can be said to
personal investors. For instance, they try to experience and understand market
mechanisms through trading artificial economies (e.g. LIVE by Simplex Insti-
tute, Inc. [8] and SimStockExchange by Hoffman et al. [9]). Or, hasty investors
may take advantage of trading agent services as program trading, namely such
market participants need to write some programs to express their own trading
strategies. Hence the diffusion of computer technology and changes in trading
environments lead both investors and financial institutes to take into account
utilization of information technology for investing service. In other words, agent-
based computational finance is also considered as a kind of service so long as
program trader exists in the markets.

“UnReal Market as an Artificial Research Testbed” (hereafter U-Mart) is
one of the common used toolkits in experimental and agent-based economic
studies [13]. This is an artificial futures market in which human subjects and
trading agents take part in at the same time. By using this testbed, researchers
try to clarify the market dynamics/mechanism, to make use of this tool for
engineering and economic studies, and to do a campaign for enlightenment. This
paper explores what U-Mart can contribute to computer oriented economics and
what it should be required for the future through the simulation results with and
without human subjects.

The rest of this paper is organized as follows: The next section describes the ex-
perimental setup. Section 3 presents the results of time series analyses using sam-
ple paths generated. Section 4 discusses future perspectives of computational eco-
nomics and its usage for service sciences.Andfinally, Section5concludes this paper.

2 Experimental Design

The experiment was implemented as a part of a course “System Modeling,”
an engineering introduction to computational intelligence and systems science
in the graduate school of science and engineering program at Tokyo Institute
of Technology. Participation was a course requirement for master’s course stu-
dents. Almost all the students had no prior knowledge about financial markets,
but several students had some skills in computer programming. Note that the
procedure employed in this study happened to be similar to that in Hommes et
al. and Sonnemans et al. [4,10] and that this course does not intend to teach
how to make more money in financial markets.

2.1 Tutorial

The objectives of this tutorial were to provide the students with some experiences
with operating U-Mart and to give lectures about computer programming. After
installing U-Mart for each personal computer, three introductory sessions were
held as follows: In the first session, a trading pre-contest was implemented. In
this session, only human subjects took part in the artificial market in order to
grasp how a futures market ran. In the second and third sessions, computer



1094 T. Yamada, Y. Koyama, and T. Terano

programming lectures were given. While the students were taught elementary
JAVA programming in the first half of the classes, they learned how to create a
machine agent using a template file distributed in the second half of the lecture.

2.2 Strategy Experiment

The experiments lasted two weeks, each of which had one round. In each round,
subjects had to submit a strategy file in JAVA. Students could submit their own
strategy anytime before the previous day of the contest. In the first round sub-
jects had about two weeks to create agents, while in the second round they had
only one week to revise their strategy. In other words, they could make machine
agents after taking all the introductory lectures. The number of submissions
were 87 and 89 of 89 registrations respectively. The instructors and two teaching
assistants checked these strategies for not having any bug or error. As a result,
two strategies were excluded in the first round, and three were in the second.

In each round we implemented an experimental asset market with human
subjects and submitted strategies only one time and a computer simulation
with only machine agents 10 times. The reason why we could not conduct iter-
ated experiments in case of the market with students is human subjects surely
learn from the past events. The two kinds of time series spot data, the one is
NIKKEI225 and the other is USD/JPY, were converted such that the mean and
the variance were all equal to those of originally installed data, J30. Since each
simulation run had 20 days each of which had eight bid/offer matching done on
a board, one matching could be considered as one-hour long. Moreover, the hu-
man subjects had about 20 seconds in each matching for their decision makings.
Market participants were allowed to do infinitely short-selling so long as their
budget permitted, but the ones who had gone bankrupt could not take part in
the market anymore (other setups are described in Table 1). At the end of each
round, the subjects received open information about all the source codes, order
information, historical data (price and volume), and the rankings of the strate-
gies and human subjects by final wealth. After experiment students revised their
strategy based on the results and submitted for the next competition (even if
the third round did not take place).

Problems often addressed by many researchers are motivations of subjects and
attempts to obfuscate the market. The former problems would be overcome by let-
ting the participants be financially motivated, namely instructors announced that
the most profitable human subject and the student who created the winner agent
could receive sweet treats for the amount of 10 dollar. On the other hand, with
respect to the latter obstacle we did not prohibited them from making a desta-
bilizing machine agent since we knew that such an attempt would be quite hard
to succeed due to the existence of nearly 200 market participants plus originally
installed machine agents 1 as Hommes et al. have pointed out [4]. Fortunately, all
the strategies submitted which will be explained in the sequel were ordinal.
1 They are as follows: one trend follower, one contrarian, two random walkers, two RSI

traders, two moving average strategies, one arbitrager (he/she focuses on the spread
between spot price and futures price), and one stop loss trader.
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Table 1. Experimental setups

Item Memo

Initial wealth One-billion
Initial holdings No
Ordering for human subjects Limit order and market order
Ordering for machine agents Limit order only
Cancellation of orders Allowed only for human subjects
Risk free rate 0.1
Trading unit 1000-fold
Commission 300-thousand per unit
Credit taking Up to 30-million

Table 2. Characteristics of submitted strategies (Some strategies have more than two
characteristics)

First round Second Round

Random 5 2
Stop loss 10 11
Trend follower 20 20
Contrarian 4 5
Moving average 22 20
Spot-futures spread 28 31
Others 8 10

Total strategies 87 89

3 Results

3.1 How Are Agents Created?

In agent-based computational finance models, the characters of agents are mostly
bounded rational, namely the characters of agents are usually fundamentalists,
chartists, deterministic, or ones using evolutionary algorithm. Before presenting
the results of market dynamics, we will briefly review general distinctions of
submitted strategies.

Table 2 shows main characteristics of the strategy files. About one-thirds are
arbitragers, namely they think that the futures price will eventually converges
to the spot price. The rest strategies are something like Markov-property or
moving average ones. That is to say, the former strategies can be considered
as ones with characters of fundamentalists and the latter ones are chartists.
Around 10 strategies employ stop loss orders, which is because the U-Mart allows
market participants to do more than two orders at a time. Finally, around 10
other strategies are more complex ones, namely they consist of neural-network
program, classifier systems, or reinforcement learning.
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3.2 Stylized Facts

Financial market data contain many statistical properties called “stylized facts”
for which traditional economics is difficult to explain. Some of them are about
price movements per se and others are the relations between trading volumes,
and price movements or volatility. We will focus on the following four properties
which seem to be the most popular and significant facts and have been repro-
duced by several agent-based simulation models (e.g. Hommes, and Lux and
Marchesi [3,7] for example)2:

– Exchange rates and stock prices have almost unit roots.
To check if a time series has a unit root, one often employs three unit root

test, Dickey and Fuller test, Augmented Dickey Fuller test or Phillips-Perron
test. If the p-value is less than a threshold value, 0.05 for instance, then the
series has a unit root.

– Returns have fat-tailed distributions.
Fat-tailed distribution is whose density function decreases in a power-law

fashion. But according to Lux and Marchesi [7], the fact is seen for returns
at weekly or shorter time scale.

– Returns per se cannot be predicted, namely they have almost zero autocor-
relations.

– Return distribution shows long memory, namely absolute or squared returns
are significantly positive and decrease slowly as a function of the lags.

3.3 Market Dynamics

This part of the section reports the results of time series analyses using one
laboratory experiments and one of 10 simulation runs for each round. Each time
series plot is presented in Figure 1. The realized futures prices seemed to trace the
spot prices, but sometimes large jumps are observed because human subjects did
large amount of market order. In other words, the differences between simulated
prices and spot ones with only machine agents are smaller than those in strategy
experiments.

First, Table 3 depicts the p-values of three unit root tests, DF test, ADF
test, and PP test for generated price series. Those tests prove that no simulation
model or setup except one rejected the null hypothesis of the presence of a unit
root. One possible explanation for non-rejected property is there were some jump
processes in the second laboratory experiment (Figure 1b).

Second, Figure 2 presents normal probability plots of simulated return series.
Due to the smallest observations for daily data, only hourly data are shown. The
reason why the curves indicate fat-tailed distribution is when one takes up time
series data at shorter time scale, a jump process is likely to take place. Therefore
2 With respect to the relations between price changes and trading volumes, there is

a good and classical review by Karpoff [5], and Chen and Liao have clarified the
mechanism by agent-based approach focusing on Granger’s causality [1]. But this
item will be omitted due to the smaller number of observations.
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Fig. 1. Time series plot (left panel: experiments with human subjects and machine
agents, right panel: with machine agents only, horizontal axis: term, and vertical axis:
price)

in this regard trading strategies with little experiments led market dynamics to
the ones similar to real markets.

Third, Figure 3 reports auto-correlation functions which test for long memory
distinctions of time series data. Clearly the generated returns do not show such
a distinction, namely there is unrealistic pattern. Though we did not conduct
deeper analyses, the possible reason may be that the time horizons of moving
average strategies were similar to each other. But this is still an open question.

Finally, Figure 4 and Table 4 show whether generated sample paths converged
to a theoretical value which is derived from

Ft = St · (1 + rt · τt/365) − dt

where Ft, St, dt, rt, and τt are futures price, spot price, dividend, risk free
rate, and days to maturity respectively. Since we postulated that there was no
dividends paid to shareholders, the second term of the equation above is set
to zero. Both the exhibits reveal that even though the sample paths in the
first round had no jump processes the time series were hard to converge to the
fundamental value. This fact is also supported by a positive Lyapunov exponent.



1098 T. Yamada, Y. Koyama, and T. Terano

Table 3. Unit root tests (p-value)

DF ADF PP

First round (w. human subjects) Daily 0.677 0.382 0.795
Hourly 0.742 0.785 0.817

(w/o human subjects) Daily 0.710 0.448 0.833
Hourly 0.687 0.635 0.748

Second round (w. human subjects) Daily 0.934 0.911 0.965
Hourly 0.010 0.046 0.010

(w/o human subjects) Daily 0.927 0.909 0.963
Hourly 0.969 0.950 0.973

DF: Dickey and Fuller test
ADF: Advanced Dickey and Fuller test
PP: Phillips and Perron test
If the p-value is less than 0.05, then a series has a unit root.

Besides, this distinction is observed for all the 10 sample paths in the U-Mart
with only machine agents. For one thing, the subjects did not get accustomed
to JAVA programming and the mechanism of financial markets. Consequently,
the prices formed in the market with simple but random-like traders became to
be more chaotic. On the other hand, time series data with a negative Lyapunov
exponent in the second round appeared to be more stable in spite that the
laboratory experiment had a few large jump.

4 Discussion

4.1 What Is Done, What Is Not?

On the one hand, one preferable result is that the prices would be closer to
the theoretical value when subjects had some knowledge of the market and
experiments in spite that the market is not the same as that in Hommes et
al. [4]. Moreover, unit root property and fat-tailed distribution are observed
when one takes up hourly time scale. This supports the fact that the market
participants are boundedly rational and heterogeneous.

On the other hand, long run dynamics could not be analyzed in this setup
at all because of time restrictions or computer/network problems. Therefore
auto-correlation functions, BDS statistics, and relations between price changes
and trading volumes were omitted. Besides we did not compare the results
with/without human subjects and examine what if we add procedures of risk
management, order cancellation, or market order to the template file.

4.2 Future of U-Mart as Service Sciences

It has been about a decade since the birth of U-Mart and lots of contributions
have been made in economic and engineering literature. At the same time, it has
been widely used in educational program for teaching computational economics.
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a. First round

b. Second round

Fig. 2. Normal probability plots (left panel: with human subjects, right panel: machine
agents only, horizontal axis: return, vertical axis: cumulative distribution)

In order to keep these trends, we believe that the following points should be
grappled with in the near future: Firstly, more efforts to help researchers and
practitioners understand the mechanism of markets and behaviors of market
participants should be done. As far there are several studies about risk control
abilities of human subjects, but no research about combining such findings into
the behavioral economic theory is found. Secondly, for engineering program, in-
structors need to let students be interested in what social science is all about as
well as writing a more complex/sophisticated machine agent. This is because be-
ing conversant with social science for engineering students as well as having skills
in computer programming for economic students is required for understanding
of computational economics.

5 Conclusion

This paper reports the strategy experiments in an artificial futures market with
human subjects in order to verify how current agent-based computational fi-
nance is useful for service sciences. Two rounds experiment and simulation re-



1100 T. Yamada, Y. Koyama, and T. Terano

-0.4

-0.2

 0

 0.2

 0.4

 0  2  4  6  8  10

ACF

Lag

Normal
Absolute
Squared

-0.4

-0.2

 0

 0.2

 0.4

 0  2  4  6  8  10

ACF

Lag

Normal
Absolute
Squared

a. First round

-0.4

-0.2

 0

 0.2

 0.4

 0  2  4  6  8  10

ACF

Lag

Normal
Absolute
Squared

-0.4

-0.2

 0

 0.2

 0.4

 0  2  4  6  8  10

ACF

Lag

Normal
Absolute
Squared

b. Second round

Fig. 3. Auto-correlation functions (left panel: with human subjects, right panel: ma-
chine agents only, horizontal axis: lag, vertical axis: ACF)
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Table 4. Number of terms within a 0.01 range from a theoretical value

Daily (20 obs.) Hourly (160 obs.)

First round (w. human subjects) 3 46
First round (w/o human subjects) 1 43
Second round (w. human subjects) 5 52
First round (w/o human subjects) 6 64

sults afterward reveal that an appropriate education program and some exper-
iments of human subjects could make market dynamics the ones observed in
real markets, namely more experienced machine agents and trading behaviors
made a chaotic dynamics disappear even if the experiments were implemented
under constrained environments. Instead, we also confirm that analyses of long
run dynamics and the collaboration between establishment of course curriculum
and experiments are required for future of computational economics and service
sciences.
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Abstract. Conjoint analysis is a statistical technique to reveal customers’ 
invisible preference using series of questions regarding tradeoffs in products. In 
this paper, we propose a new variant of this technique that uses products layout 
and customers’ actions in a store instead of conjoint cards and answers. We 
demonstrate the effectiveness of this method by making agent-based in-store 
simulator that can reproduce the congestion in a store. The parameters of the 
agents in the simulator were determined by our technique – video-based 
conjoint analysis. 

Keywords: Service, Science, Conjoint Analysis, Random Utility 
Maximization Model, Multinominal Logit Model, Behavior Analysis, Agent-
based simulation. 

1   Introduction 

Service science is an attempt to treat service as a problem of science and engineering. 
Progress of the processing speed of today’s computers and the methodology of 
software designing make this approach possible [1]. Agent Based Simulation (ABS) 
is very powerful tools for service science. Concept of ABS is quite different from 
traditional numerical calculation of differential equations. ABS is effective especially 
in social science because bottom-up approach of ABS have high affinity with 
constructing complex systems [2]. 

In order to make a valid ABS, design of the agent is the most important thing. The 
term “agent” is used as the meaning of “customer” throughout this paper. To make a 
reliable agent, we must know customers’ preference correctly, but at the same time, 
this is the most difficult thing in service industry. 

There are two directions regarding customer survey: (1) asking to customers and 
(2) observing customers indirectly. Questionnaire [3] is the typical example of the 
former and behavior analysis [4] is the typical example of the latter. Both have pros 
and cons. Questionnaire is simple and convenient, but it usually needs incentive such 
as money to have people answer the questionnaire, and what is worse that people can 
not answer correctly to the questionnaire. Behavior analysis is based on the 
observation of the agents (animal or human). It can get more precise result because 
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the action of agents represents what they think. But this method needs special 
instruments for recording or analyzing. 

Conjoint analysis is a variation of questionnaire [5][6]. Through the series of 
indirect questions regarding tradeoffs of products, it can reveal the relative strength of 
the attributes of the products for customers. This method can prevent examinee to 
deceive examiner because the question is indirect and it is difficult to estimate what 
the examiner want to know. 

Conjoint card is special tool of this method. The cards are examples of products 
that have tradeoff among many attributes such as price, size, or performance. 
Examinees are required to sort or choice these cards by their preference. The results 
of sorting or choice can be used to estimate relative importance of the attribute to the 
examinees. 

By the way, the actions of customers in a store, such as turning the corner to 
some direction or stopping at the front of some shelf, can be thought as choice or 
sort. POS system is used for long time to analyze customers, but it stores only 
purchase data. Given the recent and rapid development of IT tools, it is relatively 
possible to store, retrieve and analyze almost every action of customers. In this 
paper, we propose an extension of conjoint analysis that can be carried out without 
conjoint card. In this method, each actual product in the store represents each 
conjoint card, and the stored records of customers’ actions are translated into the 
choice or sort of the conjoint card. 

The rest of this paper consists of the following sections. In Section 2, conjoint 
analysis – the theoretical background of this study – is reviewed. In Section 3, we 
propose a new method that extends conjoint analysis that doesn’t need conjoint card. 
The effectiveness of the method is demonstrated in Section 4. We discuss the 
possibility of creating ABS using this result in Section 5. Section 6 is about 
conclusion and future work. 

2   Conjoint Analysis 

2.1   Basic Concept 

Conjoint analysis is the statistical technique used in marketing research to determine 
the relative strength of the attributes of the product or service. It originated in 
mathematical psychology [5] [6]. 

The following is the typical procedure of conjoint analysis: A product or service is 
described in terms of a number of attributes. For example, PC may have attributes of 
size, mobility, memory, hard drive disk, CPU, and so on (Fig. 1). Each attribute can 
be broken into a number of levels. Examinees would be shown a set of products 
created from combination of levels and asked to choice, sort, or rate bye their 
preferences. Using the regression analysis, the implicit utilities for the levels can be 
calculated. 
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Fig. 1. An example of conjoint card: The combination of attributes of PC makes conjoint card. 
Examinees should asked to choice or sort these cards by their preferences. 

2.2   Theoretical Background 

To make the utility function, we use Random Utility Maximization (RUM) Model [5]. 
In RUM, the utility is formulated in the shape of linear functions (Eq. (1)). 
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If the CDF is logistic distribution, Eq. (3) will be Eq. (4). 
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Parameter estimation is done by Maximum Likelihood Estimation (MLE). Log 
likelihood is often used for actual calculation (Eq. (5)). 
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3   Video-Based Conjoint Analysis: Conjoint Analysis Without 
Conjoint Cards 

In this section, we propose the extension of conjoint analysis. Usually, we need 
conjoint card to carry out conjoint analysis. As we mentioned in Section 2, conjoint 
analysis consists of the following two parts: (1) making conjoint cards, and (2) asking 
examinees to sort or choice the cards. We can substitute each part using IT tools. We 
discuss the possibility of extension of these two parts in order. 

3.1   Making Conjoint Card from Store Shelf 

We have to remember the each conjoint card represents a possible product which has 
some combination of attributes. Fortunately, there are many kinds of possible 
products on a shelf in usual convenience store. Then we can approximately think the 
products on the shelf as the display of conjoint cards and the action taken at the front 
of the shelf can be translated into the action against conjoint cards. 

Table 1. Attributes and its levels of the food and drink sold in convenience store 

Attributes Level 
Category Food, Snack, Drink 
Temperature Hot, Normal, Drink 
Life time Short, Long 
Price High,, Normal, Low 

In particular, if the products in a convenience store are intended, food and drink 
will be the object of conjoint analysis. Table 1 shows the example of possible 
attributes and level of food and drink. Fig. 2 and Fig. 3 show the shelf layout in some 
convenience store and the translation of products on the shelf to conjoint card. 
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Fig. 2. The layout of a convenience store: Each shelf in the store is classified by the products 

 

Fig. 3. An example of making conjoint card: the product on the shelf can be translated into the 
conjoint cards. “Position” represents the shelf number in Fig. 2. 

3.2   Reading Mind from Customers’ Action Instead of Asking Questions 

The above idea is maybe considered at the time in the past, but there is no means to 
capture the customers’ action at the time. However, recent development of IT tools 
allows us to monitor and record customers every action. For example, RFID or very 
smart image processing methods can be used for this purpose. 

We select spending time at the front of each shelf in the store as the substitution of 
customers’ choice for conjoint analysis. Longer spending time can represents they are 
interested in the products and vice versa. POS data is unsuitable for this purpose 
because it only tells us whether it sold or not. We need more detailed data such can 
represent how they want or how they wander to buy some products. 

In this study, we use the video-based IT tools because it is easy to check the log 
(just watch the video). We adopt Vitracom’s SiteView [7] for the analysis of video 
image. It can count, detect and track objects crossing the counting line in both 
direction at very high density. Fig. 4 shows the screenshot of counting people. 
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Fig. 4. Analyzing customers’ action: Vitracom Siteview is used to analysis of customers’ 
behavior. Siteview is video-based counting device. It can count objects crossing the counting 
line and can detect and track the objects using optimization algorithms. 

4   Experiments 

In order to examine the effectiveness of our method, experiments were done in two 
situations at the convenience store located in our campus. Table 2 shows the condition 
of the experiments. Fig. 5 shows scenes of these two situations. 

   

Fig. 5. Typical scene of Situations – (Left) Before meal: 16:00-17:00. In this situation, the store 
is sparsely populated (2 ~ 3 people in the store). (Right) After meal: 18:00-19:00. In this 
situation, the store is densely populated (10 ~ 15 people in the store). 
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Table 2. Condition of the experiments 

Date March 16th, 2007 
Location Convenience store in our 

campus (National Defense 
Academy of Japan) 

Time 16:00-17:00 (Situation 1) 
18:00-19:00 (Situation 2) 

Objects Food and drink 

4.1   The Results of Experiments 

SPSS conjoint [8] is used to carry out these investigations. Fig. 6 shows the relative 
importance of attributes of the products in both experiments. Relative importance 
among attributes is almost same in situation 1 (before meal), but the category is the 
most important attributes in situation 2 (after meal). 

 

Fig. 6. The difference of relative importance to the utility function 

Fig. 7 (a)-(d) shows the effects of each attributes on the utility functions of the 
customers. These results clearly show the change of the parameters of the utility 
functions. 

4.2   Simulating the Efficiency of the Possible Products 

When we get the estimation of the parameters of utility function for customers, we 
can simulate the rating of nonexistent products by calculating the utility function. The 
following two products show the opposite utilities between the situations. 

 
• (Drink, Normal, Short, Low) gets high rating in situation 1 (= 5.61), but low 

rating in situation 2 (= 1.24). 
• (Snack, Hot, Short, Middle) gets low rating in situation 1 (= 2.22), but high 

rating in situation 2 (= 4.00). 
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(a) Category of the Food 

 

(b) Temperature of the food 

 

(c) Lifetime of the food 

 

(d) Price of the food 

Fig. 7. The effects of each attribute on the utility function of customers 
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5   Agent Based Store Simulator Incorporating the Results 

We now are able to create agent based store simulator. We adopted AnyLogic [9] 
Pedestrian Library for this simulator. This library enables to make natural flow of 
people from point to point with route finding and collision avoidance mechanism. 

This simulator has the same layout of the store is as shown in Fig. 2. Agents move 
around according to the sequence of waypoints in a store. The place in front of each 
shelf corresponds to each waypoint. Agents enter from the entrance and visit few 
waypoints and go outside from the exit. Waypoints are selected stochastically based 
on the preference of each agent. The average number of the selected waypoints for 
each agent is three. This number is set from the observation. 

       

Fig. 8. Store simulator using AnyLogic Pedestrian Library: (Left) Off hours, (Right) Rush 
hours 

From the right part in Fig. 8, congestion can be seen at the front of cold drink shelf 
when the number of the people in the store increases. This result corresponds with 
real data that we observed. The next step is to find better layouts that can prevent 
congestion and this is an ongoing project. 

6   Conclusion 

Knowing customers’ preference is the most important but difficult thing in marketing. 
We propose new investigating method that combines questionnaire and behavior 
analysis. In this method, customers are modeled as agents that maximize their 
utilities. The parameter of utility function of the agent is estimated with their actions 
in store such as flow line and sojourn time. More precisely, agents’ action is used for 
creating the answer to the conjoint cards that consist of questions regarding tradeoff 
of products.  

Experiments done in some convenience store show this method can differentiate 
the change of agent’s preference. In the experiments, we can obtain good estimate 
value because of the several particularity of the situation. For example, (1) everyone 
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is regular customer and familiar with the layout, (2) the target products (food and 
drink) have obvious tradeoff. We need to develop this method for broader range of 
situation. 

This method can simulate not only existent product, but also nonexistent products. 
We tried to reflect this result in building customer-model for agent-based store 
simulator and reproduced the congestion that corresponds with observed data. As a 
future work, more precise design of the simulator and finding better layout that can 
prevent congestion is planned. 
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Abstract. Recommender System provides certain products adapted to
a target user, from a large number of products. One of the most successful
recommendation algorithms is Collaborative Filtering, and it is used in
many websites. However, the recommendation result is influenced by
community characteristics such as the number of users and bias of users’
preference, because the system uses ratings of products by the users at
the recommendation.

In this paper, we evaluate an effect of community characteristics on
recommender system, using multi-agent based simulation. The results
show that a certain number of ratings are necessary to effective recom-
mendation based on collaborative filtering. Moreover, the results also
indicate that the number of necessary ratings for recommendation de-
pends on the number of users and bias of the users’ preference.

Keywords: Recommender System, Collaborative Filtering, users’ pref-
erence, Multi-agent Simulation.

1 Introduction

Many E-commerce sites offer hundreds of thousands or even millions of products
for sale. Although various products can be obtained on the web, a customer has
to invest time and effort to find satisfactory products. A recommender system
provides personalized recommendation for each customer to reduce the problem
[1, 2]. One of the most successful recommendation technologies is Collaborative
Filtering [5, 6, 7], and is used in many websites[3]. A recommender system based
on collaborative filtering try to predict a utility of products for a target user by
using the ratings of products previously received from other users. The utility
denotes satisfaction level to a product by the user.

In order to make accurate recommendations, the system has to first learn the
preference or interests of the target user from the ratings given by the user. When
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there are few ratings, the system cannot provide beneficial recommendation.
This problem is known as new user problem or cold start problem[4]. Therefore,
each user has to put in a certain number of ratings to the system, especially;
this problem is serious in initial operation. One of the simplest solutions of the
problem is to recommend the most popular product in all users as a substitute
for personalized recommendation. However, it is difficult to estimate that how
much ratings should be gathered, because, a recommendation effect is influenced
by a characteristics of the community, i.e. the number of users and a bias of users’
preference are important to a recommendation methodology.

The purpose of this paper is to evaluate the effect of community characteristics
on recommender system, and we evaluate the effect using multi-agent simulation.
In this paper, we focus on the number of users and a distribution of users’
preference.

This paper is organized as follows: Section2 describes model settings based on
multi-agent simulation. Then, Section3 explains procedure of experiments using
the simulation model, and Section 4 shows the results and discussion. Finally,
Section 5 concludes the paper.

2 Simulation Model

In order to understand the recommendation process, a multiagent-based simu-
lation model was built and applied. In this model, it was assumed that users
who have different interest, request recommendation for certain products from
the system. Each user has his/her own preference, and each product has its own
feature. Generally, if a certain user finds the product suitable for his/her prefer-
ence, the user will reach high satisfaction level. The degree of such satisfaction
can be called utility. Thus, the role of a recommender system can be rephrased
as recommending certain products for the target user so that the utility will be
improved.

Generally, a recommender system receives information from a user about the
products the user is interested in. If the system obtains utility directly, it can
accurately measure a satisfaction level. However, the only collectible information
by the system is rating in this model. The rating is coming from the utility, i.e.
the utility, which exists in the user’s mind, is converted into rating in order
to be able to put in the recommender system as feedback information. If the
correspondence between utility and rating is optimal, the system will give the
most accurate information.

There are many websites collecting ratings about products, using a form in-
terface such as two-choice question (like or dislike) or five-grade rating (from
one star to five stars). In this paper, five-grade rating was adopted as the form
interface. Details of the model are shown below.

2.1 Model Components

The simulation model has three components: user, product and recommender
system. This model can be formulated as follows: Let U = {ui|i = 1, 2, ..., Nu}
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be the set of all users, let C = {cj|j = 1, 2, ..., Nc} be the set of all products and
let RS be a recommender system. The preference of each user ui is represented
by the vector pi = (pi1, pi2, . . . , piNf

), and the feature of each product cj is
represented by the vector vj = (vj1, vj2, . . . , vjNf

), where Nf is the dimension
of pi and vj.

Intuitively, feature values (elements of the vj) may be related to shape of
product, color of product, etc. Each element of vector pi denotes the most ideal
product for user ui. When, it comes to define utility, the distance between the
preference vector pi and the feature vector vj may be calculated. If the distance is
small, the utility is high. Thus, the dimension of the two vectors should be equal.

2.2 Utility

Utility function futility is a function to calculate the utility value sij from the
preference vector pi and the feature vector vj. The function is formulated as
follows:

sij = futility(pi,vj)

This function can be designed in several ways; however, there are certain
rules that have to be followed: the function has to be monotonically decreasing
function, and it has to be inversely proportional to the distance of the two
vectors. The most important factor for the user ui is to find a product with
the closest utility to his/her preference. This information can be obtained from
calculating the differences between utilities in the area near the preference vector.
In this paper, an exponential function is used to accentuate of the utilities, and
that can be formulated as follows:

futility(pi,vj) = exp
(
−α||pi − vj||

)

= exp
(
−α

√√√√
Nf∑

k=1

(pik − vjk)2
)

where α is adjusted by the value range of the vectors. α has to be a positive
constant, and in this experiment, it was set as α = 0.5. The value range of the
function is (0, 1].

2.3 Rating

In this model, let R be the set of all product ratings by users, and let rating rij ∈
R be the rating for product cj ∈ C by user ui ∈ U . Even if different users have
same utilities about certain product, different ratings can be generated. However,
it is preferable to decrease this difference as much as possible, for instance by
presenting detailed explanation on a website about the rating process. In this
model, an ideal setting is assumed, i.e. every user decides his/her rating based
on the same rating process frating.

As described above, five-grade rating was used in this model. Thus, the func-
tion frating has four thresholds. Users should rate uniformly, without biasing to
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Fig. 1. Utility distribution when preference vector pi and feature vector vj are given
at a uniform random number

a low or high rating. This histogram on figure1 shows the distribution of util-
ity sij , when preference vector pi and feature vector vj are given at a uniform
random number.

The utilities on this histogram were divided into five equal areas, and the
boundary values were utilized as the thresholds of function frating. Accordingly,
function frating is defined in this model as follows:

rij = frating(sij) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1 (sij ≤ 0.33)
2 (0.33 < sij ≤ 0.38)
3 (0.38 < sij ≤ 0.44)
4 (0.44 < sij ≤ 0.51)
5 (0.51 < sij)

2.4 Recommendation Algorithm

The recommendation problem is reduced to the problem of estimating ratings
for the products that have not been seen by a user [4]. In most cases, users
rate only a little subset of items, in other words, most of the rating rij is
unapparent. Therefore, the role of RS is to estimate unapparent ratings. The
product with the highest estimation value of rating will be offered by recom-
mender systems. In this paper, the following recommendation algorithms were
experimented.

Random Recommendation: Random Recommendation algorithm provides
the random estimations of the unapparent ratings. In fact, the system recom-
mends a randomly-selected product to the target user. This algorithm is the
basis of evaluation of other recommendation algorithms.

Popular Products Recommendation: Popular Products Recommendation
recommends the product that receives the highest popularity from all users.
The system calculates the mean value of the evaluation of all products, and the
product with the highest mean value will be recommended to the target user.
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If two or more products have same mean value of the ratings, one of them is
chosen at random, and recommended. Mostly, a lot of users are recommended
the same product, as the number of ratings increase.

Collaborative Filtering: Collaborative Filtering (CF) estimates the unappar-
ent ratings based on the ratings of other users [3, 6]. When the system estimates
ratings for the target user, firstly, CF organizes a set of users who have a history
of agreeing with the target user using statistical techniques. In this operation,
CF calculates similarities between the target user and the others.

Generally, the similarity between two users is defined by the correlation coef-
ficient of the item rating which either of the users evaluated as follows:

sim(ui, uj) =

∑

a∈Ci∩Cj

(ria − ri) (rja − rj)

√ ∑

a∈Ci∩Cj

(ria − ri)
2
√ ∑

a∈Ci∩Cj

(rja − rj)
2

where ri =
1

|Ci|
∑

a∈Ci

ria

Ci is the set of products in which user ui was already rated, and Cij is also the
set of products in which both user ui and user uj were already rated. If Cij is
an empty set, the similarity will be calculated as sim(ui, uj) = 0.

After every similarity between two users has been calculated, an unapparent
ratings r̂iα for a product cα by user ui can be described as follows:

r̂iα = r̃i +

∑

j∈Uα

sim(ui, uj)(rjα − rj)

∑

j∈Uα

|sim(ui, uj)|

where Uα is the set of users who rated the product cα, and r̃i is the average of
all ratings that user ui ever rated as follows:

r̃i =
1

|Ci|
∑

a∈Ci

ria

As a result, the system recommends the product cα with the maximum of rating
estimate r̂iα to user ui.

In this model, RS recommends a certain product using the algorithm for
unapparent ratings r̂iα based on the correlation coefficient. However, in case of
too less ratings, all similarities of user ui cannot be calculated. Therefore, the
rating estimate is defined as r̂iα = 3, and RS makes recommendation at random
from among the products which have same estimate.
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3 Experiments

3.1 Simulation Procedure

Recommender systems based on CF can improve the accuracy of the recommen-
dation as the number of ratings increases. Even if the system can utilize only
few ratings, an effective recommendation will be provided as much as possible.
When evaluating RS, the relationship between the number of ratings and the
accuracy (utilities of all users) should be revealed.

In the following experiments, Nu is a number of users and Nc is a number
of products. RS recommends a product each time a rating was received from a
user, and then the user rates the recommended product for RS. This interaction
is repeated until all of Nu users rate all of Nc products. This operation can be
described more in detail as follows:

Step 1: Each user picks up one product among all products at random. Then,
a utility of the product is calculated, and a rating obtained from the utility
is put into RS by each user.

Step 2: RS estimates the ratings of the products, which have not been rated
yet, using the rating already put in by the users. As described above, three
types of recommendation algorithm are utilized for this estimation.

Step 3: The product which has the highest rating estimation is recommended
to a target user.

Step 4: Each user calculates a utility of the product recommended by RS. Since
an average of the utilities can be perceived as recommendation accuracy, the
average is named UtilityAverage. After the rating obtained from the utility
is put into RS, the system returns to step2.

3.2 Experimental Settings

Distribution of the Preference Vector: The preference vector pi represents
the most ideal product of the user. Therefore, the distribution of the vector pi
intuitively denotes the trend or the vogue among the users. Each element of the
vector pi is set as random numbers according to the following distribution. Four
types of the distribution were applied to investigate an effect of the recommen-
dation by the difference of the distribution. Note that each element of the vector
is mutually independent.

– Uniform distribution of range [-1, 1]
– Normal distribution N1(μ = 0, σ2 = 0.5)
– Normal distribution N2(μ = 0, σ2 = 0.2)
– Two-peaks distribution (A distribution obtained by randomly selecting ei-

ther one of the following two normal distributions: N(μ = −0.5, σ2 = 0.2)
or N(μ = 0.5, σ = 0.2))

Uniform distribution represents a situation without trend of the preference, and
normal distribution represents a situation where the trend exists. Particularly,
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the trend is strong when the variance is small in the normal distribution. Further-
more, Tow-peaks distribution represents a situation that the users form several
group by their preference. The number of groups is calculated by 2d where d
is the dimension of the vector pi, because random numbers are independently
given to each element.

Constants: Table 1 shows the experiment constants that we used.

Table 1. Experiment Constants

Number of users Nu 100, 500, 1000, 5000, 10000

Number of products Nc 1000

Dimension of vector pi 5

Dimension of vector vj 5

α of utility function futility 0.5

4 Results and Discussion

Distribution of the Feature Vector: In this simulation, various products
are provided as the recommendation candidates, for investigating an effects of
user preference on that recommendation performance. If there is bias in the
distribution of feature vectors vj, it also effects the recommendation result.
However, in this experiments, we focus on the effect of the distribution of pref-
erence vector. Thus, we eliminate the effect of the distribution of vj on the
recommendation result by providing the feature vector vj at random. More for-
mally, the vector vj is set as numbers according to the uniform distribution of
range[−1, 1].

4.1 Experiments with Each Recommendation Algorithm

The following figures (from figure2 to figure5) show experimental results by each
recommendation algorithm, in four types of distribution of the preference vector
pi. The figures are results in case of Nu = 1000, and these figures were made by
one-shot experiment. However, if the number of users increases, fluctuation at
each experiment is few, because the graphs show UtilityAverage. An advantage
of the popular products recommendation and the collaborative filtering can be
observed by comparing with the random recommendation.

CF is equal to the random recommendation when there are few ratings, and
it begin to produce the effectiveness from the vicinity of 30 ratings. The effect of
CF is declined in the latter half of the figures, because it previously recommend
certain products that matches to the users preference. Popular Product Recom-
mendation produces better UtilityAverage than CF in early step, and a cross
point between the line of Popular Product Recommendation and CF is about
30 ratings.
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Fig. 3. Normal distribution N1(σ
2 = 0.5)
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Fig. 5. Two-peaks distribution

When we compare the difference by the distribution of the preference vector,
first of all, UtilityAverage of random recommendation is different in four fig-
ures. The figures show that, if the distribution of the preference vector is N2,
UtilityAverage of random recommendation is most high, because UtilityAverage
rises when the vector is gathered in the center. Moreover, in the N2 distribution,
Popular Products Recommendation produce high UtilityAverage, because entire
popularity was gained by several products, which have a feature vector toward
near the center. However, CF is the highest result in the latter half of any figures.

4.2 Relationship Between Number of Users and Recommendation
Accuracy

The following figures (from figure6 to figure9) shows the experimental results of
CF based recommendation in various numbers of users. Each figure illustrates
the result in the situation of each distribution of preference vector pi. The figures
were also made by one-shot experiment. It is necessary to repeat similar exper-
iments to obtain a more accurate experimental result. However, the tendency
to the recommendation accuracy in an increase in the number of users can be
obtained from these results.
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Fig. 9. Two-peaks distribution

As discussed previously, CF in early step is equal to a random recommen-
dation. We should compare the recommendation effectiveness by difference of
UtilityAverage between the value at 0 rating and the maximum value.

Each figure indicates that if there are a lot of users, UtilityAverage will be
high; moreover, an effective recommendation in a less ratings is possible. For
instance, if 10,000 users use the system and each user inputs 20 ratings, CF
provides certain effective recommendation. However, even if the system has a lot
of users, CF cannot recommend preferable products, when each user rates only
less than about 20 products. In this case, the system should provide popular
product recommendation together.

In addition, when the number of users is little, the UtilityAverage is not high,
even if many ratings are given by each user. In a word, it is important in the
improvement of recommendation accuracy to gather many users.

5 Conclusion

In this paper, we built a multi-agent based simulation model for investigation
of the effectiveness of a recommendation system. Especially, we investigated
collaborative filtering which is used in many websites today.
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Recommender system recommends certain products based on a lot of prod-
uct’s ratings which were previously rated by the users. Thus, the accuracy of
CF based recommendation depends on a community characteristics, such as the
number of users or a distribution of users’ preference. In this research, we exam-
ined the effect of community characteristics on the recommender system. And we
investigated the difference between popular product recommendation and CF.

The results show that, popular product recommendation provides higher util-
ity than CF, if there are few ratings. And the CF overtakes if a lot of ratings
are utilized. Moreover, it was confirmed that the recommendation accuracy is
improved when there are a lot of users.
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Abstract. This paper explores quantitative evaluation criteria for ser-
vice and potentials of new service from the transportation viewpoint.
For this purpose, we analyze transport networks of railway, subway, and
waterbus, and have revealed the following implications: (1) efficiency cri-
terion proposed by Latora [7,8] and centrality criterion in the complex
network literature can be applied as quantitative evaluation criteria for
service in a transportation domain; and (2) new services are highly em-
bedded among networks, i.e., the analyses of the combined networks
have the great potential for finding new services that cannot be found
by analyzing a single network.
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1 Introduction

Service science, management and Engineering (SSME) [4,5] is a new research
field that stresses an importance of addressing service from the viewpoint of
science in order to clarify effects of services based on experience and intuition.
This approach has the great potential of utilizing or bringing out the hidden
experience and vague intuition in human. In spite of this potential, however, the
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following significant problems have not yet solved in SSME: (1) it is generally
difficult to evaluate effects of service precisely, i.e., services is hard to be mea-
sured quantitatively; (2) it is also difficult to find new services which are useful
and have a high value in a market.

To tackle these problems, this paper aims at exploring quantitative evalua-
tion criteria for service and proposing an approach to find new services. As the
first step towards our goal, this paper starts by narrowing arguments down to
the transportation domain such as railway, subway, and waterbus, and analyze
characteristics of the network from the viewpoint of a complex network [1,11,12].
We focus on transport networks because transportation is indispensable service
in our life.

This paper is organized as follows. The next section starts by explaining major
measures in a complex network literature, and Section 3 describes the outline of
the transport network analysis. The quantitative evaluation criteria for service
and an approach to find new services are discussed in Section 4. Finally, our
conclusions are given in Section 5.

2 Measures

Measures characterizing networks are divided into two types, weighted or un-
weighted networks. According to Sienkiewicz, the former network is the physical
infrastructure network in Euclidean space, while the latter network is the uni-
partite network [10]. In these two network types, many measures were proposed
to evaluate networks. Some of measures are described below.

2.1 Measure in Weighted Network: Efficiency

The measure called efficiency [7,8] was proposed to consider the physical distance
for weighted networks, which is defined as the following equations.

E(G) =
∑

i�=j∈G

εij (1)

εij =
1

dij
(2)

In these equations, G is a network, εij is the efficiency that is inversely pro-
portional to the dij representing the geographical distance along the shortest
path between vertex i and j (if there is no path to connect vertex i and j, dij is
infinity). Global efficiency, Eglob, and local efficiency, Eloc, are obtained from
Eqs. (3)(4) respectively with above E.

Eglob =
E(Γ )
E(Γid)

(3)

Eloc =
1
N

∑

i∈Γ

E(Γ (νi))
E(Γid(νi))

(4)
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In these equations, Γ and Γ (νi) denotes the whole network with N vertices
and a sub-graph composed of neighbor vertices of vertex i, respectively. Subscript
id means idealized network comprised of complete graph among all vertices be-
longing. Thus, dij of any ideal network becomes direct distance in Euclidean
space. It is clear by definition that global or local efficiency ranges from 0 to 1.
The efficiency becomes 1 when all pairs of vertices are connected by the straight
links in the Euclidean space.

2.2 Measure in Un-weighted Network: Centrality

Among several measures of centrality [2,3,6], eigenvector centrality is a measure
of an importance of a vertex in a network in terms of topology. This definition
becomes eigenvector equation as is shown in Eq.(5) and the vector x is called as
eigenvector centrality. The λ and x in Eq.(5) stand for the maximum eigenvalue
and corresponding eigenvector of an adjacent matrix, A, respectively. Applying
the eigenvector centrality to the adjacent matrix, the rank of centrality of sta-
tions can be obtained. Since the un-weighted network is comprised of complete
graph based on the lines, the rank evaluates an importance of stations from the
viewpoint of topology of train or bus lines.

x =
1
λ
Ax (5)

3 Analysis

3.1 Overview

Our previous research [9] analyzed five transport networks, i.e., one railway,
three subways, and one hypothetical waterbus line in terms of complex network
using the measures described in the previous section. This analysis was typically
performed around Tokyo Metropolitan, because Tokyo is the most populated
area in Japan. For subway, in particular, we analyzed not only the subway net-
work in Tokyo but also those in Osaka and Nagoya, both of them are major
cities in Japan.

Furthermore, the location of stations and links in the railway and subways
were based on the real date, while those of waterbus is hypothetical due to the
fact that its network does not exist now. We, however, consider the waterbus
because it provides an efficient transport network from the viewpoint of modal
shift or reducing the commuter rushes. To show such effects, several projects are
under way [13], which employs the combination of the river system and ships as
a substitute of road network suffered from chronic traffic congestion.

3.2 Evaluation Criteria

As evaluation criteria, we employed the measures described in Section 2, i.e.,
(1) global and local efficiencies from the weighted network viewpoint; and (2)
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eigenvector centrality from the un-weighted network viewpoint. The detailed
meaning of these criteria are summarized as follows. Note that geographical
distance between two stations is employed as the weight in the network for the
efficiently criterion1.

– Global efficiency measures the path length of any pair of stations in the
network by comparing that in the ideal network in which any pair of stations
is connected by straight line in the Euclidean space. This measure evaluates
the network from the viewpoint of the shortest path length.

– Local efficiency measures the number of alternative paths of any pair of
stations in the network by comparing that in the ideal network. This measure
evaluates the network from the viewpoint of redundancy of paths.

– Eigenvector centrality measures the numbers of connected stations, which
includes not only directly connected stations but also near stations (e.g,,
stations which are closed to connected stations).

Finally, efficiency is calculated by the Warshall-Floyd shortest path algorithm
applying adjacent matrix, while the eigenvector centrality is calculated by Jacobi
method.

4 Discussion

4.1 Efficiency

Unit network analysis. Our previous research [9] calculated the efficiency as
shown in Table 1. In this table, N , Eglob, Eloc, RW , SW , and WB indicate the
number of stations, the global efficiency, the local efficiency, railway, subway, and
waterbus, respectively. In addition to five transport networks and one combined
network of JR and subway in Tokyo, results for the subway in Boston obtained
from literatures [7,8] is also described in the table. Combination network above
means the transport networks of JR and subway in Tokyo, those of which are
combined at the stations. There are 37 stations that JR railway and subway in
Tokyo have in common.

From Table 1, the global efficiency, Eglob, indicates the large efficiency around
0.7, which means that the public transport networks in real world is about 30%
less efficient than the ideal network. The local efficiencies, Eloc, on the other
hand, are extremely small except for waterbus network. Specifically, the local
efficiencies of subway in Osaka and Nagoya are 0, which means that triangle
comprised of three adjacent stations does not exist at all, i.e., the networks
of subway in Osaka and Nagoya does not have redundant paths. When such
triangle exists, passengers can circumvent the station or the link with another
path in triangle even if one of three stations or links composing a triangle is
1 The trip time can be considered another important factor as weight. However, the

transferring time from one line to another line is not the same according to the type
of train, such as express train or local train. From this fact, our previous research
employed the geographical distance not trip time.
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Table 1. Global and local efficiencies in five transport networks

damaged. Thus, the triangle in the transport network leads to a redundancy. In
comparison with these small Eloc, that in waterbus network is relatively large,
which indicates that waterbus network has a high redundancy.

It should be noted here that a high redundancy has the great potentials of
providing passengers many services, e.g., passengers can select alternative paths
in terms of minimizing time or costs. Alternative paths also contributes to pro-
viding business chances in transfer areas, e.g., shops or stores in transfer areas.
However, these services are based on high global efficiency because the network
with the low global efficiency does not have many direct routes which prevent
passengers from selecting such network. From this viewpoint, the following im-
plications are revealed: (1) both high global and local efficiencies are required to
increase business chances; and (2) the waterbus network that has high global and
local efficiencies has the potentials of providing business chances in comparison
with other public transport networks.

Combined network analysis. Previous section shows the high potential of the
waterbus network, but what should be noticed here is that the business chances
provided by this potential depends on the number of passengers. Considering
the fact that the numbers of passengers in railway and subway is quite larger
than that in waterbus, the waterbus network is hard to provide big business
chances. From this fact, this section considers the network that combines the
railway and/or subway networks with the waterbus network.

Our previous research [9] assumed that the waterbus stations can be identical
with railway or subway stations when the distance between them is less than
500m. There were identical waterbus stations with stations of three in JR, six
in subway in Tokyo, and seven in JR and subway combined network. Calculated
measures on all combinations with the waterbus network are summarized in
Table 2. This table indicates that the global efficiency, Eglob, is not affected by
the combination with the waterbus network, while the local efficiency, Eloc, in
the subway network and the combined network of JR and subway increases,
even though the number of waterbus stations is very small. For example, Eloc in
the subway network is 0.024 and it becomes 0.031 when the waterbus network
connects.
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Table 2. Global and local efficiencies with or without combining waterbus network

This results revealed that an combination of the waterbus network with other
transport ones has the potential of increasing business chances because the wa-
terbus network contributes to increasing Eloc with keeping a high Eglob.

4.2 Centrality

Network analysis without waterbus. Table 3 shows the top 10 stations
of a centrality in the combined network of JR and subway in Tokyo. In this
table, k and x represent degree (i.e., the number of links connected to a station)
and centrality of each station, respectively. Although the positive correlation is
observed between degree and centrality, it does not need that the station with
the higher degree has the higher rank in terms of centrality. Since the stations,
such as Higashi-Nakano or Ryogoku, are not major stations (according to the
census data, the ranks of these stations in the number of users are lower than
100), people living in and around Tokyo may feel peculiar about the rank in
Table 3. The reason is that stations in the high rank have lines connecting to a
number of another lines like Sobu and Oedo lines where the numbers of transfer
stations of the two lines are the second and third highest values among the lines.
Thus, passengers at stations with a high centrality can reach to most stations
without changing trains.

From this analysis, a high centrality has the great potentials of increasing
business chances because passengers do not want to increase transfer times but

Table 3. Eigenvector centrality in the top 10 stations
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want to select stations that can reach to most stations without changing trains.
This suggests that all stations in Table 3 have the potentials of providing business
chances. However, stations except for Higashi-Nakano or Ryogoku have been
already full growth, which means that it is difficult to find other business chances
in such stations. In comparison with these stations, Higashi-Nakano or Ryogoku
stations are important for business chances. From this viewpoint, the following
implications are revealed: (1) the high centrality is required to increase business
chances; and (2) stations that has the high centrality but not major or full growth
(such as Higashi-Nakano or Ryogoku) have the potentials of providing business
chances.

Network analysis with waterbus. For the same reason discussed in Sec-
tion 4.1, this section also consider the network that combines the railway and/or
subway networks with the waterbus network. Table 4 summarizes the central-
ity of stations to which the waterbus connects. The centrality of some stations
improves by several dozen percent and the rank of the stations becomes higher
drastically. For example, the centrality of Honjoazumabashi station in the sub-
way network increases by 45% and its rank improves from 175 to 86 owing to
the waterbus network.

Table 4. Eigenvector centrality with or without combining waterbus network
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This results revealed that an combination of the waterbus network with other
transport ones has the potential of increasing business chances because the wa-
terbus network contributes to increasing the centrality of stations to which the
waterbus line connects.

4.3 Quantitative Evaluation Criteria and New Services

From the above analyses, the following implications have revealed:

– Quantitative evaluation criteria: The global and local efficiencies and
centrality can be applied as quantitative evaluation criteria for service in
a transportation domain. Specifically, the analyses suggests that both high
global and local efficiencies and high centrality contribute to increasing busi-
ness chances. This is because (1) the high global and local efficiencies provide
not only mostly direct routes that promote passengers to select them but also
alternative paths that can be selected by passengers in terms of minimizing
time or costs; and (2) high centrality clarifies the stations that enable passen-
gers to reach to most stations without changing trains. From the analyses,
the waterbus network that has high global and local efficiencies has appeal
for business from the efficiency viewpoint, while stations that has the high
centrality but not major or full growth (such as Higashi-Nakano or Ryogoku)
also have appeal for business from the centrality viewpoint.

– An exploration of new services: New services are highly embedded
among networks, i.e., the combined networks have the great potential for
finding new services that cannot be found by analyzing a single network.
Specifically, an combination of the waterbus network with other transport
ones has the potential of increasing business chances because the waterbus
network contributes to not only increasing Eloc with keeping a high Eglob but
also increasing the centrality of stations to which the waterbus line connects.
This is an approach to explore new services. Although an advertisement of
the connection between waterbus and other transportation or a development
of more smooth connection are indispensable to acquire business chances,
new services can be introduced in the process of combining the waterbus
network with other transport ones.

5 Conclusions

This paper explored quantitative evaluation criteria for service and potentials of
new service from the transportation viewpoint. For this purpose, we analyzed
transport networks of railway, subway, and waterbus, and have revealed the
following implications: (1) efficiency criterion proposed by Latora [7,8] and cen-
trality criterion in the complex network literature can be applied as quantitative
evaluation criteria for service in a transportation domain. Specifically, both high
global and local efficiencies and high centrality contribute to increasing busi-
ness chances; and (2) new services are highly embedded among networks, i.e.,
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the analyses of the combined networks have the great potential for finding new
services that cannot be found in the single network. In our analyses, an combi-
nation of the waterbus network with other transport ones has the potential of
increasing business chances.

However, these results have only been obtained from one domain, a trans-
portation domain. Therefore, further careful qualifications and justifications, in-
cluding the analysis of the results of other domains, are needed to generalize
our results. Such important directions must be pursued in the near future in
addition to the following future research: (1) an exploration of new quantitative
evaluation criteria for service science not by employing measures that have been
proposed so far; (2) an investigation of both efficiency and centrality introducing
the flow in the network, i.e., the number of passengers; (3) an investigation of
effects of different hypothetical waterbus networks clarifying differences of fea-
tures between railways and waterbus; and (4) an exploration of conditions of the
networks that increase the global and local efficiencies and centrality.
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E.T.S. Ingenieŕıa Informática, 18071 - Granada, Spain
lozano@decsai.ugr.es

Abstract. This paper proposes a diversity generating mechanism for an
evolutionary algorithm that determines the basic structure of Multilayer
Perceptron (MLP) classifiers and simultaneously estimates the coeffi-
cients of the models. We apply a modified version of a recently proposed
diversity enhancement mechanism [1], that uses a variable population
size and periodic partial reinitializations of the population in the form
of a saw-tooth function. Our improvement on this standard scheme con-
sists of guiding saw-tooth reinitializations by considering the variance of
the best individuals in the population, performing the population restart
when the difference of variance between two consecutive generations is
lower than a percentage of the previous variance. The empirical results
over six benchmark datasets show that the proposed mechanism out-
performs the standard saw-tooth algorithm. Moreover, results are very
promising in terms of classification accuracy, yielding a state-of-the-art
performance.

Keywords: Evolutionary algorithm, population reinitializations, saw-
tooth algorithm, neural networks.

1 Introduction

Evolutionary Algorithms (EAs) are search algorithms based on the concept of
natural selection. Among them, Evolutionary Programming (EP), originally pro-
posed by L.J. Fogel [2], is a sthocastic optimization. One of the main charac-
teristic of an EP algorithm is the absence of a direct codification, only working
with their representation. Evolutionary artificial neural networks have been a
key research area in the past decade, providing an interesting platform for op-
timizing both the weights and architecture of the network simultaneously. The
problem of finding a suitable architecture and the corresponding weights of the
network is a very complex task and this difficulty justifies the use of an evolu-
tionary algorithm to design the structure and training of the weights (for a very
interesting review on this subject the reader can consult [3]).

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 1131–1140, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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Population size is one of the most important parameters affecting the robust-
ness and computational efficiency of EAs. Small population sizes may result in
premature convergence to nonoptimal solutions, whereas large population sizes
require a considerable increase in computational effort. Although some authors
try to estimate an optimal population size regarding the complexity of the prob-
lem [4], variable population size is a more interesting alternative [5], improving
the EA capability of obtaining better solutions and reducing sensitivity in the
election of different parameters. On the other hand, several methods using a con-
stant census have been proposed in the literature that attempt to increase the
diversity of the population and avoid premature convergence, including, among
others, alternative mutation strategies [6], the well known Eshelman’s CHC al-
gorithm [7] or the micro Genetic Algorithm or μ-GA, suggested by Goldberg
[8]. Both CHC and μ-GA algorithms are based on periodical reinitializations of
population when the diversity drops below a threshold.

One methodology combining the effects of variable population size with peri-
odical reinitializations is that proposed by Koumousis and Katsaras [1], which
follows a saw-tooth scheme with a specific amplitude and period of variation. In
each period, the population size decreases linearly and, at the beginning of the
next period, randomly generated individuals are appended to the population.
One of the major drawbacks of this approach is that both the amplitude and
period of saw-teeth must be specified a priori.

In this paper, we propose an enhanced version of this saw-tooth EA, in which
we guide the period of each saw-tooth according to the variance of the best
individual fitnesses of the population. The underlying idea is that reinitializa-
tions should be performed when the best individuals have converged and no
further optimization is being achieved, so randomly generated individuals can
help the algorithm to explore new regions in the search space. We apply this
proposed scheme over a previously implemented EP Algorithm [9], that evolves
the weights and the structure of MLP Neural Network classifiers. In order to test
the performance and suitability of our methodology, a comparative study using
the original constant population EP algorithm, the standard saw-tooth EP algo-
rithm and the variance guided saw-tooth EP algorithm has been applied to six
datasets taken from the UCI repository [10]. The rest of the paper is organized
as follows: Section 2 is dedicated to a description of the selected EP algorithm;
Section 3 describes the implementation of the standard saw-tooth scheme and
its application to the EP algorithm; the aim of Section 4 is to describe the pro-
posed variance guided version of the saw-tooth scheme; Section 5 explains the
experiments carried out; and finally, Section 6 shows the conclusions of our work.

2 Evolutionary Programming Algorithm

In this section, we present the EP algorithm used to estimate the parameters
and the structure of the MLP neural networks models. The main objective of the
algorithm is to design a neural network with optimal structure and weights for
each classification problem tackled. The search begins with an initial population



Variance Guided Saw-Tooth Algorithm 1133

of MLPs, to which a population-update algorithm is applied in each iteration.
The algorithm shares many characteristics and properties with other previous
algorithms like [11] and [12]. Individuals are subjected to the operations of repli-
cation and mutation. Crossover is not used due to its potential disadvantages in
evolving artificial neural networks. With these features the algorithm falls into
the class of EP.

We consider standard feed forward MLP neural networks with one hidden
layer and we interpret the outputs of the neurons on the output layer from a
probability point of view which considers the softmax activation function given
by the following expression:

gl(x, θl) =
exp fl(x, θl)∑J

j=1 exp fj(x, θj)
(1)

where J is the number of classes in the problem, fl(x, θl) the output of the neu-
ron j for pattern x and gl(x, θl) the probability that pattern x has of belonging
to class j. Considering this expression, the classification rule C(x) of the MLP
is the following:

C(x) = l̂, where l̂ = arg maxl gl(x, θl), for l = 1, 2, ...J (2)

We define the Correctly Classified Rate by CCR = (1/N)
∑N

n=1(I(C(xn) =
yn), where I(·) is the zero-one loss function. A good classifier tries to achieve the
highest possible CCR in a given problem. The function used in the EP algorithm
for obtaining the fitness of individuals is a strictly decreasing transformation of
the cross entropy error function and is given by the following expression:

A(g) =
1

1 + l(θ)
(3)

where θ = (θ1, ..., θJ) and l(θ) is the cross entropy error function of the model
and is obtained as:

l(θ) = − 1
N

N∑

n=1

J∑

j=1

y(l)
n log gl(xn, θl) = (4)

=
1
N

N∑

n=1

⎡

⎣−
J∑

j=1

y(l)
n fl(xn, θl) + log

J∑

j=1

exp fl(xn, θl)

⎤

⎦

The general framework of the EP algorithm is the following:

1. Generate a random population of size NP.
2. Repeat until a maximum number of generations G is reached:

(a) Apply parametric mutation to the best 10% of individuals. Apply struc-
tural mutation to the remaining 90% of individuals.

(b) Calculate the fitness of every individual in the population.
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(c) Add best fitness individual and best CCR individual of the last genera-
tion (double elitist algorithm).

(d) Rank the individuals with respect to their fitness.
(e) Best 10% of population individuals are replicated and substitute the

worst 10% of individuals.
3. Select the best CCR individual and the best fitness individual in the final

population and consider both as possible solutions.

As mentioned previously, fitness is a decreasing transformation of cross-entropy
error. In general, the relationship between CCR and cross-entropy error strongly
depends on the data base structure. Hence, regarding experimental results, using
cross-entropy elitism is more suitable for some databases to result in a higher
generalization accuracy, but using CCR elitism can be more appropriate for some
other databases. For this reason, the EP algorithm returns both the best CCR
and the best fitness individuals as solutions, the best approach for each problem
being difficult to ascertain a priori. Parametric mutation is accomplished for
each coefficient of the model with Gaussian noise, applying a standard simulated
annealing process for accepting or rejecting modifications. On the other hand, we
use five different structural mutations, similar to the mutations in the GNARL
model [11]. The severity of mutations depends on the temperature T (g) of the
neural network model, defined by T (g) = 1 − A(g) 0 ≤ T (g) ≤ 1.

In order to define the topology of the neural networks, we consider three
parameters: m, ME and MI . They correspond, respectively, to the minimum
and maximum number of hidden nodes in the whole evolutionary process and
the maximum number of hidden nodes in the initialization process. In order to
obtain an initial population formed by models simpler than the most complex
model possible, parameters must fulfil the condition m ≤ ME ≤ MI. More details
about the EP algorithm can be consulted in [9], [13] and [14]. The EP algorithm
was implemented using the Evolutionary Computation framework JCLEC [15]
(http://jclec.sourceforge.net) and is available in the non-commercial java
tool named KEEL (http://www.keel.es).

3 Standard Saw-Tooth Evolutionary Programming
Algorithm

The scheme proposed in [1] is briefly summarized in this section. The Stan-
dard Saw-tooth algorithm utilizes a variable population size following a periodic
scheme where a mean population size n, an amplitude D and a period of variation
T define the saw-tooth shape. Thus, at a specific generation t, the population
size n(t) is determined as:

n(t) = int
{

n + D − 2D

T − 1

[
t − T · int

(
t − 1

T

)
− 1

]}
(5)

where int(·) is the floor function. Therefore, n(1) = n + D, n(T ) = n − D,
n(T + 1) = n + D, etc.The selection of the n, T and D parameters affects the

http://jclec.sourceforge.net
http://www.keel.es
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performance of the algorithm. In the paper cited, the optimum values of the T
and D parameters of the saw-tooth are obtained experimentally, the optimum
normalized amplitude D/n being from 0.9 to 0.96 and the optimum normalized
period ranging from T/n = 0.5 to 0.7 for multimodal optimization problems and
a standard real coded Genetic Algorithm.

In this paper, we have adapted this scheme, defining what we call Standard
Saw-tooth Evolutionary Programming (SSEP). Instead of using 5, population
size in each generation is calculated from the last generation population size as:

n(t) = n(t − 1) − N (6)

N being the saw-tooth slope and n(0) = NP = 1000 being the number of
individuals in the initial population. The value of D is calculated according to
the guidelines previously described. For the parameter T , we estimate its value
from the maximum number of generations G and a parameter r that defines the
maximum number of restarts, T = int(G/r). The use of this new parameter r is
justified, since a better control of the increase in the diversity of the algorithm
is achieved by defining the maximum number of restarts (that is, the maximum
number of saw-tooth oscillations) than by defining the amplitude T of each saw-
tooth. With these two parameters, the saw-tooth slope is obtained as N = T/2D.
Figure 3(a) is an example of a standard saw-tooth scheme for the Vehicle dataset,
including all the parameters mentioned.

4 Saw-Tooth Evolutionary Programming Algorithm
Guided by the Variance of Best Individual Distributions

The previously defined scheme has been enhanced considering the variance of the
best individual distributions, forcing the beginning of a new saw-tooth oscillation
when the best individuals have converged and the performance of the algorithm
decreases. Consequently, if the variance of best individual fitnesses has signifi-
cantly decreased, the population size falls. Otherwise a restart is performed, new
individuals being added to the current population. This methodology has been
called Guided Saw-tooth Evolutionary Programming (GSEP).

The condition that must be fulfilled in order to force a restart of the popula-
tion is that the difference of variance of the best individual fitnesses between two
consecutive generations decreases by a specific percentage (λ) with respect to the
previous generation variance, previously establishing the most appropriate dis-
tribution to represent the best individual fitnesses. As a first approximation, the
best individual fitness values have been characterized using two distinct distri-
butions, uniform distribution and normal distribution. Considering the uniform
distribution, the variance is estimated by:

σ̂2 =
1
12

(fmax − fmin)2 (7)
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fmax and fmin being, respectively, the maximum and minimum fitness value of
the best individual set B, and, considering the normal distribution, the variance
is estimated as:

σ̂2 =
1

|B|

|B|∑

i=1

(
fi − f

)2
(8)

fi being the fitness of the individual i of the set of best individuals B and f the
mean fitness value of all individuals in B.

Finally, a minimum number of individuals mn in the population is defined
based on the amplitude D of saw-teeth, mn = 1000 − 2D. Restart will also be
forced if the population size achieves this minimum. The number of the best
individuals whose variance is studied in order to guide the algorithm (|B|) is
constant during the evolution process and has been fixed to mn. As a result, the
number of individuals in each generation is obtained as:

– If [(σ̂2
t < σ̂2

t−1) and (σ̂2
t−1 − σ̂2

t ) < λσ̂2
t−1] or [(n(t − 1) − N) ≤ mn],

Perform a restart, generating new individuals until filling initial population
size, n(t) = 1000.

– Otherwise,
Decrease population size, n(t) = n(t − 1) − N , or keep population size to
the minimum value if the maximum number of restarts has been achieved,
n(t) = mn.

5 Experiments

The proposed GSEP algorithm is applied to six datasets taken from the UCI
repository, [10], to test its overall performance as compared to EP and SSEP
algorithms. The selected databases include both binary classification problems
(German, Heart-statlog, Ionosphere) and multiclass classification problems (Bal-
ance, Glass and Vehicle). The experimental design was conducted using a holdout
cross-validation procedure, with 30 runs and 70% of instances for the training
set and 30% for the generalization set.

Regarding the configuration of the different experiments, the specific param-
eters for each database have been fine tuned by a trial and error process and
summarized in Table 5. Considering an estimated mean population size n of 500
and the guidelines proposed in [1], D parameter value should range between 480
and 490. Consequently, we have considered two different values of the mn pa-
rameter , 20 and 40, for SSEP and GSEP algorithms. The period T of saw-teeth
is determined by the maximum number of restarts r and maximum number of
generations G, both specified in Table 5. For GSEP experiments, r value has
been increased in one additional restart, in order to avoid an excessive number
of generations with a minimum population size.

In order to graphically evaluate the performance of the proposed methodology,
the mean and the maximum fitness of the population have been plotted versus
the number of generation in Fig. 1 and Fig 2. The depicted values correspond
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Table 1. Non-common parameters values

Dataset Balance German Glass Heart Ionos Vehicle

G 300 150 200 100 350 1500
[m, ME, MI] [3,4,5] [2,3,4] [7,8,9] [1,1,2] [3,4,5] [6,7,8]

r 5 1 2 2 2 4
λ 0.005 0.0075 0.0075 0.0075 0.005 0.001

to the average over 30 runs of Vehicle experiment, using both SSEP and GSEP
schemes. The dynamic guided Saw-tooth algorithm achieves an overall better
performance (0.6% better final fitness). At the final generations, mean fitness
is higher using the GSEP scheme than using the SSEP and, throughout the
evolution process, the guided application of the saw-tooth reinitialization leads
to better fitness peaks.
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Fig. 1. Maximum fitness average for 30 runs using SSEP-40 and GSEP-40-U algorithms

Table 2 shows the mean value and standard deviation of results of the Cor-
rectly Classified Rate (CCR) for training and generalization sets and the cor-
responding number of net connections in 30 runs of the experiment, for the
EP algorithm and the best performing variant of SSEP and GSEP algorithms.
As the algorithms returned both the best CCR and cross-entropy individuals,
Table 2 only includes the most efficient approach in each given problem. The
algorithm that yields better generalization results is represented in bold print.
The saw-tooth algorithms (SSEP and GSEP) can be observed to outperform the
original EP algorithm in four out of the six problems analyzed. Moreover, the
models obtained have a lower number of connections in five out of six databases,
which suggests that including periodical reinitializations allows the evolutionary
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Fig. 2. Mean fitness average for 30 runs using SSEP-40 and GSEP-40-U algorithms

Table 2. Best statistical (mean and standard deviation, SD) CCR results in training
and testing sets, number of connections and population size throughout the 30 runs
for: Evolutionary Programming with 1000 individuals (EP), Standard Saw-tooth EP
(SSEP) and Guided Saw-tooth EP (GSEP), with 20 and 40 individuals as minimum
population size and considering uniform (U) and normal (N) distributions

Dataset CCRT CCRG #connect Pop. Size
(Elitism) Method Mean ± SD Mean ± SD Mean ± SD Mean ± SD

Balance EP 95.47 ± 1.50 94.10 ± 1.64 30.73 ± 2.16 1000.00
(CCR) SSEP-40 94.48 ± 1.35 93.18 ± 1.86 30.43 ± 2.46 524.00

GSEP-40-U 94.31 ± 1.56 93.65 ± 1.56 30.60 ± 2.25 527.05 ± 45.77

German EP 78.66 ± 1.48 73.05 ± 1.58 95.20 ± 21.90 1000.00
(Fitness) SSEP-40 78.48 ± 1.06 72.87 ± 1.77 88.17 ± 21.08 520.50

GSEP-40-N 78.20 ± 1.44 73.43 ± 2.22 85.80 ± 19.56 553.86 ± 46.08

Glass EP 72.61 ± 3.00 67.23 ± 4.10 77.57 ± 8.01 1000.00
(CCR) SSEP-40 71.76 ± 2.96 67.99 ± 4.04 73.63 ± 7.41 544.48

GSEP-40-N 70.99 ± 2.96 68.93 ± 4.53 76.37 ± 7.26 389.69 ± 18.70

Heart EP 86.06 ± 0.90 86.91 ± 2.06 17.27 ± 2.03 1000.00
(Fitness) SSEP-20 86.34 ± 1.22 85.44 ± 1.65 16.47 ± 2.37 520.00

GSEP-20-N 86.50 ± 0.96 86.37 ± 1.85 17.23 ± 2.57 366.91 ± 35.53

Ionos. EP 98.27 ± 0.93 92.53 ± 1.80 73.77 ± 9.91 1000.00
(Fitness) SSEP-20 98.43 ± 0.83 92.41 ± 2.08 80.83 ± 11.64 510

GSEP-20-U 98.43 ± 0.75 92.61 ± 1.80 77.47 ± 12.83 392.20 ± 18.73

Vehicle EP 79.94 ± 1.45 78.33 ± 2.74 96.47 ± 6.62 1000.00
(Fitness) SSEP-20 80.12 ± 1.86 78.50 ± 2.93 95.93 ± 6.67 510.00

GSEP-40-U 80.55 ± 1.84 78.66 ± 2.15 95.03 ± 10.05 449.21 ± 47.40
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Fig. 3. Population size for SSEP and GSEP schemes

process to explore simpler structures that offer better generalization results. Fi-
nally, the GSEP scheme proposed yielded better results than SSEP in all the
experiments evaluated. On the other hand, the efficiency of all the algorithms
has been estimated by obtaining the mean size of the population throughout all
the generations (also presented in Table 2). The values represented correspond
to the average and standard deviation of this mean population size during the
30 runs of the different experiments. Both EP and SSEP algorithms have a fix
population scheme, their standard deviation being equal to 0. In Fig. 3 average
population size over the 30 runs has been plotted for SSEP and GSEP, together
with two example runs for GSEP. In general, saw-tooth schemes (SSEP and
GSEP) result in a lower computational cost. Moreover, for Glass, Heartlog and
Ionosphere experiments, GSEP obtains a lower population size than SSEP.

6 Conclusions

The application of the standard saw-tooth scheme has proved viable in the de-
signing of Evolutionary MLP Neural Networks, providing diversity to the evo-
lutionary process and resulting in a more efficient and accurate algorithm. The
proposed GSEP algorithm improves the performance of the SSEP algorithm and
could be easily introduced into any existing EA. This proposed scheme has been
presented as an enhanced version of the standard saw-tooth scheme, performing
the population restart when the difference of variance between two generations
is lower than a percentage of previous variance. The evaluation of the algorithm
for a wide, thought not exhaustive, range of problems examined showed results
that are comparable to those of other classification techniques found in machine
learning literature [16]. In this way, it can be affirmed that distribution of the
best individual fitnesses can be considered a suitable tool for guiding restarts
and introducing diversity into the EP algorithm evaluated. Since the results show
that the improvement is consistent in the selected databases, we are extending
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experimentation using more databases, in order to apply of statistical tests and
analyze in depth the efficiency of the proposed methodologies.
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Using a Genetic Algorithm for Editing k-Nearest

Neighbor Classifiers
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Abstract. The edited k-nearest neighbor consists of the application of
the k-nearest neighbor classifier with an edited training set, in order to
reduce the classification error rate. This edited training set is a sub-
set of the complete training set in which some of the training patterns
are excluded. In recent works, genetic algorithms have been successfully
applied to generate edited sets. In this paper we propose three improve-
ments of the edited k-nearest neighbor design using genetic algorithms:
the use of a mean square error based objective function, the implementa-
tion of a clustered crossover, and a fast smart mutation scheme. Results
achieved using the breast cancer database and the diabetes database
from the UCI machine learning benchmark repository demonstrate the
improvement achieved by the joint use of these three proposals.

1 Introduction

Editing a k-nearest neighbor (kNN) consists of the application of the kNN clas-
sifier with an edited training set in order to improve the performance of the
classifier in terms of error rate [1]. This edited training set is a subset of the
complete training set in which some of the training patterns are excluded. So,
depending on the characteristics of the database [2], and due to the exclusion of
these patterns, the kNN may render better results using the edited set, in terms
of both error rate and computational cost.

Genetic algorithms (GA) have been successfully applied to select the training
patterns included in the edited training set. In [3] a study of editing kNN classi-
fiers using GAs with different objective functions is presented. Several databases
like the Iris database or the Heart database are used in the experiments. The
paper concludes that, from the analyzed objective functions, the best results
are obtained when the counting estimator with penalizing term is selected as
objective function. Other interesting article is [4], in which a GA with a novel
crossover method is applied. When two parents are crossed, a high number of

� This work has been partially funded by the Comunidad de Madrid/Universidad de
Alcalá (CCG06-UAH/TIC-0378) and the Spanish Ministry of Education and Science
(TEC2006-13883-C04-04/TCM).
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c© Springer-Verlag Berlin Heidelberg 2007



1142 R. Gil-Pita and X. Yao

possible offsprings are evaluated, and the best two individuals are selected. The
work presented in [5] is other interesting paper that studies the kNN edited with
other heuristic techniques, in which the authors study the use of tabu search to
solve the problem of editing a 1NN classifier (nearest neighbor rule). They use
the counting estimator objective function with a penalizing term, and they eval-
uate the results with the iris database and a synthetic two-dimensional database.
At last, the use of a multi-objective evolutionary algorithm to simultaneously
edit and select the features of an 1NN classifier is evaluated in [6].

In this paper we propose a novel application of GAs for editing kNN clas-
sifiers. We describe the design of a genetic algorithm in order to edit training
sets for kNN classifiers, focusing on the selection of the objective function to
be minimized, and on the different parameters of the genetic algorithm like,
for example, the crossover and the mutation techniques. Three improvements
are proposed to the editing process using genetic algorithms: the use of a mean
square error (MSE) based objective function, the implementation of a clustered
crossover, and a fast smart mutation scheme. Results are compared using the
breast cancer database and the diabetes database from the UCI machine learning
benchmark repository. The computational cost after training and the classifica-
tion error rate are considered in the study.

2 Materials and Methods

In this section we carry out a brief description of the main classification method
this paper deals with: the kNN. After describing the statistical basis of the kNN
method, we mathematically describe the editing process of a kNN method, and
how the genetic algorithms can be used for editing training sets.

2.1 kNN Statistical Analysis

The kNN classifier is statistically inspired in the estimation of the posterior
probability p(Hi|x) of the hypothesis Hi, conditioned to the observation point x.
Considering a volume around the observation point that encompasses k patterns
of the training set and k[i] patters belonging to hypothesis Hi, then equation
(1) is an approach of the posterior probability of the class Hi [7].

p(Hi|x) =
p(x|Hi)p(Hi)

p(x)
� k[i]

k
(1)

The Maximum A Posteriori criterion establishes that, for a given observa-
tion x, the decision that maximizes the associated posterior probability must be
taken. The kNN method fixes k, the number of patterns included in the volume,
being these patterns the k nearest (less distanced) patterns from the observation
point. The decision is taken by evaluating the values of k[i], i = 1, . . . , C, and
selecting the class which obtains a highest k[i] value, and, therefore, maximizes
approximation the posterior probability p(Hi|x) given by equation (1). Concern-
ing the distance measurement, in this paper we use the Euclidean distance, so
that the volumes are hyper-spheres around the observation point.
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2.2 Editing a Training Set with a GA

The edited training set is defined by the indexes of the patterns included in
the subset. In order to apply genetic optimization, each subset is associated to a
binary vector b, with N bits, being N the total number of patterns in the original
training set, so that if the n-th bit is activated b[n] = 1, then the corresponding n-
th training pattern is included in the subset. So, being S the number of patterns
included in the reduced set so that S ≤ N , then

∑
n b[n] = S. The bit-stream

b is determined by the minimization of a given objective function. In this task,
different algorithms can be applied, and we focus on the application of GAs to
obtain the value of b.

Concerning the objective function, its selection is an important issue in the
design of edited kNN methods. Most of the papers use the classification error
as objective function (equation (2)), adding in some cases a penalizing term, to
consider the number of patterns in the edited training set.

F =
1
N

N∑

n=1

h(xn) + αb[n] (2)

where h(xn) is 1 if the n-th pattern is wrongly classified, and 0 in other cases.
This objective function is equivalent to the counting estimator with penalizing
term (CEPT) function, described in [3].

In this paper GAs are applied to determine the optimal bit-stream b, in order
to implement an edited kNN rule. So, the process to determine an edited subset
for the kNN method using a GA is described as follows:

– The objective function is evaluated with the validation set for several values
of k, and the value that performs better results is selected.

– Using a GA, a subset is selected using the training patterns, trying to mini-
mize the objective function measured with the training set. The genetic algo-
rithm is based on the use of natural selection, local mutations and crossover.
The population is composed of P = 100 individuals, and the best 10 are se-
lected in each generation. The remaining 90 individuals are then generated
by single point crossover of the 10 survivors. Then, binary mutations are
applied to the whole population, changing a bit with a probability of 0.8%.
This process is iterated G = 100 generations.

– During the training process, the objective function over the validation set
is calculated for the best individual of each population. The subset that
achieves the lowest objective value over the validation set is selected as the
final subset.

3 Description of the Proposals

In this section descriptions of the three proposals of this paper are included. The
first proposal deals with the definition of a novel objective function, inspired in
the mean square error (MSE) function, used in many adaptive systems, like, for
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example, neural networks. The second proposal defines a novel crossover strategy
for the GA, designed using a priori knowledge of the problem. The third and
last proposal establishes a new mutation scheme for the GA, that allows to lead
the mutations in the population, improving the performance of the GA in the
search of local minima of the objective function.

3.1 Editing kNN with a MSE-Based Objective Function

In this paper we propose the use of a novel objective function, based on the
MSE function. Let’s consider the kNN as a system with C outputs, so that each
output is calculated using equation (1). Therefore, the C outputs of the kNN
system are approximations of the posterior probabilities of the data. So, yn[i],
described in equation (3), is the i-th output of the kNN system, obtained for the
n-th training pattern xn.

yn[i] =
kn[i]

k
(3)

where kn[i] is the number of nearest patterns of class i for the n-th training
pattern. Considering the approximation described in equation (1), the outputs
of this kNN system are estimations of the posterior probabilities of the classes.
So, the objective function to minimize is designed using all the outputs of the
system, by minimizing the mean square error, defined by equation (4).

F =
1

NC

N∑

n=1

C∑

i=1

(yn[i] − dn[i])2 (4)

where yn[i] is the i-th output of the system for the n-th training pattern, and
dn[i] is the desired i-th output for the n-th training pattern, so that dn[i] is 1
for the patterns of the i-th class and 0 for the rest. In function of the Kronecker
delta, dn[i] = δ[i − cn], being cn the index of the class for the n-th training
pattern. Replacing (3) in (4), we obtain (5).

F =
1

NC

N∑

n=1

C∑

i=1

(
kn[i]

k
− δ[i − cn]

)2

(5)

The error surface defined by this function is smoother than those obtained
using counting estimator based functions, making easier the obtaining of its local
minima.

3.2 Editing kNN Using a GA with Clustered Crossover

Single point crossover (SPC) and random crossover (RC) are two of the most
commonly used crossover methods used in the literature. Single point crossover
generates the offspring by combining the first part of the bit stream of one
parent with the last part of the bit stream of the other parent. On the other
hand, random crossover generates the offsprings randomly selecting each bit-gene
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from one of the parents. These two schemes do not consider possible relationship
between the genes.

In this paper we propose a novel crossover scheme for the GA, denominated
clustered crossover (CC), in order to improve the determination of the best
subset of the training set, that minimizes the selected objective function. In the
problem of the selection of the edited training set, it is possible to determine the
relationship between the different bits of the bit stream. Each gene is related to
the inclusion in the reduced subset of a training pattern. So, the value of a given
gene is related to the performance of the classifier in the region of the space
around the associated training pattern. Therefore, genes can be grouped into
clusters considering the spatial position of their training patterns, using a non
supervised clustering technique. In this paper we apply the k-means clustering
algorithm [8] to the training data, so that these patterns are grouped in some
sets of near patterns (clusters). Each group of patterns defines a cluster of genes,
that is considered as a transfer unity in the crossover process. So, the bit-stream
of the offsprings are obtained by mixing the clusters of genes of two parents. The
clustering process is carried out every generation, and the number of clusters has
been selected at random. So, every generation the crossover is carried out with
different gene clusters.

3.3 Editing kNN Using a GA with a Fast Smart Mutation Scheme

In this section we describe the application of a mutation scheme that allows
to select the best gene or group of genes to be changed, taking into account
the variations of the objective function with respect to each gene for a given
edited set. We design a fast method for evaluating the error variation when each
gene is changed, and we propose a mutation strategy based on these variations
of the objective function. We denominate this mutation scheme as “fast smart
mutation” (FSM), as it allows to increase the effectiveness of the mutation stage
in the genetic algorithm.

The evaluation of the objective function for all the possible bit mutations of
a pattern is implemented taking into account prior knowledge of the objective
function. Let’s consider the bit stream b, then the goal is to find the bit or bits
which changes produce the highest reduction in the performance associated to b.

The change of one bit of b produces the addition or the removal of a training
pattern from the edited subset. It causes changes in the values of kn[i], with a
consequent change in the value of the objective function, that might be consid-
ered. Let’s consider Bn(k) is the distance from the n-th training pattern to its
k-th nearest pattern, then:

– If the m-th bit changes from 0 to 1, then the pattern xm must now be
considered in the subset. If the distance from this pattern to a training
pattern xn is lower than Bn(k), then this new pattern replaces the k-th
nearest neighbor of the training pattern xn. Due to the addition of this new
pattern of class cm, the value of kn[cm] is incremented in 1, and due to the
removal of the k-th training pattern, the value of kn[ck

n] is decremented in 1,
where ck

n is the class of the k-th nearest neighbor of the training pattern xn.
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– If the m-th bit changes from 1 to 0, then the pattern xm is removed from
the subset. If the distance from this pattern to a training pattern xn is lower
than Bn(k), then this pattern will cause changes in the values of kn[i]. The
pattern xm will not continue in the group of the k nearest neighbors of the
pattern xn, and there will be a new pattern in this group. Due to the removal
of this pattern of class cm, the value of kn[cm] is decremented in 1, and due
to the inclusion of the k + 1-th training pattern in the group, the value of
kn[ck+1

n ] is incremented in 1.

Equation (6) represents the function fmn[i], the variations in the values of
kn[i] due to a change in the m-th.

fmn[i] =
{

Dmn · (δ[i − cm] − δ[i − ck
n]), if b[m] = 0

Dmn · (δ[i − ck+1
n ] − δ[i − cm]), if b[m] = 1 (6)

where Dmn is 1 if the distance from the pattern xm to the pattern xn is lower
than Bn(k), and 0 in other case. So, the MSE-based objective function Fm

obtained after changing the m-th gene is represented in equation (7).

Fm =
1

CN

N∑

n=1

C∑

i=1

(
kn[i] + fmn[i]

k
− δ[i − cn]

)2

(7)

The variation in the objective function Δm = Fm − F due to a change in the
m-th bit can be expressed using equation (8).

Δm =
1

CNk2

N∑

n=1

−2kfmn[cn] +
C∑

i=1

fmn[i]2 + 2kn[i]fmn[i] (8)

Using (6) in (8), we obtain (9).

Δm =
2

k2CN

N∑

n=1

Dmn(1 + gmn) (9)

where gmn is defined by equation (10).

gmn =

⎧
⎪⎪⎨

⎪⎪⎩

−1, if b[m] = 0 and ck
n = cm

h0mn, if b[m] = 0 and ck
n �= cm

−1, if b[m] = 1 and ck+1
n = cm

h1mn, if b[m] = 1 and ck+1
n �= cm

(10)

being h0mn and h1mn defined by equations (11) and (12), respectively.

h0mn =

⎧
⎨

⎩

kn[cm] − kn[ck
n] + k, if cn = ck

n

kn[cm] − kn[ck
n] − k, if cn = cm

kn[cm] − kn[ck
n], other case

(11)

h1mn =

⎧
⎨

⎩

−kn[cm] + kn[ck+1
n ] − k, if cn = ck+1

n

−kn[cm] + kn[ck+1
n ] + k, if cn = cm

−kn[cm] + kn[ck+1
n ], other case

(12)
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The value of Δm (equation (9)) is evaluated for all the possible values of m,
in each generation and for every individual. The described algorithm allows to
quickly evaluate the variation of the objective function with a unique bit change.
So, the change in the value of m that efforts the lowest Δm will cause the highest
reduction of the objective function.

The GA can be speeded up changing more than one bit in every mutation.
In many classification environments, the large size of the training set makes
this method quite slow, in so only a gene is changed for each individual every
mutation stage. On the other hand, using the clustering process described in
subsection 3.2, it is possible to establish groups of “independent” genes. A change
in a bit that belongs to a cluster affects to the performance of the classifier in the
region of the space nearer to the corresponding training pattern. So, we propose
to use the gene clusters to select a group of genes to be mutated. For each cluster,
the value of m that efforts the lowest Δm is changed, which allows to mutate as
many genes as clusters.

The implementation of the algorithm requires the previous calculation of the
values of kn[i], ck

n and ck+1
n . The process of the genetic algorithm with fast smart

mutation is described as follows:

1. The initial population with 100 individuals is generated, all the variables are
initialized.

2. The mean square error is measured for every individual of the population.
The values of Δm are obtained.

3. The k-means algorithm is applied to the training set. The number of clusters
is selected at random.

4. For each cluster and each individual, the gene with the value of m that efforts
the lowest value of Δm is muted.

5. Every 10 generations, clustered crossover is applied to the data. 10 best
individuals are chosen as parents, and remaining 90 individuals are generated
by clustered crossover of the parents.

6. The validation error of the best individual is calculated.
7. The process is iterated in step 2, until 100 generations are reached.
8. Finally, the selected individual is the one that achieved the lowest validation

error.

4 Results

This section includes the results obtained by the methods described in the paper.
The databases used in the experiments of the paper have been the breast cancer
database and the diabetes database, collected from the UCI machine learning
benchmark repository. Choosing these two databases we try to be able to com-
pare the performance of the different methods in two different environments,
allowing to extract more general conclusions.

In order to carry out the experiments, each database has been divided in
three subsets: the training set, the validation set and the test set. The training
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set has been used to generate the edited subsets. The validation set has been
used to select the best classifier, and to determine the values of k. The test set
has been used to evaluate the final error rate for each classifier. This third set has
not been used during the design of the classifier. These three databases and the
data preparation techniques are identical to those used in other papers [9,10],
allowing to make comparisons of the obtained results with other different type
of classifiers. Table 1 shows a summary of the main characteristics of the used
two databases.

Table 1. Characteristics of the databases

Breast cancer Diabetes

Number of classes C 2 2
Number of inputs L 9 8
Total number of patterns 699 768
Number of training patterns N 349 384
Number of validation patterns 175 192
Number of test patterns 175 192
k value (using the validation set) 3 27

The parameter k of the kNN method is a user-specific parameter. In this work
we have selected it in a first stage, making use of the validation set, and it has
remained fixed for the rest of the experiments. Different kNN classifiers with
values of k from 1 to 50 have been implemented using each database, and the
value of k that efforts the lowest classification error rate over the validation set
has been selected. This value has been k = 3 for the breast cancer database and
k = 27 for the diabetes database.

In order to assess the performance of the classification methods, the error rate
over the test set is used. Due to the small size of the test sets, the precision in
the estimation of the error rate is considerably low, and some statistical analysis
of the results must be used. So, each experiment has been repeated 30 times,
measuring the error rate for each experiment. Results are represented in function
of the mean, the standard deviation, the maximum, the minimum of the error
rate over the 30 experiments. The average number of patterns selected in the
edited subset (S) is also included. Table 2 shows the results obtained by the
different methods for the breast cancer database and the diabetes database.

From the obtained results, we can derive the next conclusions:

– The use of the proposed MSE-based objective function has an associated
reduction greater than 12%, when it is compared to the use of the CEPT
objective function [3].

– The use of the proposed clustered crossover doest not significantly improve
the performance in the case of the diabetes database, but it achieves a re-
duction of 15% in the error rate in the case of the breast cancer database.
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– The results obtained by the joint use of the three proposals has an associated
reduction greater than 10%, compared to the use of a kNN classifier without
editing technique. Obtained results demonstrate the good accuracy of the
proposed GA-based editing technique.

Table 2. Results (%) obtained for the different methods studied in the paper

Editing Breast Cancer Diabetes
technique Mean Std Max Min S Mean Std Max Min S

none 1.14 0.00 1.14 1.14 349 21.88 0.00 21.88 21.88 384
Wilson [1] 1.71 0.00 1.71 1.71 323 27.08 0.00 27.08 27.08 262
GA CEPT SPC [3] 1.96 1.06 4.57 0.00 101 22.76 2.00 26.04 18.75 173
GA MSE SPC 1.43 0.76 2.86 0.00 157 19.84 1.27 21.88 16.67 192
GA MSE RC 1.68 0.78 4.00 0.57 163 19.62 1.18 21.88 17.19 193
GA MSE CC 1.22 0.65 3.43 0.00 186 19.60 1.00 22.40 18.23 191
GA MSE CC FSM 0.72 0.54 2.29 0.00 174 19.39 1.63 22.92 16.67 195

5 Conclusions

In this paper genetic algorithms have been successfully applied to select the
training patterns included in an edited set of a kNN classifier. We have proposed
three improvements of the editing process using genetic algorithms. Considering
the statistical properties of the kNN classifier, we have proposed a novel mean
square error based objective function, which performs better than the counting
estimator based objective function. The second proposal presents an analysis of
the relationship of the genes in the GA, which is used to propose a clustered
crossover. At last, a new fast smart mutation scheme that allows to quickly
evaluate the variations in the MSE-based objective function for a change in one
bit is described.

Results achieved using the breast cancer database and the diabetes database
from the UCI machine learning benchmark repository have been included. The
obtained results make the joint use of the three proposed methods quite inter-
esting. Comparing these results with the best one obtained using kNN without
editing, with Wilson’s editing, and with GA-based editing using CEPT and
SPC, the proposed method achieves an average reduction of greater than 10%
for the considered databases (36% for the breast cancer database and 12% for
the biabetes database).
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Abstract. This paper presents a novel approach to solve multiclass clas-
sification problems using pure evolutionary techniques. The proposed
approach is called Evolution of Geometric Structures algorithm, and con-
sists in the evolution of several geometric structures such as hypercubes,
hyperspheres, hyperoctahedrons, etc. to obtain a first division of the
samples space, which will be re-evolved in a second step in order to solve
samples belonging to two or more structures. We have applied the EGS
algorithm to a well known multiclass classification problem, where our
approach will be compared with several existing classification algorithms.

1 Introduction

Genetic algorithms have been widely used for solving very different problems,
the majority of times related to optimization. In this field the research work has
been massive in the last years and powerful algorithms based on evolutionary
computation have been developed.

However, there are other fields in artificial intelligence in which the genetic
approach has not been so successful. In classification problems for example,
the different evolutionary computing techniques have always played a secondary
role: training of neural networks [2]-[7], or generation of fuzzy rules [8], but it is
difficult to find a pure evolutionary technique applied to the complete resolution
of the problem. The Genetic Programming technique [9] has been applied to
some classification problems with some success, though its results in multiclass
classification have not been so promising.

The idea behind this paper is to propose a pure evolutionary technique to
tackle multiclass classification problems. We have called this technique “Evolu-
tion of Geometric Structures Algorithm” (EGS), since it is based on evolving
a set of geometric structures (hypercubes, hyperspheres, hyperoctahedrons, etc)
to cover the samples space, and then using another evolutionary algorithm to
combine them into a single classifier. As will be shown, the idea is to run a
genetic algorithm encoding a set of geometric structures for each class, in such
a way that the position and size of the geometric structure is evolved. A fitness
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function counting the number of correct classification of samples for each class
is used to guide the search. In a second step, another evolutionary algorithm is
used to decide the classification of the samples within two or more geometric
structures. As can be seen, only evolutionary techniques are used to solve the
problem. Also, the EGS algorithm is adequate to be implemented in a paral-
lel way, since several genetic populations must be run in the first step of the
algorithm.

In this paper we apply the presented technique to the automatic classifica-
tion of high range resolution radar (HRR) targets, which is a hard problem
of classification solved previously in the literature [11]. This kind of radar uses
broad-band linear frequency modulation or step frequency waveforms to measure
range profiles (signatures) of targets [11], [12]. HRR radar profiles are essentially
one-dimensional images of radar targets. A range profile is defined as the abso-
lute magnitude of the coherent complex radar returns, and all phase information
is usually discarded. If a range profile is measured with sufficient resolution, the
parts of the aircraft that strongly reflect the radar energy, are resolved. There-
fore, range profiles provide information about the geometry and structure of the
aircraft, and so they are suitable features for automatic aircraft classification.
Figure 1 shows an example of the generation of a HRR signal associated to a
target in two different orientations. The number of samples with information
is related to the maximum size of the target. Data sets of HRR radar profiles
can be generated by recording measurements of each target over the values of
azimuth and elevation considered.

In the literature, this task is called “Automatic Target Recognition” (ATR)
[12]. The ATR problem can be formulated as a multiclass classification problem.
The objective is to be able to classify an arbitrary target, based on knowledge
derived from previous samples. The Probability Density Functions (PDFs) of the

Fig. 1. HRR radar signal example for two different orientations of the target
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classes are usually unknown, and only a finite set of well defined cases (training
set) is available. Several techniques based on different approaches to the problem
and its solution have been developed, all of them having some disadvantages
either in terms of accuracy or complexity.

The structure of the rest of the paper is the following: next Section presents
the EGS algorithm, describing its different steps and possible modifications for
a better performance. Section 3 shows an example of application of the EGS to
the ATR problem. Section 4 closes the paper with some final remarks.

2 An Evolution of Geometric Structures Algorithm for
Classification

Definitions

1. Hyper-structures: the set of points x ∈ S (S features space of dimension w)
such that

ai · pi · |ci − xi| ≤ R, ∀ i, (1)

this equation defines a hypercube.

w∑

i=1

ai · pi · (ci − xi)
2 ≤ R, (2)

this equation defines a hypersphere.

w∑

i=1

ai · pi · |ci − xi| ≤ R, (3)

this equation defines a hyperoctahedron.
In all the structures presented, the parameters ci, i = 1, · · · , w stands for

the coordinates of the center of the geometric structure, pi, i = 1, · · · , w is a
positive scale factor and ai ∈ {0, 1}, i = 1, · · · , w, are binary numbers which
reduce the dimensionality of the geometric structure.

2. Genetic Individual: A set of N hyperstructures. Each hyperstructure is de-
fined by the equations shown above, with parameters R, c, a and p.

3. Genetic Population: A set of M genetic individuals focussed in a given class
C. An point x is decided to belong to class C if this point is inside the
structure defined for this class.

With these definitions, the EGS algorithm is constructed in two different
steps:
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Step 1

In this step, C genetic algorithms (one per class) are launched. Each genetic
algorithm is formed by M individuals representing geometric structures in the
way defined above. The fitness function of the genetic algorithm is defined as:

f(x) = ν1 · A + ν2 · B (4)

where A stands for the percentage of correct answers when classifying a point x
as belonging to the corresponding class of the geometric structure, and B is the
percentage of correct answers when classifying a point x as not belonging to the
corresponding class of the geometric structure. Parameters ν1 and ν2 weight the
importance of classifying correctly the points belonging and not belonging to
the class of the geometric structure. It is important to note that we are evolving
a number N ∗ C of structures (N structures per class), but, at this stage, each
class is evolved in a different genetic population.

Evolutionary Algorithm dynamics: Once each individual of the population
has assigned its fitness value, the mean value for the population is calculated.
The individuals with associated fitness values over this value are maintained,
whereas the individuals with fitness values under the mean are substituted by
new individuals obtained from the crossover of maintained individuals.

The crossover operation is implemented in the following way: Starting from
two parents P1 and P2, a single offspring individual will be generated. To do
this, for each of the N geometric structures encoded in the individuals we can
do the following actions:

– Copy the structure of P1, with probability 0.25.
– Copy the structure of P2, with probability 0.25.
– Form a new individual as follows: the new radio is the mean value of the P1

and P2 radios. The same operation is carried out to obtain the centers and
scale factors of the individual. Regarding the parameter a, it is calculated
using the logical operation “or” between vectors a of P1 and P2, with a
probability of 0.5, and the logical operation “and” with the same probability.

The mutation operator is applied to all the individuals of the population after
the crossover operator, with a low probability:

– The radio is modified using a small noise from a uniform distribution
[−0.1, 0.1]. Choosing randomly a direction, the center is moved towards this
direction using a uniform noise in the range [−1.0, 1.0].

– The scale factor of each geometric structure is modified adding an noise from
a uniform distribution [−1.0, 1.0].

– Finally, the vector a is modified applying a flip operation to some of its
components.
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Step 2

After evolving the set of geometric structures for each class, we have to merge
them into a single classifier. This is problematic, since structures may overlap,
and thus a sample may be into structures belonging to different classes. In this
second step we use a genetic algorithm for assigning a real weight (ω) to each
structure, in such a way that the number of correct classifications to be maximum
(we consider the real numbers in the interval ω ∈ [−1, 1]). A voting scheme is
carried out, and the samples belonging to two or more geometric structures
are assigned to the structure with largest weight (if a sample belongs to two
structures of the same class, their values are added). As mentioned, the fitness
value of each individual is the total number of correct classifications.

This process can be done in a soft way, by defining variable weights, in such
a way that the value of the weight is ω in the center of the hyperstructure, and
it has a lower value near the border of the hyperstructure. To do this we define
the following weight:

ω∗ = (ω − d · Q) · h(x), (5)

where Q is a value in (0, 1), d is the distance from the center of the geometric
structure and h(x) is a binary value which indicates if the point x is inside
the structure (h(x) = 1) or out of the structure (h(x) = 0). An example in a
two-dimensional structure (octahedron) is given in Figure 2.

If we use this soft version of the weights, the genetic algorithm must search
for values ω and Q for each structure, instead of only for ω as in the former case.

Fig. 2. Example of the soft version in the case of samples shared by two or more struc-
tures. In this case an octahedron with a different value in its weight (linear variation
following Equation (5)) is considered. The value of the weight is related with the inten-
sity of the hyperstructure: the closer the sample is to the center of the hyperoctahedron,
the largest is the associated weight.

3 Experiments and Results

As we mentioned before, we test the propose EGS algorithm in the ATR prob-
lem. The term ATR “Automatic Target Recognition” was originated in the early
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1980s within the Low Altitude Navigation and Targeting Infra-Red for Night
(LANTIRN) program belonging to the U.S. Defense Agency. One of its objec-
tives was to develop a system capable of distinguishing tanks from trucks, jeeps,
and other less important targets. In 1988, the United States Defense Advanced
Research Projects Agency (DARPA) conducted a study of neural networks and
selected ATR as one of the four areas for which application of neural network
technology was to be evaluated [13].

A database containing HRR radar profiles of six types of aircrafts (six classes)
is used. These signals have been generated using a ray tracing algorithm, and
they are the same signals used to generate the results presented in [14]. The
assumed target position is head-on with an azimuth range of ±25o and elevations
of −20o to 0o in one degree increments totaling 1071 radar profiles per class. The
length of each profile is 128. These profiles have been aligned using the position
of the maximum sample in each vector, and they have been energy normalized
and Box-Cox transformed with α = 0.65. Once the profiles have been aligned,
most of the information is concentred in the central part of the vector, so only
L = 53 central samples are selected to classify each pattern. Figure 3 shows
radar profiles of two different targets, illustrating the magnitude of variation of
the radar signature caused by changes in orientation.
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Fig. 3. Radar signatures of two different targets for an elevation angle of −20o and
different azimuth angles

The performance of the classifier will be specified by both the error rate and
the computational cost after training. The error rate is defined as the percentage
of overall classification errors, and the computational cost after training is defined
as the average number of simple operations (sums, products, comparisons, etc)
needed to classify each test pattern.
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For each experiment carried out, two subsets are used: a training set composed
of 960 profiles (160 per class), randomly selected from the original data set (the
poses could be different for different targets), and a test set, composed of 1710
profiles. The test set is used to assess the classifier’s quality after training. Both
sets of data correspond to a value of Signal to Noise Ratio of 20 dB. Recall that
the SNR is defined using the peak energy of the signal, given by equation

SNR(dB) = 10 log
(

max{|x|}2

σ2

)
(6)

The proposed algorithm is going to be tested in this problem, using three
different geometric structures, hypercubes, hyperspheres and hyperoctahedrons.
We will compare the results obtained with the results of several different algo-
rithms applied to the problem: Diagonal Linear Discriminant Analysis (DLDA),
Diagonal Quadratic Discriminant Analysis (DQDA), 1-nearest neighbor (1NN),
3-nearest neighbor (3NN),5-nearest neighbor (5NN), a Multi Layer Perceptron
with gradient descent momentum and adaptive learning rate (MLP) and finally
a RBF network (RBFN).

Table 1. Comparison of the results (error rate) obtained by the EGS algorithm and
other classification algorithms in the ATR problem tackled

Algorithm DLDA DQDA 1NN 2NN 3NN MLP RBF EGS-HC EGS-HS EGS-HO

Error rate 24.62% 21.11 % 21.99% 19.53% 19.42% 19.88% 14.97% 31.77% 27.12% 17.87%

Table 2. Computational complexity of the algorithms in terms of the number of basic
operations needed to classify a single pattern

Algorithm DLDA DQDA 1NN 2NN 3NN MLP RBF EGS-HC EGS-HS EGS-HO

# of Operations 953 1271 152645 153604 154562 10959 110085 4229 3457 4230

Tables 1 and 2 sumarize the results obtained by the EGS algorithm proposed,
with different geometric structures implemented, and the comparison with sev-
eral other classification techniques in the tackled ATR problem. The first result
that can be extracted from the tables refers to the behavior of the different type
of structures involved in the EGS algorithm. Note that the hyperoctahedron
structure is the one which obtains a best result in terms of error rate of classi-
fication. Other structures such as hyperspheres or hyperplanes do not provide
such a good results as the hyperoctahedrons, as can be seen in Table 1. All the
tested EGS algorithms obtained a similar computational cost, measured as the
number of basic operation needed to classify a single pattern.

Regarding the comparison with other techniques, it is interesting to check that
the EGS algorithm using hyperoctahedrons (EGS-HO) improves the results of
the compared classification methods. In the case of discriminant analysis algo-
rithms, our EGS-HO approach obtains better error rates than DLDA and DQDA
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algorithms (24.62% and 21.11% versus 17.87% obtained with the EGS-HO). The
computational cost of the DLDA and DQDA approaches, is, on the other hand,
slightly smaller than the EGS-HO’s: 953 and 1271 operations versus 4230 of
the EGS-HO. Our EGS-HO algorithm also improves the results of the nearest
neighbors classifiers tested, both in error rate and in computational cost of the
algorithm. The MLP approach obtains a good error rate, comparable with those
from the NN algorithms, but worse than the EGS-HO approach. The computa-
tional cost of this algorithm is also worse than the EGS-HO (10959 operations
versus 4230 with the EGS-HO). Finally, the RBF network is the only compared
approach which have obtained a slightly better result than the EGS-HO in terms
of error rate in classification (14.97% versus 17.87% with the EGS-HO), on the
other hand, the RBF network shows a much worse computational cost (110085
operations versus 4230 of the EGS-HO).

4 Conclusions

In this paper we have presented a novel evolutionary-type algorithm for multi-
class classification problems, called Evolution of Geometric Structures algorithm.
We have analyzed the main characteristics of the algorithm and applied it to the
resolution of a well known multiclass classification problem, the Automatic clas-
sification of High Range Resolution radar targets, ATR problem. We have shown
that our approach is able to obtain results which improves the results of other
different classification techniques such as discriminant analysis, k-neares neight-
bours or a multilayer perceptron. As a final conclusion, the proposed method
presents an interesting trade off between error rate and computational cost after
training, which might be very beneficial in those applications in which embedded
real time implementation is required.
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Abstract. This paper presents a novel hybrid algorithm for combina-
torial optimization problems based on mixing the cross-entropy (CE)
method and a Hopfield neural network. The algorithm uses the CE
method as a global search procedure, whereas the Hopfield network is
used to solve the constraints associated to the problems. We have shown
the validity of our approach in several instance of the generalized fre-
quency assignment problem.

1 Introduction

The hybridization of heuristic algorithms with local search methods has attracted
the attention of many researchers in the last few years [1]-[3]. The interest in
these methods is mainly due to the fact that they allow a robust solving of a huge
number of difficult problems, in which finding a solution is very hard (impossible
in some cases) using traditional optimization methods.

In the literature different ways of hybridizing algorithms can be found. In
every hybrid algorithm two sub-procedures coexist: a global search procedure,
which is the fundamental part of the algorithm, and a local search one which
complements the global search. A classification of hybrid algorithms can be done,
depending on the role played for the local search procedure, that includes hybrid
[1] and memetic [3] algorithms. The first ones include local search procedures
in order to solve the problem constraints. In this way, the global search works
only with feasible solutions. However, in the memetic approach, the local search
procedure is used to improve the performance of the global search. In both meth-
ods, the hybridization of the local procedures can be in Lamarckian mode or in
Baldwin mode. In Lamarckian mode, the resulting individual of the local search
replaces to the previous individual in the global search. In Baldwinian mode, the
individual is not replaced in the global search, but only the objective function
value of the solution obtaining after the local search procedure is considered in
the global search.

In this paper we focus our work in hybrid algorithms (which use the local
search to solve constraints problem). Specifically, we study a new hybrid algo-
rithm which arises of the hybridization of a global search procedure based in the
Cross-Entropy method (CE) [5] and a binary Hopfield neural network (HNN)

H. Yin et al. (Eds.): IDEAL 2007, LNCS 4881, pp. 1160–1169, 2007.
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[6] as local search procedure. Firstly, we carry out an introduction on the main
characteristics of two methods mentioned, and later on, we describe how the
hybrid algorithm we propose is organized. Finally, we prove that this hybrid al-
gorithm improves the results obtained with a genetic algorithms as global search
procedure in a well known combinatorial optimization problem with constraints.

The rest of the paper is structured as follows: Section 2.1 presents the binary
Hopfield neural network used in our approach. Section 2.2 presents a introduc-
tion to the Cross-Entropy method including a brief summary of its origin and a
discussion of the algorithm in combinatorial optimization problems with binary
encoding. Section 3 presents the main characteristics of the HNN-CE algorithm
proposed, which is applied to solve the Generalized Frequency Assignation prob-
lem in Section 4. Finally, the section 5 finishes the paper giving some conclusions.

2 Background

2.1 The Binary Hopfield Neural Network

In order to satisfy the COP’s constraints of a combinatorial optimization problem
with binary encoding, we use a binary Hopfield neural network (HNN). The HNN
used belongs to a class of binary HNNs [8], [9] where the neurons can only take
values 1 or 0.

The structure of the HNN can be described as a graph, where the set of
nodes are the neurons, and the set of edges define the connections between the
neurons. We map a neuron to an element in the solution X. In order to simplify
our notations, we shall use X to denote the neurons in the HNN. The HNN
dynamics can then be described as follows: After a random initialization of every
neuron with binary values, the HNN operates in serial mode. This means that
only one neuron is updated at a time. Denoting by xi(t) the state of a neuron
on time t, the updating rule is described by

xi(n + 1) = φ(ui(n)) (1)

where φ is the updating rule, and ui(n) is the input equation of the neuron i at
time n, which depends on the output equations of the rest of neurons through
the COP’s constraints.

In this updating rule, neurons xik are updated in their natural order, i.e.,
i = 1, 2, . . . , n, k = 1, 2, . . . , m. A modification of this rule can be introduced by
performing the updating in a random ordering of the rows (variable i). This way
the variability in the feasible solution found is increased. Let π(i) be a random
permutation of i = 1, 2, . . . , n. The new updating rule of the HNN will be

xi(n + 1) = φ(uπ(i)(n)) (2)

We can define a cycle as the update of all neurons in a certain order. In a cycle
each neuron is updating in the order given by π. After two cycles, we consider
that the HNN has converged (in that moment no neuron will change its state). In
this way, the final HNN state is a potential solution of the optimization problem
considered which fulfills the COP’s constraints.
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2.2 The Cross-Entropy Method for Optimization

The CE method is an elegant optimization method which comes from the sim-
ulation of rare events field [4], [5]. The idea is that the simple algorithm of
cross-entropy used for estimating probabilities of rare events could be adapted
to solve difficult problems of optimization as well. This adaptation is done by
translating the “deterministic” optimization framework to a “stochastic” one,
and then using rare event simulation techniques similar to the ones described
in [7].

The CE method can be split in two phases:

– Generate a random data sample for the problem, according to a specified
mechanism.

– Update the parameters of the method, mainly the probabilities associated
to the variables of the solution.

The formal description of the CE for optimization can be done following [7]:
Consider an optimization problem consisting in finding the solution (state) x
which maximizes a given real-valued, objective function S. Mathematically:

find x such that,
max
x∈χ

S(x). (3)

where χ is a finite set of states (search space).
The CE method associates an estimation problem with the optimization prob-

lem described by (3). To do this, a collection of indicator functions {IS(x)≥γ} on
χ is defined, for various levels γ ∈ R. Then, let {f(.;v)} be a family of discrete
pdfs on χ, parameterized by a real-valued vector v ∈ [0, 1]n. We can associate
then the optimization problem defined in (3) with the problem of estimating the
number

l(γ) = Pv(S(X) ≥ γ) =
∑

x

I{S(x)≥γ}f(x;v) = EvI{S(x)≥γ} (4)

where Pv is the probability measure under which the random state X has pdf
f(.;v), and Ev stands for the expectation operator. This problem is usually
called associated stochastic problem [7].

Following [7], it can be shown that to estimate l(γ), the optimal value for v,
so called v∗, can be computed as:

v∗ = arg max
v

EuI{S(X)≥γ} ln f(X;v). (5)

This parameter can be estimated as:

v∗ = arg max
v

1
N

N∑

i=1

I{S(Xi)≥γ} ln f(Xi;v). (6)

where Xi are generated from pdf f(.;v).
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Thus the CE algorithm for optimization can be stated as follows:

General CE algorithm
1: Define an initial value v0, set t = 1.
2: Generate a sample X1, . . . ,XN from density f(.;vt−1).
3: Calculate γt as γt = max{s : Pvt−1(S(X) ≥ s) ≥ ρ}
4: Calculate vt using equation (6).
5: If for some t ≥ d, γt = γt−1 = . . . = γt−d, then stop;
6: Set t=t+1 and reiterate from step 2.

Several approximations can be done to simplify the general CE algorithm:
First, the value γt = max{s : Pvt−1(S(X) ≥ s) ≥ ρ} can be estimated from

the sample X1, . . . ,XN as follows:
Calculate the performances S(Xi) for all i, and sort them out in increasing

order: S(1) ≤ S(2) ≤ . . . S(N), and then evaluate the (1 − ρ) sample quantile as

γ̂t = S(�(1−ρ)N�) (7)

A further simplification in the general CE algorithm can be obtained for 0-
1 combinatorial optimization problems, if we consider the solution vector X =
(X1, . . . , Xn) to be Bernoulli random variables, X ∼ Ber(p). In this case the pdf is

f(X;p) =
n∏

i=1

pXi

i (1 − pi)
1−Xi , (8)

since each Xj can only be 0 or 1,

∂

∂pj
ln f(X;p) =

Xj

pj
− 1 − Xj

1 − pj
=

1
(1 − pj)pj

(Xj − pj) . (9)

using this result, we can calculate the maximum in Equation (6) by setting the
first derivative with respect to pj to zero for all j:

∂

∂pj

N∑

i=1

I{S(Xi≥γ)} ln f(Xi;p) =
1

(1 − pj)pj

N∑

i=1

I{S(Xi≥γ)}(Xij − pj) = 0. (10)

and finally we obtain the following expression for the estimation of pj :

pj =
∑N

i=1 I{S(Xi≥γ)}Xij
∑N

i=1 I{S(Xi≥γ)}
. (11)

The CE algorithm for optimization of 0-1 problems can be stated now as
follows:

CE algorithm for combinatorial optimization
1:Define an initial value p0, say p0 = (1

2 , 1
2 , . . . , 1

2 ); set t = 1.
2:Generatea sampleX1,...,XNof bernoullivectorswith success probabilitypt−1.
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3: Calculate the performances S(Xi) for all i.
4: Sort the performances in increasing order S(1) ≤ S(2) ≤ . . . S(N).
5: Estimate γ̂t using Equation (7).
6: Estimate p̂t = (p̂t,1, p̂t,2, . . . , p̂t,n) using equation (11).
7: If for some t ≥ d, γt = γt−1 = . . . = γt−d, then stop;
8: Set t=t+1 and reiterate from step 2.

Several improvements have been proposed to this algorithm, like the smoothed
updating [7], consisting in estimating vector p̂t using Equation (11) followed by
a smoothing step:

pt,j = αpt,j + (1 − α) pt−1,j (12)

3 The Hybrid CE-HNN Algorithm

As we describe in the section 2.1, the binary HNN repairs the unfeasible solutions
of a combinatorial optimization problem with binary encoding, obtaining feasible
solutions that fulfill the COP’s constraints. However the HNN cannot ensure that
these feasible solutions are optimum with regard to a given objective function.
For this reason, many hybrid heuristics have been proposed using a HNN as
local heuristic. As an example, Figure 1 shows the search space of a optimization
problem where only a small portion are feasible solutions due to the inherent
problem constraints. In this example, the HNN acts as a “filter” of unfeasible
solutions, producing solutions in the correct region of the search space. Many
algorithms have been used as global search heuristics to be mixed with HNNs,
for example Genetic Algorithms [10]-[13] or Simulated Annealing [14], [15].

In our case, we present a new hybrid heuristic algorithm formed by the binary
HNN described in Section 2.1 and the CE method described in the section 2.2,
in order to solve optimization problems with binary encoding and constraints
among the components of the solution. In this algorithm the solutions are en-
coded by means of a vector of bits with 0 − 1 values, which we denominate x.

Fig. 1. Example of the effect of a Hopfield network in reducing the search space size:
the unfeasible solutions are “filtered”, producing feasible ones
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Given a solution x, the CE method considers each component of the sequence
as a random variable with Bernoulli pdf. Firstly, the CE initializes the vector x
to x = { 1

2 , 1
2 , . . . , 1

2}. Then, using the vector x as probabilities, the CE generates
a sample of possible solutions. Note that usually these solutions are not feasible
solutions. Thus, these solutions are repaired by means of the binary HNN, ob-
taining feasible solutions which replace the original ones. Following to this step,
the objective function is evaluated for each feasible solution and the obtained
values are sorted in ascending order (maximization problem). Then the param-
eter γ of the expression (7) is re-calculated. Finally, the CE also recalculates
the probabilities of the vector x by means of the Equation (11) and applying la
Equation (12). This procedure is recursive, and finalizes when the parameter γ
has the same value k times in a row (k is a design parameter). Figure 2 shows
an schema of the hybrid HNN-CE. Note that the Hopfield network repairs the
solutions generated by means of the probabilities vector x, being the generated
feasible ones used to update the search parameters of the CE method, i.e. γ
and x.

X X´ S(X´) �

p
j

Fig. 2. Schema of the hybrid HNN-CE algorithm

4 Experiments in the Generalized Frequency Assignment
Problem

The Generalized Frequency Assignment Problem (GFAP hereafter) in a mobile
communications network can be stated as follows: given a mobile communication
network formed by N cells, and a set of M available frequencies, achieve an
assignment of frequencies to every cell, in such a way that the system is free
from interferences, and the number of assigned frequencies is maximized.

The minimum distance between frequencies in the system in order to avoid
interferences is given by an integer matrix D. The solution of the problem can
be represented as an N × M binary matrix X , where the rows represents the
cells and the columns represents the available frequencies. An element xij = 1
means that the frequency j has been assigned to the cell i. Some articles which
have dealt with this problem before are [16], [18].
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Mathematically the problem can be defined as follows:

Find an assignment X , which maximizes

max

⎛

⎝f(X) =
N∑

i=1

M∑

j=1

xij

⎞

⎠ (13)

and such as, if xik = 1 and xjl = 1,

|k − l| ≥ dij (14)

Note that the definition of GFAP coincides with the type of problem which is
possible to solve directly by means of the hybrid HNN-CE, i.e, binary encoding
and constraints among the components of the solution. In this case, the vector
x which represents the solution in the HNN-CE is formed by the elements of the
matrix of frequencies X through the next equation:

x(i−1)·m+j = Xij , i = 1, . . . , n; j = 1, . . . , m (15)

in such a way that exists a equivalence between the matrix and the vector and
the Hopfield network can be represented as a matrix with the neurons xij . Fur-
thermore, the dynamics of the Hopfield network depends on the matrix D which
define the minimum distance between a neuron with state “1” and the next
neuron in the same column with state “1” too. In consequence, the equation of
input to the neuron and the updating function (see equation 2) depends on the
matrix D according to the following equations:

uik(t) = isgn

⎛

⎜⎜⎝
n∑

p=1
p�=i

min(m,k+Di,p)∑

q=max(1,k−Di,p+1)
q �=k

xpq

⎞

⎟⎟⎠ ∀ i, k, (16)

φ(uik) =

{
0 if uik > 0
1 otherwise.

(17)

In this way the HNN gives feasible solutions, i.e. solutions which fulfill the
Equation (14), while the CE method searches for the optimal among these fea-
sible solutions.

Four problems of different sizes have been studied, though the evolution of the
algorithm has only been analyzed in instance 4 defined in [16]. We will compare
our algorithm with other hybrid approach which uses a genetic algorithm in
order to optimize the problem (HNN-GA). The Hopfield network is the same
in the two algorithms so we can verify the performance of both algorithms in
similar simulation conditions.

The parameters which configure the hybrid approaches are: in the CE algo-
rithm we use the parameter 1 − ρ (quantile) of 0.95, N (number of samples in
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each iteration) of 100 and the stop parameter fixed to 5 [7]. In the genetic algo-
rithm we use a population of 100 individuals for 200 generations, roulette wheel
selection, 2-point cross and mutation by change of bit [17].

Table 1 shows the main characteristics of the problems GFAP which we use.
The first problem instance considered is a small one, the second can be consid-
ered a medium one and others ones are large GFAP instances. The fourth in-
stance (marked by a *) has been considered previously in several articles about
frequency assignment [16], [18] and [19] and it will be used to analyze the con-
vergence properties of the algorithms.

Table 1. Main characteristics of GPAG instances considered

Problem N M

1 10 20
2 20 40
3 30 60
4∗ 25 73

Table 2 shows the results of 30 simulations of each problem by means of the
average value and the best fitness obtained. It can be verified how in instances 1
and 2 both algorithms present similar behavior, but when the size of the problem
is incremented (instances 3 and 4) the CE algorithm performs better than the
HNN-GA. This shows that the CE algorithm presents better scalability than the
HNN-GA.

Table 2. Average and best results for 30 experiments in each instances

Problem HNN-EC HNN-EC HNN-GA HNN-GA
(average) (best) (average) (best)

1 77.4 80 78.0 80
2 194.1 200 197.4 200
3 357.6 363 338.6 349
4∗ 359.6 364 350.3 356

Other important point is the convergence of the algorithms. In order to an-
alyze it we use the fourth instance. Figures 3 (a) and (b) shows an example of
the convergence of both algorithms. First, note that, whereas in the HNN-GA
the calculation of the average is very simple because the number of generations
is constant in the 30 experiments, the HNN-CE algorithm is stopped when the
parameter γ has the same value 5 times in a row. This is why we only show
the experiment in which the best solution was obtained. We can see that the
HNN-CE algorithm has a faster convergence than the HNN-GA. Note that the
HNN-GA needed more than 150 generations in order to converge (100 individu-
als by generation) whereas the HNN-CE needed only 13 iterations (100 samples
by iteration).
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Fig. 3. Example of convergence of HNN-CE and HNN-GA approaches for problem 4;
(a) HNN-CE convergence; (b) HNN-GA convergence

In Figure 3 is possible to see how the two hybrid algorithms follow the typical
dynamics of the global algorithms that form them. For example, the genetic al-
gorithm has an evolution with small improvements each few generations, typical
characteristic of this algorithm. However, the hybrid HNN-CE has a trajectory
with a larger slope, i.e. good improvements in a short time. The dynamics of a
HNN-CE rare time extends beyond 30 iterations, though this point depends on
the values of the parameters used in the algorithm.

5 Conclusions

In this paper we have presented a hybrid algorithm based on the Cross-entropy
method and a Hopfield neural network. The description of the hybrid algorithm
and its main properties has been discussed. The performance of this approach
has been shown by solving a combinatorial optimization problem known as the
generalized assignment problem, where the HNN-CE algorithm outperforms an-
other hybrid approach which includes a genetic algorithm.
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Herrero, Álvaro 718
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López, Jorge 537
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Repp, Stephan 620
Ribaux, Olivier 67
Ribeiro, Carlos Henrique Costa 426
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