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Preface

Understanding the propagation of radio waves in the vicinity of the earth’s surface
can be quite complex, especially if detailed theoretical knowledge is required. The
transmission path is complicated by atmospheric, tropospheric and ionospheric ef-
fects, and the earth’s surface itself, and other obstacles, can interact with the passage
of radiation between a transmitter and receiver. Time of day and season of the year
can also be important.

A full treatment of these aspects usually requires a detailed understanding of
electromagnetic theory and Maxwell’s celebrated equations and yet many practi-
tioners, even electrical engineers, may not have that background in sufficient depth.
Nevertheless, with the proliferation of wireless applications, particularly in the VHF
and UHF ranges, there is often the need for the non-specialist to gain a working
knowledge of the properties of radio waves and how they are affected by factors
such as those outlined above. That is the purpose of this book. It treats the essential
elements of radio wave propagation without requiring recourse to advanced electro-
magnetic concepts and equations; however it provides sufficient detail to allow those
concerned with wireless systems to acquire quickly a practical working knowledge
of the important concepts.

The treatment commences with an analysis of how energy (and power) is con-
veyed in free space, taking essentially a radiative transfer approach and thus avoid-
ing the need to understand electric and magnetic field propagation at the outset. It
then examines in some detail how the proximity of the earth and the atmosphere
cause the radiation travelling from a transmitter to a receiver to follow one or more
of three mechanisms – the surface, sky and space waves. Most attention is given to
the space wave since it is the mechanism most commonly encountered in contem-
porary applications.

Radio wave propagation is placed in a practical context by considering the de-
sign aspects of communications systems at microwave frequencies. That requires an
understanding of noise and its importance in systems design.

We take the unusual step of including a fuller consideration of the electromag-
netic properties of materials late in the book rather than as an introductory chapter as
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vi Preface

found in more theoretical treatments. It is placed here so that the contexts in which
the knowledge of material properties is important have already been established.

The material is based on a single semester overview course suitable for later year
undergraduate students in engineering or science.

Canberra, Australia 2007 John A. Richards
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Chapter 1
Fundamental Concepts: Propagation
in Free Space

1.1 Free Space Versus Guided Propagation of Radio Waves

Radio waves can travel between two points either by propagating in free space or
by being guided in a medium such as a coaxial cable, waveguide or optical fibre. In
the former, the spectrum available must be shared with all users. To ensure compat-
ible operation, allocation of the free space radio spectrum is subject to regulation by
internationally agreed charters, and directional antennas are often employed to min-
imise interference of services operating on similar frequencies in close geographical
proximity.

In principle, if radiation is carried inside a guiding medium there is not likely
to be any interference with other users. Instead, the full range of frequencies able
to be supported by the medium is available to the user. Often the spectrum again is
regulated, but now according to the specifications of a service provider rather than
through treaty.

This book is concerned with radiation in free space. It examines, with a mini-
mum of complex mathematical theory, the mechanisms by which propagation can
take place between points in space, and places the material in the context of telecom-
munications systems. We commence with an understanding of how energy radiates.

1.2 The Concept of Power Density

A detailed understanding of methods of radio wave propagation would ordinarily
commence with a treatment of Maxwell’s equations and their combination into the
wave equation. However, a good practical appreciation can be obtained by starting
with a simple understanding of how power propagates outwards from a source of
energy, such as a radio transmitter.

Consider a point source of energy, such as that depicted in Fig. 1.1. It could be
a source of light, heat, sound or electrical energy. Often we characterise it by the

1



2 1 Fundamental Concepts: Propagation in Free Space

Fig. 1.1 The concept of
an isotropic radiator and
spherical propagation

Pt  W

d

isotropic radiator

elemental area
(or aperture) Ar

portion of a sphere
enclosing the radiator 

power it radiates – i.e. the energy per second emanating from it – which is measured
in watts (W). If the source radiates uniformly in all directions it is called isotropic,
or an isotropic radiator. A point source must be isotropic since there is nothing to
bias the flow of energy in any particular direction.

The energy from an isotropic source propagates outward in a spherical fashion.
If we placed ourselves at a given distance d from the radiator and enclosed it by a
sphere of that radius then we could intersect all of the power emanating from the
source. While it originated from a point source isotropic radiator, the power is now
smeared or distributed over the whole surface area of the sphere. It is convenient now
to define the power density over the surface of the sphere as the power transmitted
divided by the surface area of the sphere. It has units of watts per square metre, and
is given by

p =
Pt

4πd2 Wm−2 (1.1)

Note that this is the classical inverse square law found in many other fields of
physics.

Rather than collect the outgoing power density over the full surface area of the
sphere, we could instead intercept only that portion over the small cross-sectional
area shown in Fig. 1.1. Then we will be able to extract

Pr = pAr W (1.2)

watts of power from the outgoing wavefront. We have used subscripts r in this last
equation to imply “received”. The intersecting cross-section Ar is generally referred
to as an aperture, as though it were a hole through which power is received.

The point source isotropic radiator of Fig. 1.1 is fictional. Real radiators are
designed to focus their transmitted power in preferred directions as depicted in
Fig. 1.2. We now introduce a definition to continue with the discussion of power
density: the gain of the radiator Gt is a measure of how much more power density
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B A

gain = 
A
B

radiation pattern of
an isotropic radiator

radiation pattern of
a directional antenna

B A

Fig. 1.2 The concept of antenna gain, based on how much more power density can be radiated in
a preferred direction compared with an isotropic source

the real radiator is able to transmit in the preferred direction (usually by employing
an antenna) than can the equivalent isotropic source. Thus the power density at dis-
tance d from the transmitter, and the power received, are now given respectively by

pr =
PtGt

4πd2 Wm−2 (1.3)

Pr =
PtGtAr

4πd2 W (1.4)

1.3 Electric and Magnetic Field Components

We have described the propagation of the radio wave so far in terms of the power
density conveyed. In reality however it travels as the combination of electric and
magnetic field vectors as illustrated in Fig. 1.3. Both fields are at right angles to
the direction of propagation and at right angles also to each other.1 The wave is
therefore referred to as transverse electromagnetic (TEM). When referred to the
earth’s surface two orientations are defined – by reference to the orientation of the
electric field vector – as noted in Fig. 1.3. They allow us to describe the radiation as
horizontally or vertically polarised.2

It is important to recognise that the vectors shown illustrate the plane in which
the respective fields oscillate (at the frequency of the transmitted radiation). Strictly

1 This is only true in the case of free space propagation and well away from the transmitting an-
tenna. Inside guiding media such as a waveguide there can be components of electric and magnetic
field in the direction of propagation as there will also be in the very near vicinity of an antenna in
free space.
2 The radiation can also be elliptically or, as a special case, circularly polarised. In these cases there
are both vertical and horizontal components with different magnitudes and with a relative phase
difference.
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E
H

S= E xH

horizontal polarisation vertical polarisation

H

E

S= E xH

direction of propagation direction of propagation

Fig. 1.3 Transverse electric and magnetic field components, and the Poynting vector, for a
travelling wave

they are vector-phasors in that they contain information on the geometric orientation
of the field, its magnitude and its relative phase angle.

The vector cross product of the electric and magnetic field vectors defines a new
vector that points in the direction of propagation. Called the Poynting Vector, S, it
has units of watts per square metre, since electric and magnetic fields have units re-
spectively of volts per metre (Vm−1) and amps per metre (Am−1). Thus the Poynt-
ing Vector has units of power density; even though a vector quantity, its magnitude
is precisely power density. From the definition of vector cross product,3 the mag-
nitude of the Poynting vector is the product of the magnitudes of the electric and
magnetic fields. Thus we have another expression for power density, in addition to
that used in (1.1) and (1.3), viz:

p = |S| = |E| |H| Wm−2 (1.5)

In free space it can be shown4 that the electric and magnetic field intensities are
related by

|E| = η |H| = 120π |H| ≈ 377 |H| (1.6)

in which η = 120π = 377Ω is the impedance of free space.
From (1.3), (1.5) and (1.6) we can see that the electric field strength created at

the distance d from the transmitter is

|E| =
√

30PtGt

d
Vm−1 (1.7)

which shows that the field strength follows an inverse distance law, whereas we saw
that power density follows an inverse square law.

3 For a very good vector treatment of electromagnetic propagation, including the fundamental
concepts from vector algebra see J.D. Kraus, Electromagnetism, 5th ed., N.Y., McGraw-Hill, 1995.
4 Ibid.
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1.4 Velocity of Propagation and Frequency-Wavelength
Relationship

From Maxwell’s equations we can show that the velocity of radio waves in a
medium is given by

v =
1√με

(1.8)

where μ and ε are the absolute permeability and permittivity of the medium respec-
tively; they are two of the medium’s electromagnetic properties. In free space

μ = μo = 400π nHm−1

ε = εo = 8.85 pFm−1

which, when substituted into (1.8), give the velocity of radio waves (and light) in
free space as

v = c = 299.8 ≈ 300 Mms−1

In a medium with relative permeability μr and relative permittivity εr (also called
dielectric constant) the absolute permeability and permittivity of the medium are

μ = μrμo Hm−1

ε = εrεo Fm−1

Most media in which we are interested are non-magnetic, so that μr = 1.
In a medium with dielectric constant εr the velocity of the radio waves is

v =
1√μoεrεo

=
c√
εr

=
c
n

(1.9)

where n =
√

εr is, by definition, the refractive index of the medium.
Since, for any wave motion, the wavelength and frequency are related by velocity

according to

v = f λ

a very useful relationship can be derived for radio waves in free space. Based on the
value for the velocity of light, we can see that

f (MHz) =
300

λ(m)
(1.10)

This is one of the most useful and important expressions in telecommunications
and in the study of propagation of radio waves.
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1.5 Friis’ Radiation Formula

Imagine we want to transmit a signal between two points spaced d apart, well away
from any effect of the earth’s surface. The transmitting antenna is characterised by a
gain Gt ; the receiving antenna can be described by an aperture Ar. If the transmitter
delivers a power of Pt watts to the transmitting antenna then the power density at the
receiving antenna is

p =
GtPt

4πd2 Wm−2

from which the receiving antenna extracts a power (delivered at its terminals) of

Pr = pAr =
ArGtPt

4πd2 W (1.11)

There is a relationship between the gain of an antenna when used for trans-
mission and the aperture of the same antenna when used for reception. As seen
in Appendix A, the aperture of the receiving antenna can be written

Ar =
λ2Gr

4π
m2

which, when substituted into (1.11), gives

Pr =
GrGtPtλ2

(4πd)2 = GrGtPt

(
λ

4πd

)2

W (1.12)

This last expression is known as Friis’ Radiation Formula.
It is convenient now to take 10log10 of (1.12) to give

10log10 Pr = 10log10 Gr +10log10 Gt +10log10 Pt +20log10
λ

4πd

or

10log10 Pr = 10log10 Gr +10log10 Gt +10log10 Pt −20log10
4πd

λ
(1.13)

Now what do expressions like 10log10 Gt mean? We can write this expression as

10log10
Gt

1

The “1” in the denominator can be regarded as the gain of an isotropic radiator
(since the isotropic source radiates uniformly in all directions, and gain is defined
in relation to isotropic behaviour). Thus, the last expression can be viewed as the
gain of the transmitting antenna, expressed in decibels with respect to an isotropic
radiator. This is written
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10log10
Gt

1
= Gt dBi .

Similarly 10log10 Pr is the received power expressed in decibels with respect to
1 watt. This is written Pr dBW (see Appendix B). With these decibel substitutions
(1.13) can be re-expressed

Pr dBW = Pt dBW+Gr dBi+Gt dBi−20log10
4πd

λ

In many communications systems power levels are more likely to be in the range
of milliwatts or smaller. It is convenient therefore to re-write the last expression in
relation to a reference of 1 milliwatt rather than 1 watt. As noted in Appendix B that
only requires a re-expression of the power units based on a 1 milliwatt reference:

Pr dBm = Pt dBm+Gr dBi+Gt dBi−20log10
4πd

λ
(1.14)

The last term in (1.14) is called the free space path loss (FSPL), expressed as
decibels. It represents the loss of signal reaching the receiver as a result of the
spreading of the transmitted beam in an inverse square law fashion.

It is convenient now to express (1.14) in words, since it gives us a general means
for treating communications systems when the quantities are expressed in deci-
bel form:

received power = transmitted power +antenna gains− losses (1.15)

While there is only one loss term in (1.14) – the free space path loss – the word
equation of (1.15) allows all relevant losses to be accounted for. We will see in later
chapters that the set of losses include

free space path loss
diffraction loss
refraction loss (fading)
rainfall loss
atmospheric absorption loss

Therefore (1.15) can be applied quite generally and logically when used in decibel
form by noting that all losses present can be collected (and added) in the last term.

1.6 Band Designation for Radio Waves

Table 1.1 shows the nomenclature used when referring to radio waves in different
bands of frequency. As seen, the names are referenced to the so-called “medium
frequency” band, which was the frequency and wavelength range most used in the
early days of radio. Note how (1.10) is used to go between frequency and wavelength
in the table.
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Table 1.1 Frequency and wavelength band designators

Band Frequency Range Wavelength Range

ELF 30–300 Hz 10–1 Mm
ULF 300 Hz–3 kHz 1 Mm–100 km
VLF 3–30 kHz 100–10 km
LF 30–300 kHz 10–1 km
MF 300 kHz–3 MHz 1 km–100 m
HF 3–30 MHz 100–10 m
VHF 30–300 MHz 10–1 m
UHF 300 MHz–3 GHz 1 m–100 mm
SHF 3–30 GHz 100–10 mm
EHF 30–300 GHz 10–1 mm

Table 1.2 Microwave band designators

Band Frequency Range Wavelength Range

P 300 MHz–3 GHz 1 m–300 mm
L 1–2 GHz 300–150 mm
S 2–4 GHz 150–75 mm
C 4–8 GHz 75–37.5 mm
X 8–12.5 GHz 37.5–24 mm
Ku 12.5–18 GHz 24–16.7 mm
K 18–26.5 GHz 16.7–11 mm
Ka 26.5–40 GHz 11–7.5 mm

In the microwave range an alternative letter designation is often used, especially
when dealing with radar systems and with propagation in waveguides. Table 1.2
shows one of several definitions in common use.

1.7 Radio Wave Propagation Near the Earth

Consider an isotropic radiator on top of a mast as shown in Fig. 1.4. Being isotropic,
the radiation will propagate outwards in all directions; the question is how does the
signal reach a receiving antenna mounted on another mast situated some distance
away? Figure 1.5a suggests that the transmission path can be the ray drawn as a
straight line between the transmitter and receiver. There can be a second path as
a result of reflection from the surface of the earth (or from other objects such as
buildings and vehicles). Clearly the receiver and transmitter need to be in sight of
each other for those rays to carry the signal. The two rays are referred to respectively
as the direct and (ground) reflected components of what is collectively called the
space wave.

Above the earth’s surface is a series of charged layers called the ionosphere. If
conditions are right one or some of the rays in Fig. 1.4 that travel upward can be
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Fig. 1.4 How does the radia-
tion from an isotropic source
reach a receiver?

transmitter receiver

?

spherical propagation
from an isotropic radiator

direct ray

reflected ray(a)

(b)

(c)

ionosphere

sky or
ionospheric wave

transmitter receiver- - - -+ + +

ground current

propagating surface wave

transmitter receiver

- - - -+ + +

transmitter receiver

Fig. 1.5 Three modes of propagation of radiation between a transmitter and receiver (a) the space
wave (b) the sky wave and (c) the surface wave
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Table 1.3 Summary of the dominant free space radio wave propagation mechanisms (following
E.V.D. Glazier and H.R.L. Lamont, Transmission and Propagation, HMSO, London, 1958)

Frequency Range Dominant Mechanism Some Typical Services

< 500kHz Surface wave Submarine communication, global
navigational aids

500 kHz–1.5 MHz Surface wave for short distances
Sky wave for long distances

AM broadcast radio, air navigational
aids

1.5 MHz–30 MHz Sky wave Short wave (including amateur)
communication over long distances

> 30MHz Space wave Television, FM radio, air navigational
aids, GPS, wireless LAN and
internet, WiFi, mobile (cell) phones

refracted back to the earth’s surface and thus the receiver. Shown in Fig. 1.5b, that
ray is called the sky or ionospheric wave.

There is a third propagation mechanism that is less obvious when considering
a ray view of the situation, as we have for the space and sky waves. Known as
the surface wave, this mechanism transports the signal as a field that terminates on
charges (and thus current) which travel in the surface layer of the earth, as illustrated
in Fig. 1.5c.

In principle, all three propagation mechanisms – the space, sky and surface
waves – can exist simultaneously. We will see, however, that each mechanism has
its own preferred ranges of frequency as summarised in Table 1.3. In the following
chapters we will examine each mechanism in some detail and thereby confirm the
summary of Table 1.3. The table also shows some typical services that use each
frequency range and are thus affected by those propagation mechanisms. Not sur-
prisingly, the space wave carries many more services than the others because of
the vast portion of the spectrum served at VHF and beyond and because of the
very large bandwidths available. Line of sight propagation however is a significant
limitation on space wave services; that can be overcome by the use of terrestrial re-
peaters or through the use of communications satellites, both of which are examined
in Chap. 6.

While the illustrations in Figs. 1.4 and 1.5 have been based on isotropic trans-
mitters, the same mechanisms will occur with directional antennas. In practice the
antennas chosen would be designed to optimise the propagation mechanism most
appropriate to the frequency range being used.

1.8 Allocating the Radio Spectrum

Because every user who radiates in a given geographical region is essentially using
the same transmission medium – i.e. free space – it is necessary to have regulations
in place to avoid services interfering with each other. Most often those regulations
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relate to frequency usage, but they can also cover direction of radiation and trans-
mitter power levels.

Each country has in place a regulatory regime including a policy for allocation
of the electromagnetic spectrum over the various radiated services. That policy is
derived from international agreements over use of the spectrum, determined from
time to time at meetings of the International Telecommunication Union (ITU).5 The
ITU and counterpart agencies in various countries publish charts of agreed usage
of the spectrum, from the lowest usable frequencies up to the highest frequencies
technically feasible at a given time. Those charts are quite complex given the range
of competing services for different parts of the spectrum, particularly at VHF and
above where there is sufficient spectrum available to permit a very large number of
uses with good bandwidths. It is important that those services are line-of-sight lim-
ited thus permitting substantial duplication of use in different geographical regions –
that is often referred to as frequency re-use.

Problems

1.1. A particular portable telephone system operates with a carrier frequency of
2.4 GHz. Plot a graph of free space path loss at that frequency in dB for distances
between 100 m and 10 km.

1.2. A plane wave with peak electric field strength of 10Vm−1 is travelling in
polystyrene which has μr = 1 and εr = 2.7. Assuming the polystyrene is lossless
determine the velocity of the wave and the average Poynting vector.

1.3. A satellite carries a transmitter that radiates 100 W isotropically. What is the
electric field strength at a receiver sitting on the earth’s surface if the satellite is at
an altitude of (i) 1000 km, (ii) 12,000 km, (iii) 36,000 km?

1.4. A particular satellite is in an orbit 12 Mm above the earth’s surface. It carries a
transmitter that radiates 100 W at 20 MHz on an antenna with gain 20 dBi (i.e. with
respect to an isotropic antenna). What is the field strength at the earth’s surface?

1.5. A geostationary communications satellite at an altitude of 35,870 km above the
earth’s surface receives transmissions from a satellite that orbits the earth above
the equator at an altitude of 1000 km. Assume the period of the orbiting satellite
is 100 min. If the orbiting satellite uplinks to the geostationary satellite using an
isotropic antenna and a transmitter power of 10 W, plot a graph of power density at
the geostationary satellite as a function of the orbital position of the lower satellite

5 The specific roles of the ITU in relation to the radio spectrum are to set the allocation of bands
in the spectrum, to allocate radio frequencies and register radio frequency assignments and asso-
ciated orbital positions of geostationary satellites, to coordinate efforts to eliminate harmful radio
interference and to improve the use of radio frequencies and of the geostationary-satellite orbit for
radio communication services. See www.itu.int/ITU-R.
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while it is in view. Using the graph what is the maximum variation in received power
density and field strength seen at the geostationary satellite?

1.6. A radar operates with a peak transmitter power of 1 kW. Pulses are radiated out-
wards using an antenna with gain 10 dBi. Calculate the power received back at the
radar antenna terminals from a target located 15 km away; the target can be viewed
as appearing like an aperture of 7m2 which then re-radiates (scatters) the incident
power density isotropically. Assume the same antenna at the radar set is used for
transmitting and receiving. (Characterising a radar target by an aperture which then
re-radiates isotropically is widely used in radar engineering and is referred to as the
radar cross-section of the target.)

1.7. Suppose the target in question 1.6 is now replaced by a simple communications
receiver and transmitter arrangement (i.e. a transponder) that, upon receipt of a pulse
from the radar set, automatically transmits a reply back to the radar using a transmit-
ter power of PsW on an isotropic antenna. What should be the value of Ps to deliver
the same power density at the radar set as the passive target arrangement of ques-
tion 1.6? If the receiver on the target (which may be an aircraft) requires a power of
10 pW at its antenna terminals, what power needs to be transmitted from the radar
set on the ground? Such an arrangement, in which the target carries a transponder
as part of the radar detection process, is referred to as secondary radar, in contrast
to primary radar that is used to detect passive targets. While requiring less trans-
mitter power, secondary radars also have the advantage of allowing the target, in
its response to being interrogated, to transmit back to the radar set other informa-
tion such as altitude, bearing, identification codes and even distress or emergency
information.

1.8. In the expression for received power in a communications link shown in (1.11)
the product GtPt is often referred to as the Effective Isotropically Radiated Power
(EIRP). Why? Why it is a useful quantity?

1.9. You have been asked to do a preliminary system level design for a communica-
tions satellite receiver. The satellite is in geostationary orbit above the equator and
the receiver is to be located on the same longitude as the satellite but at a latitude
of 40 degrees south. The system is to operate at 12 GHz. The receiving antenna is a
parabolic dish of 3.5 m diameter. It has an efficiency of 0.7. The receiver requires a
power from the receiving antenna terminals of −105dBm.

What EIRP is required at the satellite?



Chapter 2
The Surface Wave

2.1 Ideal Surface Wave Field Strength

Table 1.3 notes that the surface wave (sometimes also called the ground wave) is
dominant below about 500 kHz. We will see why later. For the moment note that
at those frequencies we are talking about wavelengths that are longer than 600 m!
What does that suggest for the sorts of antenna that might be used for radiating
and receiving the surface wave? A half wave dipole (Appendix A) would be 300 m
long. If it were to be used as a horizontally polarised radiator then it would need to
be placed several hundred metres above the earth in order to avoid the earth acting
as a short circuit. Clearly that is impracticable; so vertical polarisation is used and
a quarter wave, or even short, monopole is generally employed as the radiator, as
depicted in Fig. 2.1.

Recall from (1.7) that the electric field strength at a distance d from a source with
antenna gain Gt is given by

|E| =
√

30PtGt

d
.

This expression applies also to the propagation of a surface wave over a perfectly
conducting earth, since the field above the earth is mirrored in the earth itself, giving
the appearance of free space.

For a short vertical monopole Gt = 3 with respect to isotropic (Appendix A)
so that for the surface wave propagating over an ideally conducting earth the field
strength is

|E| =
√

90Pt

d
.

13
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transmitter receiver- - - -+ + +

ground current

propagating surface wave

- - - -+ + +

short monopole

Fig. 2.1 Launch of the vertically polarised surface wave using a short vertical monopole

2.2 The Case of a Real Earth

To account for the fact that the earth is not an ideal conductor this expression is
modified by the inclusion of an attenuation factor A to give

|E| =
√

90Pt
A
d

(2.1)

The factor A is quite complicated to determine. It’s derivation is discussed in
Rohan,1 who outlines several approaches, one of which expresses A as

A = A0 − (A0 −A90)sinb (2.2)

in which

A0 =
2+0.33p

2+ p+0.6p2 (2.3a)

and

A90 =
2+170p

2+210p+310p2 (2.3b)

p is a normalised distance from the transmitter and b is a phase angle, defined, for
vertical polarisation, as

p =
πd
λ

cosb
x

(2.3c)

with

b = tan−1 εr +1
x

(2.3d)

and

x = 60σλ (2.3e)

1 P. Rohan, Introduction to Electromagnetic Wave Propagation, Artech, Boston, 1991.
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where σ is earth conductivity (in Sm−1), εr is earth dielectric constant and λ is the
operating wavelength. By employing the definitions of tan and cos, (2.3c) can be
written, using (2.3d), as

p =
πd
λ

cosb
x

=
πd
λ

1√
(εr +1)2 + x2

(2.3f)

Rohan gives alternatives to (2.3c–e) for the (seldom used) case of horizontal
polarisation.

The attenuation factor of (2.2) is plotted as a function of p and b in Fig. 2.2. It
is helpful in interpreting this figure if we simplify (2.3c) or (2.3f). For a highly con-
ducting earth x in (2.3d) will be large compared with εr +1 so that b will approach
zero. As seen from (2.3c) p is then well approximated by

p ≈ πd
60c2σ

f 2 (2.4a)

where c is the velocity of light in free space. This same approximation can be seen
from (2.3f).

For a poorly conducting (dielectric) earth x in (2.3e) will be small compared with
εr +1 so that the square root term in (2.3f) approaches εr +1, leaving

p ≈ πd
c(εr +1)

f (2.4b)

As seen from both of these approximations, p increases with frequency for both
conducting and dielectric earths, and is inversely proportional to conductivity for
conducting earths. Consequently, p is small when the frequency is small, leading to
an attenuation factor close to unity as seen from Fig. 2.2; this is the case also for
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Fig. 2.2 The attenuation factor of (2.2) for vertical polarisation
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highly conducting earths such as sea water. As frequency rises, or the conductivity
of the earth becomes poorer, p becomes larger leading to a decrease in A as seen in
Fig. 2.2. As a result, from (2.1), field strength decreases with rising frequency and
falling conductivity.

Field strength curves for the surface wave at several frequencies are plotted in
Fig. 2.3 covering the extreme cases of propagation over sea water and propagation
over a poorly conducting soil. As expected, at a given frequency a greater range is
possible over ocean than over land. It is important to note that these curves ignore
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Fig. 2.3 Relative field strength curves for (a) sea water with εr = 80, σ = 4Sm−1 and (b) a poor
earth with εr = 5, σ = 0.00001Sm−1; the effect of earth curvature has not been taken into account
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the effect of earth curvature on propagation, which acts to reduce field strengths fur-
ther at larger distances. Atmospheric refraction can also be important; it is usually
accounted for by a 4/3 adjustment to the earth’s radius in any computations. Chap-
ter 4 shows how this figure arises.

The surface currents in the earth that support the surface wave as depicted in
Figs. 1.5c and 2.1 generate energy loss because of the finite conductivity of the earth,
which is why the field strength decreases as discussed above. Sometimes effort is
made to minimise those losses by burying conducting elements in the ground near
the transmitter where the current densities are highest. Losses take energy out of
the wave; that downwards flow, along with the forward propagation of energy in the
wave itself, results in a tilted wavefront. When resolved into vertical and horizontal
components the wave is seen to have a small field component in the direction of
propagation (although not at the surface of the earth itself).

2.3 Incorporating Earth Curvature and Atmospheric Refraction

Earth curvature and atmospheric refraction are incorporated in the plots of Fig. 2.4;
to gauge their significance an example is included in which both effects are ignored.

While reasonable propagation paths (say no more than 30 dB below free space
propagation out to about 500 km) can be obtained over the ocean for frequencies up
to about 10 MHz, the same performance can only be achieved over good conducting

3MHz
10MHz

100MHz

100kHz

500kHz

free space

distance km

100050010050101 5

re
la

tiv
e 

fie
ld

 s
tr

en
gt

h 
dB

0

–10

–20

–30

–40

–50

–60

–70

–80

–90

–100

1MHz

Fig. 2.4 Relative field strength curves for a good earth with εr = 15, σ = 0.01Sm−1, including
the effect of earth curvature – two curves are shown for 1 MHz with the dotted one ignoring those
effects; adapted from E.V.D. Glazier and H.R.L. Lamont, Transmission and Propagation, HMSO,
London, 1958
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earths for frequencies up to about 500 kHz or so. For poor earths the range is more
limited, as can be seen in Fig. 3.18 of Rohan.2

At low frequencies the curvature of the earth can cause measurable diffraction of
the surface wave;3 beyond about 1 MHz diffraction is negligible.

2.4 Propagation at Very Low Frequencies

Even though the bandwidths are small, some services rely on propagation in the
VLF, ULF and ELF ranges, particularly for underwater and global operation.
Table 1.1 reminds us how long the wavelengths are in those bands. As with sim-
ple surface wave propagation above, such extremely long wavelengths imply that
vertical polarisation is the only viable mode, since horizontally polarised antennas
cannot be placed far enough above the earth’s surface to avoid significant short
circuiting of their signal. The only available propagation mechanism is the surface
wave. However, the wavelength is so large that the ionosphere plays an important
part in propagation in those bands. The ionosphere is a region of charged particles of
the order of 100 km above the earth’s surface; we treat it in some detail in Chap. 3.
It is sufficient for our purposes here though simply to note that it represents a con-
ducting layer in the sky, capable of terminating electric field vectors. The height of
the ionosphere is generally less than a wavelength above the earth at such low fre-
quencies. Therefore the electric field lines terminate on surface charges on the earth
and largely in the so-called D region of the ionosphere, as depicted in Fig. 2.5. This
gives what is called a waveguide – i.e. a pair of conducting boundaries capable of
supporting a wave between them as it propagates.

 earth’s surface

E

D region of the ionosphere

~80 km

+++ - --

+++ ---

Fig. 2.5 Earth-ionosphere waveguide formed at VLF and lower frequencies

2 ibid.
3 For a brief discussion of diffraction see Sect. 4.3.
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Figure 2.5 shows only a localised region of the earth and ionosphere. In reality,
of course, they are idealistically co-spherical as shown in Fig. 2.6, so that the waveg-
uide formed is more in the nature of a spherical cavity, the theory of which is well
known but beyond the scope of this treatment. In the figure we have indicated typ-
ical conductivities of the surfaces involved in supporting the very long wavelength
field lines.

The magnitude E of the electric field vector |E| for a travelling wave can be
represented as (Chap. 7)

E = Eoe jωt−γz

in which γ is the propagation constant, given by

γ2 = jωμσ −ω2με (2.5)

The constants σ, μ and ε are the conductivity, permeability and permittivity of the
medium through which the wave propagates. Equation (2.5) can be re-written

conductivity ~4Sm–1

D region, conductivity 10–5 to 10–6Sm–1

conductivity
 10–2 to 10–3Sm–1

Fig. 2.6 The earth-ionosphere spherical waveguide (or cavity) assuming, for illustration, that the
D region is always present
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γ2 = −ω2με
(

1− jωμσ
ω2με

)

= −ω2μεoεr

(
1− jσ

ωεoεr

)

= −ω2μεo

(
εr −

jσ
ωεo

)
= −ω2μεoε∗r

in which

ε∗r = εr −
jσ

ωεo
(2.6)

is said to be the complex dielectric constant of the medium.
Note that for lossless media, σ = 0 so that ε∗r = εr and γ2 = −ω2με , giving

γ = jβ in which β = jω
√

με, ε = εrεo

For highly conducting media in which the second term of (2.6) dominates,
we have

ε∗r = − jσ
ωε0

For seawater at 1 kHz, εr ≈ 80, σ = 4Sm−1 and εo = 8.85pFm−1 that will be the
case, so that

|e∗r | =
4

2000πx8.85x10−12 ≈ 108

Since refractive index is seen in (1.9) to be the square root of dielectric constant,
the refractive index of sea water at these very low frequencies is of the order of 104!
A wave propagating in the air above the surface of the ocean, on encountering the
sea surface, will be very strongly refractive as depicted in Fig. 2.7. A consequence of
this is that the vertically polarised wave in the air becomes horizontally polarised in
the water. Therefore, to receive a signal in sea water horizontally polarised antennas
are required, as they will also be if transmission occurs underwater for reception on
land via the air path.

We should now consider the effect of the sea water on the wave propagating be-
low the surface. From (2.5), we see that for highly conducting, non-magnetic media

γ 2 = jωμoσ

Thus

γ = (1+ j)
√

ωμoσ
2

so that in sea water the wave propagates according to

E = Eoe jωt−γz = Eoe jωt e−aze− jaz
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AIR

SEA

refractive index ~1

refractive index ~104

extreme refraction at VLF to ELF

Fig. 2.7 Propagation into sea water at extremely low frequencies

in which

a =
√

ωμoσ
2

The term e−az indicates attenuation of the signal and the term e− jaz denotes phase
change during propagation. The depth at which the signal has diminished to 1/e of
its surface value – the so called skin depth – is given by

zskin = α−1 =

√
2

ωμoσ

At one skin depth the signal is attenuated by 20loge−1 = 8.7dB! For each ad-
ditional depth equivalent to the skin depth there is a further 8.7 dB attenuation.
Table 2.1 shows the skin depth of sea water at a number of very low frequencies.

Is this substantial level of attenuation a problem? For underwater reception it may
not be such a difficulty since noise from the surface is attenuated to the same level as
the signal; in other words the signal to noise ratio at the receiver is the same as that
at the surface. Reliable reception depends therefore on the equivalent input noise
temperature of the receiver as will be appreciated from the material of Chap. 5.
Transmission however is a different matter. The signal is significantly attenuated
before reaching the surface; it then encounters atmospheric noise (and indeed any
other source) in the air, leading to a poor signal to noise ratio. The usual practice

Table 2.1 The skin depth of sea water

Frequency Skin Depth

10 kHz 2.5 m
1 kHz 8 m
100 Hz 25 m
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therefore is that underwater vessels such as submarines can receive at depth if their
receivers are low noise, but need to come to the surface, or at least have an antenna
above the surface, for transmission.

In addition to the attenuation in the sea water there is also a very major coupling
loss over the water-air interface and usually a significant antenna loss. These can be
of the order of 60 dB, so that shore transmitting stations generally need to be very
high power.

Problems

2.1. A particular AM broadcast radio station operates on a carrier frequency of
1.2 MHz and radiates 10 kW on an antenna of gain 3 with respect to isotropic. It
is located near the coast. Determine the field strength of the station’s transmission
45 km off shore based on the assumption of surface wave propagation.

2.2. A two way radio system involves a base station and a number of vehicle-
mounted transceivers. If the base station radiates 100 W at 45 MHz using a 30 m
monopole antenna placed on reflecting surface, and the vehicles carry monopole
antennas of approximate height 1.5 m above the ground, find the signal strength at
a range of 5 km assuming the earth is perfectly reflecting. Repeat the exercise for a
very dry earth.

2.3. An AM radio station broadcasts 5 kW on 666 kHz using a quarter wave
monopole antenna. What signal strength is received at 25 km range over sea, a poor
earth and a highly conducting earth. Make reasonable assumptions for the properties
of the earth in each case.

2.4. If sea water has a dielectric constant of about 81 and a conductivity of about
4Sm−1, verify by reference to (2.5) that it acts as a conductor at 1 MHz. What is its
wave impedance at 1 MHz? An aircraft flying over the sea transmits a signal verti-
cally downwards at 1 MHz giving a power density at the sea surface of 1mWm−2.
What is the electric field strength at the sea surface (on the air side) and 1 m below
the sea surface? The sub-surface field will depend on the transmission coefficient at
the air-sea boundary, defined in (7.8b).

2.5. Learning from Problem 2.3, can you devise a guideline from (2.5) that can
be used to determine if a material is predominantly conducting or predominantly
dielectric? Is that a function of frequency?

2.6. The signal strength at 30 km from a transmitter radiating at 800 kHz over land
with dielectric constant 4 is about 20 dB lower than the free space value. What is the
approximate conductivity of the ground?

2.7. Describe what the antenna on a submarine might look like if it were to receive
a signal at 12 kHz a few metres below the surface of the ocean.



Chapter 3
The Sky Wave

The sky or ionospheric wave depends on the ionosphere for its propagation path.
It is important therefore to understand some of the properties of that very in-
teresting part of the earth’s atmosphere before analysing the nature of sky wave
propagation.

3.1 The Ionosphere

The ionosphere is a region of the earth’s upper atmosphere that is partially ionised by
incident sunlight. It occupies altitudes from about 80 km to 400 km, beyond which
there is not sufficient atmospheric density to develop significant levels of ionisation.
Below 80 km atmospheric density is so high that recombination reactions domi-
nate over dissociation, ensuring very little ionisation. This situation is depicted in
Fig. 3.1.

Because of variations in atmospheric constituents and the wavelength range of
the incident sunlight, the region of ionisation occurs in a number of layers as illus-
trated in the daytime ionosphere of Fig. 3.2a. The lowermost layer is usually not
distinct and so is generally referred to as the D region. In the evening solar radiation
is, of course, absent. There is still some residual ionisation because recombination
rates are not sufficiently rapid to deplete the ionisation completely. As a result, a
typical night time ionosphere appears as shown in Fig. 3.2b. While some variation
with height is still apparent, only two layers are generally recognised as forming the
ionosphere at night.

In the plots of Fig. 3.2 the degree of ionisation is represented in terms of the den-
sity of free electrons. Ion density could just as easily be used but it is the electrons
that actually affect the propagation of radio waves.

Since the strength of solar radiation varies with season and time of day the lay-
ers show considerable changes with time. Figure 3.3 depicts seasonal and diurnal
dependence of the layers. Note that the altitudes of the layers are described as vir-
tual heights which can be quite different from their actual heights. That concept

23
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N

S

solar irradiation

photochemical dissociation reaction

recombination dominates in dense lower atmosphere

M++e–

M++e–M + ν

M

ν

no atmosphere, no ionisation

Fig. 3.1 Formation of the ionosphere through photochemical ionisation of atmospheric con-
stituents by incident sunlight
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Fig. 3.2a Typical day-time ionosphere, showing the separation into layers; darker shading repre-
sents higher electron densities
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Fig. 3.2b Typical night time ionosphere. Darker shading represents higher electron densities

will become clearer later as will the property of critical frequency, which is directly
related to the electron density maximum of a layer.

Solar strength also varies with latitude so that there will be geographical varia-
tions in the degree and height of ionisation. Sometimes there is also a drifting cloud
of electrons both day and night between 90 km and 130 km that is unpredictable,
called a sporadic E layer.
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Fig. 3.3 Indicative seasonal and diurnal variations of the ionosphere; adapted from F.E. Terman,
Electronic and Radio Engineering, 4th ed., McGraw-Hill, Tokyo, 1955, Fig. 22–20
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Table 3.1 Overview of the characteristics of ionospheric layers

Layer Height Characteristics

D This is a diffuse region between about 50 km
and 100 km

It only occurs in daylight. It has low
ionisation and thus large neutral
density; the electron density is not high
enough to influence the propagation of
a radio wave. It can be strongly
attenuating.

E This layer reaches a maximum density
between 100 km and 150 km virtual height

It remains weakly ionised at night and has
a relatively constant height during the
day. The electron density is lower in
winter because of the lower solar
irradiation.

F1 This layer reaches a maximum density at
about 200 km virtual height

It exists only during the daytime.

F2 This layer reaches a maximum density
between 200 km and 400 km virtual height
depending on the season

It shows considerably more variation than
the others because it is uppermost and
most strongly ionised, reaching its
highest altitude in the summer months.
There is a single F2 (or F) layer in the
evening.

Anything that affects the strength of the solar radiation reaching the earth can
influence the degree of ionisation of the earth’s atmosphere. Variations in the sun’s
own energy output as a result of sun spot activity and solar flares are important in
this regard. The number of sun spots vary with an approximate 11 year cycle.

Table 3.1 summarises the characteristics of the layers. Importantly, note that the
D region really does not contribute to the ionosphere as a propagating medium;
instead, when present, it acts as an attenuator as discussed in Problem 3.2.

3.2 The Refractive Index of an Ionospheric Layer

As might be expected, when an electromagnetic ray enters a layer in the ionosphere
the free electrons move in response to the oscillating electric field vector. The free
ions also respond but far less than the electrons because of their much higher masses.
We will see in the following that the interaction of the ray and the ionised layer
leads to refraction of the wave. As a result, it is necessary to have some idea of
the refractive index of an ionised medium. Appendix C shows that a region with
ionisation density of N electrons per cubic metre has a refractive index of

n =

√
1− 81N

f 2 (3.1)

where f is the frequency of the incident radiation. Two points are immediately note-
worthy about this expression. Unlike our experience with many dielectric media, the
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refractive index (and thus dielectric constant, which is the square of the refractive
index) is a strong function of the frequency of the radiation being refracted. Sec-
ondly, the refractive index of the ionised region has an upper bound of unity, and
falls below unity when the electron density increases from zero (i.e. the case of no
ionisation). Note that it is also feasible for the refractive index to become imaginary
with the right combination of frequency and electron density.

3.3 Refraction of a Radio Wave in the Ionosphere

In order to analyse the effect a layer has on the passage of a radio wave we segment
a layer of continuously varying electron density (and thus refractive index) into a
number of slices, within each of which we assume the properties are constant, as
noted in Fig. 3.4.

Suppose we now focus on a ray entering a layer of the ionosphere from below,
where it encounters an electron density that increases from zero to a maximum
and then falls again, as suggested by the plots in Fig. 3.2. Figure 3.5 shows part
of that layer from the lowest, where the ray enters, up to a region of higher (but
not yet necessarily the maximum) electron density, and thus lower refractive index.
Because the refractive index falls with height the electromagnetic ray will refract
away from the normal as it progresses from slice to slice as shown. Suppose the

electron density N

h refractive indices of the slices

1 (air)

n1

n2

represent the continuously varying electron
density by a set of infinitesimal slices of
constant electron density

Fig. 3.4 Representing a region of continuously varying ionisation by a set of strips within each of
which the electromagnetic properties are assumed constant
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decreasing refractive index
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we assume this ray will now start on a
downwards journey back to the earth’s surface

Fig. 3.5 Refraction of a radio wave in an ionospheric layer and the 90◦ assumption of return to the
earth’s surface

ray is refracted so that ultimately the angle of refraction is 90◦; in other words it
then ends up (momentarily) travelling horizontally. We make the assumption that
it will then refract back downwards again; thus the 90◦ condition is considered as
that necessary for sufficient refraction having occured that the ray will return to the
earth’s surface.

Application of Snell’s Law of Refraction to the geometry of Fig. 3.5 shows

sin i
sinr1

=
n1

1
,

sinr1

sinr2
=

n2

n1
, . . .

sinrk−1

sin90
=

nk

nk−1

so that
sin i

sinr1
× sinr1

sinr2
× . . .× sinrk−1

sin90
=

nk

1

which gives as the condition that the ray be returned to the earth’s surface that

sin i = nk (3.2)

Therefore for the ray to be returned there must be a region in the layer where the
electron density gives rise to a refractive index numerically equal to the sine of the
angle of incidence at the point of entrance to the ionosphere. Note that if i = 90◦ – a
near horizontal ray at the layer – sin i = 1. Thus, only a very weak level of ionisation
is needed for return of the ray to the earth’s surface. As the angle of incidence is
decreased from 90◦ the ray must penetrate further into the layer to encounter the
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necessary refractive index for return. If the electron density is not sufficiently large
to generate the required low refactive index, then the ray will pass throught the layer
to become an escape ray, as illustrated in Fig. 3.6. Clearly the likelihood of a ray
being an escape ray depends on the angle of incidence. Also note that it is possible
that there will be a region out from the transmitter in which there may be no return
signal because of the escape ray condition.

The question that now arises is: can circumstances exist under which there is no
escape ray and for which receivers even adjacent to the transmitter can receive the
sky wave? That would require the signal to be returned at vertical incidence and,
thus, from (3.1) and (3.2)

sin i = n =

√
1− 81N

f 2 = 0

which in turn requires there to be, somewhere in the layer, a region of electron
density such that

f = 9
√

N (3.3)

This very interesting equation says we will always get return at vertical incidence
(and indeed at all angles of incidence) provided we can find an electron density
somewhere in a layer that is related to our operating frequency in this manner. Since

escape rays

rays penetrate further into
the layer as the angle of
incidence is decreased

receivers in the immediate vicinity of the transmitter may
not be able to receive the sky wave signal

N xam

Fig. 3.6 The concept of an escape ray and its dependence on the angle of incidence
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electron density increases with penetration into a layer (until the electron density
maximum is reached) that means that signals with lower frequencies will be returned
from lower in the layer. As frequency is increased the return of the signal will come
from higher up in the layer until ultimately, at the electron density maximum, we
have the highest frequency that will be returned for that layer. That frequency is
called the critical frequency of the layer, and is given by

fo = 9
√

Nmax (3.4)

where Nmax is the electron density maximum for the layer. Note from (3.1) and (3.2)
that whenever the signal is returned at vertical incidence (including the limiting case
of the critical frequency) the region of electron density encountered has a refractive
index of zero at the operating (or critical) frequency.

All radio waves at vertical incidence with a frequency above the critical fre-
quency will be escape rays. Note that the critical frequency is not the highest
frequency that will be returned by the layer; rather, it is the highest frequency at
vertical incidence. At larger angles of incidence (3.2) shows that signals with higher
frequencies can be returned to the earth’s surface.

3.4 The Set of Critical Frequencies

Each layer of the ionosphere has its own critical frequency because it has its own
electron density maximum; and because the maxima of the layers get progressively
larger with altitude as seen in Fig. 3.2 it is possible to think of a simple experiment
that will reveal the critical frequencies of each of the layers, and their heights.

If we fire a pulse of electromagnetic energy vertically to the ionosphere, starting
with a low (carrier) frequency, the pulse will “reflect” from the lower reaches of the
E layer (ignoring the D region since it does not have enough ionisation in general
to cause refraction). If we increase the frequency the pulse will be returned from
further up in the E layer until the critical frequency of the E layer is encountered.
A further increase in frequency will see the pulse “punch” through the E layer and
start reflecting from the lower reaches of the F1 layer, where the electron density is
comparable to that of the E layer maximum.

Increasing the frequency more will cause the pulse to travel further into the F1

layer before reflection, until the F1 layer critical frequency is reached. The pulse
then will punch through the F1 layer and start reflecting from the F2 layer where
the electron density is comparable to that of the F1 maximum. Further increase
in frequency will see the pulse reflecting from further up in the F2 layer until its
critical frequency is reached, following which the pulse then passes through the F2

layer with no further prospect of being returned to the earth. Figure 3.7 shows this
process diagrammatically. The experiment is referred to as ionospheric sounding
and the instrumentation used to conduct it is called as ionosonde. The record is
usually called an ionogram.
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E

F1

F2

no return signal

increasing frequency

Fig. 3.7 Characterising an ionosonde experiment

In Fig. 3.8 we see the expected results and a stylised set of what the actual results
might look like. The latter show considerable departure from the expected values
in the vicinity of the critical frequencies and, at the critical frequencies, the layer
height tends to infinity. Height measurements are indicated as virtual height. We
now need to understand all of those properties. That requires an understanding of
the difference between phase and group velocities, which is developed in the next
section.

3.5 The Virtual Height of an Ionospheric Layer

To find out how fast a travelling wave moves (such as that on the surface of the
ocean, or an electromagnetic wave), all we need to do is lock on to a point of constant
phase and see how fast that point moves as developed in Sect. 7.2.

A continuous sinusoidal waveform, represented by cosθ , will be travelling if

θ = ωt −β z (3.5)

in which z is the spatial coordinate and β is the phase constant of the wave, given by

β = ω
√

με (3.6)
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Fig. 3.8 Virtual height as a function of frequency from a hypothetical ionosonde experiment

By putting θ =constant in (3.5) we can see that the velocity of the sinusoid is

vphase =
∂ z
∂ t

=
ω
β

=
1√με

(3.7)

That velocity is referred to as the phase velocity since it is the speed with which a
point of constant phase is seen to move.

A continuous sinusoidal wave carries no information; neither does it have a time
reference point or marker that would enable it to be a useful signal in an ionosonde
experiment. We need to modulate the sinusoid to make it useful for time delay ex-
periments of that type. Of course, the pulse modulation used in an ionosonde is
imposed exactly for that purpose. By seeing how long the pulse takes from trans-
mission to reception we can gauge the height of the layer. Interestingly, the pulse
(i.e. the modulation) does not necessarily travel at the phase velocity. In order to use
a modulated waveform for ionosonde purposes we need to determine the velocity of
the modulation envelope.

Handling pulse modulation is unnecessarilty complicated; we can derive the nec-
essary theory by considering one of the simplest of all modulations – double side
band suppressed carrier (DSBSC). A DSBSC signal consists of just two side bands,
above and below the carrier frequency. It can be written, if travelling, as

cos(ω1t −β1z)+ cos(ω2t −β2z)

Note that the phase constants will be different for the upper and lower sidebands
because they are frequency dependent, as noted from (3.6). The last expression can
be re-written as

2cos(ωot −βoz)cos(Δωt −Δβ z) (3.8)
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where

ωo =
ω1 +ω2

2
, βo =

β1 +β2

2

Δω =
ω1 −ω2

2
, Δβ =

β1 −β2

2

The first term in (3.8) is the (suppressed) carrier and the second is the modulation
which, recall, carries the information. Note that the modulation frequency is Δω and
its phase is Δβ . By choosing a point of constant phase on the modulation envelope
we can see that the speed with which the modulation travels is given by

vgroup =
∂ z
∂ t

=
Δω
Δβ

→ ∂ω
∂β

(3.9)

We refer to this as group velocity since, in a sense, it represents the speed of the
packet, or group, of waves travelling together that make up the signal.

Substituting (3.1) into (3.6), we have for an ionospheric layer

β = ω
√

μoεoεr =
ω
c

n =
ω
c

√
1− 81N

f 2 =
1
c

√
ω2 − (2π)281N (3.10)

where n is the refractive index of the medium. Thus

∂β
∂ω

=
1
2

1
c

2ω
(
ω2 − (2π)281N

)−1/2

so that

∂ω
∂β

=
c
ω

√
ω2 − (2π)281N = nc

Using μ = μo, ε = εoεr in (3.7) we therefore have, in summary,

vgroup = nc (3.11a)

vphase =
c
n

(3.11b)

and
vgroupvphase = c2. (3.11c)

Even though derived on the basis of DSBSC these results apply to any modula-
tion. We can now interpret the results shown in Fig. 3.8. Note that as the frequency
approaches the critical frequency of a layer, and the pulse penetrates further into the
layer, a falling refractive index is encountered; from (3.11a) this is seen to cause the
pulse modulation to drop below the speed of light, the free space value. At the criti-
cal frequency, which occurs at the electron density maximum, the refractive index is
zero, implying that the pulse velocity falls to zero. Thus when trying to establish the
height of an ionospheric layer using the delay between transmission and reception
of a pulse, the height will be overestimated when assuming (as with radar in free
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space) that the signal travels at the speed of light; that is why it is referred to as
virtual height. At the critical frequency the height will appear to be infinite because
the group velocity approaches zero.

4
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Fig. 3.9 Ionograms derived from recordings made by the Australian Ionospheric Prediction Ser-
vice at (a) Sydney on 16 Sep 2007 and (b) Brisbane on 15 Sep 2007; note the extraordinary ray
in (b)
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Figure 3.9 shows ionograms that display those characteristics. Two further fea-
tures should be noted. First, there is a second set of returns higher up, corresponding
to the pulse refecting from the ground on reception and then travelling the ionosphere-
earth path a second time. Secondly, the curves in Fig. 3.9b are split in two. That is a
result of the fact that the electrons in the ionospheric layer, while responding to the
electric field vector of the passing radio wave, are also oscillating in the presence of
the earth’s magnetic field. The two separate traces are labelled O for “ordinary” and
X for “extra-ordinary”.

3.6 Maximum Usable Frequency and Skip Distance

The critical frequency of a layer is the highest frequency that will be returned at
vertical incidence; at larger incidence angles higher frequencies can be returned but,
as we saw in Fig. 3.6, the penalty is a zone out from the transmitter, known as the
skip distance, within which a signal cannot be received. Nevertheless, it is useful
now to determine an expression for the highest frequency for return at a given angle
of incidence: that is called the maximum usable frequency (MUF).

Equation (3.2) gives the condition for the return to the earth’s surface of a sky
wave. Together with (3.1) it gives

sin i =

√
1− 81N

f 2

If N is the electron density maximum this last expression can be written from (3.4) as

sin i =

√
1− f 2

o

f 2

so that the maximum usable frequency is

f = fo sec i (MUF) (3.12a)

For ranges beyond about 1000 km the curvatures of the earth and ionosphere need
to be accounted for. That is done with a correction factor k:

f = k fo sec i = k sec i fo = MUF factor× fo (3.12b)

Tables and maps of MUF factors are available, sometimes represented in the form
of T factors, which give MUF values accounting for range of mechanisms that can
affect the degree of ionisation.1

1 See the web sites for services that monitor ionospheric conditions continually, such as the
Australian Ionospheric Prediction service www.ips.gov.au.
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All of this assumes that the layer in the ionosphere is reasonably static. Because
of the strong time dependence of the ionsphere, the refraction is really quite dynamic
so that any attempt to operate up to the calculated maximum usable frequency is
likely to cause signal loss from time to time when the layer critical frequency falls.
In practice operation is usually restricted to about 85% of the calculated MUF. That
is often called the optimum working frequency (OWF).

3.7 Range of the Sky Wave

Figure 3.10 shows the geometry of sky wave propagation, in which the limitations
imposed by earth curvature are evident.

It is readily shown that

θ = cos−1 a
a+h

so that

d = 2acos−1 a
a+h

(3.13)

ionospheric
layer

virtual height

earth
radius

a

d/2d/2

h

i

Fig. 3.10 The path of the sky wave at maximum range
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where a is the radius of the earth and h is the virtual height of the layer. For a typical
value of, say, h = 400km we see that the maximum range is approximately d =
4500km. In principle that requires the signal to be launched and received parallel
to the ground – clearly a high loss strategy. In practice the transmitting antenna
would need to angle the beam upwards slightly, thus reducing the range calculation.
Nevertheless, it is possible to use sky wave propagation over very long distances
because multiple hops are also possible. The downwards signal in Fig. 3.10 can
reflect from the earth and travel to the ionosphere for a second refraction back to the
earth. In principle that extends the range to about 9000 km. Compare that with the
earth’s circumference of about 40,000 km.

Problems

3.1. Refer to the satellite arrangements described in Problem 1.3.

(a) Suppose the altitude of the satellite is to be checked using a pulse communica-
tions system in which a pulse is transmitted from a ground station at 16 MHz.
On reception of the pulse at the satellite, and after an electronic delay of 10μs
in the satellite’s electronic circuits, the satellite responds by transmitting a pulse
on a 20 MHz carrier. In the absence of an ionosphere what would be the round
trip delay time between ground transmission and reception?

(b) Consider now the effect of the ionosphere on the measurement in part (a). Sup-
pose the ionosphere consists of a single layer between 300 km and 350 km of
constant electron density of 1.4× 1012 electrons per cubic metre. First verify

virtual
height

frequency

E

F1

F2

3.5MHz 5.6MHz 12.2MHz

A
B

C
620km

Fig. 3.11 Results of a hypothetical ionosonde test
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that the transmitted and received signals will propagate through the ionosphere.
By finding the appropriate group velocities determine the (erroneous) height that
will be indicated by the test in (a).

3.2. It is often possible to receive a sky wave at considerable distances (1000s of km)
in the evening when solar illumination is low. The same sky wave canot be received
during the day time. By reference to the properties of the D region, describe why
that is the case.

3.3. For a particular radio service operating at 4.5 MHz suppose the F2 layer refracts
the wave from a virtual height of approximately 400 km. By reference to the material
of Fig. 2.4, and making any reasonable assumptions, compute the range at which
the sky wave will have about the same field strength as the surface wave. What is
the phase difference between those two waves on reception at that range? By how
much would the height of the F2 layer have to vary to cause considerable fading and
strengthening of a receiver placed at that location?

3.4. Suppose the results shown in Fig. 3.11 have been recorded at a specific location.
What was the maximum electron density of the F1 layer at the time the graph was
recorded? What is the minimum frequency that could be used for reliable commu-
nication with a satellite? To answer this you could assume that the actual height of a
layer is approximately its virtual height and that the radius of the earth is 6.37 Mm.

3.5. Using expressions for the phase constant of a propagating wave and the dielec-
tric constant of an ionospheric layer plot a graph of ω (the operating frequency)
versus β (the phase constant) for the layer. Use the graph to verify that the phase
velocity is infinite at the critical frequency and that the group velocity approaches
zero at the critical frequency. When the wave passes through the layer well above
the critical frequency use the graph to show that the phase and group velocities are
approximately the same.

3.6. Can an ionosonde be carried on a satellite orbiting at an altitude of 1500 km to
diagnose the structure and properties of the earth’s ionosphere?



Chapter 4
The Space Wave

Because of the very large number of services available above 30 MHz, the space
wave is arguably the most important wave propagation mechanism we need to con-
sider. Although moderately simple in many respects, the space wave can be annoy-
ing because of its line of sight limitations and the phenomenon known as multi-path.

4.1 The Received Field Strength

In principle, well removed from the earth’s surface, the field strength of the space
wave is given by the inverse distance law of (1.7). However, most services oper-
ate in the vicinity of the earth and propagation paths other than the direct ray from
the transmitting to the receiving antennas are possible, most notably involving re-
flection from the ground, as shown in Fig. 4.1. As expected, the difference in path
lengths between the direct and ground reflected rays will lead to a phase difference
on reception; that will cause interference between the two rays. In addition, there
is a further phase change introduced into the ground reflected ray at the point of
reflection that adds to the interference. We will now analyse this situation to derive
an expression for space wave field strength.

Consider the redrawn geometry of Fig. 4.2, from which we can see that the path
lengths for the two rays are given by the following expressions, noting the simplifi-
cations possible since generally d � ht , hr.

dd =
√

(ht −hr)2 +d2 ≈ d

{
1+

1
2

(
ht −hr

d

)2
}

(4.1a)

dr =
√

(ht +hr)2 +d2 ≈ d

{
1+

1
2

(
ht +hr

d

)2
}

(4.1b)
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ht

dd

dr hr

d

Fig. 4.1 The geometry of simple space wave propagation, involving a pair of interfering rays

From (4.1) the difference in path lengths is

Δd = dr −dd =
2hthr

d

from which the phase difference (calculated as 2π times the fractional difference in
wavelength) is seen to be

φ =
Δd
λ

.2π =
4πhrht

λd

This is one element of the phase delay of the reflected ray compared with the di-
rect ray. As noted above, there is a further phase delay introduced at the point of
reflection with the ground. The electric field just after reflection compared with that
just before is described by the reflection coefficient ρ = |ρ|e jψ , a complex quan-
tity that describes a change in amplitude and phase (see Sect. 7.4). For glancing

ht

dd

dr

hr

d

Fig. 4.2 Geometric construction for path length calculations
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incidence – the case most commonly encountered – |ρ| ≈ 1 and ψ ≈ 180◦ so that
ρ = −1. Thus the scalar magnitude of the vector field at the receiving antenna, as
the result of both rays, is

E = Ed +Er = Ed
(
1+ρe− jφ )

≈ Ed
(
1− e− jφ )

This last approximation assumes that the magnitude of the reflected ray at the re-
ceiver is the same as the magnitude of the direct ray at the receiver. Because of their
slightly different path lengths the magnitudes will be different as a result of the in-
verse distance law by which free space electric fields propagate. However, unlike
the case with phase, the amplitude difference can generally be ignored.

From Euler’s Theorem we have

E = Ed(1− cosφ + j sinφ)

so that the amplitude of the received field strength is given by

|E|2 = |Ed |2
{
(1− cosφ)2 + sin2 φ

}
= |Ed |2

{
1−2cosφ + cos2 φ + sin2 φ

}
= 2 |Ed |2 (1− cosφ)

= 4 |Ed |2 sin2 φ
2

Thus

|E| = 2 |Ed |sin
φ
2

= 2 |Ed |sin
2πhrht

λd
(4.2)

Several important observations can be made about this last expression. First, it is
clear that the field strength has maxima and minima that are determined by, and
change with, variations in the heights of the transmitting and receiving antennas
and the distance between the antennas. It varies also with changes in wavelength.
Anyone who has tried to adjust a television receiving antenna will have experienced
how even small changes in position can affect the quality of the received signal.
The same is true of obtaining a good signal on a mobile telephone: moving just a
small distance can improve reception. What is small? At 900 MHz the wavelength is
approximately 33 cm so movement within that range can change the received signal
significantly as we will see later.

The second point to note about (4.2) is that the maximum received field strength
is twice that of the direct ray – i.e. twice the expected free space value. That repre-
sents the situation when the reflected ray positively interferes with – i.e. reinforces –
the direct ray. Thirdly, the field strength at the earth’s surface is zero, seen by placing
the receiving antenna height to zero in (4.2). That is the case of complete negative
interference between the direct and reflected rays – i.e. cancellation.

Note that at very long wavelengths φ ≈ 0 in (4.2) so that |E| ≈ 0. This is because
the phase difference resulting from the difference in path lengths of the direct and
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reflected rays is negligible, leaving the phase reversal on ground reflection as the
only difference in phase.

If we assume the direct path length is approximately the distance between the
transmitter and receiver, we can substitute (1.7) into (4.1) to give a more complete
expression for the field strength

|E| = 2

√
30PtGt

d
sin

2πhrht

λd
(4.3)

which at large distances from the transmitter – i.e. d >> ht ,hr– reduces to

|E| = 4π
√

30PtGt
hrht

λd2 (4.4)

showing that at large ranges the space wave field strength falls away twice as quickly
as that for free space propagation.

Figure 4.3 shows a typical space wave field strength curve that exhibits all of
the properties just discussed. Note that the nulls in the figure seem not to go to
zero. That is just the result of the samples of range chosen for the computation. In
principle they do go to zero.

The theory and example above have been based on an ideal reflection at the
earth’s surface, with the assumption that the reflection coefficient is −1. A real earth
will not necessarily behave that way, and the reflection coefficient is likely to lead to
a reduction in the amplitude of the reflected ray and a phase change less than 180◦.
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Fig. 4.4 Space wave field strength with ideal and real earths based on ht = 10m, hr = 2m,
λ = 1m, Pt = 2W, Gt = 1.67 ≡ 2.23dBi

As a consequence the interference between the direct and ground reflected rays at
the receiving antenna will not lead to complete reinforcement and cancellation, giv-
ing a received field strength curve more like that depicted in Fig. 4.4. The nulls are
partially filled in, the maxima are less than twice their free space value and the fall
off at large ranges is somewhere between inverse distance (theoretical free space)
and inverse square (theoretical space wave).

4.2 Effect of Earth Curvature on Space Wave Propagation

Because it is a line of sight mechanism the space wave is clearly affected by the
curvature of the earth; principally its range is limited unless the signal is artificially
carried beyond the horizon by means of terrestrial repeaters or through the use of
communications satellites. We will consider both of those situations in Chap. 6, but
for now we need to concentrate on the primary earth curvature problem.

The most obvious limitation is to constrain the range, as illustrated in Fig. 4.5.
Assuming that the maximum range is determined by the tangent to the earth, as
indicated, then the maximum range will be

do =
√

(a+ht)2 −a2 =
√

2aht +h2
t ≈

√
2aht (4.5)
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Fig. 4.5 Limiting geometry
for the space wave

ht

do

a

tangent to the horizon

where a = 6370 km is the radius of the earth. If there is a receiving antenna of height
hr located beyond the horizon, and it can just see the transmitter across the tangent
to the horizon, then the total range will be

do ≈
√

2aht +
√

2ahr

The presence of the atmosphere acts to refract the ray towards the ground. We
will see later that the effect of that is to increase the range by about 15%. To account
for refraction an effective earth radius can be used in (4.5), with value

a′ =
4
3

a ≈ 8500 km (4.6)

There are some interesting effects of earth curvature on the received signal
strength that largely cancel, as illustrated in Fig. 4.6. First, by drawing a tangent
plane to the earth we can see that one impact is to reduce the effective antenna
heights, as noted in Fig. 4.6a. From (4.4) that suggests a loss of signal strength
at large ranges. However, the curvature of the earth also causes the reflected ray
to be diverging as seen in Fig. 4.6b. Thus the level of interference with the direct

(a)

(b)

Fig. 4.6 Effect of earth curvature on the received signal strength (a) showing reduced effective
antenna heights and (b) divergence of the ground reflected ray
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atmospheric refractiontropospheric scattering

atmospheric
irregularities

diffraction

“sharp”objects (eg hills)

(a) (b) (c)

Fig. 4.7 Mechanisms for getting energy into a shadow zone, including around the curvature of
the earth

ray will be reduced, leading to improved signal strengths at large distances. Since
these two observations lead to opposite impacts they are generally assumed to offset
each other.

Even though, from a practical point of view, one of the more significant prob-
lems with earth curvature is the likelihood of having the receiver in a shadow zone
and thus, in principle, unable to receive any signal, there are several mechanisms by
which energy can get into a shadow region. These apply even if the shadow is caused
by obstacles such as hills. Figure 4.7 illustrates three common mechanisms. One is
diffraction, in which the presence of sharp protrusions into the direct beam cause a
deflection of some of the energy around the protrusion as seen in Fig. 4.7a. Another
is scattering from refractive index irregularities in the high atmosphere (the tropo-
sphere); with sufficiently directive antennas and high transmitter powers it is pos-
sible to have energy scattered into a shadow zone or, more particularly, around the
curvature of the earth as depicted in Fig. 4.7b. This mechanism is know as troposcat-
tering. The third mechanism is atmospheric refraction as illustrated in Fig. 4.7c. We
will now have a look at diffraction and refraction in more detail.

4.3 Diffraction

In preparing for this discussion it is important to recognise that when we draw rays
to represent the passage of a radio wave, as in the previous diagrams, we are really
just indicating the centroid of the flow of energy from transmitter to receiver. In
reality the wave has a wavefront as implied by the outwardly propagating spherical
wave of Figs. 1.1 and 1.2. At the position of the receiver we generally regard the
wavefront as being plane, and transverse to the propagation direction. When that
wavefront encounters an obstacle, such as depicted in Fig. 4.7a, it will be diffracted,
a phenomenon we can induce from Huygens’ principle. That principle says essen-
tially that every point on a wavefront can be regarded as a isotropic radiator, so that
the future behaviour of the wavefront can be synthesised from the interference of
the fields from these “secondary” radiators.
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energy diffracted around obstacle

main beam energy is diminished

plane wavefront

wave front curves around obstacle

Fig. 4.8 Diffraction of energy from a wavefront into the shadow zone behind an obstacle; the
dotted circles indicate the hypothetical initiation of spherical waves from each point on a wavefront,
according to Huygens’ principle

Figure 4.8 depicts how such a model will cause energy to be diffracted away
from the primary direction of propagation by an obstacle in the path of the wave. As
expected, energy travelling forward in the intended direction will be diminished by
energy being diffracted around the object into the shadow zone.

Although we commenced this discussion in relation to propagating energy into
a shadow zone, loss resulting from diffraction is particularly important to take in to
consideration in line of sight communication links if an object such as a building,
tree or sharp geographical feature is close to the centroid ray of the link. Accounting
for that loss was anticipated in (1.15).

Figure 4.9 shows the geometry of an idealised situation involving diffraction
(loss) in which a sharp object protrudes into the propagation path at the position
shown. The question is, how far should the ray clear the object in order to minimise
the loss to the forward propagating signal?

xT xR

d1 d2

h

Fig. 4.9 Geometry for computing diffraction loss
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The loss of signal in the situation shown in Fig. 4.9 is described by a diffraction
gain, which is derived from the geometrical theory of optics. It is expressed as the
ratio of the power density in the forward direction after the obstacle to the forward
travelling power density prior to the obstacle being encountered. For a knife edge,
it can be written1

G(u) =
1
2

[
(C(u)+0.5)2 +(S(u)+0.5)2

]
(4.7a)

in which C(u) and S(u) are the Fresnel cosine and sine integrals and the parameter
u is defined by

u =
√

2h2(d1 +d2)/λd1d2 (4.7b)

Equation (4.7) is plotted in Fig. 4.10 from which it can be seen that if u is greater
than about 1.0–1.5 then loss is minimised (gain is approximately 0 dB). If for con-
venience we choose u =

√
2 then, from (4.7b), to minimise diffraction loss we need

h2(d1 +d2)/λd1d2 ≥ 1

or
λd1d2/(d1 +d2) ≤ h2

The equality in this last expression defines the equation of an ellipse (or ellipsoid in
three dimensions). With the antennas as foci, it is described by the locus of a point
that is one half wavelength greater than the distance between the antennas and that
just touches the object, as shown in Fig. 4.11. Objects that lie outside that ellipse
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Fig. 4.10 Diffraction gain as a function of the parameter u defined in (4.7)

1 K.F. Sander, Microwave Components and Systems, Addison-Wesley, Wokingham, 1987.
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d

d +λ /2

first Fresnel zone (ellipsoid)

obstacles must lie outside this ellipsoid if they are not to interfere with 
the direct ray, and thus cause diffraction loss (attenuation)

Fig. 4.11 The first Fresnel zone, as an ellipse with the transmitting and receiving antennas as foci

are said to lie outside the first Fresnel zone and thus are said to have first Fresnel
zone clearance in our communications system. They are then assumed to have little
effect on the forward energy carried by the ray.

4.4 Refraction of the Space Wave

A major consideration in space wave propagation is refraction by the atmosphere.
Not only does it lead to improved range, as noted earlier, but extreme cases of re-
fraction can lead to anomalous propagation that sees the wave travelling over very
large distances. To understand those effects we have to start with an understand-
ing of the vertical refractive index profile of the atmosphere and how it influences
a ray.

Figure. 4.12 shows a standard atmospheric refractive index profile, described by
the equation

n(h) = 1+289×10−6e−0.136×10−3h (4.8)

where h is the height above the earth’s surface. It decreases asymptotically to 1 as
height increases (1 being the free space value in the absence of an atmosphere) and
increases as we move towards the earth’s surface as a result of increasing atmo-
spheric density.

By using only the first two terms of the polynomial (Taylor) series expansion of
e, (4.8) can be approximated as
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Fig. 4.12 Standard profile of
atmospheric refractive index
with height

1

h

n(h)
or n(r) where r = a + h

1.000289

n(h) ≈ 1.000289−0.136×289×10−9h

= 1.000289(1−39.3×10−9h)
= no(1− kh) (4.9)

This is a linear approximation for use near the earth’s surface; it shows that at the
surface the refractive index of a standard atmosphere is 1.000289, which seems
hardly enough to cause meaningful refraction. But, as we shall see, it does.

We will use Snell’s Law of Refraction to understand how the wave is refracted by
an atmosphere with the atmospheric profile of Fig. 4.12. That requires the variable
atmosphere to be striated into a number of thin slices of constant properties, so we
can simulate and analyse refraction in a piecewise linear fashion. However, it is
important to recognise that the atmosphere is a spherical shell-like medium around
the earth. Thus the slices we form must be thin spherical slices as shown in Fig. 4.13.
The refractive indices of the slices are represented by ns, etc, while the heights of
the slices are indicated by radius rs from the earth’s centre.

Applying Snell’s Law at the first interface in Fig.4.13 gives

ns sinθs = ns+1 sinθ ′
s

whereas applying the sine rule in the triangle formed between the two slices and the
earth’s centre gives

sin(180−θ ′
s)

rs+1
=

sinθs+1

rs

Combining these last two expressions gives

nsrs sinθs = ns+1rs+1 sinθs+1
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n1+s

ns

rs r1+s

180 – θ ′s

θ ′s

θ ′s+1

θ ′s

Fig. 4.13 Geometry for applying Snell’s Law to understand space wave refraction

This last expression shows that the triple product of refractive index, radius and the
sine of the angle of incidence is the same at each interface. Thus we can equate
the product at a general radius r with the particular case of the earth’s surface
with r = a:

n(r)r sinθ = noasinθo (4.10)

where θo is the angle with which the space wave is launched with respect to the
vertical; θo = 90◦ means it is radiated horizontally, while θo = 0◦ means it is radiated
straight up. Note that no is given in (4.9).

Using the linear approximation to the refractive index profile from (4.9), and
noting r = a+h, (4.10) becomes

no(1− kh)(a+h)sinθ = noasinθo (4.11a)

therefore

no(a+h− kha− kh2)sinθ = noasinθo (4.11b)

The squared term in h is generally small and can be neglected; dividing through by
a then gives

no

{
1+h(

1
a
− k)

}
sinθ = no sinθo (4.12)
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We now define

1
ae

=
1
a
− k (4.13)

which substituted into (4.12) gives

no {ae +h} sinθ = noae sinθo (4.14)

Now compare (4.14) with the general expression in (4.10). By equating

no with n(r)
ae +h with r

ae with a

we can interpret (4.14) as describing propagation over a spherical earth, but with a
uniform refractive index no and an effective earth radius ae. From (4.13), using the
parameters for a standard atmosphere in (4.9), we see

ae =
a

1−ak
=

a
1−0.25

=
4
3

a

Thus, the effect of refraction can be accounted for by adjusting the earth radius in
this manner. Applying that in the range equation of (4.5) shows

do =
√

2aeht =

√
4
3

√
2aht = 1.155

√
2aht

This implies that the effect of the atmospheric refraction is to increase the range of
the space wave by about 15%. This is depicted in Fig. 4.14.

We now return to (4.10) and forego the assumption that the squared term in h,
that led us to (4.14), is negligible. Dividing throughout by a and noting r = a + h,
(4.10) can be written

n(h)
(

1+
h
a

)
sinθ = no sinθo

Fig. 4.14 Increased range
of the space wave resulting
from refraction in a standard
atmosphere

15% extra

no atmospheric refraction

effect of standard atmosphere
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a “duct” is formed 

h

nm(h)

h

distance

Fig. 4.15 (a) Unusual refractive index profile leading to (b) ducted propagation of the space wave

This can be interpreted as Snell’s law describing refraction above a flat earth but
with a modified refractive index of

nm(h) = n(h)
(

1+
h
a

)
≈ no(1− kh)

(
1+

h
a

)
(4.15)

where n(h) is the actual refractive index variation with height above the earth’s
surface. The only real unknown in (4.15) is k. While it is a parameter that usu-
ally comes from approximating the refractive index for a standard atmosphere
near the earth’s surface, we can get some idea of how unusual space wave be-
haviour can occur by taking a little license with its value. For a standard atmo-
sphere its value is 39.3× 10−9; for higher atmospheric moisture contents it can be
larger. Suppose, as an illustration, it took the value k = 1/a = 1.57× 10−9. Then
from (4.15)

nm(h) = no

(
1− h

a

)(
1+

h
a

)
= no

[
1−

(
h
a

)2
]

which, for h small, is a constant, no. Thus, under these conditions there is no (or
little) atmospheric refraction above an equivalent flat earth.

Usually nm(h) increases with height, as seen in (4.15). That means there is refrac-
tion away from the (flat earth) leading to a range increase around the spherical earth.
Under extreme atmospheric conditions the modified refractive index profile, how-
ever, can first decrease near the earth’s surface and then increase again, as illustrated
in Fig. 4.15a. The consequence of that is to give very strong refraction towards the
earth’s surface as depicted in Fig. 4.15b. Reflection from the surface can then occur,
as shown, resulting in refraction back to the surface again, and so on, as illustrated.
The wave can then travel very long distances, effectively trapped in a “duct” formed
by the surface of the earth and the strong modified refractive index profile. It is of
course possible to launch the ray at such an angle upwards that it is not able to be
refracted sufficiently back to the earth and is lost; nevertheless, launching the ray
at appropriate angles will cause it to be trapped and propagate over anomalously
long paths.
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h

nm(h)

h

distance

Fig. 4.16 The formation of an elevated duct

Sometime the atmospheric conditions are so strange that an elevated duct is cre-
ated as illustrated in Fig. 4.16. Provided the ray is launched into the duct it can also
be carried exceptionally long distances. Typically ducts of this type occur over the
ocean and exist several tens of metres above the surface.

4.5 Effect of Rainfall on Space Wave Propagation

Rainfall can be a problem for space wave propagation for frequencies as low as
4 GHz. Principally, rainfall causes attenuation of the transmitted signal through
absorption. Non-spherical raindrops can also cause polarisation rotation during
propagation. In a linearly polarised system that leads to additional loss with the

Fig. 4.17 Attenuation of
the space wave resulting
from rainfall; adapted
from Fig. 14.38 of E.V.D.
Glazier and H.R.L. Lamont,
Transmission and
Propagation, HMSO,
London, 1958
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designed polarisation, as well as cross talk, if orthogonal polarisations are used to
double system capacity. Figure 4.17 shows a theoretical relationship between atten-
uation, frequency and rainfall rate.

4.6 Atmospheric Attenuation

The atmosphere does not significantly affect the propagation of the space wave
for frequencies lower than about 12 GHz. Above that, however, oxygen and water
vapour content cause attenuation, as illustrated in the composite graph of Fig. 4.18.
The water vapour contribution to the curve will be dependent on relative humid-
ity; the monotonic background is illustrative of signal loss through scattering of
the signal from its nominal ray path by atmospheric constituents. The attenuation
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Fig. 4.18 Attenuation of the space wave by atmospheric constituents at a pressure of 1 atmosphere,
a temperature of 15 K and a water vapour density of 7.5gm−3; based on Fig. 5. of ITU Recommen-
dation ITU-R P.676-7, 2007, which shows separately the contributions of water vapour and oxygen
(see www.itu.int/ITU-R)



Problems 55

peaks shown are the result of absorption at specific resonance wavelengths at which
the incident radiation excites vibrational and rotational modes in the constituent
molecules.

Problems

4.1. The received field strength of the space wave can vary considerably with condi-
tions along the propagation path. In particular the free space wavelength can change
with variations in atmospheric refractive index since the refractive index changes
along the path with temperature and time of day. As a result, even with a carefully
designed communications link, with parameters chosen such that the received field
strength is maximised, one can find that the system parameters change, causing
the received signal to fall into one of the nulls associated with destructive interfer-
ence of the direct and ground reflected rays. Discuss how a practical system might
be designed that will cope with the variations to ensure reliable reception of the
space wave.

4.2. Demonstrate that the space wave is not a viable mechanism for propagation at
100 kHz.

4.3. Why is the space wave the only reliable mechanism for communications above
about 30 MHz? You will need to consider some typical field strengths in answering
this question.

4.4. Discuss the method by which you think communications might take place at
15 kHz. Is there any significant space wave? What about a sky wave?

4.5. The emergency services department in a particular country used to use HF as
their communications medium for keeping in touch with each of their members dur-
ing an emergency. In an upgrade they changed over to a UHF system operating at
400 MHz. To their concern, however, they discovered they could not communicate
easily with colleagues in a small boat about 300 m offshore. Outline what is hap-
pening here, and why the HF system seemed more reliable at shorter and longer
distances, including over water.

4.6. Suppose you are in a moving vehicle listening to FM radio. The signal breaks
in and out. What might be happening?

4.7. A particular mobile service operates at 3 GHz. The antenna on the vehicle can
be assumed to be 2 m above the ground. The base station transmitting to the vehicle
is about 10 m above the ground. Assume isotropic transmitting and receiving anten-
nas. If the vehicle is travelling at 60 km/hr describe how the signal at the terminals
of the receiving antenna changes with time if the vehicle travels directly towards
the transmitter over a distance of 500m to 50m. Repeat the exercise if the vehicle
is travelling at 45◦ to the direct line to the transmitter, again over the same change
of range.
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4.8. The derivation in Sect. 4.1 has been based on a single ground reflected ray
interfering with the direct ray. Repeat the exercise but with two reflected rays, one
of which might come from a nearby building. Assume the reflection coefficients for
both reflected rays are −1.

4.9. A particular air traffic control radar installation operates at 1 GHz with an an-
tenna that provides a beam that is narrow in the horizontal (azimuthal) direction and
broad vertically – in other words it looks like a vertical fan. The lower extremity of
the beam reaches the ground. Suppose it is located near the coast. Can you foresee
any aircraft altitudes that might make the aircraft difficult to detect with the radar?

4.10. Revisit the situation of Problem 4.9 and show that the blind spots identified
can actually be characterised in terms of a modification of the vertical pattern of the
antenna.

4.11. An instrument carried on a satellite detects atmospheric water vapour con-
tent by measuring radiation propagating upwards to the satellite at 22.2 GHz and
183.3 GHz. Discuss the basis of this technique, noting that thermal equilibrium re-
quires an absorbing medium also to be a radiator.

4.12. How can VHF television be received in a shadow zone, such as behind a
mountain?

4.13. A UHF communications link over water uses parallel polarisation. If the ray
reflected from the water undergoes glancing incidence describe the time behaviour
of the received field if the water level varies with tide. When the reflected wave is
incident onto the water at 83.7◦ the signal reaching the receiver consists just of the
direct ray. Why? Assume the dielectric constant of the water is 81 and note (7.12).



Chapter 5
Noise

At first sight it might appear strange including a coverage of noise in a book on
radio wave propagation. It is, however, the level of noise in a communications sys-
tem that determines the power density and field strength needed at the receiver and,
consequently, the power levels that have to be transmitted. In other words, in or-
der to put the propagation material into practice it is necessary to understand noise
as the property that relates circuit quantities (transmitted and received power, oper-
ating frequency, antenna characteristics) to propagation quantities (free space path
loss and path characteristics such as atmospheric constituents and rainfall, obstacles
in the path, and multi-path behaviour). We will demonstrate that relationship with
some system examples in Chap. 6.

5.1 What is Noise?

Noise can come from several sources and often is random in nature; that is the type
of noise of most interest to us in this introductory treatment. Whenever temperature
is above absolute zero, noise will be present in any physical system.

In general we talk of noise as any “signal” or disturbance that is unwanted. Some-
times that includes cross-talk – a signal intended for another receiver that we hap-
pen to receive in full or part, and which interferes with the reception of the signal in
which we are interested. In this coverage we are not so much interested in cross-talk
as in the random noise that can interfere with our ability to receive an intelligible
message.

Usually noise adds to the transmitted signal and we receive both together.1 In
this combination it is the signal to noise ratio in which we are interested and which

1 Noise can also occur multiplicatively, which means its magnitude goes up and down with the
signal level.
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determines the performance of a telecommunications system. Signal to noise ratio
(SNR) is usually defined by the ratio of the root mean square power of the sig-
nal and the root mean square power of the noise. Most frequently it is expressed
in dB.

5.2 Sources of Noise

Both active and passive devices generate noise. In the case of a piece of conductor,
or a circuit component such as a resistor, electron motion through the crystal lattice
gives rise to what is called thermal or Johnson noise. For active devices such as
transistors, carrier collisions with crystal lattice sites generate shot noise which, as
the name suggests, is more impulsive in nature than the random time variation of
thermal noise.

A particularly important source is environmental noise, which is the radiation
given off by a black body at non-zero temperature; it is described by Planck’s law
of radiation. Both the sun and the earth are strong emitters of radiation. Figure 5.1
shows their outputs in the optical wavelength range; however their tails extend out
to the radio part of the spectrum. The atmosphere itself is also a weak noise emitter
because of radiation from its constituent molecules.
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Fig. 5.1 Levels of radiation from the sun and earth acting as black body radiators according to
Planck’s law; when intercepted by an antenna this radiation constitutes noise, although note that
the solar curve has to be reduced to account for the earth-sun distance
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5.3 The Concept of Noise Temperature

To a very good approximation the available noise power from a thermal source, such
as a conductor or resistor, at temperature To over a bandwidth BHz is given by2

Na = kToB W (5.1)

where k is Boltzmann’s constant (1.38×10−23 JK−1). If we could measure the noise
power coming from the source Na then we could infer its temperature from (5.1).
Although this result relates strictly only to thermal sources it is applied more gener-
ally to all sources of noise as though they were thermal in nature. The temperature
then inferred may not be the strict physical temperature To, but instead is called the
noise temperature Ts defined as:

Ts =
kNa

B
K (5.2)

5.4 The Noise Temperature of a Two Port

Devices such as amplifiers, attenuators and filters are two ports, in that they have an
input and an output. Lengths of cable, waveguides and optical fibres are also two
ports for the same reason. As a signal travels through a two port, noise is added to
it because of the noise sources within the two port. Those sources would be the col-
lection of active and passive devices in the case of an amplifier and the conducting
material itself in the case of a coaxial cable.

Consider a matched two port driven from a noiseless source, as shown in
Fig. 5.2a. The fact that the source is noiseless is indicated by the zero noise tem-
perature ascribed to it. Generally the two port will be characterised by a bandwidth
(called here the noise bandwidth Bn), a gain (which would be less than one in the
case of a piece of cable) and by the amount of noise power it adds to the signal in
transmission though the two port. We describe the latter by the noise power we can
measure at the output of the two port, in the absence of source noise power.

It will be convenient in the following analysis to refer the noise measured at the
output back to the input of the two port (Ni) as though it had come from an external
source, as shown in Fig. 5.2b, and the two port itself were noiseless. We now assume
that that noise component can be modelled as an equivalent thermal noise source of
temperature Te so that

Ni =
Na

g
= kTeBn

2 This seems a strange result since it depends only on the temperature of the object and the band-
width over which the noise is observed. It comes from a statistical mechanics analysis of the ran-
dom motion of electrons in a conductor.
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Ts = 0
(i.e., no input noise) Noise out =Na 

noise added to the output signal
from sources within the two port

noise bandwidth

Na

gain

gNi =
No

g

(a)

(b)

Nag Bn

g

Fig. 5.2 (a) Two port being driven from a noiseless source and (b) referring the two port noise
back to an equivalent input

giving as the equivalent input noise temperature of the two port

Te =
Na

gkBn
(5.3)

The input noise temperature is a property of the two port. It can be added to
the actual source noise temperature to allow the noise at the output to be computed
simply, consisting of the component that came from the source and that generated
in the two port itself. Thus, using the nomenclature of Fig. 5.3

Nao = Na +gkTsBn

= gkTeBn +gkTsBn

= gk(Te +Ts)Bn

Although it is not often used we could refer the noise of a two port to its output
rather than its input and define an equivalent output noise temperature which recog-
nises that the equivalent input noise has been enhanced by the gain of the two port.

NaogTs Te
g Te

Fig. 5.3 Noisy two port driven from a noisy source
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From (5.3) the equivalent output noise temperature is

Teo = g
Na

gkBn
=

Na

kBn

5.5 Noise Figure

Noise temperature is a useful concept when the equivalent noise temperature is
lower than the ambient temperature. An equivalent measure of the noise added to a
signal in transmission through a two port, which is more usable when the noise is
high, is the noise figure F , defined by

F =
actual out put noise power

out put noise power i f the two port were noiseless

This is based on the assumption that the two port is impedance matched and fed
by a thermal noise source at temperature To, taken in practice to be 290 K.

Using the nomenclature in Fig. 5.3, but with Ts = To, the definition of noise figure
can be written as

F =
Nao

gkToBn
=

gk(Te +To)Bn

gkToBn

Thus

F = 1+
Te

To
(5.4)

5.6 Relationship Between Noise Figure and Output
Signal to Noise Ratio

Consider the typical transmission of a signal through a two port such that noise en-
ters the two port from the signal source and is also added to the signal by the two
port itself. Let the noise from the source3 be characterised by the source tempera-
ture Ts, and that added by the two port be described by the equivalent input noise
temperature Te, as shown in Fig. 5.4. If the input signal power is Pi, then the output
signal and noise levels respectively are

Po = gPi

Nao = gk(Ts +Te)Bn (5.5)

3 Strictly only that component of any source noise that passes through the noise bandwidth of the
two port.
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Nao

g
Ts

Te

Pi Po
g Teg Te

Fig. 5.4 Signal and noise in a two port

Therefore the input and output signal to noise ratios are

SNRi =
Pi

kTsBn

SNRo =
gPi

gk(Ts +Te)Bn
=

Pi

k(Ts +Te)Bn
(5.6)

As we will see (5.6) is important in its own right but here it allows us to build
a bridge between noise figure and signal to noise ratio. The ratio of the output and
input signal to noise ratios is

SNRo

SNRi
=

Ts

Ts +Te
=

1

1+Te
/
Ts

(5.7)

If, in (5.7), we assume that the noise source is thermal, so that Ts = To, that
equation can be written

SNRo

SNRi
=

1

1+Te
/
To

≡ 1
F

(5.8)

where F is the noise figure of the two port. Note that (5.8) can be expressed in the
decibel form

SNRo = SNRi −F dB (5.9)

which shows explicitly that the noise figure of a two port acts to degrade the signal
to noise ratio of a signal in passage though the two port (on the assumption it is
driven from a thermal noise source).

5.7 The Noise Properties of a Passive Two Port

We now derive quite a remarkable result for passive two ports such as attenuators,
filters and lengths of cable. To do so we assume that the two port is impedance
matched and that the input noise is described by the ambient temperature To – in
other words it is fed from a matched, thermal source. The two representations in
Fig. 5.5 are equivalent: Fig. 5.5a shows the two port as noisy whereas Fig. 5.5b
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noisy
passive
two port

noiseless
two port

To To + Te

(a) (b)

noisy
passive
two port

noiseless
two port

gain=g, loss = L = 1/g

Fig. 5.5 Representation of a real passive two port by its noiseless equivalent

shows the noise to have been translated to an equivalent input noise, with the two
port regarded as noiseless.

If all the components in the two port are considered to be at the physical temper-
ature To, which is reasonable for a passive device, then the output noise for Fig. 5.5a
can be expressed, using (5.1), as

Nao = kToBn (5.10)

Considering Fig. 5.5b we also see that the noise output power of the two port can
be expressed by (5.5). Thus equating (5.5) and (5.10) we see

kToBn = gk(To +Te)Bn =
k(To +Te)Bn

L

where L = 1/g is the “loss” of the two port. From this last result we see that the
equivalent input noise temperature of the two port is given by the simple expression

Te = (L−1)To (5.11)

and, in view of (5.8), its noise figure is given by

F = L (5.12)

The last is a remarkable expression. It says that the noise figure of a lossy two
port is numerically equal to its attenuation loss. Thus a 10 dB (L = 10) attenuator
will have F = 10, Te = 9To and will degrade signal to noise ratio by 10 dB. Also
a 10 m length of coaxial cable with a loss of 0.05 dB/m will have a noise figure of
0.5 dB (loss of 1.12) and a noise temperature of 0.12×To = 34.8K for To = 290K.

5.8 Cascaded Two Ports: Friis’ Noise Formula

Most communications systems consist of a cascade of active and passive two ports,
each with their own noise properties. It is useful, particularly for system design
purposes, to develop an expression for the composite input noise temperature and
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Fig. 5.6 A cascade of two ports

noise figure. Consider the cascaded set of two ports shown in Fig. 5.6. We assume
for the moment that there is no source noise, thus Ts = 0.

The noise output powers for the first and second stages are

Na1 = g1kTe1Bn

Na2 = g2g1kTe1Bn +g2kTe2Bn

= k(g1g2Te1 +g2Te2)Bn

The bracketed term in the last expression is the equivalent output noise temperature
of the first two stages. To find the equivalent input noise temperature we divide by
the gain to that point, thus

Te =
g1g2Te1 +g2Te2

g1g2
= Te1 +

Te2

g1

Continuing this analysis over several two ports we find

Te = Te1 +
Te2

g1
+

Te3

g1g2
+ . . . (5.13)

This is known as Friis’ formula.4 It is a very telling result. It emphasises that the
first stage is the most important in determining the overall noise properties of the
system (i.e. the cascade of two ports). To keep the equivalent input noise temperature
of the system as low as possible we need to have a low noise first stage with a
high gain; the gain is important since it features as a divisor in the second and all
subsequent terms in (5.13). If, as can often be the case, the first stage is a length of
lossy transmission line then (5.13) shows that the noise properties of the subsequent
stages will be enhanced because the gain of the first stage will be less than unity.

We can recast (5.13) in terms of noise figure:

F = F1 +
F2 −1

g1
+

F3 −1
g1g2

+ . . . (5.14)

It is instructive to consider a simple application of (5.13) based on the example
of Fig. 5.7. Note that there are two options for the connection from the antenna. One
places the low noise amplifier (LNA) after the waveguide from the antenna, and the
other puts the LNA right at the antenna terminals, with the waveguide carrying the
signal to the travelling wave tube (TWT). Note that the antenna acts as the signal

4 Not to be confused with Friis’ radiation formula in (1.12).



5.8 Cascaded Two Ports: Friis’ Noise Formula 65

at terminals

waveguide, L = 0.4 dB TWT

g = 17 dB

LNA

g = 26 dB

Te = 4 K F = 6 dB

LNA

g = 26 dB

Te = 4 K

 

waveguide, L = 0.4 dB

CONFIGURATION 1

CONFIGURATION 2

Ts = 22K
at terminals

TWTLNA

B = 25 MHzLNA

Fig. 5.7 Three cascaded two ports (cable, low noise amplifier LNA and travelling wave tube TWT),
in two configurations

(and noise) source and it does not explicitly enter in to the calculations to follow.
We assume that the received power at the antenna terminals is Ps = 2pW, and we
need to compute the output signal to noise ratio of the cascade.

Consider Configuration 1. The equivalent input noise temperature at the input to
the waveguide from the antenna is

Te = Tewg +
TeLNA

gwg
+

TeTWT

gwggLNA
+ . . .

Now

Tewg = To(L−1) = 290(1.1−1) = 29K since L =
1
g

= 0.4dB ≡ 1.1

TeTWT = To(F −1) = 290×3 = 870K since F = 6dB ≡ 4

gwg =
1

1.1
gLNA = 26dB ≡ 398 gTWT = 17dB ≡ 50

Thus

Te = 29+
4

1/
1.1

+
870

1/
1.1×398

= 36K

so that from (5.6) the output signal to noise ratio is

SNRo =
Pi

k(Ts +Te)Bn
=

2×10−12

1.37×10−23 × (22+36)×25×106 = 100 ≡ 20dB
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If we now look at Configuration 2, then

Te = TeLNA +
Tewg

gLNA
+

TeTWT

gwggLNA
= 4+

29
398

+
870

1/
1.1×398

= 6.5K

so that

SNRo =
Pi

k(Ts +Te)Bn
=

2×10−12

1.37×10−23 × (22+6.5)×25×106 = 200 ≡ 23dB

Thus we see that by putting the first stage of amplification at the antenna terminals
we improve the signal to noise ratio at the output by 3 dB for this example. In gen-
eral, it is better to avoid a passive two port, such as a cable or waveguide, as the first
stage since it degrades the overall noise performance. It is preferable, instead, to
have amplification at the antenna terminals for low noise performance. Sometimes
such an amplifier is called a (mast) head amplifier.

Problems

5.1. By reference to Fig. 5.1 discuss how the temperature of the ocean’s surface can
be determined by measuring upwelling microwave radiation.

5.2. Using (5.3) determine the equivalent output noise temperature of a two port.
Is that a less useful concept than equivalent input noise temperature? How is noise
figure related to equivalent output noise temperature?

5.3. A particular communications system has 2 identical receiver stages connected
in cascade, each with gain 7 dB and noise figure 4 dB. Compute the noise figure of
the combination assuming the stages are impedance matched. Repeat for 3 identical
stages with the same properties. What about the hypothetical case of a large number
of stages? What does that imply in terms of the properties of the first stage?

5.4. Represent a real noisy resistor by a Thévenin equivalent circuit of a noiseless
resistor and an equivalent noise voltage source. From (5.1) we know the available
noise power from the noisy resistor; that is the power that can be delivered to a
matched load. For simplicity assume the matched load is noiseless and thus demon-
strate that the mean square open circuit noise voltage generated by the resistor is
4 kTBR volts. What is the mean square noise voltage across the matched load?

5.5. An amplifier is matched at input and output at 50 Ω. There is no input signal,
but the equivalent source impedance is assumed to be at 290 K. If the amplifier has
a bandwidth of 15 kHz, a gain of 35 dB and the measured noise voltage delivered
across the 50 Ω load is 125μV, what is the noise figure of the amplifier?

5.6. It is easier to read under bright light than under poorly lit conditions. By making
any plausible assumptions describe why.
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5.7. A trunk coaxial cable communications channel consists of long lengths of cable
connected in series by repeater amplifiers. Assume all cables have a loss of L, and
the amplifiers correspondingly have a gain of g = 1/L to compensate for the cable
loss. Each amplifier has a noise figure F . Determine an expression for the total noise
figure of the system, assuming the first component is one of the cable lengths and,
for simplicity L, F � 1. Is there a simple relationship between system noise figure
and the number of repeaters?

5.8. An ideal capacitor which, by definition, will be noiseless since it has no mobile
charge carriers is connected in parallel with a real (noisy) resistor. Determine an
expression for the mean square noise voltage developed across the capacitor.



Chapter 6
Examples of Microwave Systems

This chapter presents examples of radiated communications services that depend on
the material developed in earlier chapters. Since many modern services use VHF
and higher, the emphasis is on space wave – i.e. line-of-sight – services.

6.1 The Design of Open Microwave Repeater Systems

Although now only a relatively small part of the set of radio wave communications
systems encountered in practice, it is instructive to consider how a broadband radi-
ated system operating at microwave frequencies might be designed. While useful in
itself, it will also help us understand some of the propagation and signal aspects of
satellite communications, and of wide band wireless applications more generally.

Carriers at VHF and above are necessary to support the bandwidths required for
high speed digital and video applications. Typically, bandwidths of 10 MHz and
above would demand carriers of about 1 GHz so that several services could be car-
ried simultaneously. At those frequencies unguided propagation will be line-of-sight
space wave. Thus long transmission paths will require means by which the signal
can be carried around the curvature of the earth. There are three simple means for
doing that. First, we can use terrestrial repeaters, which is largely the focus of this
material. Generally those repeaters would be sited on mountains or other regions
of high relief to maximise range and to clear topographic features as depicted in
Fig. 6.1. The alternative is to use coaxial cables or optical fibres for that purpose.
While they have the benefit of larger potential bandwidths and relative freedom
from interference, they present installation challenges owing to the need to secure
land easements for laying the fibres or cables. In contrast, radiated systems have
more flexibility.

A second method for overcoming the limitations of earth curvature would be to
use the mechanism of troposcatter as depicted in Fig. 4.7. Thirdly, we could use
communications satellites; that is the topic of Sect. 6.2.

69
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Fig. 6.1 The use of microwave repeaters to clear topographic features and to cope with earth
curvature

Consider the simple single link of Fig. 6.2. Essentially, what we want to know is
how much power do we need to transmit from one repeater to the next. Based on
the example of Fig. 5.7, it is clear that that will depend on the signal to noise ratio
we must have at the output of any RF amplifier in the receiver of the next repeater,
so that the signal can be successfully demodulated or detected. Figure 6.3 shows a
simplified version of the RF stages in the receiver along with some example system
parameters.

In designing such a link, we start with the signal to noise ratio we need at the RF
output and then work back to the necessary transmitter power from the previous re-
peater. That requires a knowledge of the free space distance between the transmitter
and receiver.

There are several ways for determining the signal to noise ratio required at the
output of the RF stage; for illustration assume that the carrier is frequency modu-
lated. In order to capitalise on the signal to noise ratio improvement possible with
FM on demodulation, it is necessary to ensure that the signal to noise ratio before
demodulation exceeds the so-called FM threshold, as illustrated in Fig. 6.4, other-
wise we may even degrade the demodulated SNR. We might assess therefore that a
pre-detection signal to noise ratio of 20 dB is needed in order comfortably to exceed
the threshold.

Fig. 6.2 Single link in a
microwave repeater system,
with symbols describing the
transmission from left to right

Gt Gr

d

Pt Ps

transmitted power from
the previous repeater

power at terminals of
the receiving antenna
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environmental noise
temperature seen at the
terminals of the antenna
- called the antenna noise
temperature

RF Amplifier

B = 20MHz

f

F = 5 dB

Ts

Repeater spacing = 20km

SNRoRF Amplifier

fc = 2GHz

g = 20 dB

G = 35 dBi

waveguide and
connector losses = 1.5dB

Fig. 6.3 Simplified RF receiver stage, with some typical parameter values to be used to demon-
strated how a microwave link design might be carried out

Next we need to consider what fade margins, if any, need to be included in order
to ensure that the received signal to noise ratio remains above 25 dB in the face of
rainfall, diffraction loss, atmospheric refraction and absorption. Without going into
the detail here, but referring to the material provided in Chap. 4, we assume a fade
margin of 25 dB is considered satisfactory. We now have to determine the equivalent
input noise temperature of the receiver and provided a figure for the antenna noise
temperature. We will then be in the position to compute the necessary transmitter
power from the previous stage.

Fig. 6.4 Relationship be-
tween the pre- and post-
detection signal to noise ratios
for an FM system, showing
the improvement possible
when operating above the FM
threshold

synchronously detected AMdetected
SNR

40dB

20dB

FM

SNR before FM detection
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Noting

Te = Te wg +
Te RFamp

gwg

Te wg = To(L−1) = 290(1.41−1) = 119K

since L = 1/gwg = 1.5dB ≡ 1.41 and gwg = 0.714

Te RFamp = To(F −1) = 290(3.16−1) = 626K since F = 5dB ≡ 3.16

we find

Te = 119+
626

0.714
= 995K.

A value for the antenna noise temperature, at its terminals, can generally be found
from tables or charts that express the temperature in terms of the operating carrier
frequency and the direction in the sky to which the antenna is pointed. It will be
highest for antennas pointed horizontally since it will then contain a component of
terrestrial noise in addition to atmospheric and galactic noise. A typical value might
be 200 K for horizontally pointing antennas and 4 K for those that look vertically
upwards, but avoiding the sun. Using Ts = 200K, from (5.6) we find

Ps = SNRok(Ts +Te)Bn

= 31620×1.38×10−23 × (995+200)×20×106 = 10.43nW ≡−49.8dBm

Using (1.14) we can now determine the power Pt required for transmission from the
previous stage. For a repeater spacing of 20 km, and a carrier frequency of 2 GHz
(wavelength of 0.15 m) the free space path loss is 124.5 dB. If the transmit and
receive antennas are identical with gains of 35 dBi then the transmitter power re-
quired is

Pt = 4.7dBm ≡ 3mW

6.1.1 The Need for Transmission Diversity

The received signal can undergo a time varying fade as the result of several effects.
Figure 6.5 suggests, for example, that atmospheric refraction (most likely near sun-
set) and multi-paths involving moving reflectors, such as a water surface subject to
tidal or other height variations, can cause variations in received signal strength.

In an endeavour to offset fading, a technique known as diversity is employed.
Three types of diversity are possible:

Frequency diversity, in which simultaneous transmission on two different carrier
frequencies is employed, on the basis that it would be unlikely that both carri-
ers would fade together and, in the case of multi-path, that the positions of the
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atmospheric refraction

variable multi-path
interference

received signal can
vary with time -ie fade

water

Fig. 6.5 Situations giving rise to fading in the received signal

nulls and maxima seen in Fig. 4.3 would be different for different wavelengths.
Clearly, this is wasteful of bandwidth.
Time diversity, in which the signal is repeated; clearly that halves the available
data rate.
Space diversity, in which two different receiving antenna heights are used to
allow one to have a high likelihood of receiving a strong signal while the other is
in a fade, as illustrated in Fig. 6.6. Since that does not affect data rate and requires
only additional receiving hardware it is the diversity solution most often adopted
in practice.

If fading were the result of simple multi-path variations as depicted in Fig. 6.5 then
one way of selecting the height difference between the two antennas in Fig. 6.6
might be to ensure one antenna is in a field strength maximum if the other is in a
null. Referring to (4.2) this would require

2π(hr + l)ht

λd
− 2πhrht

λd
=

π
2

or l = λd
4ht

= 7.5m if d = 20km, ht = 100m and λ = 0.15m.

6.1.2 The Use of Passive Reflectors

When repeater sites are not economically viable for the provision of power, or ac-
cess is difficult in general, consideration can be given to the use of passive reflec-
tors instead of active repeaters. They usually consist of flat metallic plates that are
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either mixed
or switched

main antenna
(transmit and receive)

l

diversity antenna
(receive only)

Fig. 6.6 The use of two receiving antennas to provide space diversity

employed to alter the direction of a wavefront, as depicted in Fig. 6.7. Their influ-
ence can be incorporated in link power calculations by using their bi-static radar
cross section as an equivalent aperture, as seen in the following. The reflected wave
can then be treated as though it were isotropic.

The aperture (radar cross section) of a flat conducting plate of dimensions a×b
is given as

A(θ) =
4π(ab)2

λ 2 cos2 θ m2

in which θ is the incidence angle measured with respect to the normal to the plate.

Fig. 6.7 Use of a flat plate passive reflector
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Fig. 6.8 Link path calculations involving passive reflectors

Figure 6.8 shows a typical set of calculations for a link involving a passive reflec-
tor. Even though the reflector is very useful for circumventing line of sight obstacles,
and is simple and relatively inexpensive to install and operate, it can be seen that the
additional free space path loss encountered leads to a considerably reduced received
power (in this case by 55 dB) or a much increased transmitter power.

6.2 Propagation Aspects of Satellite Communication Systems

6.2.1 The Geostationary Orbit

Clearly a very effective means for propagating around the earth’s curvature at VHF
and above is to place a repeater in satellite orbit. If the satellite can be made to
appear stationary above the earth then, for all practical purposes, it functions in a
manner similar to a terrestrial microwave repeater.

To appear stationary the satellite has to be in orbit above the equator, move in the
same direction as the earth’s rotation and have an orbital period of 24 hours. The
satellite and earth then rotate together. If the satellite orbit were not equatorial then,
when viewed upwards from the earth, it would appear to oscillate either side of the
equator with a 24 hour period.

How high does a satellite need to be above the earth in order to have a 24 hour
period? The answer to this question is given from the expression (derived from
Kepler’s Laws of planetary motion)
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T =
2π
μ

√
r3

in which T is orbital period in seconds, r is orbital radius in metres and μ is the
earth gravitational constant, given by

μ = 3.986×1014m3s−2

Noting that r = a + h, where a is earth radius (6.37 Mm) and h is the height of the
satellite above the earth’s surface, then a period of 24 hours requires h = 35.87Mm.
Therefore the satellite would need to be inserted into an orbit 35,870 km above the
equator travelling in the same direction as the earth’s rotation. Such an orbit is called
geostationary or sometimes geosynchronous. The most efficient launch strategy in
terms of minimising booster rocket energy, and thus fuel, is to launch from an equa-
torial or near equatorial site in an easterly direction.

Figure 6.9 shows that a satellite in geostationary orbit subtends an angle of 163◦

at the earth’s surface. Clearly, a minimum of three satellites is needed for full equa-
torial coverage (3× 163 = 489◦). Note that the same geometry demonstrates that
there is a latitude limitation on transmission to and from a geostationary satellite.
Satellites are not visible beyond 81.5◦ latitude north or south. Even then ground
based antennas at those latitudes would have to face horizontally; that would give
an unacceptable level of ground noise and attenuation, and obstacles would be a
problem. As a result, a minimum acceptable latitude is 75◦ for communicating via
geostationary satellites. At higher latitudes, near-polar orbiting satellites would nor-
mally be used.

Another consideration with communication via a geostationary satellite is that
the long transmission paths can cause significant delays in transmission. The worst
case is for high latitude operation for which the total (two way) time delay is 280 ms,
found by dividing twice the path length by the velocity of light. For transmission
involving two way information exchange, such as a telephone conversation, that will

S
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163o

6.37Mm

17.4o

N

81.5 °

81.5 °
163 °

6.37 Mm

6.37tan–181.5° = 42.62Mm

17.4 ° 

Fig. 6.9 Geometry of geostationary satellite communications
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give a delay of about a half a second. If, for some reason, echoes occur in the system
they will happen, therefore, a half a second behind the message that is transmitted.

6.2.2 Link Power Calculations

Figure 6.10 shows the essential signal and noise power considerations when a satel-
lite takes the place of a terrestrial repeater in a microwave communications system.
Two carrier to noise ratios are shown: that for the up-link, CNRu, and that for the
down-link, CNRd.

For the up-link we can see

P1(dBm) = Pt(dBm)+Gt(dBi)+Gsr(dBi)−Lu(dB)
= EIRPt(dBm)+Gsr(dBi)−Lu(dB)

and

N1 = k(Ts +Te)B = kT ′
e B ≡ 10log(kT ′

e B)dB

so that

CNRu(dB) = EIRPt(dBm)+Gsr(dBi)−Lu(dB)−10log(kT ′
e B)

Pt

Gt

Pr

Gr

Gs

P1 P2

Te

Gsr GstN1 N2

Ts

Lu uplink FSPL downlink FSPL Ld

satellite transponder

CNRd

CNRu

Gs Te

Fig. 6.10 Link power variables for satellite link
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This equation can be re-written

CNRu(dB) = EIRPt(dBm)+Gsr(dBi)−Lu(dB)−10log(T ′
e )−10logkB

= EIRPt(dBm)−Lu(dB)−10logkB+10log(Gsr
/

T ′
e )

= EIRPt(dBm)−Lu(dB)−10logkB+Gsr
/

T ′
e (dBK−1)

The last term in this expression is the ratio of antenna gain to the total equiva-
lent input noise temperature of the satellite receiver. It is referred to as the receiver
figure of merit or G-to-T ratio. For a given transmitter power, bandwidth and al-
titude it is the receiver G-to-T ratio that determines the quality of the received
signal.

If for example

Pt = 1kW = 30dBW carrier frequency = 6GHz

Gt = 53dBi, bandwidth = 35MHz

(so that EIRPt = 83dBW) T ′
e = 580K, Gsr = 19dB

then Lu = 199dB for a distance of 35,870 km.

also 10 logkB = −153dB

and Gsr/T ′
e = −8.6dBK−1

giving CNRu = 83+153−8.6−199 = 28.4dB

which would probably be a bit small since little fade margin is possible.
Now consider the down link. The power and noise outputs from the satellite

transponder at the terminals of its transmitting antenna are

P2(dBm) = Gs(dB)+P1(dBm)
N2(dBm) = Gs(dB)+N1(dBm)

so that the power and noise at the terminals of the ground receiving antenna are

Pr(dBm) = P2(dBm)+Gst(dBi)+Gr(dBi)−Ld(dB)
= EIRP2(dBm)+Gr(dBi)−Ld(dB)

Nd(dBm) = N2(dBm)+Gst(dBi)+Gr(dBi)−Ld(dB)

Further noise is added to the received signal as a result of the receive antenna noise
temperature and the equivalent input noise temperature of the receiver itself, so that

Nr(mW) = Nd(mW)+ kTaB(mW)

in which Ta accounts for the receiver and antenna noise. Since the noise components
are additive the last expression is not in dB form. Thus the down-link carrier to noise
ratio at the receiver is given by the non-dB expression
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CNRd =
EIRP2GrL

−1
d

N2GstGrL
−1
d + kTaB

Inverting this expression gives

CNR−1
d =

N2

P2
+

kTaB

EIRP2GrL
−1
d

=
GsN1

GsP1
+

kTaB

EIRP2GrL
−1
d

=
kT ′

e B
P1

+
kTaB

EIRP2GrL
−1
d

The first term in this last expression is the reciprocal of the up-link carrier to noise
ratio (i.e. the noise to carrier ratio) and the second accounts for the degradation in
carrier to noise ratio caused by ground receiver noise. Clearly the degradation in
carrier to noise ratio needs be kept to a minimum. Writing the reciprocal of the last
term as

Ψ =
EIRP2GrL

−1
d

kTaB

we have

Ψ(dB) = EIRP2(dB)+Gr

/
Ta(dBK−1)− kB(dB)−Ld(dB)

in which it is seen that maximising the receiver G-to-T ratio is again an important
parameter to maintain good carrier to noise ratio on reception. In the down-link it
is more important since the EIRP of the satellite will be limited because of weight
restrictions.

6.3 The Propagation Aspects of Cellular Radio

For a mobile radio system, particularly carrying telephony and other consumer ser-
vices, the major requirement is to support many users in a common geographi-
cal region without them interfering with each other. That involves what is some-
times called “frequency re-use” in which the same set of carrier frequencies is used
but separated geographically so that likely interference is minimised. This can be
achieved by arranging the spatial domain into a set of cells, nominally hexagonally
shaped, each of which has its own available set of carrier frequencies. The set of
cells forms a cluster. Clusters are repeated spatially and the carrier frequencies are
re-used in each cluster. The transmitter power from a base station located at the cen-
tre of each cell is kept sufficiently small that the signal should not interfere with that
from the “same” cell in an adjacent cluster.
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Fig. 6.11 Essential elements of a cellular telephone network

A repeating cluster of cells is shown in Fig. 6.11. Generally there are 4, 7 or
12 cells per cluster. The base station at the centre of each cell acts as a transmitter
and a receiver for all users currently in the cell. Each base station is connected to
a mobile switching centre (MSC) which is itself connected to other MSCs and the
public switched telephone network (PSTN).

We can now calculate the level of carrier interference likely to be experienced as
a result of frequency re-use. The worst case will be for a user at the edge of a cell
receiving a signal from the same cell of an adjacent cluster (interference) when it is
also receiving a signal from the base station in its own cell (signal). This is called
co-channel interference. From the geometry identified in Fig. 6.12 we can see that
the distances of the receiver to the intended and interfering base stations respectively
can be shown for an N cell cluster to be

d1 ≈ r

d2 ≈ r
(√

3N −1
)
≈ 3.6r for N = 7

The level of co-channel interference will depend upon the propagation mechanism
that leads to the reduction of both the signal and the interference at the receiver.
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Fig. 6.12 Geometry for calculating co-channel interference

Mobile telephony services operate at carrier frequencies of the order of 1 GHz,
so that the propagation mechanism is line-of-sight space wave; reflections from and
diffraction around obstacles, including buildings in cities, will often allow the signal
to be received in shadow zones.

If, for simplicity, we assume that the signal reaches the receiver from both base
stations involving the classical case of a direct and single ground reflected ray then
the received signal strength will fall off with the square of distance, and the received
power by the fourth power of distance. Therefore the ratio of the power from the
interferer (P2) and the local base station (P1) will be

P2

P1
=

r4

(3.6r)4 =
1

168
≡−22dB

With the complex multi-path situation that might be experienced in an urban region
the dependence of power on distance is taken to be between the inverse third and
inverse fourth power. Also, the situation just considered ignores interference from
similar cells in other clusters still; when combined these can degrade the co-channel
interference by several dB.

6.4 Mobile Wireless Systems

A great number of modern wireless telecommunications systems are mobile, in the
sense that they are either hand carried (as in mobile or cell phones, or personal data
assistants) or they are mounted in vehicles (such as mobile phones, FM radios and
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navigation systems). Most of those services operate in the VHF and UHF bands, typ-
ically with frequencies around 100 MHz for FM radio and 900 MHz to 2.4 GHz for
cell phones, PDAs and Bluetooth-like operation. As a consequence, the propagation
mechanism is the space wave and is subject to interference of direct and any (or
often many) reflected paths that transfer energy from the transmitter to the receiver.

Figure 4.3 illustrates the type of interference that can occur and how it depends
on distance between the transmitter and receiver. In a mobile system, of course, that
distance will vary with time, so that the received field strength can vary profoundly
with time, with the service likely to fade, both rapidly and with a longer term cycle.

The situation depicted in Fig. 4.3, is very idealised, in that it represent the case
of a single ground reflected ray. Most mobile systems encounter many and varied
reflections; sometimes reception may not involve a direct ray at all since the receiver
may be out of line of sight of the transmitter. That is particularly the case with recep-
tion in urban regions; that reception is possible at all depends upon many reflected
paths. A simple depiction of a mobile situation is shown in Fig. 6.13, in which both
reflection and diffraction are shown as important receiving mechanisms.

To illustrate the complexity of the received signal in such situations Fig. 6.14
shows the received signal with one, two and three reflected rays, along with the di-
rect path. As noted there is significant interference in all cases, making the situation
in practice difficult to predict, especially when the number of pathways is large,
unknown and time-varying.

In principle, the received signal will be a (phasor) sum of the form

Er = ∑
n

En(d)e− jφn(d)

in which the phase angles φn are effectively randomly distributed and time vary-
ing (because d varies with motion); they also depend on the nature of the reflection
coefficients at the surfaces encountered at each reflection (see Sect. 7.4). The indi-
vidual ray amplitudes En are also random and again vary according to distance (and

Fig. 6.13 Illustrations of typical propagation pathways in mobile telephony; in reality there can be
reflections from many other buildings, other vehicles and even trees and people
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thus time in a mobile system) and with surface reflection coefficient. The number of
interfering rays, n, can also vary as paths drop in and out. Because of these factors it
is difficult to model any reasonable practical system. Consequently, the statistics of
the received signal, particularly in an urban region, are usually measured by driving
a vehicle-mounted receiver through a city and recording the received field strength.
Signals received in the absence of a direct ray are observed to have a Rayleigh dis-
tribution whereas, if a direct path is present such that that ray dominates reception,
the distribution changes to Rician.1

A final practical point to note is that even though the average received signal
strength seen in Figs. 4.3 and 6.13 falls in an inverse distance fashion with distance,
the user of such a system is largely unaware of that fact because receiver systems
incorporate a degree of automatic gain control (AGC). AGC adjusts the receiver
output signal up and down with decreases and increases in RF reception level. On
the average therefore the signal perceived by the user does not increase or decrease
in level, but does suffer drop-out with the deep fades evident in the figures since the
AGC does not respond to such short term and major drops in signal strength.

Problems

6.1. Discuss the causes of fading in open microwave communications systems and
means for minimising their effect on received signals.

6.2. Why is G/T such an important figure of merit in a satellite communications
system?

6.3. At high latitudes geosynchronous communications satellites are of limited
value. Why is that and what is the solution to this problem in order to provide reli-
able satellite communications?

6.4. Assuming that the interfering signals add incoherently, so that their field strength
magnitudes can simply be added, determine the co-channel interference in a 7 cell

Fig. 6.14 Received signal strength for a transmitting antenna of height 10 m, a receiving antenna
of height 2 m, a transmitter power of 2 W, a transmitting antenna gain of 2.23 dBi and an isotropic
receiving antenna, with an operating wavelength of 15 cm: (a) the situation with the direct ray and
a single ground reflected ray; (b) the received signal when a second reflected path is added in which
the effective transmitter height for that path is 9 m and the receiver height is 1 m – such as might
happen with a second reflection from the top of a low structure in the path, such as another vehicle;
(c) the received signal when a third reflecting path is added, such as from a nearby building in which
the “equivalent” transmitter and receiver heights for the third path are 40 m and 30 m respectively

1 A detailed discussion of the statistics of space wave signals can be found in H.L. Bertoni, Radio
Propagation for Modern Wireless Systems, NJ, Prentice Hall, 2000.
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cluster cellular radio system such as that shown in Fig. 6.12, but in which the inter-
ference comes from all nearest clusters. This requires you to work out how many
clusters are immediately adjacent to the cluster of interest.

6.5. Passive reflectors in an open microwave repeater system are generally more
effective when they are closer to one of the active repeaters. Why would that be
the case?

6.6. Is diversity reception likely to be required over rough terrain between microwave
repeaters?

6.7. What are the comparative advantages of microwave radio repeater systems and
optical fibres for broadband trunk applications?



Chapter 7
The Effect of Materials on Propagation

7.1 Background

The mechanisms for propagation in the various frequency ranges outlined in the
previous chapters, with a few exceptions, take little account of the properties of
the various materials that interact with the passage of radio wave energy. We have
looked at the effect of atmospheric refraction, attenuation resulting from atmo-
spheric constituents and rainfall, and the presence of obstacles in the propagation
path. It is now important to look at environmental effects in more detail particularly
at the frequencies used by services such wireless networking. In those cases, the
fact that the services are often mobile and operate close to environmental features
such as walls, trees and buildings means that some of the more quantitative results
we examined, particularly for space wave propagation, need to be qualified by a
knowledge of matter-wave interaction. It is the purpose of this chapter to look at the
electrical properties of materials so that such an appreciation can be developed.

Essentially, there are two considerations: the material properties themselves and
how those properties combine with the geometric nature of the domain to influence
the propagation of radiation.

The three material properties of importance are:

conductivity σ Sm−1

dielectric constant εr dimensionless
relative permeability μr dimensionless

Conductivity describes the tendency for a material to absorb energy from a prop-
agating wave via conversion to heat. Dielectric constant describes how the elec-
trical properties of a medium, represented by the electrons in orbit around their
parent atoms and the rotation and vibration resulting from the polar nature of some
molecules, influence the passage of a wave. In a similar manner relative permeabil-
ity describes the influence of the medium on the wave resulting from its magnetic
properties. Most media in which we are interested are non-magnetic so we can as-
sume μr = 1 in all cases; as a result we can focus our attention on conductivity and
dielectric constant.

87
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Conductivity and dielectric constant affect electromagnetic energy because of
their influence on the propagation parameters of a medium and their discontinuities
at interfaces. The medium’s parameters are ideally summarised in the propagation
constant. Interface effects are summarised in so-called reflection coefficients or, in
some cases, by scattering coefficients if the interfaces are irregular on the scale
of a wavelength. A medium’s bulk properties are affected by inhomogeneities in
dielectric constant and conductivity which, in turn, influence radio waves. We will
consider the ideal situations first and then come back to the case of rough surfaces
and inhomogeneous media.

7.2 Propagation in Homogeneous Media

The electric field of a wave travelling in a homogeneous medium can be repre-
sented as

E = Eoe jωt−γz

in which γ is the propagation constant given, for non-magnetic media, by

γ 2 = jωμoσ −ω2μoε (7.1)

The accompanying magnetic field (see Fig. 1.3) has the same propagation constant.
Since the square of the propagation constant is complex, the propagation constant
itself, in general, is also complex:

γ = α + jβ (7.2)

in which α is called the attenuation constant; it is usually expressed in dBm−1

although when calculated from (7.1) its raw units are nepers per metre (Npm−1).
We can convert Npm−1 to dBm−1 by

dBm−1 = 8.686Npm−1

β is the phase constant expressed in rad.m−1. Using (7.2) the expression for the
propagating electric field can be written

E = Eoe−αze j(ωt−β z)

showing that a non-zero attenuation constant means that the strength of the field (and
thus the available power density) diminishes with distance travelled in the medium.
Likewise, the phase of the field changes with propagation in the medium.

We can use this last expression to demonstrate that the wave travels. First, assume
it is lossless so that α = 0. The phase term is

θ = ωt −β z
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Suppose we now lock ourselves on to a point of constant phase and see if, and how
quickly, we move much as a surf board rider, sitting at a particular position on a
water wave, gets carried forward by the wave. Thus θ is constant and we have

z =
ω
β

t −a

where a is a constant. Thus there is a linear relationship between position and time,
linked by the (phase) velocity ω/β .

Return now to (7.1) and re-write it as

γ 2 = −ω2μoε
(

1− jωμoσ
ω2μoε

)

= −ω2μoεoεr

(
1− jσ

ωεoεr

)

= −ω2μoεo

(
εr −

jσ
ωεo

)
= −ω2μoεoε∗r (7.3)

in which ε∗r is said to be the complex dielectric constant of the medium through
which the wave travels. Conventionally, the complex dielectric constant is written

ε∗r = ε ′r − jε ′′r

in which it can be seen that its real part is the ordinary dielectric constant of the
medium and its imaginary part is directly related to the medium’s conductivity
(and thus loss) through σ/

ωεo
.1 If the conductivity of the medium is negligible, i.e.

σ → 0 then ε∗r = εr (real) and γ 2 = −ω2 με , giving α = 0 in (7.2) and

β = ω
√

μoε, ε = εrεo

showing that the wave will travel without attenuation in the medium and will incur
only a phase change. The medium is then called lossless.

If we recall from (1.8) that
√μoεo = 1/

c , then

β =
ω
c

√
εr =

ωn
c

(7.4)

where n is the refractive index of the lossless medium. Using the definition of phase
velocity in (3.7) – which applies in general, and not just for the case of ionospheric
propagation – then the phase velocity in a non-conducting (i.e. lossless) medium is

1 The real situation is more subtle than that portrayed here because of the actual behaviour of
dielectrics in response to an alternating electric field. The conductivity term used in our equations
describes the ohmic losses of the medium as the result of lattice collisions of free carriers. There
are also losses in the dielectric itself resulting from damping of the polarisation response of the
material. That is discussed in Sect. 7.3 following.
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vphase =
ω
β

=
c
n

showing that the phase velocity of the radiation is slower than the speed of light if
the refractive index of the medium is greater than unity. Similarly, using (3.9), the
group velocity in the medium – i.e. the velocity with which any modulation of the
radiation will travel – is given by

vgroup =
∂ω
∂β

=
c
n

which is constant and equal in value to the phase velocity for this lossless medium.
Therefore all frequency components of the signal carried by the radiation (i.e. any
side bands and carrier) travel with the same velocity so that the signal stays intact –
in other words there is no dispersion and thus no distortion of the signal.

Consider now the other extreme, in which the medium is highly conducting so
that jσ

ωεo
� εr in (7.3), giving

ε∗r = − jσ
ωε0

and

γ 2 = jωμoσ

so that

γ = (1+ j)
√

ωμoσ
2

Thus the attenuation coefficient in highly conducting media (such as sea water) is

α =
√

ωμoσ
2

(7.5)

which increases as the square root of operating frequency; as a consequence better
transmission is possible at lower frequencies. Likewise the phase constant for highly
conducting media is

β =
√

ωμoσ
2

(7.6)

Given that we do not now have a linear relationship between ω and β the group
and phase velocities will be different and the medium will be dispersive. This can
be observed conveniently by plotting the relationship in what is called an ω − β
diagram, as shown in Fig. 7.1. From their definitions, we can see that phase velocity
is given by the slope of the line drawn from the origin to a point on the curve at a
frequency of operation, while group velocity is the instantaneous slope of the curve
at that frequency.
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Fig. 7.1 Omega-beta diagram
for a conducting medium

omega

beta

slope of this line is
the phase velocity

slope of this line is
the group velocity

We have looked at the extremes of ideally lossless media and highly conduct-
ing media in the cases just treated. Of course, more generally real media are both
conducting and dielectric. To develop a concept of how their behaviours may be
considered return to (7.1) and re-write it as

γ 2 = jωμoσ −ω2μoε = −ω2μoε(1− j
σ

ωε
)

from which we can see that if

σ
ωε � 1 a medium behaves like a conductor

σ
ωε � 1 a medium behaves like a dielectric

In between, say,
0.01 < σ

ωε < 100 a medium is said to be a quasi-conductor and analysis requires
use of (7.1) in its full form.

Thus frequency determines whether a material acts like a conductor or a dielec-
tric. Consider sea water as an example. If we assume it has a dielectric constant of
80, and a conductivity of 4Sm−1, then at 1 MHz we have

σ
ωε = 4/(2π × 106 × 80 × 8.85 × 10−12) = 899, which means it behaves as a

conductor at MF and below.
However, at 100 GHz we have
σ

ωε = 4/(2π×1011 ×80×8.85×10−12) = 0.009, which means it behaves like a
dielectric at EHF.
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7.3 Frequency Dependence of Material Properties

It is important now to return to a consideration of the material properties σ and εr.
The previous discussion treats them as though they are constants. Unfortunately, that
is not the case; at minimum they are functions of frequency. Consider water, as an
example. At microwave frequencies it has a dielectric constant of about 80, giving
a refractive index of about 9. However, at light frequencies, its refractive index is
about 1.33! To see why there is such a difference it is necessary to understand a little
about the physical basis for permittivity (or dielectric constant, or refractive index).

In a conductor the electrons are only loosely bound to their parent atoms and
can migrate through the material if an electric field is applied. Their collisions with
atomic sites is what defines the resistivity, and thus the conductivity, of the ma-
terial. Conductivity can be a strong function of temperature but is often regarded
as not strongly dependent on frequency for the ranges of interest in radio wave
applications.

In a perfect insulator or dielectric electron migration cannot occur (unless the
field is so strong that dielectric breakdown is caused) although the electron clouds
will be shifted about their respective nuclei as a result of the applied field. That is
called polarisation. If the field is alternating, as in the case of a radio wave travel-
ling through the medium, then the electron cloud, in principle, oscillates about the
nucleus in synchronism with the field. In addition, if the medium is composed of
polarised molecules then those molecules can vibrate and, if free as in the case of
water, can even rotate in sympathy with the field. If they are rigidly bound, such as
in ice crystals, then they are unable to rotate.

The responses of the molecules and atoms to the incident field gives rise to a
field resulting from their own charge separations. Therefore the actual field in the
dielectric is a combination of the applied and induced fields.2 It is this influence on
the applied field that leads to the concept of permittivity. Essentially, the higher the
permittivity (and thus dielectric constant) the greater the effect the material has on
the field, and properties such as its phase velocity. It is instructive to consider this
further with water.

As depicted in Fig. 7.2, the water molecule has three responses to an incident
alternating electric field: the electrons can oscillate about their nucleus, the molecule
can flex or vibrate and the molecule can rotate. In principle, all three mechanisms
are present together.

Imagine now that the frequency of the electric field is low. Then the water
molecules can easily rotate with the alternations of the field vector and thus in-
fluence the wave. As frequency is increased the molecules keep up until such a
frequency is encountered that the molecules’ inertia will not allow them to rotate
quickly enough to influence the field. However, the polar molecules still vibrate;
their positive and negative ends are pushed in and pulled out in unison with the

2 This total field is complicated to determine, but for which see J.R. Reitz and F.J. Milford, Foun-
dations of Electromagnetic Theory, Addison-Wesley, Mass., 1962 or J.D. Kraus, Electromagnetics,
5th ed., McGraw-Hill, New York, 1999.
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Fig. 7.2 Depicting the water
molecule as polar as a result
of the concentration of the
electron orbitals towards
the oxygen atom (a) and
its rotational (b) vibrational
(c) and electron displacement
(d) responses to an applied
electric field vector
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applied field. This is a more agile response than rotation at lower frequencies and
thus, while the molecules still have an influence on the field, it is not as great as
the rotational effect. Ultimately, the frequency can be so high that the vibrations
cannot keep up with the field. All that is left to respond is the clouds of electrons
around each of the constituent atoms. Although not negligible, that is a very small
effect in contrast to the other two. If the frequency is made extremely high – well
out beyond visible light – even the clouds of electrons can’t respond and thus the
medium ceases having an effect on the wave. Then the dielectric behaviour is at
its lowest – equivalent to that of a vacuum – so that the dielectric constant of the
medium approaches unity.

There are losses associated with each the mechanisms in Fig. 7.2 that attempt
to dampen the responses. Therefore, even though there may be no free electrons to
give rise to the classical concept of conductivity, there are nevertheless losses that
can be described by an equivalent conductivity for the dielectric. Generally this is
written in the form of a complex permittivity in which the imaginary component
summarises the lossiness of the pure dielectric material:

ε∗ = ε ′ − jε ′′

Substituting this last expression into (7.1), which applies to a medium with both
conducting and dielectric properties, we have

γ 2 = jωμo(σ +ωε ′′)−ω2μoε ′

which we can write

γ 2 = −ω2μ0

(
ε ′ − j(σ +ωε ′′)

ω

)
= −ω2μ0ε∗

in which

ε∗ = ε ′ − j(σ +ωε ′′)
ω
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is the complex permittivity of the combined conductive and dielectric medium.
Sometimes the loss tangent is defined

tanδ =
σ +ωε ′′

ωε ′

which for non-conducting media is

tanδ =
ε ′′

ε ′

This is a property of all dielectrics.
The mechanisms just described are summarised in Fig. 7.3. While we have dis-

cussed them in the context of water, they essentially apply to any material that
exhibits a polar molecular form. Note that there are three distinct resonances corre-
sponding to the cessations of each mechanism at which the ideal dielectric appears
abnormally lossy.

We can now see why the dielectric constant of water can vary over such extreme
values. At microwave frequencies we have not encountered even the first of the
transitions in Fig. 7.3. The water molecules can keep up with the field and have a
significant influence on it, leading to a high dielectric constant. At the frequency of
visible light the rotational response has ceased and the dielectric constant is now
dominated by the vibrational response of the molecule itself and the electron cloud;
it is therefore much smaller.

In the natural environment water is interesting since its dielectric constant is so
high. Table 7.1 shows indicative dielectric constants of a number of materials that
might be encountered in free space radio wave propagation.3 The most notable fea-
ture is how low those values are compared with water (because of its highly po-
larised molecules). As a result, any moisture content will play a significant role on
a material’s interaction with electromagnetic energy. For example, Fig. 7.4 shows

real part

imaginary part

radio waves infrared visible ultraviolet

rotational response dominant

vibrational response dominant

electronic response

Fig. 7.3 Behaviour of the complex dielectric constant as a function of frequency

3 Many studies of the complex dielectric constants of a range of materials can be found through
web searching, which should be used to find reasonably accurate values under those conditions and
frequencies of interest.
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Table 7.1 Typical dielectric constants for some non-conducting materials

Material Dielectric Constant Loss Tangent

Window Glass 4.0 0.0008 at 1 MHz
0.0012 at 100 MHz

Neoprene 5.7 0.095 at 1 MHz

Wood 1.8 0.027 at 3 GHz

Concrete 7 0.12 at 1 GHz

Plywood 2.7 0.18 at 2 GHz

Styrofoam 1.15 ∼ 0

Dry Brick 4 0.025 at 3 GHz

Polystyrene 2.55 0.0003 at 10 GHz

Dry Sand 2.5 0.004 at 10 GHz

Nylon 3.14 0.011 at 10 GHz

Distilled Water 80 0.2 at 10 GHz

Ice 3.2 0.00091 at 3 GHz

Snow 1.4 0.0018 at 3 GHz

30
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10

20% 40%30%

εr′

εr″

dielectric
constant

volumetric water content

Fig. 7.4 The effect of moisture content on the complex dielectric constant of sand at 1.4 GHz.
Based on J.R. Wang, The dielectric properties of soil-water mixtures at microwave frequencies,
Radio Science, Vol. 15, No. 5, 1980, pp. 997–985
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the striking effect of water content on the complex dielectric constant of sand. Any
propagation path involving a soil surface, such as a ground reflected wave in space
wave propagation, will be influenced by recent rainfall, and in the extreme when dry
ground is replaced by flood waters.

Finally, note that the dielectric constants summarised in Table 7.1 are for the sorts
of materials that might be encountered environmentally and are not indicative of the
very high values for materials such as those used for dielectrics in capacitors.

7.4 Interactions with Ideal Interfaces

We now turn our attention to what happens when a wave encounters the interface be-
tween two media. In particular, we examine first an air-medium boundary for which
part (or indeed all) of the wave may be reflected. Such a situation is encountered for
the reflected pathways in space wave propagation.

Figure 7.5 shows the situation in outline, using rays to represent the passage of an
electromagnetic field. The incident signal has a component that is transmitted into
the medium (and refracted according to Snell’s Law of Refraction) and a component
that is reflected according to the Law of Reflection.

Assuming that the medium on one side of the interface is free space (as a good
approximation to air) then the reflected wave travels without loss. However, the
component transmitted into the medium will undergo attenuation (and most likely
dispersion) as treated in the previous section.

At the interface, the transmitted and reflected fields are related to the incident
fields through transmission and refection coefficients τ and ρ:

Etransmitted

Eincident
= τ

Ereflected

Eincident
= ρ

Those coefficients are functions of the material properties either side of the in-
terface. They are also functions of the polarisation of the radiation. In Chap. 1 we

Medium 1 (σ1, εr1) Medium 2 (σ2, εr2)

reflected wave

incident wave

transmitted
(refracted wave)

field intensity diminishes with
distance travelled into the
medium according to e–α z

θt

θi
E vector for

perpendicular polarisation

E vector for
parallel polarisation

Fig. 7.5 The reflected and transmitted components of a wave incident on an interface
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described polarisation as vertical or horizontal, by reference to the orientation of
the electric field vector with the earth’s surface. Polarisation can also be circular
or elliptical, in which the field vectors rotate in transmission, but that situation is
less common than the two linear forms of polarisation and so is not considered fur-
ther here.

However, we do need to be a little more precise in how we describe linear polar-
isation. Recalling that the electric (and magnetic) field vector is orthogonal to the
direction of propagation, the electric field will be (or can be resolved into compo-
nents) either parallel to the interface or perpendicular to the incident ray, as shown
in Fig. 7.5. We call these respectively parallel or perpendicular polarisation. If the
interface were the earth’s surface then parallel polarisation is the same as horizontal
polarisation. However, vertical polarisation will only be the same as perpendicular
polarisation when the ray is travelling parallel to the interface (the earth’s surface).

For perpendicular polarisation the reflection and transmission coefficients are
given by4

ρ⊥ =
Z2 cosθi −Z1 cosθt

Z2 cosθi +Z1 cosθt
(7.7a)

τ⊥ = 1+ρ⊥ (7.7b)

while for parallel polarisation they are given by

ρ// =
Z2 cosθt −Z1 cosθi

Z1 cosθi +Z2 cosθt
(7.8a)

τ//
cosθt

cosθi
=

(
1+ρ//

)
(7.8b)

Z1 and Z2 are the wave impedances of the media, defined for non-magnetic ma-
terials by

Z =
jωμo

γ
(7.9)

For lossless media, in which σ = 0, (7.1) and (7.9) show

Z =
jωμo

jω√μoε
=

√
μo

ε

which in free space (ε = εo) has the value Zo =
√

μo
εo

= 377Ω.

Return now to the case of Fig. 7.5. If both media are non-conducting (i.e. loss-
less), medium 1 is free space with a unity dielectric constant, and medium 2 has a
dielectric constant of ε2r, then the reflection coefficients become

4 For details and derivations see J.D. Kraus, Electromagnetics, 5th ed., McGraw-Hill, New York,
1999.
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ρ⊥ =
cosθi −

√
εr2 − sin2 θi

cosθi +
√

εr2 − sin2 θi

(7.10)

ρ// =
−εr2 cosθi +

√
εr2 − sin2 θi

εr2 cosθi +
√

εr2 − sin2 θi

(7.11)

If, on the other hand, medium 2 is conducting so that γ = (1+ j)
√

ωμoσ
2 then
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Fig. 7.6 Magnitudes of the perpendicular (a) and parallel (b) reflection coefficients at an interface
between free space (nominally air) and media with the dielectric constants indicated
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Z2 =
jωμo

γ
= (1+ j)

√
ωμo

2σ

If the medium is highly conducting, so that σ → ∞, then Z2 → 0, which leads to

ρ⊥ = ρ// = −1

Thus the whole field is reflected, as would be expected, with a 180◦ phase change.
Now return to an air to dielectric medium interface as described by (7.10) and

(7.11). Unless ε2r = 1, in which case there is no interface, the perpendicular po-
larisation reflection coefficient cannot be zero. However, from (7.11) the parallel
polarisation reflection coefficient can be zero if

−εr2 cosθi +
√

εr2 − sin2 θi = 0

which requires

θi = sin−1
√

ε2r

1+ ε2r
(7.12)

which is perfectly achievable. Thus there is a particular angle for which there is no
reflection and all the field is transmitted across the boundary. That angle is called
the Brewster Angle.

Figure 7.6 shows graphs of the reflection coefficients at an air-dielectric interface,
illustrating their dependence on the dielectric constant of the medium and the angle
of incidence. The Brewster Angle is evident in the parallel polarisation case.

7.5 Reflection from Rough Surfaces

The surfaces encountered in practice are not ideally smooth, as implied in the pre-
vious section. Rather they exhibit roughness on varying scales. Whether the rough-
ness affects the reflection of an electric field according to the formulas given above
depends upon the scales of the roughness compared with the wavelength of the ra-
diation. It also depends upon the angle of incidence measured with respect to the
surface normal θi with which the radiation encounters the surface. A surface is gen-
erally thought to act as if it were smooth if its vertical height variation h satisfies the
Rayleigh criterion

h <
λ

8cosθi
(7.13)

Fortunately, many of the manufactured surfaces encountered by most radio wave
services will appear moderately smooth under this criterion and thus the results of
the previous section can be used in analysis. For example at 2.4 GHz the wavelength
is 12.5 cm. The worst case is for vertical incidence for which the surface would need
to be smoother than about 1.5 cm for the material of the previous section to apply.
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Most 2.4 GHz services (Bluetooth, PDAs and similar) are short range and often
indoors so such an assumption is plausible. At 1 GHz, which is typical of mobile
telephony, the worst case (vertical incidence) is 3.75 cm. While many manufactured
surfaces would exhibit variations of these orders over several tens of metres, it is
unlikely that those variations would occur on the much shorter spatial scale over
which the incident wavefront is assumed to be plane.

One significant exception to the above will be natural surfaces such as soils,
grassland and other than placid water bodies, all of which are important when
analysing the space wave with a ground reflected component.

The roughness of a surface influences the reflected wave in several ways. First,
the reflected energy is no longer just in the direction described by the Law of Re-
flection (the so-called specular direction). Instead it tends to be scattered over a
range of angles. If the surface is only slightly rough the reflection will be predom-
inantly in the specular direction; as the scale of the roughness increases the energy
increasingly scatters in all directions, including out of the plane of the geometry of
Fig. 7.5. As a result the outgoing wave is referred to as a scattered, instead of a re-
flected, wave. Thus, the energy in the specular direction is reduced below the ideal
value. This is particularly significant in the case of ground or other reflections for
the space wave of Chap. 4. It also means that surfaces such as the walls of buildings,
if sufficiently rough, will make signals available to receivers in a number of different
directions. That is important in mobile telephony.

A second, less obvious, effect of surface roughness is that it depolarises the sig-
nal. That is, the scattered field can have a plane of polarisation different from that of
the incident wave. Indeed the scattered wave will have both vertical and horizontal
components.

Thirdly, if there is a significant transmitted wave – i.e. the rough interface is
dielectric – then the transmitted wave will also be depolarised and scatter around
the ray defined by Snell’s Law of Refraction.

Describing the relationship among incident, reflected and transmitted signals
across rough interfaces is not simple because the scale and nature of the roughness
are not known precisely. Instead, a number of approximate models are used. The
first assumes that the surface is so rough that the “reflected” signal is scattered in all
directions. Such a surface is often referred to as Lambertian, and is exemplified well
by most natural surfaces at optical wavelengths – that is why we see most surfaces
in a room as equally bright in all directions. Occasionally, there will be a specular
(mirror-like) component, although for ideally rough surfaces that will not occur.

Lambertian scattering is best described by the scattering of power density rather
than field, and can be represented by

ps = pi
ρ2

π
cosθs (7.14)

in which ps and pi are the scattered and incident power densities, ρ is the surface
reflection coefficient and θs is the scattering angle at which the power density is of
interest.
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Specular reflection from very smooth surfaces, able to be characterised by the
material of Sect. 7.4, and the Lambertian scattering just considered, can be re-
garded as the opposite extremes of scattering from real surfaces – i.e. the extremes
of smoothness and roughness respectively. For intermediate scales of roughness the
situation is much more complex to model, particularly if properties such as polarisa-
tion rotation are of interest. However, a very simple model sometimes used involves
a straightforward modification of the specular reflection coefficient to make it expo-
nentially decaying with scale of roughness, to give:

ρef f = ρ exp[(−2πσλ−1 cosθi)2] (7.15)

in which σ is the standard deviation of surface roughness. As expected this shows
a reduction in the reflection coefficient at higher frequencies and larger scales of
roughness. This is a well known model that is good for both horizontal and vertical
polarisation; known as the Physical Optics model it’s major limitation is a slightly
inaccurate prediction of the Brewster angle for parallel polarisation.

Note that (7.15) describes the (reduced) reflection in the specular direction. It
does not describe the accompanying field that is scattered diffusely about that direc-
tion, although we can say that the proportion of power density scattered away from
the specular direction is (1−ρ2

eff).

7.6 Transmission Through Media

Based on the representation in Fig. 7.5 it would seem that transmission through in-
tervening media, such as a wall or forest, is simply a matter of determining how
much field (or power density) crosses the interface and then noting how that dimin-
ishes with distance as a result of the attenuating properties of the medium. However
the situation is complicated by the possibility of multiple reflections if a second in-
terface is present, as it will be for a wall. The situation can be handled effectively
using transmission line theory by regarding each of the three media as having their
own characteristic impedances and computing the net signal that gets reflected and
that which gets transmitted. Usually, unless a fairly precise analysis is required, we
often just concern ourselves with the bulk attenuating properties of the medium, in
the knowledge that the transmitted signal will be reduced further through reflection
(or perhaps properly called insertion) loss. The loss of signal via reflection at the di-
electric interface can be greater than that resulting from absorption in the medium,
particularly if the medium has a reasonably high dielectric constant and low con-
ductivity.

Table 7.2 gives the ohmic conductivities for a range of materials likely to be
encountered in radio wave applications. To find the corresponding attenuation co-
efficient in the medium the material properties need to be substituted into (7.1) and
the real part of the resulting complex expression found.
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Table 7.2 Conductivities of common media at microwave frequencies

Material Conductivity Sm−1

Dry soil 0.00001

Sea water 4

Fresh water 0.01

Polystyrene ∼ 10−16

Glass ∼ 10−12

There will also be dielectric loss in natural media resulting from the imaginary
part of the dielectric constant treated in Sect. 7.3. Assuming that the ohmic conduc-
tivity σ is negligible we can use the data from Fig. 7.4 and the definition of complex
permittivity to show that the attenuation in dry sand at 1.4GHz is about 1.5dBm−1,
whereas for sand with a 30% volumetric moisture content the value increases to
about 45dBm−1.

Finally, a comment on transmission through heterogeneous dielectric media is
important in the context of wireless communication at microwave frequencies. A
forest essentially is a dielectric mixture of air (free space) and vegetative matter.
The latter consists of trunks, branches, twigs and foliage. As a result, when a wave-
front is incident on a forest stand there will be reflections at each air-leaf, air-branch,
etc. interface resulting in scattering and thus loss of signal in the transmitted direc-
tion. In addition, the energy that does penetrate the leaves and branches (and trunks)
themselves will be subject to attenuation through absorption. The situation is thus
particularly complex to understand theoretically, although certain fairly crude mod-
els of the electromagnetic scattering properties of forests have been devised. It is
perhaps best in practice to seek empirical models based on experiments.

The situation is further complicated, for dense forest stands, by the possibility
for waves to be guided above the canopy, and for diffraction around sharp tree tran-
sitions to occur.

It can be assumed that losses in forests will be worse at higher frequencies.

7.7 Propagation in Tunnels

Unless special measures are taken to carry radio waves inside, signals can fade as a
vehicle carrying a receiver moves into a tunnel, especially if it has highly conducting
walls. Long wavelength signals are more likely to be affected; those with shorter
wavelengths can often propagate effectively inside a tunnel. The effect is most stark
in the contrast between broadcast AM reception, which fades badly in most tunnels,
and FM radio reception which does not.

Analysis of the situation can be complex, particularly if the tunnel walls, roof and
floor are irregular in shape and of mixed materials. In addition, the presence of other
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(conducting) vehicles in the tunnel can complicate an understanding of what occurs.
To a good first approximation, however, we can use classical waveguide theory to
form an impression of what is happening. That is based on the assumption that the
tunnel has ideally conducting walls and constant cross-sectional shape. Given that
the walls in many tunnels would be steel reinforced we can make that assumption
in most cases.

Understanding waveguide behaviour requires a background in Maxwell’s equa-
tions and the wave equation and is beyond the current treatment. It is sufficient for
our purposes to note that enclosed guiding media, such as those simple examples
shown in Fig. 7.7, will only allow the passage of signals with wavelengths above a
certain minimum, determined by the dimensions of the medium. The wave actually
propagates in a number of modes, each of which requires the electric field vector
of the wave to terminate on the walls of the medium. In order that the conducting
walls not short circuit the positive and negative terminations of the field vectors the
circumference of the medium must be of the order of a wavelength or greater. More
specifically, the lowest wavelength that can be supported and thus propagate through
the tunnel is given by

fc =
150

b
MHz for a tunnel of rectangular shape (7.16a)

fc =
87.9

r
MHz for a tunnel with circular cross section (7.16b)

Those formulas show that a rectangular tunnel of 10 m width will not support
propagation below 15 MHz. A circular tunnel of 5 m radius will not support prop-
agation below 17.6 MHz. It is thus clear why AM radio at a carrier frequency of
about 1 MHz will not carry in a tunnel (with conducting walls) whereas FM, with a
carrier close to 100 MHz, will propagate.

Waveguide theory has been developed extensively and it is possible to find the
lowest operating frequency for guides with other regular cross-sectional shapes. It
is also possible to analyse guides with walls that are not ideally conducting.

During the 1960s and 1970s there was enormous interest in waveguides as means
for long distance transmission of broadband signals. That was just before the advent

a

b

r

Fig. 7.7 Representation of tunnels as rectangular or circular waveguides
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of the practical optical fibre which, as well as being able to operate over extensive
bandwidths, is much simpler to manufacture and much less expensive than waveg-
uide communications systems would have been. Although the use of waveguides
as trunk communications channels disappeared they are still used as feeders of mi-
crowave energy, particularly at high power levels, in radar systems.

Even though a signal will not carry in a tunnel below the cut-off frequency there
will be some energy penetration near the openings. Ignoring any reflections caused
by the discontinuity from free space to the tunnel, a signal below the cut-off fre-
quency, in attempting to penetrate the tunnel, will decay exponentially with distance
along the tunnel. Such a wave is called evanescent and is described by the attenua-
tion coefficient (for a waveguide of any regular cross section)

α =
2π
λo

√(
λo

λc

)2

−1 Npm−1 (7.17)

In this expression λo is the free space wavelength of the radiation and λc is the
cut-off wavelength associated with the cut-off frequency of (7.16). For example, the
10 m wide tunnel considered above will at 1 MHz have an evanescent attenuation
of 0.021Npm−1, or 0.18dBm−1. Thus the signal will halve at about 17 m from the
entrance to the tunnel.

Problems

7.1. An aircraft flying over the sea transmits a signal vertically downwards at
1 MHz, leading to a power density just above the surface of 1mWm−2. What is the
electric field strength just above the surface? By computing the transmission coeffi-
cient at the air sea interface and the attenuation constant in the sea water determine
the electric field strength 1 m below the surface. Assume εr = 81, σ = 4Sm−1.

7.2. Horizontally polarised radiation at 1 GHz is incident from air onto a smooth
dry soil surface at an incidence angle of 45◦. Compute the change in reflection co-
efficient that would occur if the dry surface were flooded and thus just covered with
water. Make reasonable assumptions about the dielectric constants of the surfaces,
but neglect losses.

7.3. Is a slightly rough surface more likely to appear smooth at vertical incidence or
at glancing incidence?

7.4. Imaging radar systems map the landscape by irradiating it with microwave ra-
diation and measuring the strengths of the echoes received. At wavelengths of the
order of 10 cm and longer forests have an interesting response in that most foliage is
moderately transparent and the manner in which the radiation is scattered involves
reflection from tree trunks onto the ground and then specular reflection from the
ground back to the radar; together the trunk and ground act like a corner reflector. It
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has been observed that floods under forest canopies can increase the received echo
strength by about 6 dB. Why?

7.5. Waveguides such as those illustrated as tunnels in Fig. 7.7 support a number of
so-called modes of propagation each of which has its own cut-off frequency similar
to those of (7.16) which are for the lowest frequency propagating modes. For the
lowest mode in a rectangular waveguide the relationship between the phase constant
in the guide, the operating frequency and guide width b is

β =

√
ω2με −

(π
b

)2

Construct an ω −β diagram for this mode that demonstrates its cut-off property and
the fact that it is dispersive, assuming it is filled with free space.

7.6. Equations (7.10) and (7.11) are special cases of reflection coefficients for waves
incident from free space onto a higher dielectric constant medium. The more general
forms for reflection from interfaces between any two lossless dielectric media are

ρ⊥ =
cosθi −

√
εr2
εr1

− sin2 θi

cosθi +
√

εr2
εr1

− sin2 θi

ρ// =
− εr2

εr1
cosθi +

√
εr2
εr1

− sin2 θi

εr2
εr1

cosθi +
√

εr2
εr1

− sin2 θi

Using these expressions demonstrated that total internal reflection is possible for a
wave incident onto an interface when propagating from a higher to a lower dielectric
constant medium.

7.7. Using the expression for β in Problem 7.5 demonstrate that a waveguide is
non-dispersive when the frequency is well above cut-off.

7.8. What does the omega beta diagram for a lossless medium look like?



Appendix A
A Simple Introduction to Antennas

A.1 Introduction: Radiation Resistance and Radiation Patterns

An antenna is a transitional device, or transducer, that forms an interface for energy
traveling between a circuit and free space, as depicted in Fig. A.1. It is reciprocal
in the sense that it can transfer energy from the circuit to free space (transmission)
and from free space to a circuit (reception). We can represent both the circuit and
the antenna by their Thévenin equivalents as shown.

In engineering we represent the conversion of energy from electrical to some
other non-recoverable form by a resistive load, since the resistor is an element that
absorbs real power. We do the same for antennas; the radiation resistance Rr shown
in Fig. A.1 models how much power is taken from the transmitter circuit and is
radiated non-recoverably into free space. Alternately it is the source resistance of the
antenna when it receives a signal, in which case the antenna model will also include
a generator to represent the source of energy it is providing to the receiver circuit.

A reactive component Xr of the antenna model is seen in Fig. A.1. Ideally that
should be zero because it signifies that energy reflects back from the antenna to the
circuit. In the design of an antenna, one object is to make its radiation impedance
real because then there can be a smooth transition from the circuit to free space.
Ideally the radiation resistance of the antenna should match the output resistance
of the circuit, and the circuit’s output reactance should be zero, so that maximum
power transfer can occur without reflection. In practice it is often difficult to achieve
such a match so tuning circuits are sometimes employed between the circuit and the
antenna.

Now consider the construction of the antenna. If there were no antenna and the
circuit terminated in an open circuited transmission line, then theoretically all the
power from the transmitter would be reflected backwards along the line. If the end of
the line were flared, or even terminated in a dipole arrangement as shown in Fig. A.2,
then a sizable proportion of the energy traveling forward along the transmission line
from the transmitter circuit will detach and radiate into free space.

The dipole arrangement shown in Fig. A.2 is a very common form of antenna,
particularly if its length from tip to tip is equivalent to a half wavelength of the sig-
nal being radiated. We can deduce some of its properties qualitatively, particularly
in relation to the directions in which it radiates. For example, if we walked around a

107
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circuit antenna

V,I E,H

Z = R + jX

Zr = Rr + jXr

Thévenin equivalent of
the transmitter circuit

Thévenin equivalent
of the antenna

Fig. A.1 The antenna as an interface between a circuit and free space, along with their Thévenin
equivalent circuits; the subscript r on the antenna model stands for “radiation”

Fig. A.2 Use of a flared horn
or a dipole as a transition from
a circuit to free space

radiation into free space

dipole
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Fig. A.3 The radiation
pattern of a dipole antenna

viewed horizontally viewed vertically

vertically deployed dipole antenna in the horizontal plane it would look no different
when viewed from any angle. Therefore we would conclude that its radiating prop-
erties will not vary with angle around the dipole. If however we moved around it
vertically its aspect would change from its appearance in Fig. A.2 to a single point
when viewed directly from above or below. We can conclude therefore that its radi-
ating properties will vary with vertical angle and, indeed, it may not radiate at all in
the vertical direction. That is in fact the case for a dipole; it has a radiation pattern
or polar pattern of the form of a doughnut as depicted in Fig. A.3.

As would be imagined, the radiation pattern of an antenna can be quite com-
plicated. That leads to a number of definitions that are helpful in describing and
antenna’s properties. Figure A.4 shows a typical pattern in one plane, remembering
that the full pattern will be a three dimensional figure. It is plotted in Cartesian rather
than polar coordinates, which is often the case in practice.

180120600–60–120–180
angle from main beam

–3dB

half power beamwidth (HPBW)

beamwidth between
first nulls (BWFN)

first side lobe

back lobe

main lobe

Fig. A.4 Radiation pattern of a fictional antenna plotted in Cartesian coordinates
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A.2 The Directivity and Gain of an Antenna

It is now important to describe the antenna quantitatively. We commence with the
definition of its directivity which, as the name implies, is a measure of how much it
concentrates the energy in a certain direction. This is a three dimensional concept
since an antenna, in principle, radiates in all directions. Geometric definitions for
the derivation of an expression for directivity are given in Fig. A.5, from which it
can be seen that the power available over an incremental area α at distance r from
the antenna is given by

P = pα =
Ptα

4π r2 =
PtΩ
4π

giving as the power available per unit of solid angle – also known as angular power
density

p =
P
Ω

=
Pt

4π
= p(θ ,φ) Wsr−1 (A.1)

Equation (A.1) is an algebraic expression for the three dimensional polar pattern.
To proceed to a definition of directivity it is normalized with respect to its maximum
to give

pn(θ ,φ) =
p(θ ,φ)

pmax(θ ,φ)

Integrating this dimensionless, normalized quantity over three dimensions we
end up with the angular quantity

ΩA =
∫∫
4π

pn(θ ,φ)dθ dφ (A.2)

Fig. A.5 Coordinates and
definitions for calculating the
directivity of an antenna

α = r 

2Ω

Ω (solid angle)

φ

θ

r
4πr 

2

Ptp = 
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which is called the solid beam angle of the antenna. It is the three dimensional angle
through which all the power of the antenna would be transmitted if its polar pattern
were uniform over that angle as depicted in Fig. A.6.

We now define the directivity of the antenna as

D =
4π
ΩA

(A.3)

which can be approximated

D =
4π

θHPφHP
with angles in radians, or

D =
41253

θHPφHP
with angles in degrees.

The gain, G, of an antenna is closely related to its directivity. They differ only
through the efficiency, k, of the antenna, which accounts for ohmic losses in the
antenna material. Thus

G = kD 0 < k < 1

Although (A.3) allows the directivity and thus gain of an antenna to be derived
theoretically it is more usual to measure an antenna’s gain. That is done relative
to a reference antenna. One reference, even though not experimentally practical, is
the isotropic radiator, which has a directivity and thus gain of unity (see Sect. 1.2).
In principle, the gain determined from (A.3) is with respect to isotropic. It is more
usually expressed in decibels with respect to isotropic, and written as

G = 10log
4π
ΩA

= 10log4π −10log(θHPφHP) = 11−10log(θHPφHP) dBi

assuming the antenna is ideally efficient.
It is possible to calculate the gain of the dipole antenna when its length is equal

to half a wavelength. It is, of course, also possible to construct a half wave dipole,

pn(θ,φ)dθ dφ ≡ ΩA∫∫
4π 4π

pn(θ,φ)

if pn(θ,φ) = 1   Ω∈ΩA

= 0 elsewhere

pn(θ,φ)dθ dφ = ΩA∫∫then

ΩA

Fig. A.6 Demonstrating the definition of the angular beamwidth of an antenna
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so that it can be used as a reference antenna when measuring the gain of another
antenna. Such a measurement is undertaken by transmitting to the antenna of in-
terest and measuring the received signal, and in fact the full radiation pattern. The
experimental antenna is then replaced by the reference dipole and the measurement
repeated so that the measurement of the experimental antenna can be normalized to
the dipole. The measured gain is then expressed as dB with respect to the half wave
dipole, written as dBλ/2

The calculated gain of the dipole is 2.16 dBi; thus we have

G dBi = G dBλ/2 +2.16dB

A.3 The Aperture of an Antenna

Derivation of expressions for the aperture of an antenna requires a field theory anal-
ysis. For some antennas, such as a parabolic dish reflector, the aperture concept is
straightforward and, provided the dish diameter is much larger than a wavelength,
the aperture is related directly to the area presented to an incoming wave front. For
other antennas, such as linear structures and even an isotropic radiator, the aper-
ture concept is less straightforward but can, if we know its gain, be determined
from

A =
λ2G
4π

m2 (A.4)

If the antenna has a physical aperture, such as a parabolic reflector, we introduce
the concept of aperture efficiency to account for the difference between the physical
and electromagnetic apertures:

A = kapertureAphysical 0 < kaperture < 1

A.4 Radiated Fields

A treatment of the fields radiated by an antenna requires a field theory treatment and
is beyond this coverage. It is, however, useful to examine well-known expressions
for the fields produced by a so-called short dipole because the fields generated by
other antennas can be derived from the short dipole results; it also allows us to
understand the concept of near and far fields. Figure A.7 shows the geometry of a
short dipole in which distance and direction out from the antenna is described by
the radial coordinate r.

If the short dipole is carrying a sinusoidal current

Ioe jωt
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Fig. A.7 The short dipole

r
short

dipole

Iol<<λ

φ

θ

and is so short that there is no distribution of current along its length at any time,
then the complete set of fields generated about the short dipole is

Er =
Iole j(ωt−β r) cosθ

2πεo

(
1

cr2 +
1

jω r3

)
(A.5a)

Eθ =
Iole j(ωt−β r) sinθ

4πεo

(
jω
c2r

+
1

cr2 +
1

jωr3

)
(A.5b)

Hφ =
Iole j(ωt−β r) sinθ

4π

(
jω
cr

+
1
r2

)
(A.5c)

In other words there are transverse components (θ ,φ) of the magnetic and electric
fields. There is also a radial electric field component (r) – i.e. in the direction of
propagation. Note however it has a stronger inverse dependence on distance than
the transverse components so that if the distance is sufficiently large it disappears
and the transverse components themselves become just inverse distance dependent.
This is demonstrated by letting r go large in (A.5a–c) to give

Er = 0 (A.6a)

Eθ =
jωIole j(ωt−β r) sinθ

4πεoc2r
(A.6b)

Hφ =
jωIole j(ωt−β r) sinθ

4πcr
(A.6c)

Thus for large distances the wave is TEM – i.e. transverse electromagnetic. Equa-
tions (A.6a–c) describe the so-called far field of the antenna. The far fields are in-
verse distance dependent and the treatment in this book, based on simple power
and power density relationships, is valid. In contrast, closer to the antenna (A.5a–c)
are needed to describe the field. That is called the near field of the antenna. The
transition from near to far field is said to occur when the inverse distance terms in
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(A.5b,c) are equal to the inverse distance squared terms, assuming that any inverse
cubic terms are then negligible. Therefore the near field/far field transition is when

∣∣∣ ω
cr

∣∣∣ =
∣∣∣∣ 1
r2

∣∣∣∣
which gives

r ≈ λ
6
.

It is of interest to note from (A.6b,c) that in the far field
∣∣∣∣ Eθ
Hφ

∣∣∣∣ =
1

εoc
=

√μoεo

εo
= Zo

the free space impedance, as would be expected.

Half Wave
Dipole

Quarter Wave
Monopole

Short
Monopole

l<<λ

Folded
Dipole

Folded
Monopole

Gain Radiation Impedance

1.64 (2.15dBi)

3.3 (5.19dBi)

3 (4.77dBi)
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Fig. A.8 Some common linear antennas
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A.5 Some Typical Antennas

Figure A.8 shows a number of simple antennas and their characteristics. Figure A.9
shows two common, compound antennas that are built up from combinations of
active antennas, of the types shown in Fig. A.8, and passive linear elements.

The folded antennas shown in Fig. A.8 tend to have slightly broader bandwidths
than their unfolded counterparts and are often used, particularly the dipole, in more
complex structures such as the Yagi-Uda array illustrated in Fig. A.9. The short
monopole in Fig. A.8 is commonly used as an AM receiving antenna on motor
vehicles.

The log periodic antenna shown in Fig. A.9 is used when operation is necessary
over a wide band of frequencies. Although it is more complex in construction than
the Yagi, its wide operating bandwidth makes it attractive in many applications.

Figure A.10 shows a number of aperture and slot antennas, along with a bi-cone.
Aperture reflectors tend to be used when the wavelength is much smaller than the
diameter of the reflector, so they behave somewhat similar to optical reflectors of
the same type.

Gain Radiation Impedance

reflector directors

2

L

=
lk

lk+1

~5 (7dBi)
various

τ

L
λ

λλ
π

8 determined by driven element

Yagi Uda Array

Log Periodic Dipole Array

driven
element

Fig. A.9 Some common compound antennas; the antenna lengths and spacings for the log periodic
antenna are in the constant ratio τ as indicated for length
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horn

prime focus parabolic reflector cassegrain parabolic reflector

hyperbolic
secondary
reflector

slot

bi-cone

Fig. A.10 Aperture, slot and bi-conical antennas; the bi-cone is broad band and omni-directional
in the horizontal plane

transmitter unbalanced transmission line

balun

balanced
feed

balanced antenna

Fig. A.11 Demonstrating the use of a balun to provide the matched transition between an unbal-
ance transmission line and a balanced antenna
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A.6 Baluns

With the exception of monopoles, the other antennas in Figs. A.8 and A.9 require
balanced feeds. In other words they need to be fed by transmission lines that have
neither conductor at earth potential. Yet many of the feed lines in practice are coaxial
cables that clearly have one of their conductors – the braid – at earth potential.
Coaxial cables are also compatible with many transmitter output circuits that are
also unbalanced as noted by the manner in which the Thévenin equivalent is depicted
in Fig. A.1. To render the unbalanced transmission line compatible with a balanced
antenna a device referred to as a balun is employed, as illustrated in Fig. A.11. Short
for balanced-unbalanced, this device can be constructed in several forms, each of
which not only has to perform the unbalanced-to-balanced transformation but also
has to match impedances for maximum power flow and to minimise reflections.

There are many forms of balun, the simplest of which is a transformer. For narrow
band operation a simple balun can be constructed from sections of transmission line.



Appendix B
The Use of Decibels in Communications
Engineering

Logarithms have two major benefits: they readily summarise numbers that extend
over a large range and they simplify multiplication. As a consequence, the decibel
(dB), which is defined using base 10 logarithms, is widely used as a convenient
measure in many branches of engineering, but especially in communications. Al-
though it can be used with signals generally, it is principally defined in terms of
power (or power density). More precisely, the decibel (dB) is defined on the basis
of a reference power:

10log10
P

Pre f
= x dB

We say that P is x dB larger than Pref. For example

If P = then x is

2Pref 3 dB wrt Pref

10Pref 10 dB wrt Pref

100Pref 20 dB wrt Pref

0.5Pref −3dB wrt Pref

0.1Pref −10dB wrt Pref

Many factors have easily constructed dB equivalents. For example

200 = 2×100 → 3dB+20dB = 23dB,

as a result of the additive property of logarithms.
Similarly

17dB = 20dB−3dB → 100÷2 = 50,

36dB = 30dB+6dB → 1000×4 = 4000.

In telecommunications, two common values of Pref are used. The dBs are then
given special symbols that imply absolute, as against relative, quantities.
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If Pref = 1W, then we use dBW.

If Pref = 1mW, then we use dBm.

Thus we can see the following equivalences:

17 dBm → 50 mW 23 dBW → 200 W

3 dBm → 2 mW 10 dBW → 10 W

30 dBm → 1 W 20 dBW → 100 W

0 dBm → 1 mW 0 dBW → 1 W

-20 dBm → 10μW -40 dBW → 100μW

Decibels can also be used with voltages, but the definition still rests upon power.
For example

10log
P

Pre f
= 10log10

V 2

V 2
re f

= 20log
V

Vre f
= x dB

So that if V = 2Vref, then x = 6dB.



Appendix C
The Dielectric Constant of an Ionospheric Layer

Equation (3.1) notes that the refractive index of an ionospheric layer is given by

n =

√
1− 81N

f 2

We derive that expression below, following the approach of D.J. Angelakos and
T.E. Everhart, Microwave Communication, McGraw-Hill, New York, 1968.

An ionised region of the atmosphere, such as one of the layers of the ionosphere,
will be composed of free ions, electrons and neutral molecules. We assume that the
ions, because of their mass, do not respond as well to the passage of an electro-
magnetic field as the electrons and thus have little effect on it. We will therefore
concentrate our attention just on the free electrons, which we assume to be present
with density N electrons per cubic metre.

We also assume that the earth’s magnetic field has no effect, and that the colli-
sions that occur between electrons and neutral atmospheric constituent molecules
can be neglected. Those collisions are significant if we are interested in the attenua-
tion of a wave in transmission through the atmosphere; we mention that below, after
the derivation of refractive index.

The response of an individual electron of mass m to an applied electric field
|E| = Em cosωt Vm−1 (resulting from the passage of a radio wave) is given from
Newton’s law

F = ma

If the charge on the electron is e and its velocity is v then this last expression can be
written

eEm cosωt = m
dv
dt

which gives for the electron velocity

v =
eEm

ωm
sinωt.
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This movement of electrons gives rise to a conduction current described by the trans-
verse areal current density

jcond = veN Am−2

=
e2NEm

ωm
sinωt (C.1)

There will also be a displacement areal current density as a result of the dielectric
behaviour of the medium, found from

jdis =
dD
dt

= ε
dE
dt

(C.2)

in which D is the electric displacement vector and ε is the permittivity of the
medium.

For a plasma as dilute as an ionospheric layer ε = εo, so that

|jdis| = εo
d |E|

dt
= −εoωEm sinωt

Thus the magnitude of the total current in the layer induced by the passage of a
radio wave is

|jtotal| = |jcond + jdis| = (
e2N
ωm

− εoω)Em sinωt (C.3)

Even though there are free electrons present, we now regard the layer as behaving
entirely as a dielectric with permittivity ε – i.e. as though there were no free elec-
trons. The displacement current density is then given just by (C.2). If we call that
an effective displacement current density and equate it to the actual current density
given by (C.3) we have using (C.1)

∣∣jeffective,dis
∣∣ = −εωEm sinωt = |jcond + jdis|

so that

−εω = (
e2N
ωm

− εoω)

or

ε = εo(1−ω2
p
/
ω2) (C.4)

in which

ωp =
(

e2N
mεo

)1/2

(C.5)

is called the plasma frequency of the region with electron density N.
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Since

e = 1.6×10−19C

m = 9.11×10−31 kg

εo = 8.85 pFm−1

then
ω2

p = 3175N

Thus (C.4) becomes

ε = εo(1−
3175N

ω2 ) = εo(1−
81N

f 2 ) (C.6)

from which we recognise that the equivalent dielectric constant (or relative permit-
tivity) of the region is

εrel = (1− 81N
f 2 )

Thus the refractive index of a region of the ionosphere of electron density N and
frequency f is

n =

√
1− 81N

f 2 (C.7)

Recall that this expression, and (C.6), was derived by ignoring losses resulting
from electron-neutral collisions. If they were included Rohan1 shows that (C.6)
would be

ε = εo

(
1− e2N

mεo(ω2 +ν2)

)
(C.8)

in which ν is the collision frequency of the electrons and neutrals. While the colli-
sion frequency is very high in the lower atmosphere because of the neutral density, it
is of the order of 1000 or less at the height of the upper ionospheric layers. As a con-
sequence, at the sorts of frequencies normally associated with sky wave propagation
ω2 � ν2, so that (C.8) reduces to (C.6).

Electron-neutral collisions give rise to losses in the ionosphere, particularly at
the lower levels; their effect can be characterised by an equivalent conductivity from
which an attenuation constant can be derived. Again, following Rohan, the conduc-
tivity of a region of ionisation is

σ =
e2Nν

m(ω2 +ν2)

1 P. Rohan, Introduction to Electromagnetic Wave Propagation, Artech, Boston, 1991.
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The attenuation constant is then

α =
60πσ

n
=

60πe2Nν
nm(ω2 +ν2)

in which n is refractive index. Thus the attenuation of a layer decreases with an
increase in operating frequency.

To obtain an idea of the levels of attenuation likely to be encountered by a wave
travelling through the D region (above its critical frequency) suppose we choose
typical values of ν = 107 s−1, N = 108 electrons m−3 and f = 1MHz (ie the AM
broadcast band). After substituting we have

α = 3.8×10−5 Npm−1

= 0.33dBkm−1

Thus if the layer were equivalently 25 km thick at that effective electron den-
sity then the total attenuation at 1 MHz would be 8.25 dB at vertical incidence and
considerably more at oblique incidence. In the evening such a high level of attenu-
ation does not occur because of the absence of the D region. As a consequence it is
possible to receive distant AM stations in the evening that are not available during
daylight hours.
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Angular power density, 110
Antenna

aperture, 2, 112
aperture efficiency, 112
back lobe, 109
beamwidth between first nulls, 109
bi-cone, 116
cassegrain reflector, 116
directivity, 110
folded dipole, 114
folded monopole, 114
gain, 2, 111
half power beamwidth, 109
half wave dipole, 107, 114
horn, 116
Log periodic array, 115
main lobe, 109
polar pattern, 109
prime focus parabolic reflector, 116
quarter wave monopole, 114
radiation impedance, 107
radiation pattern, 109
radiation resistance, 107
short dipole, 112
short monopole, 13, 14, 114
side lobe, 109
slot, 116
Yagi-Uda array, 115

Atmosphere
modified refractive index, 52
refractive index, 48
standard, 48

Atmospheric attenuation, 54
Attenuation constant, 88

in waveguide, 103
Automatic gain control, 84

Balun, 117
Band designators, 7

microwave, 8
Brewster angle, 99

Cellular radio systems, 79
Co-channel interference, 80
Conductivity, 15, 19
Critical frequency, 25, 30

Dielectric constant, 5, 88
complex, 20, 89
effect of moisture content, 94

Diffraction, 45
gain, 47

Direct ray, 8, 39
Diversity, 72

antenna, 74
frequency, 72
space, 73
time, 73

Ducting, 52

Earth gravitational constant, 76
Effective earth radius, 44, 51
Effective isotropically

radiated power, 12
Electron density, 23
Escape ray, 29
Extra-ordinary ray, 35

Fade margin, 71
Far field, 113
Free space path loss, 7
Frequency re-use, 11, 79
Fresnel zone, 48
Friis’ Noise Formula, 63
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G-to-T ratio, 78
Geostationary orbit, 75
Ground current, 9, 14
Ground reflected ray, 8, 39
Group velocity, 33, 90

Huygens’ principle, 45

Impedance of free space, 4, 97
Inverse distance law, 4
Ionogram, 30
Ionosonde, 30
Ionosphere, 8

D region, 18, 24
daytime, 24
E layer, 24
F layer, 25
F1 layer, 24
F2 layer, 24
night time, 25
refractive index, 26
sporadic E layer, 25

Ionospheric sounding, 30
Ionospheric wave, 10, 23
Isotropic radiator, 2

Lambertian scattering, 100
Loss

atmospheric absorption, 7
dielectric, 102
diffraction, 7, 46
free space path loss, 7
rainfall, 7
refraction, 7

Loss tangent, 94

Maximum usable frequency, 35
MUF factor, 35
Multi-path, 39, 72

Near field, 113
Neper, 88
Noise, 57

additive, 57
atmospheric, 72
environmental, 58
galactic, 72
Johnson, 58
multiplicative, 57
shot, 58
thermal, 58
voltage, 66

Noise bandwidth, 59
Noise figure, 61

Noise temperature, 59
cascaded two ports, 63
equivalent input noise

temperature, 60
equivalent output noise temperature, 61
two port, 59

Omega-beta diagram, 90
Optimum working

frequency, 36

Passive reflectors, 73
Permeability

absolute, 5
relative, 5, 87

Permittivity
absolute, 5
complex, 94
relative, 5, 123

Phase constant, 88
in waveguide, 105

Phase velocity, 32, 89
Plasma frequency, 122
Polarisation

circular, 3
dielectric, 92
elliptical, 3
horizontal, 3
parallel, 97
perpendicular, 97
vertical, 3

Power density, 2
Poynting vector, 4
Propagation constant, 19, 88

Quasi-conductor, 91

Radar, 12
primary, 12
secondary, 12

Radar cross section, 12, 74
Rainfall attenuation, 53
Rayleigh criterion, 99
Rayleigh distribution, 84
Receiver figure of merit, 78
Reflection coefficient, 40, 97, 98, 105
Refraction

atmospheric, 17, 45, 48
Refractive index, 5
Rician distribution, 84

Shadow zone, 45
Signal to noise ratio, 57, 61
Skin depth, 21
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Skip distance, 35
Sky wave, 10, 23

range, 36
Space wave, 8, 39

atmospheric attenuation, 54
ducting, 52
field strength, 41
rainfall effects, 53
range, 43
refraction, 48

Surface wave, 10, 13
attenuation factor, 14

T factors, 35
Transmission coefficient, 97
Troposcattering, 45
Tunnels, 102

Virtual height, 23, 31

Wave impedance, 97
Waveguide, 103

circular, 103
cut-off frequency, 104
evanescent attenuation, 104
rectangular, 103
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