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Preface

The 3rd International Conference on Information System Security (ICISS 2007)
was held from December 16–20, 2007 at the University of Delhi in Delhi, India.
The conference was the third in the successful series of technical meetings of peer-
reviewed research in information security hosted by Indian institutions. While
held in India, the conference had a decidedly international flavor. This year’s
conference garnered submissions from all corners of the globe–the final program
contains papers from the United States, India, China, Korea, Germany, France,
Japan, Iran, and Italy. Support within the Indian academic community was
also quite visible. The program included talks from a broad range of institutions
spanning nearly the entirety of the Indian subcontinent. The broad demographic
illustrated the truly exceptional growth of this relatively young conference.

This year’s program contains 18 full papers, 5 short papers, and 4 keynote
talk papers. The 78 papers submitted to the conference were as diverse as their
authors. The submitted topics in cryptography, intrusion detection, network
security, information flow systems, Web security, and many others offered a
detailed view of the state of the art in information security. There were many
more scientifically strong papers than could reasonably be accepted. This left the
committee with a number of tough choices, but ultimately led to the technically
strong and engaging program presented within these pages.

We are particularly grateful to Atul Prakash, Yves Deswarte, Sabrina de
Capitani di Vimercati, and Kotagiri Rao for accepting our invitation to deliver
invited talks at this year’s conference. The conference was preceded by four
tutorials held over the two days preceding the peer-reviewed technical content.
We wish to thank the University of Delhi for providing the space to hold the
conference.

We would like to acknowledge the exceptional effort by Kevin Butler in main-
taining the website, marshaling the papers, and working with local organizers.
He was essential to the success of this conference.

Lastly, we wish to express our deepest thanks to the members of the Program
Committee, who gave their personal free time to perform the often thankless job
of reviewing many papers under extremely short deadlines, and to the volunteers
and local assistants who made this program a success.

December 2007 Patrick McDaniel
Shyam K. Gupta
Program Chairs
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Security in Practice – Security-Usability Chasm

Atul Prakash

Computer Science and Engineering Division,
University of Michigan, Ann Arbor, MI 48109, USA

Abstract. Computer systems security area has received increased at-
tention from both academics and in industry. However, recent work indi-
cates that substantial security gaps emerge when systems are deployed,
even with the use of state-of-the-art security protocols. Our findings sug-
gest that wide-spread security problems exist even when protocols such
as SSL and SSH are deployed because systems today do not give security
warnings properly or make it trivial for users to bypass them. Even when
these protocols are deployed correctly, systems often leave themselves
vulnerable to social-engineering attacks as an artifact of their design. In
one of our studies, we examined the web sites of 706 financial institutions
and found over 90% of them to have made poor design choices when it
comes to security, even though all deployed SSL for communicating pass-
words and doing transactions. In another study, we examined the usage
of SSH within our own department and found that most users would
be susceptible to a man-in-the-middle attack. Based on our studies, we
postulate that some of the most interesting challenges for security re-
searchers and practitioners lie at the intersection of security theory, their
application to practice, and user behavior. We point out some of those
challenges and hope that the research community can help address them.

1 Introduction

Online activities become an integral part of our day to day life. For example,
in the financial world, many people have given up conventional check writing in
favor of online banking. Brokerage sites are available for people to buy and trade
stock online. Financial institutions have a substantial stake in securing their
customer accounts. In order to protect customer accounts, financial institutions
deploy latest security technology, such as SSL/TLS [1] (originally developed by
Netscape), and employ security specialists to design their systems. Organizations
are also increasing deploying security protocols, such as SSH [2], to prove remote
secure access to their servers, in place of insecure protocols such as telnet.

A question that arises is whether the current practices for deployment of
security solutions are adequate. We have done some preliminary studies that
suggest most systems today continue to be vulnerable to network and spoofing
attacks, even when they deploy secure communication protocols. This is true
for both systems in academia as well as in the commercial world. Most of the
problems that we identified are at the intersection of usability and security,
but some appear to be due to insufficient appreciation of security risks beyond

P. McDaniel and S.K. Gupta (Eds.): ICISS 2007, LNCS 4812, pp. 1–9, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



2 A. Prakash

eavesdropping of passwords or sensitive network communication. We therefore
submit that research needs to take place at the intersection of security principles
and its practice at the end-user level to address security gaps that arise at the
end-user level. In my talk, I plan to present some of our findings and hope that
the research community as well as the commercial world will explore solutions
to addressing those gaps.

We carried out two studies. The first study [3] examined the usage of SSH
within our department and the second study [4] analyzed the design of web sites
of financial institutions in the United States from a security perspective. We
will not go into the details of the studies in this paper, but just highlight some
of the security gaps that were identified by these studies. Besides our studies,
other studies [5,6] also identified gaps in security in real-world systems due to
inadequate interface design. Our studies highlight gaps even for sophisticated
users who understand security.

In the next section, we discuss the results from two of our studies. In Sec-
tion 3, we present some challenges in IT security in developing countries such as
India that will be increasingly pushing information technology use to people in
rural areas. In Section 4, we discuss some of the lessons learned and some open
challenges. Finally, we conclude the paper.

2 Results from Studies

We briefly describe preliminary results from two on-going studies of vulnera-
bilities at the user level. The first study examined the vulnerability of users to
man-in-the-middle attacks on SSH on our department’s machines. The users in
this study can be considered to be fairly sophisticated users since they mostly
consist of computer science graduate students and some faculty. The second
study analyzed over 700 web sites of banks for a range of vulnerabilities that
resulted from poor web-site design decisions from a security perspective, as op-
posed to vulnerabilities that result from poor coding practices (which lead to
vulnerability to attacks such as SQL injection or cross-side scripting) or incor-
rect configuration of SSL.

2.1 Vulnerability Assessment of an SSH Deployment

SSH is considered to be a well-designed protocol from a security perspective
and is widely deployed. When used properly, it is designed to provide protection
against both passive and active network attacks. One limitation of SSH is that
a client must have the server’s public key a priori; SSH does not provide secure
support for key distribution. However, implementations of SSH do provide error
messages and, if so configured, terminate the connection if the destination host
is unable to present proof of possession of the server’s private key.

We monitored SSH logs to analyze user behavior when our system administra-
tors changed the SSH host key on a popular server within our department. The
server’s public key had remained static for over two years and thus expected to
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be installed at most user’s machines. Over 70 users attempted to login over the
server after the key change during the monitored period. We found that less than
10% of the users asked the administrators if there was a key change and none
verified the actual key. Rest of the users decided to log in, ignoring the warnings
from SSH. This was true for even users whose connections were terminated by
SSH (this happens in SSH in “strict checking” mode). Almost all of these users
logged in later – presumably after deleting the offending server’s host key from
their configuration file, typically /.ssh/known hosts on non-Windows hosts, so
that it could be replaced automatically on the next SSH login.

We also analyzed the SSH logs of users who had opened accounts in the last
three months on the server and inquired as to if any of them had asked our
administrators for the server’s host key. None had. All users accepted the initial
key that was provided by the server.

An interesting question is why did users in our study make poor security
choices when using SSH? One could potentially say that they were ignorant
of risks, but we do not believe that to be the case. Most of the users in our
study were graduate students and faculty in Computer Science and were so-
phisticated enough to get around SSH warnings by removing the offending keys
from /.ssh/known hosts file. Furthermore, SSH gives pretty explicit warnings
about the risks of establishing the connection. We do not have data to answer
this question conclusively, but we did talk to a few of the users, including some
we knew were aware of the risks (because they have done research related to
security).

Based on our conversations, we came up with a few possible factors. Some
users may simply be using the path of least resistance. They perceived the SSH
error to be an obstacle to connecting to the server. The simplest solution to get
around the problem was to delete the server’s public key rather than contact an
administrator to verify the key. This suggests that the simplest path to getting
around a security error for a user should be carefully secured, rather than be-
ing treated as a rare anomaly that is not particularly interesting from security
perspective. SSH does not do that well. SSH warnings do suggest to contact the
administrator, but they do not say how or what to do if the administrator is not
available (e.g., late at night). Thus, the easiest path for a user is an alternative
one – delete the offending key and accept the new key.

Unfortunately, other systems, such as web sites, do not fare much better either
in handling security errors. Many sites will send temporary passwords via email,
for example, when users forget their password. The assumption is that the path
from the server to user’s email account is secure (or someone else’s problem).
But we security researchers know that is not necessarily the case. The last hop to
the user is perhaps the most vulnerable link because a user could be connected
to an insecure wireless network and accessing his email account. Most web-based
email systems today (e.g., gmail, yahoo) authenticate users over SSL, but deliver
email in the clear. A variety of other solutions for handling forgotten passwords
are available, some better than this. But there is no clear standard or guidelines
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from the security community for the best way to address this problem, even
though it occurs so frequently in practice, which is an astonishing gap.

Another factor could be that users get frequent security warnings from SSH
when logging to different hosts around the campus that they tune out the warn-
ings and consider them as essentially a nuisance from SSH. Lack of consistency in
user experience to security-related events can really hurt system security. Unfor-
tunately, our study shows that it does not help for administrators of one machine
to provide a consistent experience. In our study, SSH host keys did not change
on the server for over two years. But users do get SSH warnings from other
machines, including login server pools, and when logging in from new machines.
We believe that this may be diluting the impact of a security warning even from
a machine that gives warnings rarely.

In our SSH user study, we found that most users bypassed SSH warnings even
though the host key was changed after a period of two years. As we mentioned
earlier, one problem is that standard SSH warnings tell you that there could be
an active attack going on, but not how to get around the problem and accomplish
the work. Not connection to the server, as the warnings suggest that the users
do, is not really an option for most users because they need to get their work
done. Instead, if the warnings provide clear instructions for verifying the new
key (perhaps by providing a secure URL to a well-known, standardized site),
more users may have followed those instructions. Of course, it is possible that
the instructions themselves could be tampered with by an attacker, leading to
an interesting challenge. In SSH, the key distribution problem is simply left as
an assumption for security. Unfortunately, no standard ways have evolved for
guiding administrators on how to best address it.

Though our study is limited to only one department and one type of pop-
ulation, it strongly suggests that SSH deployments fails to provide protection
against man-in-the-middle attacks at the user-level, even though the protocol it-
self may be designed to prevent man-in-the-middle attacks when correctly used.
We note that if a user uses password-based authentication in SSH, they are
susceptible to a man-in-the-middle attack. It would be safer for a user to use
public-key based authentication in SSH (using passphrases). In that case, an
attacker could spoof a server, but not login as the user to the real server. In
our study, we found that most users did not use passphrases though that is an
available option. Perhaps, passwords are more convenient and provide a path of
less resistance than passphrases.

It is possible that the users made, what they considered to be, a rational
decision. They perceived the risk of an actual man-in-the-middle attack to be
low and the possibility of a configuration change at the server higher. But that
is disconcerting because it means that users will discount security risks and will
use unsafe methods, if given a choice.

SSH designers made the choice to trusts the users to make the right security
decisions. Most SSH clients, when seeing a bad server’s key, very clearly tell a
user not to connect and to verify the server’s fingerprint with an administrator
because they may be subject to a serious attack that will totally compromise the
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session’s security. But it also tells them that they can get around the problem by
deleting the cached server’s key. Our study indicates that most users will choose
the latter option, raising the question whether even sophisticated users should
be trusted by implementers of security systems to make security decisions.

2.2 Vulnerability Assessment of Financial Websites

In [4], we analyzed over 700 web sites of financial institutions with presence in
the United States. The main aspect we were looking for is how these institutions
structured the online interaction with their customers from the perspective of
security vulnerabilities. The good news is that almost sites use SSL for authenti-
cating their web server to users and do not send passwords in the clear. The bad
news is that most of them still make poor design decisions at the macro level that
leave their users more vulnerable to spoofing, phishing, and social engineering
attacks.

Below are two representative examples of poor design decisions that many of
the financial web sites suffered from (several other vulnerabilities can be found
in [4]):

1. Providing a secure login window, but on an insecure page
2. Insecure pages for customer service and instructions for password reset

Why do these decisions get made and why are they poor decisions from a
security perspective? Let us consider each of the two examples in turn. Here is
a plausible chain of events between an hypothetical bank’s user-interface design
group and its security group that lead to the first decision:

1. Providing a login window on the home page is convenient for users, as per the
user-interface team. It saves users one click in going to a separate login page
and we know that the number of clicks matter, when it comes to ease-of-use.

2. The security group rationalizes that the userid and password is being sub-
mitted securely over SSL. Therefore, the credentials are safe against spoofing
and network attacks.

Thus, it is plausible that the software group at the bank rationalizes that
the design decision of providing the login window on an insecure home page is
reasonable because the Javascript code that handles the login window submits
the userid and password over an SSL-protected session. SSL guarantees security
(assuming that SSL is secure), therefore the login process is secure.

Unfortunately, the reasoning is faulty. From a user’s perspective, they do not
know if the login window form is genuine or not, since it is on an unauthenticated
page. Thus, the login credentials must be entered based on blind faith that
the login page is not spoofed and not tampered with, and that the financial
institution has taken precautions to submit the information securely.

I recall reporting this problem to my brokerage company (which I shall leave
unnamed) in United States several years ago when they used to provide a lo-
gin/password window on an insecure home page (though the credentials were
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submitted over SSL). The response was that if I was concerned, I should just
click the login button without entering the user id and password. That will take
me to an SSL-protected page, where I could enter the correct user ID and pass-
word. I would argue that it it unreasonable to expect most users to be aware
of such a workaround and most users will not use it anyway since it is not the
path of least resistance. To that company’s credit, at least they had a solution
for me and eventually they modified their login procedures so that they are no
longer vulnerable to that problem. Many other financial institutions, however,
continue to take that risk.

Now, let’s examine the second problem of providing contact information on
an insecure page. One of the institutions that holds retirement accounts for
faculty at my university, TIAA/CREF, was guilty of that. Why is this a poor
security decision? Let us assume that part of the threat model is a man-in-the-
middle attack or a site spoofing attack. That is one of the reasons why the use
of SSL for protecting communication related to authentication and transactions
makes sense. Suppose that an attacker redirects the user to a spoofed “Contact
Us” page that contains bad phone numbers for TIAA-CREF that are actually
manned by the attacker. If a user were to use those phone numbers for account
queries, it is conceivable that user would be asked to provide credentials, such as
social security number and birthdate, to verify their identity and would simply
end up giving those to the attacker.

I initially suspected that the problem was primarily due to TIAA/CREF not
being aware of the risk. They could easily have provided the information on an
SSL-protected page. Not using SSL for all pages does potentially reduce the load
on the web server, but I doubt that protecting the “Contact Us” page with SSL,
or even the whole web site, would be a major expense for a large company that
handles billions of customer dollars. I did report the problem to them but, at
the time of this writing, they continue to provide contact information on a non-
protected page. Hopefully, they are working on it. Hit the “Contact Us” link at
their site to see if they have since fixed the problem.

A few financial web sites have addressed this problem. For example, Fidelity
brokerage uses SSL to protect their entire site. However, a vast majority of sites
remain vulnerable today.

3 Broader Problem of Authenticating Users

So far, we only touched on the problem of verifying identity in the context
of an authentication protocol. But, there is a more general problem that has
broader implications. In the United States, social security numbers serve as
universal, unique identifiers for individuals and form the basis of establishing
credentials for other services such as bank accounts and credit cards. But, as is
well-known, the use of a single identifier also increases the risk of identity theft.
In developing countries, such as India, most citizens do not have a unique ID
assigned at present. Tax IDs and voter cards are being increasingly assigned to
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individuals, but they are not yet universal. So, there is a window of opportunity
to recommend better systems if the security community can come up with them.

Another interesting problem in a country like India is that of identifying peo-
ple over the phone. A large percentage of people do not speak English, the coun-
try is multi-lingual, and as a result the mapping to a bit string that represents
a name in an authentication database is ambiguous. Other attributes, such as
home address, are also ambiguous because many addresses, particularly in rural
areas, are simply a collection of attributes that describe the place sufficiently for
the local mail delivery person; a classical example given in India is an address
specified by just the recipient’s name and a nearby local landmark - presumably
the postal carrier would know the person and how to deliver the letter). This
raises the question how to do verification. For example, if a user gives an ap-
proximately matching name and address (rather than an exact match), should
that be accepted for locating a record? Would it reduce the “number of bits”
in the verification process? I conjecture that it does, since it is akin to doing an
approximate match on passwords, rather than an exact match. But analyzing
the extent of its impact on authentication systems requires further research.

4 Lessons Learned

Fortunately, the situation is not entire hopeless. Our studies suggest a few design
principles that may help in securing systems as well as providing good usability,
though their validation requires further work:

End-user visibility of security guarantees: System designers must not only
secure the network communication channel, but also ensure that the end-
user application is able to make that security visible to the end-user before
the user uses that channel. Ideally, this visibility of security attributes to
the end-user should be tamper-proof for the desired threat model and be
presented in a way that the user is likely to understand and notice. Unfortu-
nately, providing good user presentation of security guarantees is easier said
than done. The work by Cranor et al. [7] shows that it can be a significant
challenge in designing interfaces that present P3P privacy policies of web
sites to users so that users are likely to notice them and be able to use them
for making informed security decisions. The work in [5] highlights similar
problems in web browsers for presenting SSL security context. Providing a
tamper-proof way of displaying security guarantees is also a challenge. For
example, Javascript could be used to control the contents of the displayed
URL at the bottom of a page when a link is highlighted. Many users rely on
that to see if a link should be trusted prior to clicking. Browsers are doing a
better job today of preventing scripts from modifying the displayed security
context, but it is still an arms race.

Secure the context: This is a well-known principle that not only communi-
cation must be secured but also its context [8,9]. For example, SSL 2.0 was
vulnerable to cipher rollback attack because it did not adequately protect
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the key negotiation steps. SSH fails to do that for host keys. Unfortunately,
most administrators do not adequately tell users how to verify the host keys
in a convenient way, leaving users vulnerable to security attacks. Providing
a login window (even that is submitted over SSL) on an insecure page is also
an example of this problem; it would be easy for the attacker to replace the
page contents so that the information is submitted insecurely. For a bank to
provide contact phone numbers on an insecure page is also an example of
this problem.

Secure the path of least resistance when errors occur: Security errors may
be rare (most logins are successful), but the implications can be significant
if those errors are not correctly handled. A careful analysis of users’ likely
responses to errors and the security implications of that must be done and
standards evolved for handling them safely. That analysis should assume
that most users will choose the simplest path to getting around the problem
rather than the most secure path.

Security warnings should be rare events: In our SSH study, it is conceiv-
able that users get SSH warnings about bad or missing host keys so frequently
that they have come to accept it as “normal”, rather than a possible security
risk. Organizationally, system administrators should make it a high priority
to not change host keys except when a key is suspected to be compromised.
For example, if a server is upgraded (e.g., new computer replacing an old
one), it would be better to transfer the old machine’s key rather than gen-
erating new keys. It would be even better to consider standard extensions
to SSH to support signed host keys (using long-term certificates of organiza-
tion’s authorities). That may help make the warnings rarer when machines
are upgraded and new host keys are installed.

End-user verification of security-related information: If a protocol gives
security warnings with information such as fingerprints, the user must be told
how to verify them. SSH fails in that regard. It does print out the fingerprint
of the host’s key. However, most users are unlikely to be aware how to verify
that fingerprint.

5 Conclusions

We presented some of the findings from two of our studies that suggest existence
of wide-spread security problems at the end-user level in systems that attempt
to deploy security protocols to secure user interactions. Our findings suggest
that significant security gaps are introduced at the application level, even in
systems where security is the primary concern and users can be considered to
be sophisticated about security. This points to a significant challenge for the
security community. The community must not simply ignore this issue, leaving
it to application writers or user-interface designers to address. We must develop
security-oriented guidelines for application developers as well as automatic se-
curity modeling and evaluation tools to assist the developers in assessing the
security of their systems. The guidelines and tools should factor in results from
existing studies on user behavior.
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Abstract. This paper reports the results of our experimentation with
modeling worm behavior on a large scale, fully adaptable network simu-
lator. Our experiments focused on areas of worm scanning methods, IP
address structure, and wireless links that, to the best of our knowledge,
have been mostly neglected or abstracted away in prior worm simula-
tions. Namely, our intent was to first study by direct observation of our
simulations the effects of various IP scanning techniques on the effective-
ness of worm spread. Second, our intent was to research the effects that
having a larger IP address space (specifically a sparsely populated IP ad-
dress space like that provided by Internet Protocol Version 6) would have
on the effectiveness of several worms. Third, we study how the wireless
media may affect the propagation of worms. In order to perform these
simulations we have made use of the Georgia Institute of Technology’s
network simulator, GTNetS, extending the worm classes packaged with
the simulator.

1 Introduction

The propagation of Internet worms has a devastating effect on the normal oper-
ations of the Internet. Because of the cost of worm attacks, much research has
recently been devoted to trying to understand, detect, and prevent the spread of
Internet worms. While various analytical modeling and empirical analyses have
been conducted to study the propagation nature of various Internet worms, the
effects of real-world factors on the propagation of worms with various scanning
methods are still not fully understood. In this work, we study two major fac-
tors on the propagation of Internet worms—IP address distribution and wireless
media—while worms can choose various scanning methods.

– IP address distribution. While relatively dense, the current IPv4 address
space still has a large portion of unallocated addresses. When a worm scans
for victims, its success rate is affected by whether or not a scanned address is
allocated. Studying this may potentially help design a more worm-resistant

P. McDaniel and S.K. Gupta (Eds.): ICISS 2007, LNCS 4812, pp. 10–24, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



Investigating the Impact of Real-World Factors 11

IP address allocation policy. In addition, it also warrants further study to
know how worms may propagate in the much larger IPv6 address space.

– Wireless media. Every day many nodes are connected to the Internet through
wireless media using WLAN, WiFi, upcoming Mesh networking, Bluetooth
PAN or 3G cellular technologies. Little is known regarding the speed and
style Internet worms may propagate through these wireless media to users.
Various networking choices (e.g., a single large subnet vs. dispersed sub-
networks) or access control techniques (MAC address filtering vs. password
protection) may or may not affect the behavior of worm propagation. User
mobility could have both a positive and negative impact on the worm spread.
To the best of our knowledge, no work has been extensively performed in
this area.

Internet worms can scan in many different ways. Scans can be random, lo-
cal preference, hitlist-based, permutation, topological, or some combination of
these. It can be based on either TCP or UDP, or even piggybacked onto other
networking traffic. With the various scanning methods, we investigate the impact
of IP address distribution and wireless media on Internet worms spread through
a systematic, comprehensive analysis that compares the propagation speeds and
trends in an Internet-like networking environment.

We use a packet-level network simulator, GTNetS. Our work identifies and ex-
plores parameters affecting worm-propagation which have been largely ignored,
abstracted away, or overlooked in previous studies. Most previous simulation
studies of worms have not simulated worm behavior at a per-packet level; instead,
they rely on certain analytical models to reduce the computational complexity
which could be substantial when simulating a worm outbreak on a network of
non-trivial size. Even relatively small networks take an enormous amount of CPU
time to simulate at a packet-level because of the massive traffic load needed to
be simulated as a matter of course when analyzing worm behavior. However,
with improved simulators, and the ever increasing computational power avail-
able, simulating outbreaks at a per-packet level on networks of non-trivial size
has been shown to be feasible. For example, work has been done by George F.
Riley and his colleagues at Georgia Tech [1,2].

The rest of this paper is organized as follows. We first describe previous work
in Section 2. We then describe our GTNetS-based simulation environment in
Section 3, and illustrate our approach in detail in Section 4. Our results are
presented in Section 5. We conclude our paper and point out future work in
Section 6.

2 Previous Work

Worms pose a substantial threat to the Internet and much work has been done to
study real worm outbreaks [3,4,5,6,7,8]. The previous work is generally divided
into two categories, analytical modeling and empirical simulations. In addition,
researchers have studied various approaches in detecting worms, such as [15].
Theoretical analyses of worms have been performed as far back as [9], but not
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until Staniford et al. systematically categorized and analyzed the threats from
various worm propagation techniques in [10] was the threat really well under-
stood. Another study by Staniford et al. [21] was on flash worms, showing that
using a pre-computed spread tree, an UDP worm could infect up to 1 million
hosts in half a second, or in 1.3 seconds if the worm uses TCP. In [22], address
space distribution is modeled far from uniform. The authors analyze the im-
pact of unused blocks of the IP space and provide a model for implementing a
distributed traffic monitor system. Further work on worm propagation models
[11,12] and the potential sophistication of worms [13,14] also show that worms
are an ever-increasing threat that will not be easily stamped out.

The previous work on worm simulations has not focused on the key issues of
our research. Namely, these are the effects of varying worm IP block scanning
methods and the effects of a larger IP address space and other changes provided
by IPv6, as well as the effect of wireless media. Work in [21] focuses on one
scanning strategy - hit-list, while our work analyzes multiple scanning methods
as well as different topologies and IP address distributions. Also, compared to
work in [22], we study the effect of a much larger IP address space while also
taking into consideration multiple network topologies.

2.1 Analytical Modeling

Analytical modeling is a significant area of research. Internet worm research,
in particular, has made use of analytical modeling to study worm behavior.
Generally speaking, the idea of analytical modeling is to, through analysis of a
problem domain, define and apply a mathematical model that fits the system
being analyzed within an acceptable margin of error. Analytical models benefit
from computational efficiency because calculations are largely independent of
the size of the network. Generally, however, there will be some necessary un-
certainty inherent in the relationship between the mathematical model and real
world behavior. On top of this uncertainty, analytical models are often easily
implementable and cannot interact with any proposed detection and defensive
mechanism or varying network and worm parameters without altering the math-
ematical model on which they depend [16].

Chen, Gao, and Kwiat [12] give an analytical model for the spread of worms
which they dub Analytical Active Worm Propagation (AAWP) model. Their
AAWP model characterizes the propagation of worms that employ random IP-
block scanning. This model is a prime example showing that analytical models
are suitable for the study of Internet worms. However, the model’s mathematical
complexity as well as its inflexibility (especially in the method for handling IP-
block scanning) shows that it still suffers from problems inherent to all analytical
models.

2.2 Empirical Simulations

With the problems inherent in analytical models many researchers have begun
a push to use empirical simulations to test hypotheses concerning the behavior
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and propagation of worms in various network models. Our research falls in this
vein. To our knowledge, however, there have been no papers published that focus
on the comparative effects of varying IP-block scanning techniques as well as the
effects of a larger address space.

As discussed before, Riley et al. [1,2] give an interesting framework for how
Internet worms might be simulated using the GTNetS simulator.

Wei, Mirkovic, and Swany [17] perform research on worm simulation on sim-
ulators that are very similar in nature to GTNetS. Their simulations exhibit
high-fidelity through their use of packet level simulations. They also provide some
flexibility for varying worm types, though not to the level proposed by our re-
search. For instance, they developed classes for worms with random scanning and
subnet scanning, but have not extended the classes beyond these approaches. Wei
et al. also expound upon the limitations of GTNetS. Mainly, GTNetS requires
a good deal of centralized computational power. The simulator from Wei, et al.
is a distributed simulator that uses normal PC nodes to run their distributed
simulation algorithms and treats the PC nodes as existing at the Autonomous
System network level. Unfortunately, this distributed algorithm suffers from the
complexity inherent in distributed computing.

Weaver, Staniford, and Paxson [18] present an algorithm for worm propagation
retardation which they call the Threshold Random Walk (TRW) algorithm. They
begin with this algorithm for containment of scanning worms and try to make
ad hoc changes to general purpose system’s hardware and specific choices for
software implementation that work together to form an ad hoc simulator that
is suitable to test their algorithm and various hypotheses. This approach turns
our approach, in which we move from a general simulator to a specific worm
implementation, on its head, and is a much less flexible approach.

3 GTNetS-Based Worm Simulation Environment

The work by Riley et al. has resulted in the development of a fully adaptable real-
world network simulator that is capable of supporting the modeling of Internet
worms. Some simple worm examples have already been created for use with the
simulator.

GTNetS is unique amongst computer network simulators in that it is designed
to allow for large-scale packet-level network simulations. There are several issues
that must be solved in order to allow for simulations of these kinds due to the
extreme demands on memory and computational power. We will briefly discuss
how GTNetS solves these issues. For a full explanation, refer to [1,2].

3.1 Simulating Large-Scale Networks

GTNetS has been designed from the ground up to provide for large-scale net-
work simulations. GTNetS uses several approaches to limit the computational
complexity and memory use of simulating networks on a large scale, thus freeing
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us from these considerations. First, GTNetS addresses the memory complex-
ity of such simulations by employing NIx-Vectors [19] for routing simulation.
This approach does not maintain routing tables, but rather uses a source-based
method in which routing information is stored in each packet. As such, routes
are computed only as needed, and are cached at packet sources for later use.
This approach is useful because normal routing tables in network simulations
cause a large overhead in memory.

Also in an effort to reduce memory complexity for the simulator, special
consideration is taken of leaf nodes or subnetworks of leaf nodes that are known
to have a single gateway router as an access point to the rest of the network.
GTNetS first attempts to route the packet within the subnetwork (this will
only be possible if leaves in the subnetwork are interconnected). If this is not
possible then the packet is unconditionally forwarded to the gateway router.
This simple step saves a large amount of memory, and is an advance over other
simulators.

Second, GTNetS addresses the complexity inherent in maintaining an “event
list” by attempting to control the size of the list. The event list is the list of
events (sending packet, receiving packet, etc.) that the simulator must simulate.
The first method for controlling the size of this list is to use FIFO receive queues
which, they explain, will limit the number of events necessary in the event list
for receiving packets. Also, they note that in many cases the queuing delay for a
packet in a FIFO queue (such as a basic Drop Tail queue) can be deterministically
calculated. Thus, GTNetS uses “Abstract Queuing” such that information about
transmitted packets is stored deterministically and packets are never queued at
the transmitter. Instead, these packets are given the appropriate queuing delay
and sent directly to the receiver. Finally, GTNetS uses a data structure called a
“Timer Bucket” which is used to abstract out network delays such as the round-
trip time (RTT) in order to model TCP timeout events in an efficient way and
thus reduce the size of the event list.

Third, and finally, GTNetS reduces the computational and memory complex-
ity of simulating large-scale networks by limiting the size of log files that are
normally kept by simulators for storing the results of a simulation. It does this
by providing pre-packaged statistical packages that can create the desired statis-
tics and allow for the removal of raw fine-granularity files from the kept log
files.

3.2 The Worm Simulation Environment

As we mentioned above, not only is GTNetS specifically designed for large-scale
networks, it is also highly adaptable to various network environments. This turns
out to be very useful, especially in the simulation of worms. A major concern of
our research, as well as all research in the area, is exactly which elements of the
network environment to hold constant and which elements to test against. We
discuss these decisions in depth below. Here, however, we discuss exactly what
options are available to us via the GTNetS simulator.
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The first and foremost concern is the network itself; that is, the network
topology. This is important because GTNetS is fully flexible in this regard, both
in network structure, bandwidth, and IP address assignment. GTNetS provides
a robust interface for creating network graphs, including limited functionality
for generating random network topologies fitting certain regular patterns. These
include common graph types such as star graphs, dumbbell graphs (bandwidth
bottleneck graphs), and trees. However, it does not natively provide support
for generating more complicated types of random networks. Fortunately, it does
provide a facility whereby random graphs can be imported from random graph
generation programs such as BRITE, which generates random graphs which
mathematically resemble the AS structures of the existing Internet. Other graph
generation tools such as iNet (another Internet-like topology generator) can also
be used [20].

Second, but no less important, is the structure of the worm packets themselves
which help define the worm’s structure. GTNetS is capable of supporting worm
packet classes of either TCP or UDP. Thus, worms with varying infection lengths,
selected infection ports, and varying number of connections can be appropriately
simulated. Also very important to our research is the fact that GTNetS allows
for worm classes with varying IP block scanning and selection patterns via the
use of a standard extensible C++ class, as well as varying scan rates.

In short, the full flexibility of GTNetS allows us to gather empirical data
from simulations that are based on a great variety of simulated networks and
worm types that behave as in the real world. Thus, our research results should
very closely mimic empirical observations of the real world, without putting any
hardware at risk or causing billions of dollars of damage.

4 Our Approach

Our approach centers around the manipulation of code provided with the GT-
NetS simulator to facilitate our simulations. Our first step was to design a work-
ing model on a single processor. As described above, the GTNetS simulator is
designed to provide simulations with characteristics of real networks in mind.
Thus, there are several variables for both network related and worm related
characteristics that needed to be addressed. Specifically, what needed to be de-
cided was which variables would be held constant across the spectrum of our
simulations. As we previously stated, the goal of our research is to discover the
effects of varying IP address population density and scanning methods on the
propagation of worms. With that in mind, we made decisions concerning network
and worm characteristics as described below.

4.1 Constants

There are really two types of constants that we must address. We will deal
with network-related characteristic constants first. Prime among these was the
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network topology itself. Rather than deal with the uncertainty that multiple
network topologies would bring into our simulations, we decided that the best
course of action was to select a suitable topology and to hold this topology
constant across various simulations. GTNetS comes pre-equipped with a simple
network topology generator. However, this generator only accepts the number of
required nodes and arranges the nodes in patterns which are unlike real-world
networks. Because we are primarily interested in Internet worms, we decided
to create a network topology that would be more characteristic of the Internet.
In order to do this, we created a network using the BRITE graph generation
program. BRITE creates Internet-like AS and subnet structures at random. After
creating a network topology we assigned IPs at random with respect to subnets
such that subnets would have IPs within a given range. The network topology
was held constant, but we eliminated unnecessary overhead by not holding IP
addresses constant over all the simulations.

The wireless networks are treated differently. They are subnets in the Internet
topology with different link bandwidth and packet loss rate. A wireless subnet
can be a large address space that adheres to a higher level on the topology tree
or a small one to a lower address topology tree. For example, a campus wireless
network can use a campus-wide universal subnet that accommodates a large
number of IP addresses, or a small subnet that builds within each department.
These two types of configurations are modeled using GTNetS directly as: a wider-
tree with a few levels in a topology tree and lowest level has large amount of fan
out links for the first case, and a deeper-tree with more levels and less fan out
links in the lowest level.

There is also the issue of network traffic that is not worm related. In dealing
with this issue we simply abstracted out all other network traffic. We do so
with full realization that congestion in one network subnet could affect worm
propagation. However, for ease of simulation, and because congestion is partly
a factor of the network topology itself (i.e. number of nodes in a subnet, speed
of connections, etc.), we have chosen to focus only on “ideal” networks where
congestion is uniform (or non-existent). Future endeavors may deal more directly
with this issue.

Finally is the issue of individual node vulnerability. GTNetS decides worm
vulnerability by assigning a vulnerable state to individual generated nodes ac-
cording to some probability. In an effort to make our simulated network as
Internet like as possible we held this probability constant across our simulations
and assigned the probability to 90%. We arrived at this number by determining
that approximately 97% of machines on the Internet run Windows operating
systems of one variety or another, thus making them the main targets of most
attacks. We then reduced the overall percentage marginally to account for in-
stances where, for whatever reason, a machine may be running a Windows O.S.
and not be vulnerable to attack, thus arriving at the approximated value of 90%
vulnerability across our simulated network.

Next, we deal with worm related characteristic constants. Because our research
focuses only on the worm scanning method all other worm characteristics were
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held constant with the exception of that one. Scan rate, infection length, infection
port, and the number of TCP connections have all been held constant at default
GTNetS settings across simulations.

4.2 Variables

Obviously, those network and worm characteristics that we have not held con-
stant must still be dealt with. In fact such characteristics allow us to make
observations as to how certain aspects affect worm propagation. We vary the IP
address space population density to simulate the effects of implementing IPv6
(with its larger address space) on the Internet. Specifically, our simulations were
set to use approximately one IP address in every thirty-five available IP addresses
for dense (IPv4 like) networks, and one in every one hundred and thirty-four for
sparsely populated (IPv6 like) networks. These numbers are best guess efforts
at assigning Internet like IP addresses. For IPv4 approximately 75% of available
/8 blocks have been assigned. However, there are many IP addresses within each
block that are still available. Unfortunately, specifics about individual networks
are not readily available, so we have made our best guess in assigning 1/35 ad-
dresses for our simulations [11]. We further noted that the full address space of
IPv4 is much less than one percent of the entire address space of IPv6. However,
for the sake of the computational time of our simulations, and to obtain more
meaningful results, we assigned our simulations of IPv6 address space to have
just less than 1% of address spaces to be occupied.

There are also two worm characteristics which varied across our simulation.
First, we obviously varied the worm scanning method across our simulations.
GTNetS provides simple worm scan methods including uniform random IP scan-
ning, and local preference scanning. We have added to these hit-list scanning
which assumes that worm propagation does not begin until a certain set of key
nodes has been pre-infected.

Finally, in the case of hit-list scanning, unlike in the other cases, we have
run simulations using both TCP connections and UDP connections. All of our
other simulations have been run using UDP connections with a constant default
scan rate because UDP worms are most effective. So, in order to compare high
and low density address space simulations using hit-list scanning with our other
simulations we have first run UDP hit-list worms. However, because we are
already spending time to select certain nodes across the network to pre-infect,
we wanted to test what effect a TCP hit-list worm would have. As such, we have
run an additional TCP hit-list worm simulation for both high and low density
address space populations.

4.3 Simulations

This subsection, in way of an overview of the previous subsection and a precursor
to the next section, gives a complete account of the simulations which we have
performed. For each UDP worm the scan rate has been held at a constant default



18 D.A. Ray et al.

value of 100, and for each TCP worm the number of connection threads has been
held at a constant default of 3. Also, in the case of all simulations, the infection
length and infection port, which we have not concerned ourselves with as we have
abstracted out all other traffic, have been held at constant default values. Finally,
each worm type simulation has been run twice, once with a densely populated
(IPv4 like) IP address space and once with a sparsely populated (IPv6 like) IP
address space. Densely populated networks were generated such that 1/34 of the
available address space is used, and sparsely populated networks were generated
such that 1/134 of the available address space is used.

Each of the following worm simulations was run as described above. First was
the UDP uniform random scanning worm. Second was the UDP local preference
scanning worm. Next, we generated a simulation using a UDP hit-list worm
using local preference scanning after the hit-list is established. Finally, the same
hit-list local preference scanning worm was simulated again, only this time TCP
connections were used to propagate the worm. The results of these scans are
given in the next section of this paper.

4.4 Results

The final aspect of our approach involves exactly what statistics we have cho-
sen to acquire from our simulations. Using the data provided by GTNetS and
the program gnuplot, we have plotted interval infection rates for our various
simulations. This allows us to provide a graphical representation of how well a
worm is able to propagate across a network at given time intervals. In each case
our simulations were run until all 1000 nodes were infected. The graphs that
are provided in the next section each contain at least two simulation plots for
comparative purposes.

5 Analysis of Results

Our results, like our simulations, are divided into worm classes based on IP block
scanning methods as described above. Below we attempt to both give an overview
of results for individual worm classes as well as results from comparisons of our
results.

5.1 Comparing Worm Types on Sparse and Dense Graphs

First we consider Figure 1 and Figure 2. The two worm types are the uniform
random scanning and the local preference scanning. We tested each of these two
methods in both dense and sparse graphs. There are several areas of interest on
the curve of the infection interval. The first is the slope of the curve itself. If the
slope is steep, then the worm has infected the nodes very quickly. The less steep
the curve is, the longer it has taken the worm to infect the network’s vulnerable
nodes. This is true for each of the graphs provided.
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Fig. 1. Comparison of Uniform Ran-
dom Worms

Fig. 2. Comparison of Local Preference
Worms

The graphs of Figure 1 and Figure 2 show that the worms which are operating
on dense graphs are much more successful than the worms that are operating
on sparse graphs. In other words, if the network is sparsely populated then the
worm has much more trouble finding and infecting vulnerable nodes quickly.
This is not unexpected, but it does present a good argument for migrating the
Internet to IPv6. However, it is interesting to note that it has still taken about
the same amount of total time to infect all vulnerable nodes for both sparse and
dense graphs in the case of these simulations.

5.2 Comparing Sparse and Dense Networks Overall

We now look at comparing the effects of sparse and dense networks overall.
Figure 3 gives a side-by-side comparison of all three worm types on a dense
network and Figure 4 gives a side-by-side comparison of all three worm types
on a sparse network. Here we add worm type of hit-list pre-seeding for both
dense and sparse networks. In this section we attempt to shed more light on
exactly what the effects of dense and sparse networks are by comparing the
three together.

For the case of dense networks we can examine Figure 3 to see our graphical
comparison of infection intervals. What we note from this graph is that the curves
of the infection intervals themselves are very similar. This is not unexpected
because the worm types of hit-list and local preference scanning use the same
IP block scanning method. However, more importantly, we can actually see the
effect of the pre-seeding of worm infected nodes in various subnetworks from the
hit-list worm. The hit-list worm infection interval is shifted to the left, indicating
an overall increase in virulence.

As for the case of sparse networks we examine Figure 4. What we find is
that for hit-list and local preference plots the slope of the graph is flatter. This
effect is the same effect as noted before for worms working on sparse networks.
However, we still see, as was hinted at above, that the hit-list worm infection
interval is shifted to the left.
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Fig. 3. Comparison of UDP worms on
dense graph

Fig. 4. Comparison of UDP worms on
sparse graph

These graphs highlight that the order of the effectiveness of the three worm
types is not changed drastically due to the change from densely to sparsely popu-
lated graphs, though uniform random scanning worms suffer a greater flattening
effect than the others. The graphs also further indicate that a sparsely popu-
lated network is going to suppress the effectiveness of worm spread, regardless
of worm type.

5.3 Comparing TCP and UDP Hit-List Worms

Finally, we examine the tests we ran on hit-list worms with local preference
scanning using TCP and UDP connections respectively as in Figure 5 and Fig-
ure 6. Dense and sparse networks are compared. The most obvious thing to note
is that the simulation for sparse networks is unfinished for TCP hit-list worm.
The reason for this is that the overhead for creating a TCP worm is exempli-
fied in the simulation itself. As a result, the machine on which the simulation
was run ran out of memory before the simulation could complete, even after a
substantial memory upgrade. We discuss options for further research with more
computational power in the final section. However, what we can tell from this
simulation is that the overhead is substantial.

Further, what we can tell by comparing dense and sparse networks is that
the hit-list worm with TCP connections is an improvement in the case of dense
networks, but it has no real effect in the worm spread for sparse networks. Not
surprisingly, TCP hit-list worms work better on dense networks and do not work
as well with sparse networks. In short, overall TCP hit-list worms seem to add
significantly to the overhead of hit-list worms, especially in sparse networks,
without adding any benefit to worm spread.

5.4 Worm Propagation in Wireless Media

We simulate wireless media in two different network architectures, namely, a
wired Internet backbone (or high bandwidth link) with local WLANs directly
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Fig. 5. Comparison of TCP Hit-list
Worms

Fig. 6. Comparison of Hit-list Worms

attached to it, and a leveled organizational network tree with the WLAN subnets
penetrated as smaller subnets at lower levels. A wider-tree topology is designed
to reflect the first network architecture and a deeper-tree topology represents
the second case. In the following Figures, curves numbered 1 are results run on
deeper-tree topology and curves numbered 2 are results run on wider-tree. We
compare both TCP and UDP worms with uniform scanning and local preference
scanning methods.

Figure 7 shows a comparison of TCP worms using uniform scan in the two
topologies. The Figure shows that worms start infection much later and propa-
gate much slower in the deeper-tree topology than them in the wider-tree topol-
ogy. Figure 8 shows a comparison of TCP works using local preference scanning.
Similar trends as observed before are present here as well.

Fig. 7. Wireless TCP Uniform Worms Fig. 8. Wireless TCP Local Preference
Worms

Figure 9 and Figure 10 show a comparison of UDP worms using uniform and
local preference scan in the two topologies respectively. Again, the Figures show
that deeper tree topology can slow down worm propagation due to the fact that
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Fig. 9. Wireless UDP Uniform Worms Fig. 10. Wireless UDP Local Prefer-
ence Worms

more links need to be searched for the preferred addresses. These results suggest
that the commonly used WLAN configuration of creating a single direct subnet
for wireless access as in parallel to other organizational subnets may not be a
preferred network topology in hampering worm propagation speed.

6 Conclusion and Future Directions

In this paper we investigated two major factors that impact the propagation of
worms with a few major propagation methods. Especially we investigated the
influence of IP address space and wireless links. We use GTNetS, a detailed
network packet level simulator to conduct the evaluation. Our simulation results
show that worms propagate slower in IPv6 address space due to the sparse
address allocation. The results also show that WLAN configuration impacts the
worm propagation. A deep tree type of topology can slow down the propagation.

Certainly, there are many future directions in which this research could head.
Prime among these is the distribution of the simulations amongst various pro-
cessors to give us more computational power. Originally, our hope was to be able
to distribute the simulations in some manner for this reason. Indeed, GTNetS is
designed to be distributable. However, due to lack of access to proper computer
hardware and documentation, at this time we have not been able to do so. In
the future, distribution of the simulation processes will allow many networks of
much greater size to be analyzed.

Also, another direction is the implementation of more unusual worm types
which we chose not to implement due to the exotic nature of the worms and the
foundational nature of our initial research. Namely, these worm types are those
which use permutation scanning and topological scanning to obtain a measure
of synchronization among worms; this could prove to render the worms more
effective in sparse networks if the overhead of such synchronization could be
managed.

Finally, future research could take advantage of other scanning methods than
local preference for hit-list worms. Local preference was chosen for this research
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because it seemed to be a best fit for a worm type that is pre-seeded in different
subnets. However, this hypothesis could be tested by choosing different scanning
methods.
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Abstract. Security threats to operating systems today largely come
from network. Traditional discretionary access control mechanism alone
can hardly defeat them. Although traditional mandatory access control
models can effectively protect the security of OS, they have problems of
application incompatibility and administration complexity. In this pa-
per, we propose a new model, Suspicious-Taint-Based Access Control
(STBAC) model, for defeating network attacks while maintaining good
compatibility, simplicity and system performance. STBAC regards pro-
cesses using Non-Trustable-Communications as starting points of suspi-
cious taint, traces activities of the suspiciously tainted processes by taint
rules, and forbids the suspiciously tainted processes to illegally access
vital resources by protection rules. Even in the cases when some priv-
ileged processes are subverted, STBAC can still protect vital resources
from being compromised by the intruder. We implemented the model in
the Linux kernel and evaluated it through experiments. The evaluation
showed that STBAC could protect vital resources effectively without sig-
nificant impact on compatibility and performance.

Keywords: Access Control, information flow.

1 Introduction

With the rapid development and increasing use of network, threats to operating
systems mostly come from network, such as buffer overflows, viruses, worms,
trojans, DOS, etc. On the other hand, as computers, especially PCs, become
cheaper and easier to use, people prefer to use computers exclusively and share
information through network. Though on a few occasions a user may permit
someone else who is fully trusted to log in his/her computer from local, most of
the time users share information via network. Therefore nowadays the threat to
modern OSs does not come from local, but more from remote.

Traditional DAC (Discretionary Access Control) in OS alone cannot defeat
network attacks well. Traditional MAC (Mandatory Access Control) is effective
in maintaining security, but it has problems of application incompatibility and
administration complexity [1][2][3]. From 2000 to 2003, we developed a secure
OS, which implemented BLP [5], BIBA [6], RBAC [7] and ACL. However, we
found the same problems with the secure OS. Thus, the STBAC model is pro-
posed with the following goals in mind.
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– Protecting vital resources: Even if some privileged processes are subverted,
STBAC can still protect vital resources from being compromised. Vital re-
sources in OS include important binary files, configuration files, directories,
processes, user data, system privileges and other limited resources, such as
CPU time, disk space, memory, network bandwidth and important kernel
data structures. Since they are the valuable user data and foundation for
OS to provide services, they usually become the final target of an intrusion.
Even if an intruder gets the root identity, we can say that the intrusion has
failed if the intruder cannot compromise the vital resources.

– Compatibility: STBAC enhanced OS is compatible with existing application
software.

– Simplicity: STBAC is easy to understand and administer.
– Performance: STBAC can be implemented with high performance.

The STBAC model regards processes using Non-Trustable-Communications
as starting points of suspicious taint, traces activities of the suspiciously tainted
processes by taint rules, and forbids the suspiciously tainted processes to illegally
access vital resources by protection rules. We implemented the STBAC model
in the Linux kernel, and evaluated its protection capability, compatibility and
system performance through experiments.

The paper is organized as follows. We first describe the STBAC model and
its four parts in Section 2. In Section 3, the compatibility and simplicity of
STBAC are analyzed. The implementation of the STBAC model in the Linux
kernel is presented in Section 4. The evaluation results are shown in Section 5.
In Section 6, STBAC is compared with related works. Finally, we draw the
conclusion in Section 7.
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2 Model Description

The STBAC model consists of four parts: Taint, Health, Vital and Protection, as
shown in Figure 1, where the rectangles indicate processes; the ellipses indicate
files or directories; the diamonds indicate sockets; and the balls indicate any
objects in OS, such as files, directories, sockets and processes.

The Taint part, which is painted in red and enclosed by real line, is proba-
bly controlled by the intruder. It consists of suspiciously tainted subjects (St),
suspiciously tainted objects (Ot) and taint rules (TR). TR is categorized into
TRsock−proc, TRproc−proc, TRproc−exe and TRexe−proc. The Vital part, which is
painted in blue and enclosed by broken line, represents the vital resources that
should be protected properly. This part consists of vital objects and vital rules
(VR). The vital objects include Oconf , Ointe and Oavai, while VR is categorized
into VRproc−proc, VRdir−dir, VRproc−file and VRfile−proc. The Protection part,
which is surrounded in a black circle, consists of three protection rules (PR):
PRconf , PRinte and PRavai. PR forbids St to illegally access vital objects. The
Health part, which is painted in gray, consists of health objects (Oh) and health
subjects (Sh) that is not tainted or labeled as vital ones. We elaborate on the
four parts of STBAC in the following sections.

2.1 Taint

As the Taint is probably controlled by the intruder, STBAC uses suspiciously
tainted flag (Ft) to label St and Ot, and TR to trace St’s activities in the kernel.

2.1.1 Taint Entities
First of all, we define remote network communications with necessary security
means as Trustable-Communications, e.g., the secure shell, and the others
as Non-Trustable-Communications. Security means include authentication,
confidentiality protection, integrity protection, etc.

Suspiciously Tainted Subject (St) is a subject that may be controlled by
an intruder and act for intrusion purposes. St is a process in general. For exam-
ple, it can be a process using Non-Trustable-Communications, or a process of the
executable file created by an intruder, or a process of the executable file down-
loaded from network, or the descendant process of the above processes. It can
also be a process that communicates with the above processes, or a descendant
of such a process.

Suspiciously Tainted Object (Ot) is an object that is created or modified
by an intruder, and may aid in the intrusion. Generally, Ot means either the
executable file created and modified by St, or the process created and accessed
by St, or the file and directory accessed by St.

Both St and Ot are labeled with Suspiciously Tainted Flag (Ft).

2.1.2 Taint Rules
TR includes TRsock−proc, TRproc−proc, TRproc−exe and TRexe−proc, which can
be described as follows.
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Socket to Process Taint Rule (TRSock-Proc : Socket
Ft−→ Pr ocess) de-

picts that the process using Non-Trustable-Communications may be breached or
launched by the intruder. Thus it should be attached with Ft. In contrast, the
process using Trustable-Communications should not be attached with Ft.

Process to Process Taint Rule (TRProc-Proc : Pr ocess
Ft−→ Pr ocess)

depicts that the process created by St or received communication message from
St should be attached with Ft. No doubt, the process created by St is dangerous,
so it is regarded as St. By means of pipe, local socket, shared memory or message
queue, St may control other process to serve for intrusion, thus the controlled
process is also regarded as St.

Process toExe-fileTaintRule (TRProc-Exe :Pr ocess
Ft−→ExecutableF ile)

depicts that the executable file created or modified by St should be attached with
Ft. Executable files created by St may be hostile programs, such as programs
downloaded from network. On many occasions, modifying or over-writing ex-
isting executable files is a way to leave backdoor, for example, using specially
modified “ls”, “ps” and “netstat” to over-write existing command files.

Exe-file toProcessTaintRule (TRExe-Proc :ExecutableF ile
Ft−→Pr ocess)

depicts that the process that has executed or loaded Ot should be attached with
Ft. Suspiciously tainted command file, library file, or other executable file could
be an intrusion tool, so the process derived from them is dangerous.

2.2 Vital

The Vital is the target for STBAC to protect, consists of vital objects and vital
rules. Vital objects include all kinds of vital resources, such as important user
data, important system files or directories, limited system resources, etc. Vital
rules define the conditions to spread vital flags that are used to label vital objects.

2.2.1 Vital Entities
According to the information protection targets proposed in ITSEC [14], even if
OS is subverted, STBAC should still protect the following three types of objects:

Confidentiality Object (Oconf) is an object containing information that
should be protected confidentially even if the system is breached. Generally,
Oconf means a file or directory containing sensitive information. “/etc/passwd”
and “/etc/shadow” are classical Oconfs. Oconf is labeled with Confidentiality
Flag (Fconf).

Integrity Object (Ointe) is an object whose integrity should be protected
even if the system is breached. Generally Ointe means binary files, important
configuration files, important user data files and directories containing these
files. Ointe is labeled with Integrity Flag (Finte).

Availability Object (Oavai) is the limited resource that is necessary to run
processes. Even if the system is breached, OS should guarantee that St could
not block other vital or health processes getting Oavai. Oavai includes CPU,
memory, disk space, network bandwidth and important kernel structures. Oavai

is labeled with Availability Flag (Favai).
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In order to perfect the confidentiality protection function of STBAC, we fur-
ther introduce two definitions.

Leak Object (Oleak) is an executable file from which a process derived may
leak secrecy while writing files after reading an Oconf . Typical examples are
“cp”, “mcopy”, “dd”, “passwd”, etc.

Leak Subject (Sleak) is a process derived from Oleak that may leak secrecy
while writing files after reading an Oconf .

Both Oleak and Sleak are labeled with Leak Flag (Fleak).

2.2.2 Vital Rules
As presented above, STBAC identifies Oconf , Ointe, Oavai, Oleak and Sleak by
vital flags of Fconf , Finte, Favai and Fleak respectively. Before running, OS con-
figures vital flags by default or by the administrator; in running, vital flags
should be spread automatically to avoid security vulnerability. Thus, four rules
for spreading vital flags are designed as follows:

Directory to Directory Vital Rule (VRDir-Dir : Directory
Fconf ,Finte−→

Directory) depicts that the new directory or file inherits Fconf and Finte from
the parent directory at the creation time.

Process to Process Vital Rule (VRProc-Proc :Pr ocess
Fconf ,Fleak−→ Pr ocess)

depicts that the new process inherits Fconf and Fleak from the parent process
at the creation time.

Process to File Vital Rule (VRProc-File : Pr ocess
Fconf−→ File) depicts

that any file should inherit Fconf when it is created or modified by a process
that has been attached with Fconf and Fleak simultaneously.

File to Process Vital Rule (TRIALRESTRICTION) depicts that any
Sh should clean old Fconf and Fleak flags when executing a file, and then should
inherit Fleak from the executable file. In addition, any Sh should possess Fconf

after reading Oconf .

2.3 Health

The Health consists of health objects (Oh) and health subjects (Sh). A Health
Subject (Sh) is a process that has not been tainted or labeled as vital. A
Health Object (Oh) is an object that has not been tainted or labeled as vital.
The Health can access the Taint and the Vital, and vice versa.

2.4 Protection

Corresponding to the three security protection targets, confidentiality, integrity
and availability, STBAC sets up three protection rules that constitute the Pro-
tection part.

Confidentiality Protection Rule (TRIALRESTRICTION) forbids St

to read Oconf , i.e. it forbids suspiciously tainted subjects to read sensitive files,
to read or search sensitive directories, and to execute some privileged operations
to destroy confidentiality, such as the “ptrace” system call.
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Integrity Protection Rule (TRIALRESTRICTION) forbids St to write
Ointe, i.e. it forbids suspiciously tainted subjects to modify, create, delete and
rename a protected file or directory, and to execute some privileged operations
to destroy integrity, such as the “create module” and “setuid” system calls.

Availability Protection Rule (TRIALRESTRICTION) forbids an
Oavai-allocating operation if the operation could lead to that the amount of
allocated Oavai exceeds one of the two High Water Markers (HWM). One HWM
is named HWMSt that represents maximum number of Oavai permitted to get
by St. The other HWM is named HWMSY S that represents maximum percent-
age of allocated Oavai in the whole system. (RSt indicates the amount of Oavai

allocated to St; and RSY S indicates the percentage of allocated Oavai in the
whole system.)

3 Model Analysis

3.1 Compatibility Analysis

STBAC does not influence the actions of local users and remote users using
Trustable-Communications. It also does not influence most actions of St, because
STBAC only forbids St to illegally access vital resources that are merely a small
part of all the resources, but does not forbid St to legally access vital resources,
such as reading and executing Ointe.

Possible incompatibility can be caused by PRconf and PRinte since they
restrict processes’ actions. But they do not restrict the user who logs in by
Trustable-Communications. This means that the administrator can still man-
age the computer and upgrade application software remotely by Trustable-
Communications. PRavai only restricts the resource allocation, and it’ll not
restrict any normal action of a process if the two High Water Markers are con-
figured properly.

On most occasions, reading Oconf and modifying Ointe through Non-Trustable-
Communications mean intrusions or network worms, and these should be for-
bidden by PRconf and PRinte. However, on special cases, we should permit
processes using Non-Trustable-Communications to read Oconf or modify Ointe,
which we call Shared-Oconf and Shared-Ointe respectively. And they account for
incompatibility.

Shared-Ointe usually is a system configuration file that has to be modified by a
process using Non-Trustable-Communications. Furthermore, the process cannot
change to use Trustable-Communications. So the amount of Shared-Ointe is tiny.
Shared-Ointe can not be a binary file, application configuration file or the major-
ity of system configuration files, because we can use Trustable-Communications
such as SSL, TSL and SSH to upgrade the system, patch software and mod-
ify configurations remotely. Only exceptional system configuration files have to
be modified through Non-Trustable-Communications. In Linux, Shared-Ointe

means /etc/resolve.conf, because dhcplient will write /etc/resolve.conf after re-
ceiving information from the remote DHCP server, whereas the communication
between the DHCP client and server cannot use authentication or encryption.
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Timothy Fraser successfully resolved a problem like Shared-Ointe by set-
ting trusted program [3]. Here we use a similar mechanism named Trustable-
Communication-List, each element of which consists of local program name,
local IP and port, remote IP and port, network protocol and permitted time
span. Information of remote communications that are needed when modifying
Shared-Ointe is put in the Trustable-Communication-List. Only when a remote
communication, which is ready to be launched, matches an element in the list will
it be regarded as trustable. This mechanism can resolve Shared-Ointe problem
and assure security to some degree.

Shared-Oconf mainly is the password files whose secrecy has to be shared by
local processes and processes using Non-Trustable-Communications. Thus, the
amount of Shared-Oconf is tiny. In Linux, Shared-Oconf includes /etc/passwd,
/etc/shadow and /usr/local/apache/passwd/passwords.

A mechanism named Partial-Copy is designed to resolve Shared-Oconf prob-
lem. It generates a partial copy for each Shared-Oconf to save part of the
Shared-Oconf content. The partial copy permits access by the processes using
Non-Trustable-Communications. For example, we can build a partial copy of
/etc/passwd to contain user information needed by process using Non-Trustable-
Communications, but the information of privileged users and other important
users still stay in /etc/passwd and is forbidden to be accessed by Non-Trusted-
Communication processes. In order to implement the Partial-Copy mechanism,
the kernel should redirect the access target of Non-Trustable-Communication
processes from Shared-Oconf to the corresponding partial copy.

In summary, STBAC can get good compatibility because it only prevents St

from illegally accessing vital resources. Though we have incompatibility problems
from Shared-Oconf and Shared-Ointe, their amount is tiny, and can be resolved
by the Trustable-Communication-List and Partial-Copy mechanisms.

3.2 Simplicity Analysis

Simplicity of STBAC derives from that it is simple to administer and easy to
understand. The main work for administering STBAC is to identify those files or
directories that need to be protected and set vital flags. This is straightforward
and easy to understand. As the system files and directories that need protection
could be set vital flags automatically by the system, the user only needs to set
his/her data files and directories. Taint flag can be generated and spread auto-
matically by the kernel, and does not need any manual operations. Partial-Copy
and Trustable-Communication-List may bring some additional work, but the
work is limited because of the very small amount of Shared-Oconf and Shared-
Ointe.

4 Model Implementation

TRIAL RESTRICTION We have implemented a STBAC prototype in the Linux
kernel 2.4.20 based on our former work. The general principle is to avoid
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significant reductions of simplicity, compatibility and performance of original
Linux. Figure 2 shows the architecture.

Similar to the methodology of M. Abrams et al. [17], we divide the implemen-
tation into three parts: enforcement, decision and information. Separating model
enforcement from model decision has the advantage of conveniently modifying
and adding model rules without change of most codes, as described in [18]. The
information part is not independent of the kernel, but is founded on modifying
existing kernel structure.

The enforcement part intercepts accesses at related system calls or important
kernel functions, and issues requests to the decision part. For the protection re-
quests, such as confidentiality protection requests, integrity protection requests
or availability protection requests, the enforcement part permits or denies the
access according to the result returned by the decision part. For the spread
requests, such as taint spread requests and vital flag spread requests, the en-
forcement part does nothing after posting the requests, and the decision part
directly modifies data structures of the information part. Table 1 describes the
modified system calls and kernel functions, and the corresponding model rules.

Table 1. STBAC rules and system calls

Model rules Functions

Taint Rules

TRsock−proc sys socket
TRproc−proc sys fork,sys vfork,sys clone,sys pipe,sys map,sys shmat,

sys msgrcv,sys mkfifo,sys mknod
TRproc−exe sys open,sys create,sys chmod,sys fchmod
TRexe−proc sys execve,sys mmap

Vital rules

VRdir−dir sys open,sys create,sys mkdir,sys mknod
VRproc−proc sys fork,sys vfork,sys clone
VRfile−proc sys execve
VRproc−file Sys open, sys create

Protection rules

PRconf sys open,sys ptrace,sys get stbac attr
PRinte sys open,sys truncate,sys ftruncate,sys chmod,

sys fchmod,sys chown,sys fchown,sys lchown,
sys rmdir,sys rename,sys unlink,sys mount,
sys umount,sys setrlimit,sys reboot,sys swapoff,
sys create module,sys delete module,sys setuid,
sys setgid,sys setfsuid,sys setfsgid,sys set stbac attr,
sys kill

PRavai Sys setrlimit,sock recvmsg,sock sendmsg,sys brk,
schedule, ext3 alloc block,ext2 alloc block

The decision part is a new kernel module that is built for handling requests
from the enforcement part. While making a decision, it firstly reads the STBAC
flags of subject and object from the information part, and then calls corre-
sponding module rules for deciding whether to permit the access and whether
to modify the STBAC flags in the kernel data structure. In the case of denying
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the access, the decision part will try to redirect the access to the partial copy.
If the access is from sys socket, it will search Trustable-Communication-List to
affirm whether the access opens a Trustable-Communication. The process will
not be attached with Ft while the communication is trustable.

The information part saves and maintains all kinds of STBAC flags of sub-
jects and objects. There can be two implementation options: one is to build
independently STBAC data structures for saving flags, and the other is to use
the existing kernel data structures for saving flags. The main advantage of the
former one is that it is independent of Linux kernel codes, but the disadvantage is
that it will lose performance significantly; the latter one can use kernel functions
to organize and maintain data structures so that it is easy to be implemented
and has little performance reduction. So the latter is adopted.

In addition, we created four commands: stbac set flag, stbac get flag, stbac
admin trusted comm and stbac admin partial copy. The stbac set flag and
stbac get flag are used to set and get all kinds of STBAC flags. They can operate
on all files and directories under a directory at a time, or operate on all descen-
dants of a process at a time. We also created a shell script named “stbac init”
to automatically initiate and check the STBAC flags for system directories and
files when booting the system.

All partial copies are saved under “./stbac”. The password and user manage-
ment commands are modified to synchronize Shared-Ointe with its partial copy
automatically.

5 Model Evaluation

In order to evaluate the STBAC model, we tested the STBAC prototype from
three aspects: protection capability, compatibility and performance. For eval-
uating protection capability, we completed three tests “user-operation”, “web-
download” and “remote-attack”, which showed that STBAC can forbid illegal
accessing vital resources from remote user, downloaded program and intruder.
For evaluating compatibility we have run many network applications and lo-
cal applications without incompatible problems, which includes apache, vsftp,
samba, telnet, sendmail, gcc, gdb, vi, etc. For evaluating performance, we com-
pared the performance of the original Linux kernel and the STBAC-enforced
Linux kernel. The result showed that performance reduction is only around 1.7%
to 4.6%. Based on the above tests, we can safely say that the STBAC-enforced
Linux can protect effectively important directories, files and processes without
significant impact on compatibility and performance.

6 Related Works

DTE, proposed by Lee Badger et al. [8][1], is implemented in Linux by Serge
Hallyn et al. [9], and is also adopted by SE-Linux [16]. It groups processes into
domains, and groups files into types, and restricts access from domains to types
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as well as from domains to other domains. In a predefined condition, a process
can switch its domain from one to another.

STBAC can be viewed as a type of dynamic DTE. It divides all processes
into two domains: St and Sh, and divides all objects into five types: Ot, Oh,
Ointe, Oconf and Oavai; It defines access rights of each domain: Sh can access
any object; St can access any object except reading Oconf , writing Ointe and
allocating excessive Oavai; Sh can switch to St by taint rules.

Dynamic characteristic of STBAC is reflected in that both domains and types
in STBAC can change dynamically during the system execution, but in DTE
only domains can change and types cannot change. Domains and types change
in STBAC according to the taint rules, which are automatically triggered by the
intruder’s activities in the system. However, domain changing in DTE takes place
when executing the entry point file that needs administrator’s predefinition.

Due to this dynamic characteristic in STBAC, administration work is dramat-
ically decreased. Users needn’t predefine which subject is Sh or St, and which
object is Oh or Ot. These definitions are automatically done by the taint rules
during system execution.

Another related work is the intrusion backtracking in OS. In 2003, S.T. King
and P.M. Chen built an effective intrusion backtracking and analyzing tool
named Backtracker [13][10]. It can help administrator to find intrusion steps
with the help of the dependency graph that is generated by logging and analyz-
ing OS events. Zhu and Chiueh built a repairable file service named RFS [11],
which supports kernel logging to allow roll-back of any file update operation, and
keeps track of inter-process dependencies to quickly determine the extent of sys-
tem damage after an attack/error. In 2005, Ashvin Goel and Kenneth Po built
an intrusion recovery system named taser [12], which helps in selectively recov-
ering file-system data after an attack. It determines the set of tainted file-system
objects by creating dependencies among sockets, processes and files based on the
entries in the system audit log. These works all focus on the intrusion analysis
and recovery by logging system activities, and directly inspire the taint rules of
STBAC. The most distinctive point in our work is that our objective is to build
an access control mechanism that can trace and block intrusions in real time.

There are several famous Linux security enhancement projects, such as
SELinux [16], LIDS [4], DTE [9], systrace [15], LOMAC [2][3], etc. SELinux
is a powerful Linux security enhancement project. It can flexibly support mul-
tiple security policies. But for general users, it is difficult to bring it into play,
because it requires professional knowledge on the part of the user. LOMAC has
similar ideas with ours. It implements the LowWater-Mark model [6] in Linux
kernel, and aims to bring simple but useful MAC integrity protection to Linux. It
keeps good compatibility with existing software. But LOMAC does not consider
safeguarding confidentiality and usability.

7 Conclusions

In this paper, we present a new OS access control model named STBAC. It
consists of four parts: Taint, Health, Vital and Protection. The Taint might
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be controlled by an intruder and consists of St, Ot and taint rules which can
trace activities of St. The Vital should be protected properly as it represents
vital resources which are the valuable user data and the foundation for system
to provide services, hence vital resources usually become the final targets of
an intrusion. The Protection consists of three mandatory protection rules that
forbid St to illegally access vital resources. The Health is not tainted or labeled
as vital ones, and it can access the Taint and the Vital.

STBAC have reached its four goals: protecting vital resources, compatibility,
simplicity and performance. For protecting vital resources, the three protec-
tion tests validated this experimentally. For compatibility, analysis shows that
STBAC does not influence the actions of local users and remote users using
Trustable-Communications. Remote administrator can still manage the com-
puter and upgrade application software through Trustable-Communications. In
addition, STBAC does not influence most actions of St, because it only for-
bids St to illegally access vital resources. Compatibility exceptions come from
Shared-Oconf and Shared-Ointe, which are of tiny amounts, and Trustable-
Communication-List and Partial-Copy mechanisms can be used to resolve them.
The test on application compatibility validated this goal experimentally. For
simplicity, analysis shows that the main administration work of STBAC is to set
vital flags for user files and directories that need to be protected, this is straight-
forward and easy to understand. The vital flags of system files and directories
can be automatically attached by a shell script “stbac init” when booting the
system. Ft is automatically generated and propagated by kernel and does not re-
quire any manual operation. For performance, tests showed that there is merely
1.7%∼4.6% performance reduction caused by STBAC.

Therefore, the STBAC model is useful in OS to defeat network attacks while
maintaining good compatibility, simplicity and system performance.
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Abstract. Wireless Mesh Networks (WMNs) is a rapidly progressing
area of research, promising future broadband anywhere and anytime
network access. WMN is anticipated to resolve the limitations of Mo-
bile Ad hoc Networks (MANET). Secure routing in WMN still remains
as an open research problem due to its special characteristics such as
dedicated backbone network with static/mobile mesh clients. This pa-
per proposes a framework that addresses: i) the application of Identity
Based Cryptography (IBC) to WMN, for efficient key management and
for the distribution of pair-wise shared keys among the authenticated
clients; and, ii) the design of a light weight secure routing protocol for
intra-domain WMN routing which protects all the fields of the routing
packet against various security attacks. Security analysis shows that the
proposed protocol meets the targeted security goals. Performance analy-
sis carried out using OPNET simulation studies show that the proposed
protocol adds minimal delay and communication overhead to provide
security.

1 Introduction

Wireless Mesh Networks (WMNs) are anticipated to revolutionize the future
broadband wireless network access. WMN consists of static or mobile mesh
routers and gateways forming backbone wireless network to provide broadband
Internet connectivity to mobile or static mesh clients. WMN is also anticipated
to work with other wireless networks such as cellular, sensor network, wireless
LAN etc. WMN can be visualized as an interconnection of several autonomous
wireless network domains connected by backbone network (Fig. 1). This paper
considers a typical WMN suitable for broadband Metropolitan Area Network-
ing (MAN) applications, which comprises static backbone network with static
or mobile mesh clients. For this particular scenario it is more appropriate to
consider: i) 802.16 physical and MAC layer standards for interconnecting mesh
routers and gateways; and, ii) 802.11 standards to provide intra-domain ad hoc
connectivity among mesh clients [1,14].

Routing is a challenging issue for WMN for optimum utilization of resources
such as: i) channel bandwidth; ii) battery power; iii) computational; and, iv)
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memory resources. Routing protocols designed for MANET cannot be applied
to WMN without any modifications, because WMN comprises: i) dedicated wire-
less backbone comprising mesh routers and gateways with minimal mobility; and,
ii) highly mobile mesh clients forming ad hoc network with other mesh clients
and routers. Neither a proactive nor a reactive routing protocol is appropriate to
deal with very large wireless mesh network comprising thousands of nodes form-
ing MAN. Analogous to Internet, it is more appropriate to use hybrid protocol
approach, that means a proactive inter-domain routing protocol is required for
routing among static or less mobile mesh routers and a reactive intra-domain
routing protocol is required for routing among mobile clients which are within
an autonomous domain [2].

Security is an essential component of WMN to deal with various threats on
routing as well as on data packet transmission.

This paper focuses on the framework of a Secure Intra-domain Mesh Rout-
ing Protocol (SIMRP) tailored to suit the requirements of WMN. Simulation
studies have been conducted using OPNET 12.0 [13] simulator to analyze the
performance of the proposed protocol.

The rest of the paper is organized as follows. Section 2 gives an overview of
security issues related to WMN. Section 3 explains the concepts of IBC. Section 4
presents a detailed description of the proposed framework. Section 5 presents
the simulation study and performance analysis of the proposed protocol. Finally
Section 6 presents the conclusion and future work.

2 Security Issues

WMNs are prone to various active and passive attacks because of the following
characteristics: i) open wireless communications; ii) dependence on neighbors;
iii) resource constraints such as bandwidth and battery; iv) mobility of clients,
and v) time varying intra-domain network topology etc.

This paper is restricted to security issues related to Intra-domain routing only.
The intra-domain mesh network has similar characteristics as that of well studied
mobile ad hoc network. Therefore, this proposal considers the well researched
Ad hoc On-demand Distance Vector routing protocol (AODV) [7] as the basic
protocol and novel security extensions are incorporated for intra-domain routing
in WMN.

2.1 Security Requirements

The security requirements in intra-domain routing include:

– Confidentiality: It ensures that the message sent is readable only to the
authorized clients

– Integrity: It ensures that the message sent is not modified by any unautho-
rized intermediate nodes.

– Freshness: It ensures that the message is recent and not the replay of old
messages.
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– Authentication: It ensures both the sender and receiver of the message that
they are communicating with each other and not with the intruder.

– Availability: It ensures that the desired network services are available to the
authorized party even in the presence of denial of service attacks.

– Non-repudiation: It ensures that the sender cannot deny the transmission of
a message that it has previously sent. Similarly, it ensures that the receiver
cannot deny the reception of previously received message.

2.2 Attacks Specific to Intra-domain Routing Protocol

The following are the common attacks on intra-domain routing:

– Impersonation Attack: Malicious node imitates a legitimate node and fabri-
cates falsified control messages to disrupt the network.

– Modification Attack: Malicious node modifies any one or more of the fields
of the routing packets for: i) creating routing loops; ii) attracting the traffic
towards a selected node; iii) extending or shorting of routes; iv) partitioning
of network to carryout denial of service attack; v) increasing end-to-end
delay to degrade network performance, and vi) creating false route error
messages etc.

– Attack on Service Availability: Denial-of-Service (DoS) attack is another
attack caused by diverting the traffic towards the targeted node or network
to make it overloaded.

2.3 Attack Countermeasures

To avoid impersonation attacks, every authorized client should have unique ID,
bonded with its public key and private key pair. The mechanism called proactive
security, wherein application of cryptography to routing protocol is used to secure
the routing protocol from most of the attacks. But, this requires the efficient
deployment of public, private key pairs and shared keys among the authorized
participating clients. IBC provides an efficient way of key deployment. Sections 3
and 4 give more detailed discussion about IBC and key deployment. Authenticity
of source and destination clients should be verified by all the nodes in the route.
Authenticity of intermediate clients in the route should be verified by other
clients in the route. Integrity and origin of control/ data packets should be
protected with secure keyed hash algorithms or with digital signatures, to avoid
modification attacks.

3 Identity-Based Cryptography(IBC)

Certificate-based Cryptography requires lengthy (typically 1K Byte) certificate
to distribute the public key among the participating clients. In the ad hoc net-
work scenario, the distribution of certificates can be done by sending the certifi-
cate piggy-backed on the routing packets. But this method incurs heavy routing
overhead, consumes network bandwidth and computational resources [9].
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IBC eliminates the need for certificates because public key of an authorized
participating client can be extracted from the identity of that client. The concept
of IBC was first introduced by Shamir in 1984 [3]. Later Boneh et al. presented
Identity- based encryption scheme [4] using pairing technique in 2001 and pro-
posed a basic Identity-based signature scheme [5]. A good survey of pairing-based
cryptographic protocols is given in [6]. The following gives an overview of the
basics of pairing technique.

Let G1 be an additive group and G2 be a multiplicative group of same order
q. Let P be an arbitrary generator of G1.Assume that the discrete logarithm
problem is hard in both G1 and G2. A mapping F : G1→G2 satisfying the
following properties is called a cryptographic bilinear map [6].

– Bilinearity: F (αP, βQ)=F (P, Q)αβ=F (αP, Q)β =F (P, βQ)α and α, β ∈ZZq∗

– Non-degeneracy: If P is a generator of G1, then F(P,P) is the generator of
G2. In other words F (P, P ) �= 1.

– Computable: There exists an efficient algorithm to compute F(P,Q) for all
P, Q ∈ G1.

Modified Weil and Tate pairings on an elliptic curve over a finite field are
examples of cryptographic bilinear maps [6].

IBC consists of the following important algorithms: i) set up, ii) extract, iii)
encrypt, iv) decrypt, v) sign and vi) verify. We refer to [6] and the references
therein for more detailed description.

4 Proposed Protocol: Secure Intra-domain Mesh Routing
Protocol (SIMRP)

This paper addresses a secure intra-mesh routing protocol, SIMRP, which is a
variant of AODV [7] routing protocol with added security features. It uses IBC
to simplify the key setup among the clients without using digital certificates.
SIMRP is different from SAODV [8] which uses public key cryptography for
protecting the routing packets. SAODV has the potential weakness in protecting
hop count from any malicious intermediate node incrementing it to higher value.
TRP [9] is a computationally efficient routing protocol proposed in the literature,
but it also has the same weakness as that of SAODV in protecting hop count.
The proposed protocol SIMRP uses some features of TRP but with a novel
technique to protect the hop count.

SIMRP has the following design goals: i) To avoid digital certificates and
to simplify key setup using IBC; ii) To provide security against modification,
fabrication, replay, and impersonation attacks on Intra-mesh routing; iii) To
achieve the routing at low computation and communication overhead, as well as
with minimum latency.

There are three types of entities to be dealt with:

– Operator: The entity which operates a wireless mesh network. A wireless
network may contain single domain or multiple domains of different scales,
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either physically adjacent or non-adjacent. Operator is responsible to setup
and maintain different agents or routers. Operator is also responsible for
IBC domain parameter setup, and distribution of client ID, public key, and
private key among the registered clients.

– Mesh Router/Agent(A): The entity that controls a single domain. An agent
is under the administrative control of an operator. An operator which has
multiple domains has multiple agents,one per domain. A mesh router that
can provide Internet connectivity to mesh clients is called mesh gateway
router. A mesh router/agent that cannot provide Internet connectivity di-
rectly but can offer Internet connectivity through nearest gateway router is
called mesh router.

– Mesh Client (MC): The entity that wants to participate either in intra-mesh
routing or wants to have wireless Internet connectivity through agent. Each
MC should belong to an administrative domain called its home domain.

Fig. 1 illustrates a general form of wireless mesh network. The mesh routers
connected by wireless links form the backbone network. They support broadband
connectivity between mesh clients and provides high speed two way Internet
connectivity to any registered mesh client. Fig. 2 illustrates the logical relation
between operator, agent and mesh clients.

Fig. 1. A general form of Wireless Mesh Network

4.1 Notation

We use similar notation and key setup as used in [10]. Let Oi denotes ith opera-
tor and Ai,j denotes mesh agent i enrolled with operator j. Typically the stan-
dard format of Ai,j is agent i ’s IP address@operator j ’s ID. Similarly, MCi,j

denotes MC i registered with operator j. The standard format of MCi,j is MC
i ’s IP address@operator j ’s ID. IDAi,j denotes the identity of Ai,j and K−1

Ai,j
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Fig. 2. Logical relation between Operator, Agent and Clients

the private key of Ai,j . Likewise, IDMCi,j and K−1
MCi,j

denote the MC’s ID and
private key respectively. Every operator issues the ID and private key to all the
agents and MCs under its administrative control.

4.2 Domain Parameter Setup

IBC requires each operator to perform the following domain-parameter initial-
ization

– Generate the pairing parameters (q, G1, G2, F, P, H1)
– Pick a random integer ’s’ as domain secret and compute domain-public key

as Ppub = sP.

We define the domain-parameters as (q, G1, G2, F, P, H1, Ppub) and domain cer-
tificate as (domain-parameters, s.H1( domain-parameters)). The operator must
keep ’s’ confidential, while making domain-certificate publicly known.

All the entities involved in the IBC cryptosystem require using the same
domain parameters. The legitimacy of the domain parameters can be checked
by validating the domain certificate using the concept of bilinearity as follows:
F (P, sH1(domain−parameters)) = F (Ppub, H1(domain−parameters)) where,
Ppub = sP.

4.3 Identity-Based Public Key and Private Key Setup

Every operator issues ID to every authenticated mesh agent and client who is
under its administrative domain prior to the deployment. Mesh Agent i ’s ID is-
sued by operator j is of the form IDAi,j = (Ai,j , expiry − time), and its pri-
vate key is K−1

Ai,j
= sOj H

Oj

1 (IDAi,j ). Similarly, MC i ’s ID and private key issued
by operator j are IDMCi,j = (MCi,j , expiry − time, other − terms), K−1

MCi,j
=

sOj H
Oj

1 (IDMCi,j ) respectively. The freshness of ID is controlled by expiry time in
the ID field. MC i can extract its public key KMCi,j from its ID by applying do-
main hash function on it i.e. KMCi,j = H

Oj

1 (IDMCi,j ). Note that, the superscript
Oj is used to denote operator j ’s domain parameters.
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4.4 Identity-Based Pair-Wise Shared Key Setup

Once the registered clients MC1,1 and MC2,1 in an administrative domain are
equipped with their ID, domain parameters, and public and private key pair
then they can establish pair-wise shared key with each other using bilinearity as
follows.

KMC1,1,MC2,1 = FO1(K−1
MC1,1

, HO1(IDMC2,1))
= FO1(sOj H

Oj

1 (IDMCi,j ), HO1(IDMC2,1))
= FO1(HOj

1 (IDMCi,j ), sOj HO1(IDMC2,1))
= FO1(HOj

1 (IDMCi,j ), K
−1
MC2,1

)
= KMC2,1MC1,1

(1)

4.5 Intra-mesh Communication

When any authorized client S wants to communicate with another client D
within the same domain and if route to D is not known, SIMRP invokes route
discovery mechanism similar to AODV. SIMRP uses similar mechanism as in [9]
with modifications to protect hop count.

Route discovery. The route discovery process uses secure route request (SR-
Req) and secure route reply (SRRep) packets.

SRReq packet format is similar to AODV’s RReq packet except for the follow-
ing modifications: i) uses ID of MC instead of IP address; ii) uses no hop count
field; iii) includes Neighbor Table NT, which contain the IDs of two recently
traversed clients; and, iv) includes time stamp of source client. RReq and TS are
protected by the signature of source client with its private key i.e. K−1

s . If client
S wants to send a packet to client D and if the route to client D is not available, S
initiates SRReq. The NT in SRReq is initialized with the source client’s ID and
the time stamp TS is appended. The static parts of SRReq are protected with
light weight identity based signature because client S cannot calculate the shared
key with the client D at this moment. S broadcasts SRReq to its neighbors as
in (2).

S→∗ : K−1
s (RReq, TS), NT {S} (2)

Any 1st hop neighbor ’A’ which is not the destination client, does the following
in addition to the operations performed in the conventional AODV [7]: i) client
A verifies the sign and authenticates S; ii) appends its ID to the NT; iii) marks
its first hop neighbor in its table; and, then iv) broadcasts the message to its
neighbors as in (3).

A→∗ : K−1
s (RReq, TS), NT {S, A} (3)

Any neighbor B which is neither the first hop neighbor of S nor the destination
client, records the second hop neighbor’s ID in its route table as depicted in
Table 1.
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Table 1. Route table entries at client B in Route reply phase

Rev2ndhop Rev1sthop SrcMAC DestMAC RREQ RREP Token Fwd1sthop Fwd2ndhop

S A – – RREQ1 – – – –

Also, client B, removes from NT the reverse 2nd hop client’s ID (i.e., S), and
appends its ID as in (4), because NT holds IDs of two recently visited clients
only.

B→∗ : K−1
s (RReq, TS), NT {A, B} (4)

Finally, SRReq reaches destination client ’D’. Client D makes similar entries
in its route table. Client D validates the signature and authenticates client S.
Client D unicasts SRRep as in (5) back to the source

D→B : RRep, NT {D}, MICS, MICD, HDB, HAD (5)

As in the case of SRReq packets, SRRep packet format is similar to AODV’s
RRep packet except for the following modifications: i) uses ID of MC instead of
IP address; ii) uses hop count field; iii) includes Neighbor Table NT{}, which
contain the IDs of two recently traversed clients; iv) includes message integrity
check codes MICS , MICD; and, v) hash codes generated by two recently tra-
versed clients to protect the hop count and other fields of SRRep.

Client D sends SRRep to B as in (5) after the following operations: i) hop
count initialized to zero; ii) NT is initialized with the destination client’s ID; iii)
calculates Token = H1(TS ||KSD), MICS = H1(RReq||Token), and MICD =
H1(RRep||Token) with zero hop count; and, iv) appends keyed hash values
HDB, HDA where B and A are the one hop and two hop neighbors respectively.
Since D knows their identities from the SRReq packet and it can calculate the
shared key pair with each of them with the help of bilinearity described in
(1), the hash values are calculated as HDB = H1(RRep||KDB) and HDA =
H1(RRep||KDA). These hash values are used to protect the hop count field from
modification attack. Since, hop count value at two hop neighbor is exactly one
less than the value at one hop neighbor as the packet traverses from destina-
tion to source, every intermediate client checks whether the same difference is
maintained by the two hash values calculated by successive clients.

Client B verifies only HDB because it has no two hop neighbor. Intermediate
client B records the first hop neighbor, MICS , and MICD in its route table as
shown in the Table 2.

Table 2. Route table entries at client B in Route reply phase

Rev2ndhop Rev1sthop SrcMAC DestMAC RREQ RREP Token Fwd1sthop Fwd2ndhop

S A MICS MICD RREQ1 RREP1 – D –

Client B appends its hash values calculated with its reverse neighbors A and
S as in (6)
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B→A : RRep, NT {D, B}, MICS, MICD, HDA, HBA, HBS (6)

Client A does similar verification as done by client B. Finally, client A unicasts
the packet to client S as in (7).

A→S : RRep, NT {B, A}, MICS, MICD, HBS , HAS (7)

Clients S validates MICS , MICD and verifies HBS and HAS . Now S can
select the lowest hop count route from the received SRRep messages as the
route for its data transmission. Hop count modification is not possible because,
every intermediate client checks the hop count information given by two most
recently traversed clients.

After the validation of MICD, S authenticates D thereby completing the
mutual authentication.

Now all the intermediate clients have to authenticate source and destination
clients. For this purpose, source attaches a token to the data packet. Upon receiv-
ing the data packet, every intermediate client performs the following operations
[13]: i) extracts the token from the data packet; ii) If token matches the one
in its table then the packet will be routed according to the next hop entry in
the table. If no Token found in its table, then it proceeds as follows: i) calcu-
lates MIC1

S = H1(RREQ1||token) and compares with the recorded MICS ; ii)
If they are same it authenticates the source. Similarly it authenticates client
D by checking MICD. If both the verifications are satisfied intermediate client
records the token in its table.

Route maintenance. Every client along the route monitors the connectivity
between itself and next hop during the data packet transmission. If a client X
observes link failure, it sends a Route error message (RErr) to the source client
after attaching MICerr = H1(RErr||Tx||KXS).

Secure data packet transmission. After route setup, every data packet sent
along the route carries: i) Token; and, ii) H1(data||KSD). Every intermediate
client checks the validity of token, to verify the authenticity of packet’s origin.
The destination client validates the token and hash code of source client before
accepting the data packet. This process adds minimal communication overhead
to carry token, but gives no room for attacks on the route and data.

5 Simulation Study and Performance Analysis

In order to evaluate the impact of security features on the performance of the
routing protocol, we used OPNET[13] simulation tool.

5.1 Setup Parameters

A network of 50 clients randomly placed in a rectangular area of 1500m x 300m
has been considered. Every client is subjected to mobility as per random way
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point model with a uniformly distributed speed of 0-20m/s and with a specified
pause time. We varied the pause times to vary the relative speeds of the clients
in order to examine its impact on the performance. We considered CBR traffic
sources with a rate of 4 packets/sec. We varied the number of traffic sources to
apply different loads on the network. All the sources generate 512bytes packets.
At the MAC level, the 802.11 DCF protocol has been considered with a chan-
nel bandwidth of 2Mbit/s. All the Simulations run for 900 simulation seconds.
Table 3 gives the different simulation parameters used for this model.

Table 3. Simulation parameters

Parameter Value
Field Area 1500m X 300m

No.of Nodes 50

Traffic Type CBR,4 packets/sec

No.of traffic sources 10,20,30

Packet size 512 bytes

Pause Time(sec) 0,30,60,120,300,600,900

Mobility Model Random way point model

Node speed uniform 0-20m/s

Field Area 1500m X 300m

Channel bandwidth 2Mbps

MAC layer 802.11g

5.2 Performance Metrics

To study the impact of added security features we compare SIMRP with AODV
in terms of the following performance metrics:

Average Route discovery Time (sec): The time taken to setup the route.
Average end to end delay of data packets (sec): This includes all possible

delays caused by buffering during route discovery, queuing at the interface queue,
retransmission delays at the MAC, and propagation and transfer times.

Normalized byte overhead: The ratio of total routing overhead (in bytes) in-
curred by the network to the total number of data bytes received by the desti-
nation clients.

5.3 Performance Analysis

The computational overhead of SIMRP is very low due to the following reasons:
i) Identity-based cryptography is used for the registration process and therefore
avoids the certificate distribution and public key extraction from certificates; ii)
Pairing based pair-wise shared key setup is used without any additional com-
munication overhead unlike the traditional Diffie-Hellman protocol; iii) SIMRP
requires minimal signature verification at intermediate clients and uses message
integrity check codes and tokens extensively for hop-by-hop integrity and au-
thentication, which are computationally cheap; and, iv) SIMRP protects hop



A Secure Intra-domain Routing Protocol for Wireless Mesh Networks 47

Fig. 3. Pause time Vs Route discovery time

count with the hash values of two recently traversed clients, which incurs little
communication and computational overhead, where as proposals [8,9] have the
weakness in protecting the hop count. Fig. 3 shows the route discovery time
taken by AODV and SIMRP for different pause times. SIMRP takes additional
15% to 25% discovery time due to signature generation/ verification during re-
quest phase and hash generation and verification during reply phase. SIMRP
incurs little additional end-to-end delay (Fig. 4), of the order of few micro sec-
onds during actual data transfer because intermediate client need not do any
additional computations other than comparing the token attached to the data
packet with the token stored in route table. The byte overhead of SIMRP (Fig. 5)
is two to three times larger than that of AODV because, SIMRP routing packets
use client ID rather than IP addresses, and also carry signatures, hash values to
protect the routing packets.

5.4 Security Analysis

The proposed SIMRP protocol is secure against most of the external attacks,
because of the following defense mechanisms: A mesh client is permitted to par-
ticipate in the routing protocol only after successful registration with its Oper-
ator. This process helps: i) To filter out external malicious clients from entering
the network; and, ii) To bind a unique IP address with the ad hoc ID of the
client. IP address is not only useful to uniquely identify the client in the global
communication scenario but also helps to fix accountability to the participating
clients. Any registered client found guilty can be fixed and such clients can be
eliminated from the network. This enhances trust levels among the members of
the network. Route request packet has only static fields and that is protected
by signature to detect tampering by intermediate clients and to ensure that the
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Fig. 4. Pause time Vs End-to-end delay

Fig. 5. Pause time Vs Byte overhead

message is originated by authorized client. Route reply carries the hop count
field which is the only mutable part. It is protected by two independent message
integrity check codes generated by two successive recently visited clients. This
process avoids the non-colluding malicious client to carryout hop count modi-
fication attack. Token based routing avoids most of the potential modification
and fabrication attacks on the source route because intermediate clients authen-
ticate the route based on the token, which is not revealed until the exchange of
route request and route reply has finished, and it is very hard to forge MICS

and MICD without knowing the shared secret. End-to-end authentication in
the route request phase avoids impersonation of source and destination clients.
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End-to-end integrity in the route request phase avoids modification attacks by
intermediate clients. Hop-by-hop authentication in the route reply phase avoids
external malicious clients to participate in the routing protocol and thereby
avoids the attacks caused by them.

6 Conclusion and Future Work

In this paper we proposed SIMRP, a secure intra-mesh routing protocol for
WMN. Proposed protocol SIMRP uses IBC to avoid certificates, and MIC and
tokens to minimize the computational overhead. SIMRP is resistant to most
common security attacks such as modification, fabrication, replay attacks and
it can also protect hop count. SIMRP is not resistant to collaborative, black
hole, and gray hole attacks. Our future work is towards developing reactive
security mechanisms to protect the network from the various colluding attacks.
Secure Inter-mesh routing protocol is also a part of our future work. In addition,
we would like to validate the security of SIMRP using formal security analysis
techniques like BAN logic.
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Abstract. Steganography has long been a means of secure communica-
tion. Security is achieved by camouflaging the secret message. In this pa-
per, we present a Genetic Algorithm based Steganography using Discrete
Cosine Transforms(GASDCT) and Genetic Algorithm based Steganogra-
phy using Discrete Wavelets Transform(GASDWT). In our approach, the
Discrete Cosine Transform and Discrete Wavelet Transform are applied
to the payload. Genetic Algorithm is used to generate many stego-images
based on Fitness functions; one of these which give least statistical evi-
dence of payload is selected as the best stego image to be communicated
to the destination. It is observed that GASDWT has an improvement in
Bit Error Rate(BER), Peak Signal to Noise Ratio(PSNR) and embedding
capacity as compared to GASDCT.

1 Introduction

Steganography is the science of hiding messages in a medium called Carrier or
the Coverobject in such a way that the existence of the message is concealed.
The cover object could be an audio file, video file or an image file. The message to
be hidden called the Payload could be plain text, audio, video or an image. The
carrier or the cover object along with the hidden message is known as the stego−
object or steganogram. Steganography is in contrast to cryptography where
the existence of the hidden message is known, but the content is intentionally
obscured. Steganography disguises the message to be hidden thus rendering it
invisible. Hence the hidden message can be deciphered only if its existence is
known. Steganography provides secure communication by embedding payload
in the cover image. The development of Distributed computing, Grid computing
and Computational capabilities of computers has reduced the security level in
cryptography. Steganography as an alternative provides better security.

Examples of Steganography are covert channel, invisible ink, and microdot.
Organic compounds such as lemon juice, milk, vinegar, fruit juices were used as
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invisible inks, which turned dark when held over flame revealing the hidden in-
formation. Modern invisible inks when exposed to UV light undergo fluorescence
enabling retrieval of invisible message. Microdot is a high capacity miniaturized
replica of the message. The message is photographed, reduced to a pre-defined
size and then pasted into the cover object. Microdots also support transmission
of technical drawings. Modern steganographic techniques most commonly use
image as carrier, which enable secret communication for secure communications
over the internet, copyright protection, and peer to peer secure communica-
tion. The main application of Steganography include that military application
where military organizations use unobtrusive communications. The Steganogra-
phy means in military applications include Spread Spectrum and Meteor Scatter
radio which gives various combinations of resistances to detection. Other appli-
cations include the Medical safety, Indexing of voice mails e.t.c.

Steganographic methods can be classified into Spatial Domain Embedding
and Frequency Domain Embedding. Spatial Domain Embedding comprises of
the LSB method in which the least significant bits of the cover object are used
to embed the message to be communicated secretly. As the resulting change in
color is insignificant, the hidden image goes undetected by human vision. This
technique enables high capacity embedding without rendering any significant
changes to the cover image. The selection of LSB’s could be random using a
stego-key or could be confined to the noisy areas i.e., areas with large color
variation of the image so as to generate least suspicion. The selection of LSB’s
could be done using a stego-key when security is the priority. Although the
LSB method is a high capacity embedding technique, it leaves behind statistical
evidences making it vulnerable to attacks.

The most popular methods under Frequency Domain Embedding are the
Discrete Cosine Transformation (DCT) and Discrete Wavelet Transformation
(DWT). In DCT method, the image is first transformed to frequency domain
which results in spectral sub-bands. The spectral sub-bands are classified as
High and Low frequency components. The Discrete Cosine coefficients of hidden
image are embedded into the cover image such that the distortion is minimum
and no significant changes in the statistical features of the stego image with
respect to cover image occur. In DWT method, the image is decomposed based
on frequency components into detailed and approximation bands, also called the
sub-bands. Detailed band contains vertical, horizontal and diagonal bands. The
total Information of the image is present in the approximation band. Hence the
payload is normally embedded in the detailed band and rarely in the approxi-
mation band.

Contribution : In our work, the payload is converted into Discrete Cosine Trans-
form and Discrete Wavelet Transform. There are two bands in DWT viz., Ap-
proximation band and the Detailed band. The Detailed band consists of Vertical,
Horizontal and Diagonal Bands. The Discrete Cosine Transform coefficients and
Discrete Wavelet Transform coefficients of the payload are embedded into the
cover image by using Genetic Algorithm that have resulted in better performance
and secure Steganography.
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2 Related Work

Yi-Ta Wu and Frank Y. Shih [1] have developed the genetic algorithm based
Steganography to generate several stego images until one of them can break the
inspection of steganalytic system. The stego image is created by avoiding the
change of its statistical features. Methodology based on Genetic algorithm is
applied by adjusting gray values of a cover-image.

Rongrong Ji et al., [2] have presented an optimal block mapping LSB sub-
stitution method based on genetic algorithm, to minimize the degradation of
the stego- image by finding global block mapping method. This minimizes MSE
error between cover and the stego image. The optimal block mapping method
devised confines its concern to LSB substitution which is spatial domain embed-
ding. It does not work on frequency domain embedding methods which are more
commonly used.

Sean Luke and Lee Spector [3] have presented a comparison of crossover and
mutation in genetic programming. Crossover in genetic programming swaps sub-
trees that may be of different sizes and in different positions in their programs
and mutation in genetic programming generates entire new sub-trees. This paper
specifies mutation has a greater utility and crossover does not consistently have
a considerable advantage over mutation. Analysis indicates that crossover is
more successful than mutation overall, though mutation is often better for small
population depending on domain.

Solanki et al., [4] have proposed to reserve a number of host symbols for
statistical restoration. A dynamic embedding that avoids hiding in low proba-
bility regions of the host distribution is used. Security is provided by achieving
zero-kulback-leiber divergence between cover and stego signal distributions. The
probability density function of the stego signal exactly matches that of the orig-
inal cover and it can breakthrough all the statistical steganalysis. It uses con-
tinuous statistic matching. Since random guessing is used by the detector the
results obtained may not be accurate.

Amin Milani Fard et al., [5] designed genetic algorithm based process to create
secure steganographic encoding of JPEG images. The encoding is based on the
steganographic tool Outguess which is proved to be vulnerable. A combination
of outguess and Maximum Absolute Difference (MAD) as fitness function for GA
ensure image quality. The method optimizes localization in which is message to
be embedded in the cover image. Experiments show that optimum solution is
obtained. Although the model presented is based on JPEG images, the idea can
potentially be used in other multimedia Steganography too.

LIU Tong and QUI Zheng-ding [6] have presented a paper that uses a cryp-
tosystem for hiding payload into a color image by quantization based strategy.
For computing the DWT of the host image, mallet algorithm with bi- orthog-
onal 9/7 basis is used. In quantization based Steganography quantization error
is bounded which implies that the message embedded image is indistinguishable
from the original image. Payload is hidden in every chrominance component
of a color image. This method has higher hiding capacity and also free from
interference from host data. Also the BER is low which adds to its strength.
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Simulation results show that the proposed method is robust against commonly
used processing techniques. Chin-Chen Chang et al., [7] have proposed pattern
based image Steganography using wavelet transform to maximize the closeness
of a stego image to its original. The cover image is transformed into wavelet
co-efficient using DWT. These co-efficients are grouped together to form blocks
and some blocks are selected using a key. These blocks are analyzed for their
pattern types and the patterns are changed according to the secret message.
The final stego image is obtained by applying inverse DWT to the coefficients.
Although this method has poorer PSNR values as compared to the LSB scheme,
there is no visual difference between the two images generated. An advantage of
this method over the LSB scheme is that it can survive under JPEG lossy com-
pression. Although the experimental results show that the difference between
original and embedded image is visually unnoticeable it leaves behind statistical
evidences for attacks.

Andrew H. Sung et al., [8] have proposed robust Steganography system in
which the payload is enclosed using cryptography and the carrier is an ani-
mation or a sequence of frames using mimic functions. Encrypted payload is
embedded in the individual frames of the carrier using wavelet transformation.
The limitation is capacity; a huge carrier may be required to deliver a small
payload. Since cryptography is employed before transmission of image, if the
decoding is successful then the payload can be retrieved. Rufeng Chu et al., [9]
have proposed a DCT based Steganography that can preserve image quality and
also resist certain statistical attacks thereby making it secure. This method is
based on the analysis of typical steganalytic algorithms, statistical distributions
of DCT co-efficient and the characteristics of the typical statistical attack. Mod-
ification of DCT coefficients to hide the image can lead to noticeable changes in
the Stego image.

Andreas et al., [10] proposes both visual and statistical attacks on stegano-
graphic systems. Visual attacks are based on human ability to distinguish be-
tween noise and visual patterns. The idea of visual attacks is to remove all parts
of an image covering the message. The visual attacks discussed here are E-stego,
s-tools, stegnos, Jsteg. The statistical attacks compare the theoretically expected
frequency distributions in steganograms with some simple distribution observed
in possibly changed carrier medium. When compared, statistical attacks prove
superior to the visual attacks as they are less dependent on the cover used.
R. Chandramouli [11] has derived lower and upper bounds on the data hiding
capacity of the cover image in the presence of imperfect channel which could be
due to channel estimation error, time varying adversary etc.

Phill Sallee [12] presented Steganography which uses a parametric model of
the cover image in order to embed maximum length messages while avoiding a
given set of statistics. Steganalysis by estimating the length of messages hidden
with Jsteg in JPEG images are also discussed. Patrizio Campisi et al., [13] have
proposed new application for data hiding to help improve signal compression.
An unconventional two level wavelet decomposition of luminance component of
a color image is considered. The perceptually irrelevant sub-bands are properly
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selected, zeroed and replaced with a parsimonious representation of the chromi-
nance components. This leads to gray scale image in which color Information
is piggy back without impairing the overall perceptual quality of embedded im-
age. The compression scheme proposed is better as compared to coding schemes
like JPEG and SPIHT, however it being a optimal scheme is unsupported.
Ross. J et al., [14] in their paper explore the limits of Steganography. The meth-
ods of Steganography are compared and contrasted with that of cryptography
and traffic security. A number of steganographic attacks are presented.

3 Model

3.1 Steganographic Model

GA based embedding using DCT: Figure 1 shows a Rugbyball considered as the
cover image and Beach as the payload. Figure 2 shows the block diagram of the
Genetic algorithm based Steganography using Discrete Cosine Transform (GAS-
DCT). The payload is divided into 8*8 blocks and Discrete Cosine Transform
(DCT) is performed on each block. Application of DCT to each block results
in distribution of low frequency coefficients towards top left and the high fre-
quency coefficients towards bottom right. The total information of the image is
concentrated in low frequency coefficients. Initialize the random population from
the payload and embed the same into the cover image. The best population is
formed by avoiding the high frequency coefficients which do not contain signif-
icant information of the image. When DCT is performed on the payload, each
coefficient is represented by utmost 11 bits. An additional 12th bit is required
to represent negative DCT coefficients. Since 3 LSB’s of each pixel of the cover
image are allowed to be replaced, each DCT coefficient of the payload requires 4
pixel of the cover image. This constitutes the procedure of embedding. The pro-
cess of generating better population by assuming fitness values and embedding is
continued to obtain n stego images. The different stego images are tested for the
statistical properties. The stego image which has the statistical properties close
to the original cover image is a good stego image. The crossover and mutation
process is performed between successive stego images to generate the optimal
stego image. This optimal stego image is used as the image to be transmitted.

Fig. 1. Beach (left) and Rubgyball (right)
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Cover Image

Payload

Fitness Values

Stego-1 Stego-2 Stego 3 Stego n

8*8 Blocks of Payload

Crossover and Mutation

Fig. 2. Block Diagram of GASDCT

GA based embedding using DWT: Figure 3 shows James as the cover image and
an image of Bird as the payload. Figure 4 shows the block diagram of GA based
embedding using DWT. Figure 5 shows the Flow Chart of GASDWT. The pro-
cedure which was applied for embedding the payload using DCT transformation
is applied for embedding the payload using DWT. This is achieved by converting

Fig. 3. Bird (left) and James (right)
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Fig. 4. Block Diagram of GASDWT

the payload into wavelet domain i.e., according to fitness function different bands
of payload are selected and embedded into the cover image. This process is con-
tinued till the best stego image is obtained. DWT block performs the following
process: It applies the discrete wavelet transform to the payload. This results in
four different bands namely approximation band, horizontal band, vertical band
and diagonal band. The next block is GA based embedding; the stego image is
generated by embedding the best population from the payload depending upon
fitness value. The stego image thus obtained is the combination of cover image
and payload. This stego image is fed to the test statistical features block, which
tests the statistical features of the cover image and the stego image. If test re-
sults satisfy the desired criteria then it will be the optimal stego image. If results
do not satisfy, the loop returns to the GA based embedding block.

Figure 6 shows the flow chart of the decoder. Decoding of the stego image
is done using stego key. The payload in the Stego image can be decoded only
if the Stego key is known. Thus the used of Stego key increases security. In
GASDWT, the payload is retrieved by taking inverse discrete wavelet transform
on the decoded stego image.
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Fig. 5. Flow Chart of GASDWT

STEGO IMAGE KEY

DECODING

PAYLOAD

IDWT

Fig. 6. Flow Chart of GASDWT Decoder

4 Algorithm

4.1 Problem Definition

Given a cover image c and payload p, the objective is to embed the payload into
the cover image using Discrete Cosine and Discrete Wavelet transforms based
on Genetic Algorithm.

4.2 Assumptions

(i) Cover and payload images are of any size. (ii) The communication channel
is ideal.
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4.3 Algorithm

(a) DCT based embedding: Payload in the spatial domain is converted into Dis-
crete Cosine domain. The DCT coefficients of payload are embedded into the
spatial domain of cover image to generate stego image using GA based algo-
rithm. Statistical characteristics of stego image and cover image are compared
and iterations are carried on to get optimal stego image.

Table 1.

Algorithm GASDCT: Data Embedding

1. Input: Cover image c and Payload image p.
2. Output: Stego image s.
3. Take a grayscale image of variable size as an input

and paylaod of variable size.
4. Payload p is transformed into Discrete Cosine Do-

main.
5. The population is initialized by random selection.
6. The fitness value decides the best population.
7. The same is embedded into cover image c based on

GA in spatial domain.
8. The stego-image obtained is tested on Spatial Do-

main Steganalytic System. If it passes, it is then con-
sidered as optimal stego-image.

Table 2.

Algorithm GASDWT: Data Embedding

1. Input: Cover image c and Payload image p.
2. Output: Stego image s.
3. Take a grayscale image of variable size as an input

and the size of paylaod of variable size.
4. Payload p is transformed into Discrete Wavelet Do-

main.
5. The population is initialized by random selection.
6. The fitness value decides the best population.
7. The same is embedded into cover image c based on

GA in spatial domain
8. The st ego-image obtained is tested on Spatial Do-

main Steganalytic System. If it passes, it is then con-
sidered as optimal stego-image.

(b) DWT based embedding: Payload in the spatial domain is converted into
Wavelet domain. The DWT coefficients of payload are embedded into the spa-
tial domain of cover image to generate stego image using GA based algorithm.
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Statistical characteristics of stego image and cover image are compared and iter-
ations are done to get optimal stego image. The Algorithm for GASDCT, GAS-
DWT and Retrieval of Payload are presented in Table 1, Table 2 and Table 3
respectively.

Table 3.

Algorithm for Retrieval of Payload

1. Input: Cover image c and Payload image p.
2. Output: Stego image s.
3. For the retrieval of the payload, use Stego key.
4. This is followed by the Inverse Discrete Wavelet

Transform.
5. The payload is obtained.

5 Performance Analysis

Simulations are carried out on images of different formats viz. JPEG, TIFF and
BMP using MATLAB. Steganograms are generated using Discrete Cosine and
Discrete wavelet transforms. Performance analysis of these two transforms is
done based on parameters PSNR and BER.

DCT is performed on a 256*256 cover image shown in Figure 1. If three
LSB’s of the cover image are used for hiding the payload, the resulting capacity
is 256*256*3=196608 bits i.e., approximately 196Kb of information. Thus the
maximum size of payload can be 156*156 bytes.
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Fig. 7. Variation of Bit Error Rate with Size of Population for GASDCT and GASDWT
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Table 4. Comparision of BER for GASDCT and GASDWT

Using DCT Using Wavelets

BER 1 1.4937 1.1214

BER 2 1.1440 0.8424

BER 3 0.8382 0.5635

BER 4 0.5794 0.2824

According to our algorithm, application of DCT to the payload instead of
cover image results in high capacity embedding. Size of payload is increased
by 62.8%, hence the maximum size of payload can now be 256*256. This is
made possible by considering only few coefficients out of 64 in each 8*8 block
of DCT transformed payload since these are sufficient for retrieval of payload.
If 16 coefficients out of 64 in each 8*8 DCT transformed blocks are considered,
then total number of bits to embed becomes 32*32*16*12=196608 bits. When
the same algorithm using Wavelet Transform is used, the size of the payload
further increases by 23% resulting in a payload size of 292*292.
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Fig. 8. Variation of Peak Signal to Noise Ratio with Size of Population for GASDCT
and GASDWT

Figure 7 and Figure 8 show the Variation of Bit error rate and Peak Signal to
Noise Ratio with size of population for GASDCT and GASDWT. It shows that
the bit error rate is decreasing and the Peak Signal to Noise Ratio is increasing
with decrease in size of the population. It also shows that there is an improvement
in the Bit Error Rate and Peak Signal to Noise Ratio in case of GASDWT when
compared with GASDCT. Table 4 and 5 gives the comparision of Bit Error
Rate and Peak Signal to Noise Ratio for GASDCT and GASDWT for different
Population size. BER1 and PSNR1 is calculated for stego-image1 derived from



62 K.B. Raja et al.

Table 5. Comparision of PSNR for GASDCT and GASDWT

Using DCT(dB) Using Wavelet(dB)

PSNR 1 36.19 38.44

PSNR 2 37.48 39.86

PSNR 3 38.98 41.70

PSNR 4 40.92 45.5

the initial population of payload that is embedded into the cover image. The
next population is generated from initial population based on Fitness function.
This is now embedded into the cover image to obtain stego-image2. BER2 and
PSNR2 is computed for this stego-image. Similarly BER3, PSNR3 and BER4,
PSNR4 are calculated for the successive stego-images obtained.

6 Conclusion

Steganography is an art of concealing the presence of intended secret messages.
In this paper, we have proposed Genetic Algorithm based Steganography using
Discrete Cosine Transform (GASDCT) and Genetic Algorithm Steganography
using Discrete Wavelet Transform(GASDWT). Wavelet analysis is used as it
reveals finer details of the image as compared to Fourier Transforms. Here the
payload is transformed from spatial domain to the Discrete Cosine and Wavelet
domain. The DCT and DWT coefficients are embedded into spatial domain of
cover image by using Genetic Algorithm, which has increased capacity. The pro-
posed algorithm gives better performance viz., Bit Error Rate and Peak Signal to
Noise Ratio than the earlier techniques. However, there is scope for enhancement
of robustness.
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Abstract. A tripartite authenticated key agreement protocol is gen-
erally designed to accommodate the need of three specific entities in
communicating over an open network with a shared secret key, which
is used to preserve confidentiality and data integrity. Since Joux [6]
initiates the development of tripartite key agreement protocol, many
prominent tripartite schemes have been proposed subsequently. In 2005,
Tso et al. [15] have proposed an ID-based non-interactive tripartite key
agreement scheme with k-resilience. Based on this scheme, they have fur-
ther proposed another one-round tripartite application scheme. Although
they claimed that both schemes are efficient and secure, we discover that
both schemes are in fact breakable. In this paper, we impose several im-
personation attacks on Tso et al.’s schemes in order to highlight their
flaws. Subsequently, we propose some applicable enhancements which
will not only conquer their defects, but also preserve the security at-
tributes of an ideal key agreement protocol.

1 Introduction

A key agreement protocol is the mechanism in which a shared secret key is derived
by two or more protocol entities as a function of information contributed by
each of these parties such that no single entity can predetermine the resulting
value. Usually, this session key is established over a public network controlled
by the adversaries and it would vary with every execution round (session) of
the protocol. This secret key can subsequently be used to create a confidential
communication channel among the entities.

The situation where three or more parties share a key is often called confer-
ence keying. The tripartite case is of the most practical importance, not only
because it is the most common size for electronic conferences, but also because
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it can be used to provide a range of services for two communicating parties. For
example, a third party can be added to chair, or referee a conversation for ad
hoc auditing, or data recovery purposes. Besides, it can also facilitate the job of
group communication.

In a tripartite key agreement protocol, authentication can be provided by
employing asymmetric techniques such as certificate-based public key infras-
tructure [1, 5, 3, 6, 7, 8, 13] and the identity-based (ID-based) public key infras-
tructure [9, 10, 12, 15, 18]. In the former case, each user would be given a digital
certificate issued by a mutually trusted Cerification Authority (CA) and the user
is required to send this certificate together with his message to the other proto-
col participants in order to allow him to be authenticated. Whereas in the latter
case, each entity is only required to learn the public identity of their partners
such as name, social security number and email address, etc. in order to carry
out a communication run while at the same time, being authenticated. Hence,
ID-based protocols usually gain much popularity as it significantly simplifies the
entire key agreement procedures.

Wilson and Menezes [16, 17] have defined a number of desirable security at-
tributes which can be used to analyze a tripartite key agreement protocol. These
security attributes are described as follows:

Known session key security. A protocol is considered to be known session
key secure if it remains achieving its goal in the face of an adversary who
has learned some previous session keys.

(Perfect) forward secrecy. A protocol enjoys forward secrecy if the secrecy
of the previous session keys is not affected when the long term private keys
of one or more entities are compromised. Perfect forward secrecy refers to
the scenario when the long term private keys of all the participating entities
are compromised.

Key-Compromise Impersonation Resilience. Suppose that A’s long term
private key has been disclosed. Obviously an adversary who knows this value
can now impersonate A since it is precisely the value which identifies A. We
say that a protocol is key-compromise impersonation resilient if this loss will
not enable an adversary to masquerade as other legitimate entities to A as
well or obtain other entities secret key.

Unknown Key-Share Resilience. In an unknown key-share attack, an ad-
versary convinces a group of entities that they share a key with the adver-
sary whereas in fact, the key is shared between the group and another party.
This situation can be exploited in a number of ways by the adversary when
the key is subsequently used to provide encryption or integrity.

Key Control Resilience. It should not be possible for any of the participants
(or an adversary) to compel the session key to a preselected value or predict
the value of the session key.

Over the years, numerous tripartite key agreement protocols have been pro-
posed. However, most of them have been proven to be insecure [1,4,5,6,7,9,10,
11, 12, 13]. In 2000, Joux [6] had proposed the first one-round pairing-based tri-
partite Diffie-Hellman key agreement protocol. However, Shim [13] had pointed
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out that Joux’s protocol does not authenticate the communicating entities and
therefore, it is susceptible to the man-in-the-middle attack. To overcome this,
Shim had proposed an improved scheme which employs the public key infras-
tructure to overcome the security flaw in Joux’s protocol and she claimed that
the improved protocol is able to withstand the man-in-the-middle attack. How-
ever, Shim’s attempt has also turned out to be insecure eventually [5, 7, 14]. In
2005, Tso et al. [15] have proposed an ID-based non-interactive key agreement
scheme (IDNIKS) with k-resilience for three parties. They have claimed that
their protocol is the first secure non-interactive tripartite protocol which pro-
vides ID-based authenticity with no employment of hash functions. Based on
this scheme, they have further proposed a tripartite application scheme which
requires only one round of message transmission. Although they claimed that
both schemes are efficient and secure, we discover that both schemes are in fact
susceptible to various impersonation attacks.

Hence, in this paper, we highlight the weaknesses of Tso et al.’s tripartite ID-
NIKS and their application scheme. In order to conquer these defects, we propose
some enhancements based on their application scheme, and subsequently carry
out a thorough security analysis to ensure that our enhancements have satisfied
all the required security attributes of a desired key agreement protocol. The
structure of this paper is organized as follows. In Section 2, we illustrate some
basic properties of bilinear pairings and several Diffie-Hellman assumptions. In
Section 3, we review Tso et al’s tripartite IDNIKS and their subsequent applica-
tion scheme. In Section 4, we present our impersonation attacks on both schemes
and then in Section 5, we propose our enhancements as well as the associated
security proofs. Lastly, we conclude this paper in Section 6.

2 Preliminaries

Let G1 be an additive group of a large prime order, q and G2 be a multiplicative
group of the same order, q. Let P, Q ∈ G1 and ê : G1 ×G1 −→ G2 be a bilinear
pairing with the following properties:

– Bilinearity: ê(aP, bQ) = ê(P, Q)ab = ê(abP, Q) for any a, b ∈ Z∗
q .

– Non-degeneracy: ê(P, Q) �= 1.
– Computability: There exists an efficient algorithm to compute ê(P, Q).

A bilinear map which satisfies all three properties above is considered as admis-
sible bilinear. It is noted that the Weil and Tate pairings associated with the
supersingular elliptic curves or abelian varieties, can be modified to create such
bilinear maps. Now, we describe some cryptographic problems:

Bilinear Diffie-Hellman Problem (BDHP). Let G1, G2, P and ê be as
above with the order q being prime. Given 〈P, aP, bP, cP 〉 with a, b, c ∈ Z∗

q ,
compute ê(P, P )abc ∈ G2. An algorithm α is deemed to have an advantage
ε in solving the BDHP in 〈G1,G2, ê〉 based on the random choices of a, b, c
in Z∗

q and the internal random operation of α if
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Pr[α(〈P, aP, bP, cP 〉) = ê(P, P )abc] ≥ ε.

Discrete Logarithm Problem (DLP). Given two groups of elements P and
Q, such that Q = nP . Find the integer n whenever such an integer exists.

Throughout this paper, we assume that BDHP and DLP are hard such that there
is no polynomial time algorithm to solve BDHP and DLP with non-negligible
probability.

3 Review of Tso et al.’s Schemes

3.1 k-Resilient Tripartite IDNIKS

System Setting
As described in Sect. 2, assume that G1 is an additive group and G2 is a
multiplicative group, both with prime order q. Let P be a generator of G1,
ê : G1 ×G1 −→ G2 be a bilinear pairing and k � q be the resilience parameter.
These settings are assumed to be generated by the key generation center (KGC).

Key Generation
KGC picks k + 1 random numbers d0, d1, · · · , dk ∈ Z∗

q , and generates a polyno-
mial f(x) of degree k, where

f(x) = d0 + d1x + · · · + dkxk ∈ Zq[x]. (1)

KGC then computes

V0 = d0P, V1 = d1P, · · · , Vk = dkP. (2)

The system public parameters published by KGC are {P, V0, · · · , Vk} and the
KGC’s private keys are {d0, d1, · · · , dk}. In addition, KGC computes

si = f(IDi) = d0 + d1IDi + · · · + dk(IDi)kmod q. (3)

for the entity i with identity IDi ∈ Z∗
q and sends si to i through a private secure

channel. For an IDNIKS which involves three protocol entities A, B, and C, the
corresponding public / private key pairs are computed as follows:

A: Public key: IDA, Private key: sA = f(IDA)
B: Public key: IDB, Private key: sB = f(IDB)
C: Public key: IDC , Private key: sC = f(IDC)

Key Agreement
In this non-interactive key establishment scheme, each A, B and C uses the
system’s public information, peer’s public key as well as his own secret key to
derive the shared secret with the other protocol entities.

ΩA =
k∑

i=0

(IDA)iVi = sAP. (4)
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ΩB =
k∑

i=0

(IDB)iVi = sBP. (5)

ΩC =
k∑

i=0

(IDC)iVi = sCP. (6)

A computes Eqs. (5) and (6), and the tripartite key

KA = ê(ΩB, ΩC)sA . (7)

B computes Eqs. (4) and (6), and the tripartite key

KB = ê(ΩA, ΩC)sB . (8)

C computes Eqs. (4) and (5), and the tripartite key

KC = ê(ΩA, ΩB)sC . (9)

Consistency

KA = ê(ΩB , ΩC)sA

= ê(
k∑

i=0

(IDB)iVi,
k∑

i=0

(IDC)iVi)sA

= ê(sBP, sCP )sA

= ê(P, P )sAsBsC

= KB = KC (10)

3.2 One-Round IDNIKS-Based Application

Tso et al.’s application scheme has the same system setting and key generation
as the previous scheme.

Key Agreement
A chooses a random number rA ∈ Z∗

q and computes

XA = rAP, (11)

B chooses a random number rB ∈ Z∗
q and computes

XB = rBP, (12)

C chooses a random number rC ∈ Z∗
q and computes

XC = rCP. (13)

Assume that Sigi(·) denotes the signature of an entity i. Then, over a public
channel,

A → B, C : XA, SigA(XA). (14)
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B → A, C : XB, SigB(XB). (15)

C → A, B : XC , SigC(XC). (16)

From Eqs. (5), (6), (12) and (13), A computes the tripartite key

KA = ê(ΩB + XB, ΩC + XC)sA+rA . (17)

From Eqs. (4), (6), (11) and (13), B computes the tripartite key

KB = ê(ΩA + XA, ΩC + XC)sB+rB . (18)

From Eqs. (4), (5), (11) and (12), C computes the tripartite key

KC = ê(ΩA + XA, ΩB + XB)sC+rC . (19)

Consistency

KA = ê(ΩB + XB, ΩC + XC)sA+rA

= ê(
k∑

i=0

(IDB)iVi + XB,

k∑

i=0

(IDC)iVi + XC)sA+rA

= ê(sBP + rBP, sCP + rCP )sA+rA

= ê(P, P )(sA+rA)(sB+rB)(sC+rC)

= KB = KC (20)

4 Our Attacks

4.1 Impersonation Attacks on k-Resilient Tripartite IDNIKS

Key-Compromise Impersonation Attack

The Key-Compromise Impersonation (KCI) attack is deemed successful only if
the adversary manages to masquerade as another protocol principal to com-
municate with the victim after the victim’s private key has been compromised.
Suppose that an adversary, EA has the knowledge of B’s private key sB and
he intends to launch the KCI attack against B by pretending to be A in a
communication run. EA then initiates a communication session with B and C.
By computing Eqs. (5) and (6), EA is then able to compute the tripartite key
KA by using Eq. (7). Similarly after compromising a legitimate entity’s private
key, the adversary can simply impersonate anyone from the other (k − 1) legiti-
mate entities to communicate with the victim, with the aim to capture valuable
information (e.g. credit card number) about him.

In this key agreement protocol, each of the protocol entities merely employs
his static private key and the other entities’ public keys to derive a shared
secret. Since this protocol is non-interactive, no ephemeral keys are involved
in computing the tripartite key. Hence, it seems difficult for IDNIKS to resist
the KCI attack.
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Insider Impersonation Attack

In a two-party’s authentication protocol, the adversary who impersonates the
communicating parties would probably be an outsider. However, in the k-party’s
case where k ≥ 3, the adversary who impersonates the communicating parties
might be a legal entity of the communicating group, known as an insider and
this kind of impersonation attack is the insider impersonation attack [2]. The
consequence of this attack would be disastrous if the impersonated party is a
referee or an auditor.

In this tripartite IDNIKS, a malicious insider can easily impersonate any
legitimate entity during a protocol run. For instance, suppose that B is the
insider impersonation attacker who wishes to fool A by masquerading as C in a
communication run. B initiates IDNIKS with A while at the same time, B also
plays another role as BC (B masquerading as C). By computing Eqs. (4) and
(6), B can then calculate the tripartite key KB and KC by using Eq. (8). Since
IDNIKS is non-interactive and no ephemeral values are employed, A can never
find out that C is in fact absent in that communication run.

Generally, the insider impersonation attack can be launched against any
legal entity in this protocol as the malicious insider can impersonate anyone
from the other (k − 2) entities at the same time. Hence, we argue that key
agreement protocol for three or more parties’ should not be designed to be non-
interactive as it would be vulnerable to the insider impersonation attack under
any circumstances.

4.2 Insider Impersonation Attack on One-Round IDNIKS-Based
Application

In the tripartite application scheme, Tso et al. have emphasized that each pro-
tocol participant Pi must append a signature to the random parameter XPi in
order to avoid the insider impersonation attack. However, we discover that their
application scheme is still insecure since a malicious insider can easily replay
any message together with the signature obtained from the previous session to
launch the insider impersonation attack. For example, suppose that a malicious
legal entity, B has obtained XA as shown in Eq. (11) in a previous session in-
volving A, B and C. B is now able to victimize D by replaying XA in another
communication session involving BA (B impersonating A), B and D. The insider
impersonation attack can be carried out as follows:

ΩD =
k∑

i=0

(IDD)iVi (21)

BA → B, D : XA, SigA(XA), where XA = rAP, (22)

B → BA, D : X ′
B, SigB(X ′

B), where X ′
B = r′BP, (23)

D → BA, B : X ′
D, SigD(X ′

D), where X ′
D = r′DP. (24)
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From Eqs. (4), (21), (22) and (24), B and BA computes the tripartite key

KA = KB = ê(ΩA + XA, ΩD + X ′
D)sB+r′

B

= ê(P, P )(sA+rA)(sB+r′
B)(sD+r′

D). (25)

From Eqs. (4), (5), (22) and (23), D computes the tripartite key

KD = ê(ΩA + XA, ΩB + X ′
B)sD+r′

D

= ê(P, P )(sA+rA)(sB+r′
B)(sD+r′

D). (26)

With this, the malicious entity B is able to cheat D by replaying A’s message
from a previous session and subsequently impersonating A in a particular session.
As a result, B and D would agree upon a session key for the tripartite key
agreement scheme without A’s presence.

5 Our Enhanced Scheme

In order to protect against the insider impersonation attack, we propose two
improvement methods that are applicable on the original application scheme
described in Sect. 3.2. In this section, we describe informally our enhancement
schemes which involves the employment of timestamps and nonces.

5.1 Protocol Improvement by Adding Timestamps

Our first improved scheme has the same system setting as the IDNIKS defined
in Sect. 3.1.

Key Exchange

Assume that time synchronization is feasible. We denote Sigi(·) as the signature
of an entity i and TA, TB, TC ∈ Z∗

q as the timestamps generated by A, B and C
respectively. Then, over a public channel,

A → B, C : MA, SigA(MA), where MA = (IDB, IDC , XA, TA). (27)

B → A, C : MB, SigB(MB), where MB = (IDA, IDC , XB, TB). (28)

C → A, B : MC , SigC(MC), where MC = (IDA, IDB, XC , TC). (29)

Message Verification

Upon receiving B and C’s messages, A verifies B and C’s signature and sub-
sequently checks whether TB and TC lie within the specific acceptable time
interval.
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Upon receiving A and C’s messages, B verifies A and C’s signature and sub-
sequently checks whether TA and TC lie within the specific acceptable time
interval.

Upon receiving A and B’s messages, C verifies A and B’s signature and sub-
sequently checks whether TA and TB lie within the specific acceptable time
interval.

Session key Generation

If the verification processes succeed, A, B and C compute the shared secret, ZA,
ZB and ZC respectively, where

ZA = ê(ΩB + XB, ΩC + XC)sA+rA

= ê(P, P )(sA+rA)(sB+rB)(sC+rC), (30)

ZB = ê(ΩA + XA, ΩC + XC)sB+rB

= ê(P, P )(sA+rA)(sB+rB)(sC+rC), (31)

ZC = ê(ΩA + XA, ΩB + XB)sC+rC

= ê(P, P )(sA+rA)(sB+rB)(sC+rC). (32)

Based on this common shared secret, A, B and C then calculate the tripartite
session key KA, KB and KC respectively, where

KA = H(ZA ‖ IDA ‖ IDB ‖ IDC ‖ XA ‖ XB ‖ XC ‖ TA ‖ TB ‖ TC), (33)

KB = H(ZB ‖ IDA ‖ IDB ‖ IDC ‖ XA ‖ XB ‖ XC ‖ TA ‖ TB ‖ TC), (34)

KC = H(ZC ‖ IDA ‖ IDB ‖ IDC ‖ XA ‖ XB ‖ XC ‖ TA ‖ TB ‖ TC). (35)

5.2 Protocol Improvement by Adding Nonces

In the scenario where time synchronization is not possible, Tso et al.’s applica-
tion scheme can alternatively be improved by using nonces, which requires an
additional round of message broadcast from the protocol entities. Similarly in
this two-round enhanced protocol, our system setting is the same as the IDNIKS
defined in Sect. 3.1.

Key Exchange

Assume that NA, NB, NC ∈ Z∗
q are denoted as the nonces generated randomly

by A, B and C respectively. Then, each of them performs the message transmis-
sion as follows:

First Round

A → B, C : NA. (36)
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B → A, C : NB. (37)

C → A, B : NC . (38)

Second Round

A → B, C : MA, SigA(MA, NB, NC), where MA = (IDB, IDC , XA). (39)

B → A, C : MB, SigB(MB, NA, NC), where MB = (IDA, IDC , XB). (40)

C → A, B : MC , SigC(MC , NA, NB), where MC = (IDA, IDB, XC). (41)

Message Verification and Session Key Generation

Similar to the previous improvement scheme, each A, B and C authenticates
their respective partners’ signature on reception of their messages in the second
round of the protocol run. If the verification process succeeds, A, B and C then
compute the shared secret, ZA, ZB and ZC respectively, where

ZA = ê(ΩB + XB, ΩC + XC)sA+rA

= ê(P, P )(sA+rA)(sB+rB)(sC+rC), (42)

ZB = ê(ΩA + XA, ΩC + XC)sB+rB

= ê(P, P )(sA+rA)(sB+rB)(sC+rC), (43)

ZC = ê(ΩA + XA, ΩB + XB)sC+rC

= ê(P, P )(sA+rA)(sB+rB)(sC+rC). (44)

Based on this common shared secret, A, B and C then calculate the tripartite
session key KA, KB and KC respectively, where

KA = H(ZA ‖ IDA ‖ IDB ‖ IDC ‖ XA ‖ XB ‖ XC ‖ NA ‖ NB ‖ NC), (45)

KB = H(ZB ‖ IDA ‖ IDB ‖ IDC ‖ XA ‖ XB ‖ XC ‖ NA ‖ NB ‖ NC), (46)

KC = H(ZC ‖ IDA ‖ IDB ‖ IDC ‖ XA ‖ XB ‖ XC ‖ NA ‖ NB ‖ NC). (47)

5.3 Protocol Security Analysis

Known session key security. The session keys of our enhancement protocols
vary with every protocol run since both session keys are established according
to the values of the protocol entities’ ephemeral private keys (rA, rB and rC)
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in a specific session. Hence, the knowledge of several previous session keys
would not allow the adversary to derive any future and other previous session
keys.

Perfect forward secrecy. Suppose that the entire long term private keys sA,
sB and sC have been disclosed to the adversary. In addition, assume that
the adversary has also obtained some previous session keys established by
the protocol entities. However, the adversary is unable to derive any other
previously established session keys as derived in Eqs. (33), (34) and (35)
for the first improved scheme as well as in Eqs. (45), (46) and (47) for the
second improved scheme since the adversary does not possess any ephemeral
private keys used in those particular protocol runs.

Key-Compromise Impersonation Resilience. Suppose that the long term
private key sA has been compromised and the adversary wishes to imper-
sonate B in order to establish a session with A. However, he is unable to
compute SigB(MB) in Eq. (28) or SigB(MB, NA, NC) in Eq. (40) since he
does not know B’s static private key, and thus he is unable to forge the sig-
nature on behalf of B. Suppose that the adversary then wishes to guess sB in
a random manner so as to fool A, his probability to succeed is only 1

q , which
is negligible as q is often chosen to be extremely large (≥ 256 bits). Gen-
erally, the same situation would result when the long term key sB or sC is
compromised as our enhanced protocols are symmetric. Hence, our enhanced
protocols are able to withstand the KCI attack under any circumstances.

Insider Impersonation Resilience. Although an insider attacker, let’s say
A, who wishes to impersonate B, could compute the session key by using
the legal method, he could not forge the signature on behalf of B with the
intention of fooling C. Even if A replays any of B’s previous messages, C
would definitely reject the message due to the failure in verifying B’s sig-
nature for both improvment schemes. This is mainly because in our first
protocol, C would probably receive B’s timestamp which is beyond the ac-
ceptable time interval, whereas in our second protocol, the nonce that C
employs (NC) would be different for different sessions and that is the reason
why the replay of SigB(MB, NA, NC) in Eq. (40) can evidently be detected
after the second message transmission . Hence, our enhancement protocols
are deemed immune to the insider impersonation attack as well as replay
attack.

Unknown Key-Share Resilience. In both enhancement schemes, the identi-
ties of the communicating parties have been included in the signed message
of MA, MB and MC as well as the session key KA, KB and KC . This signif-
icantly prevents the attacker from launching the unknown key-share attack
in various ways on our improved protocols. With this, a stronger sense of
authentication can be achieved explicitly.

Key Control Resilience. Apparently in our protocols, no single protocol par-
ticipant could force the session keys to a predetermined or predicted value
since the session keys of our protocols are derived by using the long term
and ephemeral private keys of all the protocol participants, as well as their
corresponding timestamps or nonces employed in that particular session.
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6 Conclusion

Tso et al.’s IDNIKS is impractical since a non-interactive scheme for three or
more parties cannot resist the KCI attack and the insider impersonation attack
under any circumstances. Furthermore, we have also pointed out the demerits of
their IDNIKS-based tripartite application scheme by demonstrating an insider
impersonation attack in this paper. To conquer these defects, we have proposed
two improvement schemes by including the use of timestamps and nonces re-
spectively. On top of that, we have also involved the identities of communicating
entities in the broadcasted message and session key computation so as to pro-
tect further against various malicious attacks such as the unknown key share
attack and the triangle attack. More significantly, we have carried out a detailed
security analysis to scrutinize our enhanced scheme heuristically. In a nutshell,
we have proven our enhanced ID-based tripartite authenticated key agreement
protocols to be secure against various cryptographic attacks, while preserving
the desired security attributes of a key agreement protocol.
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Abstract. In this work a cryptographically robust S-box based on non-
linear Cellular Automata rules has been developed. Properties suggest
that the robustness of the proposed construction is better than that pro-
posed by Seberry et al. [1]. Though the proposed S-box is not optimal to
the linear and differential attacks like Rijndael S-box, its immunity to-
wards linear cryptanalysis and robustness against differential cryptanal-
ysis is high and it lacks algebraic relations over finite field. Due to the
presence of synchronous elements in its architecture, timing constraints
can also be fulfilled efficiently if hardware masking is done on the circuit
to prevent it against power attack. Also due to Cellular Automata based
structure, the S-box can be efficiently implemented in hardware and in
software for high speed design.

Keywords: S-box, Cellular Automata, Power Attack, Algebraic
Attack.

1 Introduction

The security of symmetric key block ciphers largely depends on the crypto-
graphic robustness of the S-boxes. Thus the construction of good S-boxes are
an extremely important component of cipher design. In [2] authors first focused
on the statistical properties of random, reversible S-boxes. In literature subse-
quently several works [3], [4], [5], [6] have been published in defining the desirable
properties of S-boxes. However the drawbacks of all these proposals were pointed
out in [1]. The main weakness were that the component functions of these S-
boxes were quadratic and thus could be vulnerable to many classic as well as
recent algebraic attacks. One of the constructions proposed in [7] is based on
Maiorana-McFarland method and is built out of Linear Feedback Shift Regis-
ters (LFSRs). Apart from the above drawbacks the class of circuits built around
LFSRs can be found to have the following inherent disadvantages (i) irregularity
of the interconnection structure, (ii) larger delay and (iii) lack of modularity
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and cascadability. Also the resultant S-box was not balanced and had the restric-
tion that the first half of the input that goes to the LFSRs was not zero. This
restricts the usage of the generated S-Boxes. In [1] the authors describe vari-
ous properties of cryptographically robust S-boxes. The various properties listed
were : (i) High nonlinearity, (ii) Balanced output, (iii) Immunity against Linear
Cryptanalysis, (iv) Robustness against Differential Cryptanalysis, (v) Avalanche
Effect and (vi) High algebraic degree of its output boolean functions. In [4] a
method was presented for n × n S-box design. However, for the S-box created
by this method, its inverse S-box is almost completely linear (it has only one
non-linear function) and its diffusion property cannot be ensured. In [8] the au-
thors proposed a design methodology for n × n S-boxes. Since, the method is an
exhaustive search method the complexity of the method grows as the value of
n increases. In [9] a method has been described for obtaining cryptographically
strong 8 × 8 S-boxes. However the performance of the generated S-boxes are
much inferior compared to possible S-boxes that can be constructed for such
dimensions.

Most of the modern day block ciphers use S-boxes. Out of the 5 AES finalists
candidate algorithms, all of them except RC6 [10] use S-boxes to provide non-
linearity in the round functions. Serpent [11] uses 4 × 4 S-boxes which though
can be implemented efficiently in hardware, is vulnerable to algebraic attacks as
proposed in [12]. MARS [13] uses four 8 × 32 S-boxes of two kinds : S0 and S1.
These large S-boxes must be implemented by SRAMs as suggested in [14], [15].
Use of lookup table to implement these S-boxes resulted in larger circuit size and
long propagation delay [14]. The designer of Twofish [16] introduced a new idea
of using key dependent S-boxes. Unlike the fixed S-boxes, the contents of key
dependent S-boxes change for every key, making the cryptanalysis harder. But
the best way of implementing these 8×8 S-boxes is to express them as memories,
which could be filled with new contents every-time the keys are changed. The
Rijndael algorithm uses Galois field inversion for its 8 × 8 S-box. Though the
inversion in GF is optimally secured against Linear and Differential Cryptanaly-
sis [17], the speed of this operation is particularly slow in software [18]. To make
up for the speed look up tables must be used which can lead to cache and timing
attacks [18]. Moreover Rijndael S-box is particularly algebraic over GF (2). It
can be characterised in several ways by algebraic relation, being true with high
probability, usually 1 [19]. This may lead to algebraic attacks.

In this work the Theory of Cellular Automata (CA) has been applied to gen-
erate a cryptographically robust 8 × 8 S-box. The proposed CA based S-box
construction is extremely efficient with respect to time, due to inherent paral-
lelism in Cellular Automata transformations. Also as the chosen CA has a three
neighbourhood cell [20] the length of interconnects would be less compared to a
LFSR based S-box [7], a feature helpful for VLSI implementations. The software
implementation of the proposed S-box is fast as CA rules can be efficiently im-
plemented in software. In [21] a CA based S-box has been proposed using Rule
30 of Cellular Automata. Results show that the robustness of the our proposed
construction against Linear and Differential Cryptanalysis is better than that
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proposed in [21]. Cryptographic robustness of this new construction is better
than that proposed in [1]. Strength of the new S-box against algebraic attack
is better than that of Rijndael S-box as the proposed structure is not algebraic
over finite field. Also due to presence of synchronous delay elements hardware
masking can be done efficiently on our proposed S-box.

The rest of the paper is organised as follows: Section 2 discusses the prelim-
inaries required for this work. Construction of our CA based S-box structure,
CANLF has been described in Section 3. Section 4 discusses the hardware synthe-
sis results, power analysis results and comparisons with some other well known
constructions. Finally Section 5 concludes the paper and at the end of this paper
we give the S-Box (Table 5) and inverse S-Box (Table 6).

2 Preliminaries

In this section we discuss some basic definitions and notations to be used in this
work.

2.1 Cellular Automata Preliminaries

A Cellular Automata (CA) consists of a number of cells arranged in a regular
manner, where the state transition of each cell depends on the states of its
neighbours. For a three neighbourhood CA the state q of the ith cell at time
(t + 1) is given as qt+1

i = f(qt
i−1, q

t
i , q

t
i+1) where f is the rule of the automata

[22]. As f is a three variant function, it can have 28 or 256 outputs. The decimal
equivalent of the output column in the truth table of f denotes the rule number.
The next state function of Rule 90 and Rule 150 are given below:

Rule 90: qt+1
i = qt

i−1 ⊕ qt
i+1 and Rule 150: qt+1

i = qt
i−1 ⊕ qt

i ⊕ qt
i+1

The CA preliminaries where the CA is in GF (2) are noted in [20]. For an n-cell
one dimensional CA, the linear operator can be shown to be an n × n matrix
[20], whose i-th row corresponds to the neighbourhood relation of the i-th cell.
The next state of the CA is generated by applying the linear operator on the
present state. The operation is simple matrix multiplication, but the addition
involved is modulo-2 sum. The matrix is termed as the characteristics matrix of
the CA and is denoted by T . If ft represents the state of the automata at tth

instant of time, then the next state, i.e., the state at (t + 1)th instant of time, is
given by ft+1 = T ∗ ft. If for a CA all states in a state transition graph lies in
some cycle, it is called a group CA; otherwise it is a non-group CA. It has been
shown in [20] that for a group CA its T matrix is non-singular, i.e., det[T ] = 1
(det[T ] = determinant of T). An n-cell CA can be characterized by a n × n
characteristics matrix T as follows:

T [i, j] = 1(if next state of i-th cell
depends on the present state of j-th cell)

= 0(otherwise).
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2.2 Preliminaries Related to Block Cipher Security

Definition 1. Balancedness: The vector space of n tuples of elements from
GF (2) is denoted by Vn. Let g be a Boolean function from Vn to GF (2). The truth
table of g is defined as (g(α0), g(α1), . . . , g(αn−1)), where αi, i = 0, 1, . . . , 2n −1,
denote vectors in Vn. g is said to be balanced if its truth table has an equal
numbers of zeroes and ones.

Definition 2. A boolean function g(x), where x is an n variable binary string,
can be uniquely written as a sum (XOR) of products (AND). This is known as
Algebraic Normal Form (ANF).

g(x1, x2, . . . , xn) = p0 ⊕p1x1 ⊕p2x2 ⊕ . . . pnxn ⊕p1,2x1x2 ⊕pn−1,nxn−1xn ⊕ . . .⊕
p1,2,...,nx1x2 . . . xn.

The values of (p0, p1, . . . , p1,2,...,n ∈ {0, 1}) uniquely represent a boolean function.

Definition 3. The algebraic degree of a boolean function is defined as the highest
number of xi that appear in a product term in the ANF.

Definition 4. An n variable boolean function g(x1, x2, . . . , xn) is said to be an
affine function if the ANF of g is of the form g(x1, x2, . . . , xn) = ⊕n

i=0pixi ⊕ q
for pi, q ∈ {0, 1}. If q is 0, then the function is said to be linear.

Definition 5. Hamming weight of a binary string x is the number of 1’s in the
string and is denoted by wt(x).

Definition 6. Hamming distance between two binary strings of equal length (say
x and y) is the number of positions where x and y differ and is measured by
wt(x ⊕ y).

Definition 7. Non-linearity of an n variable boolean function g is defined as the
minimum Hamming distance from the set of all affine functions of n variables,
i.e., Nf = mina∈AndH(g, a), where Hamming distance is defined as, dH(g, a) =
{#x|g(x) �= a(x)}. An is the set of all n variable affine functions.

Definition 8. Bias of linear approximation : Let the linear approximation is of
the form :

< L ≡ Xi1 ⊕ Xi2 ⊕ . . .Xik
⊕ Yj1 ⊕ Yj2 ⊕ . . . ⊕ Yjl

>= 0

where Xi represents the ith bit of the input X [X1, X2, . . .] and Yj represents
the jth bit of the output Y [Y1, Y2, . . .]. The equation represents the XOR of k
input bits and l output bits. If the bits are chosen randomly then the above linear
expression will hold with a probability of 1

2 . If pL is the probability with which
the the expression holds, then its bias is defined as |pL − 1

2 |.

Definition 9. Robustness of S-box [1] : Let F = (f1, f2, . . . fs) be an n × s S-
box, where fi is a function on Vn, i = 1, 2, . . . , s, and n ≥ s. We denote by L
the largest value in the difference distribution table of F , and by R the number
of non-zero entries in the first column of the table. In either case the value 2n in
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the first row is not counted. Then we say that F is ε-robust against differential
cryptanalysis, where ε is defined by

ε = (1 − R/2n)(1 − L/2n).

3 Construction of the CA Based S-Box: CANLF

In general an S-box takes n input bits and produces s output bits. In this work
our aim was to generate a S-box where n = s. To generate an n×n S-box we need
to work with non-linear and reversible Cellular Automata rules. For ease of VLSI
implementation we concentrate upon 3-neighbourhood rules. We also used non-
linear balanced rules. After several attempts we decided to use skewed version of
the original rules, where the neighbourhood of a cell is shifted to its right, i.e. the
next state of a cell becomes dependent on itself and on two of its right neighbours.
Hence the next state of the i-th cell is written as qt+1

i = f(qt
i , q

t
i+1, q

t
i+2). The

construction we choose is uniform CA with null boundary conditions. We run
these CAs with different number of clock cycles and checked the properties we
obtained. We used the concept of cycles as used in [21]. After each cycle, the
output is completely reversed, i.e. the last bit becomes first, the second last
becomes second and so on. The results we obtained are as follows:

– We obtained non-linear CA rules which are reversible, balanced and give
regular mapping

– Same function give different non-linearity, robustness and bias value with
different number of clock cycles

– The mappings we obtained showed
• good Avalanche Effect
• robustness against Differential Cryptanalysis
• immunity against Linear Cryptanalysis

In Table 1 we show different nonlinearity values and the best rules (which we
tried) that obtained those nonlinearity values. All the results are shown for
an 8 × 8 S-box. We also give the corresponding robustness against differential
cryptanalysis and bias against linear cryptanalysis.

From Table 1 we choose the rule which gives optimum results in terms of
robustness, bias and number of clock cycles. From Table 1, it is clear that rule
225 with 19 clocks is best compared to the other ones.

Construction of the forward transformation
Rule 225 has an update rule as follows:

qt+1
i = 1 ⊕ qt

i−1 ⊕ (qt
i ∨ qt

i+1)

The update rule of the skewed version is :

qt+1
i = 1 ⊕ qt

i ⊕ (qt
i+1 ∨ qt

i+2)
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Table 1. 1st column shows the nonlinearity value and the rows are corresponding rules

100

R : 30 clk : 18 R : 30 clk : 21 R : 225 clk : 18 R : 225 clk : 25
Robustness Robustness Robustness Robustness

.953125 .960938 .9375 .960938
Bias : Bias : Bias : Bias :

.132812 .148438 .125 .140623

102

R : 30 clk : 24 R : 30 clk : 25 R : 225 clk : 19 R : 225 clk : 21
Robustness Robustness Robustness Robustness

.953125 .953125 .960938 .953125
Bias : Bias : Bias : Bias :

.140623 .125 .125 .125

104

R : 30 clk : 23 R : 225 clk : 87
Robustness Robustness

.953125 .953125
Bias : Bias :

.132812 .132812

The n−1-th cell position is considered as the lsb while considering the neigh-
bourhood. The modified rule with null boundary condition when applied to a
finite field is reversible and an inverse automata exists. We configure an 8-bit
CA uniformly with this rule and run it for 19 clock cycles to obtain the required
transformation. In each clock cycle the bit pattern is completely reversed.

Construction of the reverse transformation
For the reverse transformation we need to find the inverse automata of the given
rule. We calculate the value at instant t − 1 given the value at instant t. To
calculate the inverse, we start with the cell at i = n − 1(lsb). At this point

qt
n−1 = 1 ⊕ qt−1

n−1, (As it has no right neighbours)

∴qt−1
n−1 = 1 ⊕ qt

n−1 (1)

Next we consider the cell at i = n − 2.

qt
n−2 = 1 ⊕ qt−1

n−2 ⊕ qt−1
n−1, (It has only one right neighbour)

∴qt
n−2 = 1 ⊕ qt−1

n−2 ⊕ 1 ⊕ qt
n−1, (from equation (1))

∴qt−1
n−2 = qt

n−2 ⊕ qt
n−1 (2)

Next we consider the cell at i = n − 3.

qt
n−3 = 1 ⊕ qt−1

n−3 ⊕ (qt−1
n−2 ∨ qt−1

n−1)

∴qt
n−3 = 1 ⊕ qt−1

n−3 ⊕ ((qt
n−2 ⊕ qt

n−1) ∨ (1 ⊕ qt
n−1)), (Using equation (1) and (2))

∴qt−1
n−3 = 1 ⊕ qt

n−3 ⊕ ((qt
n−2 ⊕ qt

n−1) ∨ (1 ⊕ qt
n−1)) (3)

Thus Equations 1, 2 and 3 give the inverse functions at cell positions i = n − 1,
n − 2 and n − 3 respectively. All the other cells are like cell n − 3. Therefore
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Equation 3 can be applied iteratively resulting in the unambiguous recovery of
the entire state of the automation at the previous time step. During the forward
transformation we reversed the output after each clock cycle. In order to obtain
the correct inverse the same inversion is applied to the input bits of the inverse
transformation. In Table 2 we list the cryptographic properties of the CA based
forward and reverse transformation.

Table 2. Cryptographic Properties of CANLF

Properties Forward Transformation Inverse Transformation

Linear Cryptanalysis Bias : .125 Bias : .125

Differential Cryptanalysis Robustness : .960938 Robustness : .960938

Non-Linearity 102 100

Algebraic Degree 7 7

Avalanche Effect 4 4

4 Results and Comparisons

In this section we give the hardware synthesis results and power analysis results
of our proposed S-box, CANLF. We also give comparisons with two most well
known S-box constructions. The first one is based on combinatorial structure
called group Hadamard matrices [1]. The authors demonstrated the method
of systematic generation of cryptographically robust S-boxes. The second one
being inversion over finite field, which is used in Rijndael. We show that the
cryptographic strength of CANLF is better than the bijective S-box proposed
in [1]. We also show that the new construction performs better than Rijndael
S-box against algebraic cryptanalysis.

4.1 Hardware Synthesis Results

The Cellular Automata structure has been fully unfolded to obtain a pipelined
architecture. The top level architecture is shown in Figure 1. There are two
8-bit registers at the input and the output. Different pipelining stages are pos-
sible for this architecture. We implemented a 19-stage pipelined architecture
and a balanced 4-stage pipelined architecture. The 19-stage pipelined architec-
ture achieves highest speed at the cost of extra hardware. The 4-stage pipeline
implementation is optimized for speed and hardware.

The design has been synthesised on Xilinx XCV-1000 platform. The synthesis
report has been summarised in Table 3.

Table 3. Synthesis Results of CANLF

Pipeline Stages Slices Slice FFs 4 input LUTs Frequency

19 90 160 133 194.89MHz

4 69 48 136 103.38MHz
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Y Y Y Y Y Y Y Y7 6 5 4 3 2 1 0

Fig. 1. Architecture of CANLF

4.2 Power Analysis Results

One of the most potential side-channel attack is Differential Power Analysis
(DPA) [23]. Power consumption signals of CMOS chips are used to retrieve key
values by difference of mean curves selected on defined criteria. To secure the
implementations of Rijndael against DPA, researchers proposed different mask-
ing schemes where they tried to mask the intermediate values that occur during
the execution of the algorithm. Different masking schemes have been studied
in [24], [25], [26], [27], [28], [29]. Out of the above presented schemes, the first
two are susceptible to zero-value attacks [26] and the third one is quite com-
plex to implement in hardware. The schemes presented in [27], [28] and [29] are
provably secured against DPA and can be implemented efficiently in hardware.
However, several publications came out in 2005 where it was shown that even
provably secure masking schemes can also be broken, if they are implemented in
standard CMOS due to unintended switching activities that take place in CMOS
circuits. These unintended switching activities are referred as glitches. The effect
of glitches on the side-channel resistance of the masked circuits has first been
analyzed in [30]. In [31] a similar analysis has been carried out. In [32] a tech-
nique to model the effect of glitches on the side-channel resistance of circuits has
been proposed. In [33], the authors finally showed that glitches can indeed make
circuits susceptible to DPA attacks. In [34] the authors showed that there exists
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Fig. 2. Standard Deviation for input data 00011101
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Fig. 3. Standard Deviation for input data 01010100

a family of masked gates which is theoretically secure in the presence of glitches
if certain practically controllable implementation constraints are imposed.

The parts of masked Rijndael S-boxes that cause the glitches that lead to
side-channel leakage has been pinpointed in [35]. The analysis in [35] reveals
that glitches are caused by the switching characteristics of XOR gates in masked
multipliers which are basic building blocks of masked Rijndael S-boxes. It has
been shown that to prevent DPA the number of transitions at the output of
an XOR gate needs to be equal to the total number of transitions occurring
at the inputs, otherwise these XOR gates absorb transitions and the number of
absorbed transitions is correlated to the unmasked operands of masked multiplier
of Rijndael S-box. As a countermeasure, the authors proposed to insert delay
elements into paths of input signals to meet timing constraints. They also pointed
out that it is not always possible to efficiently fulfil the timing constraints by
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inserting delay elements due to the variation of arrival times of the operands.
Hence efficient masking Rijndael S-boxes is costly and is associated with timing
constraints that need to be fulfilled.

However the architecture of the proposed S-box, CANLF is inherently syn-
chronous due to the presence of delay elements into the paths of its inputs and
outputs as Cellular Automata based construction has been used. The path from
input to output of each bits are same and balanced as uniform CA is used in
the S-box construction i.e. all the cells are configured with same rule and the
insertion of delay elements within the structure can be implemented efficiently.
Thus masked implementation of the proposed S-box can meet timing constraints
efficiently.

We performed an experiment on our proposed ‘unmasked’ S-box circuit to
check the effect of different arrival times of the input on the power profile. Two
different sets of inputs are taken and extensive simulation are done with different
arrival times. We measured the leakage current and the switching power in each
case. For a particular input, standard deviation of the switching power is drawn.
Results show that the standard deviation is too small. All the experiments are
done on the architecture proposed in Section 4.1. The simulation is done on Ca-
dence Spectre using 0.5 μ mixed signal library of National Semiconductor.
The standard deviation profile for the two different inputs are shown in Figure 2
and Figure 3.

4.3 Comparison with Group Hadamard Matrices Based S-Box [1]

In [1] the authors described the systematic method of generating n × s S-box.
Though it has been proved theoretically that the construction methodology gen-
erates cryptographically strong S-boxes no practical implementations has been
done so far. The parameters used in this construction are k and t. The con-
straints on these parameters are 	n/2
 < k < n and n ≥ s > 	n/2
 + t. To
compare with our construction we choose the value of n and s to be 8, which
implies the value of k = 5 and t = 3. In Table 4 we list the comparative study.

Table 4. Comparison between CANLF and [1]

Parameters CANLF [1] S-box

Linear Cryptanalysis Bias : .125 Bias : .25

Differential Cryptanalysis Robustness : .960938 Robustness : .875

Algebraic Degree 7 4

SAC Not Satisfied Satisfied

From the results of Table 4, it is clear that the proposed S-box performs better
against Linear and Differential Cryptanalysis than that proposed in [1]. Also as
the algebraic degree of the component functions of our proposed construction is
greater than that of [1], it performs better against algebraic cryptanalysis.
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4.4 Comparison with Rijndael S-Box Against Algebraic Attack

CANLF has no simple algebraic description over finite field. Hence it can help
to prevent algebraic attack. As the generated S-box cannot be characterized
by any algebraic relations, no algebraic equations can be generated which may
lead to potential algebraic attack. The Rijndael S-box can be characterized in
several ways by algebraic relations, being true with high probability, usually
1 [19]. The idea of algebraic attack have been employed over stream ciphers
and also block ciphers. The seminal idea of Patarin [36] and later improved

Table 5. S-Box

f0 6a c9 c0 c1 69 a1 68 70 24 4d 88 62 81 e5 c6

8f 11 d4 04 eb 46 f1 86 ea 45 03 e4 65 07 51 96

c4 58 0c 59 e0 44 8d 06 36 a4 56 66 b6 ce 5d a0

54 d8 3b 1e b1 6e 50 9d 60 67 6c dc 34 2d bd 7a

f4 c7 8b 92 b9 48 21 7d 0a 90 8c af 80 2b b2 fd

75 2c d0 e2 a2 6b ee 2a 9a c3 41 13 db 37 a9 fc

a7 09 a3 42 3e 39 cd e6 e7 a6 94 78 38 4b f8 b0

3f 10 1f a5 f9 bb f5 20 99 a8 df 16 9e be 76 6f

ff cb f3 8e 5c c2 79 b4 d3 14 49 4c 52 dd 47 01

d2 02 00 30 aa 6d c8 e8 d9 4f 1c 5a d6 27 7b 1a

32 b3 31 4a 18 9b 0e 19 e1 17 b7 d7 f2 77 2f de

85 73 64 23 3a 74 ef e3 5e 12 05 ed 3d b5 ae 7e

fb e9 bc d5 0d 33 da 1d 95 57 89 35 15 9c 0f 91

fe 29 82 8a ad 87 ec 9f ab 22 5b d1 cc 3c b8 71

93 28 43 f6 ac 1b 63 53 0b 97 98 55 fa ba 08 25

83 72 2e bf ca 26 7c 4e c5 84 61 40 cf 5f 7f f7

Table 6. Inverse S-Box

92 8f 91 1a 13 ba 27 1d ee 61 48 e8 22 c4 a6 ce

71 11 b9 5b 89 cc 7b a9 a4 a7 9f e5 9a c7 33 72

77 46 d9 b3 09 ef f5 9d e1 d1 57 4d 51 3d f2 ae

93 a2 a0 c5 3c cb 28 5d 6c 65 b4 32 dd bc 64 70

fb 5a 63 e2 25 19 15 8e 45 8a a3 6d 8b 0a f7 99

36 1e 8c e7 30 eb 2a c9 21 23 9b da 84 2e b8 fd

38 fa 0c e6 b2 1c 2b 39 07 05 1 55 3a 95 35 7f

08 df f1 b1 b5 50 7e ad 6b 86 3f 9e f6 47 bf fe

4c 0d d2 f0 f9 b0 17 d5 0b ca d3 42 4a 26 83 10

49 cf 43 e0 6a c8 1f e9 ea 78 58 a5 cd 37 7c d7

2f 06 54 62 29 73 69 60 79 5e 94 d8 e4 d4 be 4b

6f 34 4e a1 87 bd 2c aa de 44 ed 75 c2 3e 7d f3

03 04 85 59 20 f8 0f 41 96 02 f4 81 dc 66 2d fc

52 db 90 88 12 c3 9c ab 31 98 c6 5c 3b 8d af 7a

24 a8 53 b7 1b 0e 67 68 97 c1 18 14 d6 bb 56 b6

00 16 ac 82 40 76 e3 ff 6e 74 ec c0 5f 4f d0 80
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by [37], [38] has lead to the breaking of several stream ciphers [39], [40], [41], [42]
and also is probing the security of Rijndael [12]. Jakobsen [43] clearly makes
his point showing that to obtain secure ciphers ”. . . it is not enough to that
round functions have high Boolean complexity. Likewise, good properties against
differential and linear properties are no guarantee either. In fact, many almost
perfect non-linear functions should be avoided exactly because they are too simple
algebraically. . .”. In [19] the author makes extensive investigations on the inverse
function in GF (2m) and some of its linear equivalents and uses to build them
both as components of highly insecure ciphers and as the algebraic structure
that can be exploited in attacks. The disadvantage of S-boxes which does not
have an algebraic description is implementation. Our CA based S-box is an
ideal alternative in the fact that it can be efficiently implemented and the S-box
generated lacks any algebraic relation which may be exploited in attacks.

5 Conclusion

To obtain secure, realizable cipher, apart from being robust against linear and dif-
ferential attack, future S-boxes should be free of algebraic weakness, they must be
implemented efficiently in hardware and in software and the structure of S-boxes
should help to implement hardware masking efficiently to prevent side-channel
information leakage leading to power attack. In this chapter we have developed a
cryptographically robust S-box, CANLF, based on non-linear Cellular Automata
rules. Properties suggest that the robustness of the proposed construction is bet-
ter than that proposed by Seberry et al. [1]. Though the proposed S-box is not
optimal to the attacks against Linear and Differential Cryptanalysis like Rijndael
S-box, its immunity towards Linear Cryptanalysis and robustness against Differ-
ential Cryptanalysis is high and it lacks simple algebraic relations over finite field.
As the proposed S-box is not algebraic over finite fields it can prevent algebraic at-
tack which is a serious weakness of Rijndael S-box. Timing constraints can also be
fulfilled efficiently if hardware masking is done on the circuit to prevent it against
power attack. Also due to Cellular Automata based structure, the S-box can be
implemented efficiently in hardware and in software for high speed design.
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Abstract. In Systems Beyond 3G, protection fundamentally needs to
be flexible. Due to heterogeneity of access networks and mobile devices,
multiple security requirements (e.g., cryptographic algorithms, network
security policies) must be addressed. The security infrastructure must
also be reconfigurable (e.g., system patches to defeat new attacks) to
cope with extremely dynamic conditions. Autonomic security applies the
idea of flexibility to the security space itself. It goes a step further than
simple adaptation by automating the entire reconfiguration process, thus
making the security mechanisms self-responsive. We define an autonomic
security framework to build such self-protecting systems. The framework
is structured around the different steps of the reconfiguration activity:
sense, analyze and respond. We show how flexible access control, authen-
tication, and cryptographic security services can be built on top of our
framework, illustrating how autonomic security can be implemented in
the terminal and the network.

1 Introduction

Security is usually treated as a static component in system design, with one se-
curity scheme assumed to protect the system throughout its lifetime. However,
solutions based on such one-time assessment may not be adequate for systems
exposed to diverse operating environments. Pervasive environments, like those
addressed in Systems Beyond 3G, deal with diversely connected devices accessing
a wide range of services. Heterogeneity marks every aspect of such systems, be
it the user equipment (e.g., different hardware configurations), user preferences
(e.g., shifting protection requirements), access networks (e.g., variable connec-
tivity status), physical environments (e.g., different geographic locations), or the
available services (e.g., sensitivity of the service accessed). In order to ensure the
safety of such continuously evolving systems at all times, it is necessary to invest
in mechanisms that monitor every aspect of the system and in the intelligence
to carry out the necessary adaptations.
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The traditional approach to security takes a standalone view of each environ-
ment, developing security policies specific to the problem at hand. A possible
solution to ensure the safety of a system in different settings could then be to de-
ploy sets of such security policies, one for each environment. However, it may not
always be possible to envision all the attack scenarios a system may encounter
during its lifetime. Secondly, these policies remain far from being unified and
may present serious composition problems, questioning their safe co-existence in
the very first place. Finally, provisioning the correct security policies from the
ones available would still remain an open issue.

The required flexibility can be achieved by introducing reconfigurability in
the security architecture. Monitoring security-relevant inputs in the contex-
tual space, identifying scenario-specific security requirements, developing flexible
policies, and devising suitable interfaces for provisioning such solutions then be-
come become first-class activities in system design. Security services like authen-
tication, access control, and encryption/signature can be made adaptable to the
security context. Local contextual aspects like user preferences (e.g., preferred
modes, location specificities, etc.) or device characteristics (e.g., hardware con-
figuration, battery power level, etc.) can influence the choice of an authentication
method, taking into account the strength of involved cryptographic algorithms,
the underlying message handshakes, or resilience to known attacks. Similarly,
the choice of the authorization policy, of a trusted security gateway, or even
compliance with local regulations on the usage of cryptography can depend on
such contextual inputs.

For instance, consider a shopping mall where several WLANs are available
(each store maintains one for its customers), each protected by mechanisms of
variable strength and enforcing different security policies. When a customer goes
to a different store, he/she may move from a current, high-security WLAN, to
another where protection is weaker. Changing WLAN means a new security
context, which may trigger a reconfiguration of the security mechanisms on the
user device (e.g., access control policies, cryptographic algorithms), with possible
download and installation of new security components from a remote server. The
security of the network connection (e.g., an IPSec tunnel) between the access
point and the security server might also be adapted. In this scenario, adaptive
security solutions can greatly enhance the underlying infrastructure.

The problem requires an integrated approach: in a network setting, the ele-
ments of the security context remain distributed across geographically dispersed
network entities. A complete view of end-to-end security then includes various
network-related information, e.g., the neighborhood set (capabilities, availability
patterns, connectivity options), the interconnecting infrastructure, the underly-
ing trust structures, etc. The overhead involved in maintaining this information
is not to be neglected, and trade-offs like performance vs. level of security are
often necessary. Solutions requiring less effort to configure, manage, and admin-
ister are therefore required.

Autonomic security applies the idea of flexibility to the security space itself.
It goes a step further than simple adaptation by automating the entire process
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of reconfiguration, thus making the security mechanisms self-responsive, running
(almost) without any user intervention. From a design perspective, this intro-
duces a control structure which oversees the different aspects of the reconfigura-
tion activity – sense, analyze and respond. The autonomic security framework
described in this paper presents a realization of this control structure and speci-
fies the architecture of such self-protecting systems. It also provides the building
blocks to realize flexible implementations of several security sub-systems, both on
the terminal and the network side, e.g., access control, authentication support,
cryptographic services, and network security.

The paper is organized as follows. Section 2 introduces the Sensor-Analyzer-
Responder model which lays the foundation for this work. Specific challenges in
realizing this model in the security space are also discussed. Section 3 details the
proposed framework with precise interface definitions. Section 4 describes some
implementation results, with discussion on related work in Section 5. Finally,
Section 6 presents concluding remarks and future research directions.

2 General Approach

2.1 The Sensor-Analyzer-Responder Model

Unlike existing ad hoc approaches to adaptive security, we take a more general
view of the problem and base our work on the well-established adaptivity model
from control theory [9]. The Sensor-Analyzer-Responder model breaks the recon-
figuration activity into three sub-tasks (Figure 1). Sensor modules distributed
across the system monitor activities of interest and report changes to the mod-
ules qualified for analyzing these events. These analyzer modules then compute
a new system configuration implied by the reported events. There can be more
than one implied configuration and a difference calculation over the set of implied
and existing configurations provides the cost associated in introducing each of
the new configurations. The one with the lowest cost is selected for provisioning
and passed on to the responder module. This cost can include domain-specific
metrics like battery consumption, or even the latency to introduce the new con-
figuration. Finally, the responder module computes the actual steps to carry out

Fig. 1. Autonomic Loop for Reconfiguration
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the reconfiguration process and interacts with the functional units to achieve it.
The new configuration then forms the basis for future monitoring activities.

2.2 Design Considerations

Realizing this model in the security space has its own set of challenges. It not only
requires a security-specific interpretation of the blocks introduced previously, but
also the need to accommodate the peculiarities of the target domain.

Environment Monitoring. Ideally, one would like to have identified, at design
time, all possible points in the contextual space relevant to the security of the
system. To select security-relevant environment inputs, one possible approach is
to look at the components of the system and to identify aspects related to each
one of them. Such information can broadly be classified as: (i) user-preferences
(e.g., mode of device operation, choice of connecting network, trust relation-
ships with other users); (ii) device-related (e.g., operating environment, power
levels and source, hardware availability); or (iii) network-related (e.g., point of
attachment, network topology, connectivity options).

The context gathering mechanism should remain aware if a certain input
changes with time. Static inputs can be stored in long-term profile databases,
while dynamic inputs like system state, neighbor set, or trust relationships should
be refreshed at regular intervals to reflect the correct state of the system. Such
a diverse collection of context information presents serious inference problems.

Security Configuration. Security, as such, is hard to quantify. A metric cap-
turing the diverse security requirements of each system component in a uni-
fied representation seems too far stretched. Yet, each component is configured
to achieve some security objective. For each available security scheme, relative
strength analysis should be performed in light of those security objectives. For
example, at the cryptographic level, the strength of an authentication scheme
can be ranked on the key size. At the protocol level, the comparison could be
done on the type of handshake. A tentative solution is to adopt a tuple-based
representation of the security configuration, where each attribute of a tuple cap-
tures a precise security objective, e.g., authentication, encryption, integrity, non-
repudiation, etc. However, interpreting system safety entirely from such tuples
still needs to be investigated.

Interpreting Cost. In the presence of multiple implied configurations, the
choice of an optimal solution relies on the associated cost. Such cost can be
viewed to have the following two components:

– Provisioning Cost: Some implementations of an algorithm may require a
restart of the sub-system to initialize various data structures resulting in
switch-over latency.

– Recurring Cost: It might also be desirable to compare solutions based on
their running cost; for instance power consumption due to frequent rekeying
or the duration of sleep cycles.
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One can view this as an optimization problem, assigning higher weights to as-
pects of greater importance. The objective function can be devised accordingly.

Safe Composition. Security protocols by default may not be composable: in-
troducing a new algorithm or a new implementation of an existing algorithm
may introduce additional vulnerabilities. For instance, one security scheme may
consider a nonce as a secret, while the other one might transmit it in clear. To
address this critical issue, designers often advocate the principle of cryptographic
separation: no security-related material should be shared between different in-
stances of the same or different security schemes. However, such an approach to
safe co-existence may cause severe performance penalties, especially on resource-
constrained devices, e.g., for multiple key or random number generation.

2.3 Autonomic Security

An autonomic security loop can be instantiated using the following modules:

– A Security Context Provider (SCP): The SCP provides a high-level generic
description of the current context. Low-level input data (e.g., a geographic
location) are gathered from different sources (system/network monitoring
components in the device, sensors in the environment) and aggregated into
a higher-level generic representation of the current context. This can be
achieved through a context management infrastructure. The SCP also pro-
vides a description of the ambient security context. A set of security-related
attributes (e.g., security levels) are extracted from the generic information
provided by the context management infrastructure. This can be realized
through a dedicated inference engine.

– A Decision-Making Component (DMC): Based on the security context, the
DMC decides whether or not to reconfigure the security infrastructure, for
instance to relax the strength of authentication, to change cryptographic key
lengths, or to select the authorization model adapted to the current network.

Fig. 2. Building Blocks of the Security Framework
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– Adaptable Security Mechanisms (ASMs): The decision is then transmitted
to the security mechanism which should be adapted. Reconfiguration is per-
formed by changing the needed component. The ASMs should be flexible
enough to be reconfigured, by tuning security configuration parameters, or
by replacing them with other components offering similar security services.
Specific support mechanisms are needed to guarantee that the reconfigura-
tion process is safe and secure.

The autonomic loop is then set up, with monitoring, decision, and action steps:
at this point, the equipment is able to negotiate the security parameters au-
tonomously with its environment, fulfilling the vision of a self-protecting system.

2.4 Realizing the Autonomic Security Loop

To refine this view, we build on the results of the E2R (End-to-End Reconfigura-
bility) European Research project [2] which proposed a generic architecture for
management and control of a reconfigurable equipment and network. In E2R:

– Configuration Management Modules (CMMs) orchestrate configuration tasks
in the equipment and negotiate reconfiguration decisions by entities. The
CMMs manage the distributed controllers which will initiate, coordinate,
and perform the different reconfiguration functions such as monitoring and
discovery, download, mode selection and switching, and security.

– Configuration Control Modules (CCM) supervise the execution of the re-
configuration process, using specific functions of a given layer or execution
environment. Three main layers are considered: application, protocol stack
(L2–L4) and modem (L1).

– The Execution Environment (ExEnv) supplies the CMMs and CCMs with
a consistent interface for the application of reconfiguration actions to the
equipment. It provides the basic mechanisms for dynamic, reliable, and se-
cure change of equipment operation.

Mapping the building blocks of the autonomic security loop to the E2R re-
configurability architecture impacts the following CMMs:

– CMM_MD: Monitors the state of the environment and triggers low-level
events describing changes based on information retrieved from sensors.

– CMM_Evnt: For each received event from the CMM_MD, schedules an
event to the CMM_Prof to inform it that the context has changed and
hence a new security context must be derived.

– CMM_Prof: Aggregates low-level context data contained in the events trig-
gered by the CMM_MD to derive a new security context, and informs the
CMM_DMP of the change.

– CMM_DMP: Based on the new security context, takes the decision to reconfig-
ure or not a security mechanism. If so, calls the CMM_SEC (reconfigure()
method) to perform securely the reconfiguration operation.
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Fig. 3. Realizing the Autonomic Security Loop in E2R

– CMM_SEC: Reconfigures an adaptable security mechanism, e.g., installs,
removes, or selects a new Authentication Service Provider (ASP), or changes
the authorization policy.

Figure 3 presents the relationships between the CMMs and describes their
exported interfaces.

3 A Framework for Autonomic Security

The framework aims at formalizing the interactions between the components
realizing different aspects of reconfiguration (i.e., monitoring, analyzing, and re-
sponding) of a security architecture. We adopted the notion of sub-system as a
guiding principle, to be generic enough to take into account the different dimen-
sions of security which could be reconfigured. Dimensions with commonalities
are grouped together and treated as one sub-system. Device, Operating Envi-
ronment, Application, Communication, and Cryptography are a few example
sub-systems. For instance, socket-related sensor data are more relevant to the
Communication sub-system which has the necessary intelligence to respond to
such events. This sub-system approach along with the event model described be-
low forms the basis for an efficient transport mechanism for exchange of context
information between different reconfiguration modules.

3.1 An Event-Based Communication Model

The monitoring, analyzing, and response modules can be located within a single
system or distributed across network entities with modules added and deleted
on the fly. To manage communication effectively between components in such a
dynamic system, and to maintain the extensibility and generality of the solution,
an event-based communication model (Figure 4) was adopted, with D-Bus [33]
as the underlying message exchange mechanism.

D-Bus is an inter-process communication scheme which works both in system
and network settings. Current transport mechanisms supported in D-Bus include
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Fig. 4. An Event-Based Communication Model

Unix Domain Sockets and TCP/IP. The D-Bus ’signal’ message type is closest
to the notion of event, and therefore serves as the base message type in our
communication model. Each message has a header and body containing the
message payload. The header includes fields like the type of payload, the sender,
destination, name, etc. Messages are sent to all processes, and are filtered by
rules that specify the messages which may be sent to an application based on the
message content. The rules are written as strings of comma-separated key/value
pairs [33].

3.2 Framework Interfaces

For each event supported in the framework, there exists a module to monitor
its occurrence and at least one event handler to respond to it. Each event is
assigned a valid name, following the D-Bus naming convention. A representative
list of security events is provided in Figure 5.

The autonomic loop is implemented as follows. After defining the security-
relevant events, monitoring modules (base class: CMM_MD) are introduced
in the framework to report the occurrence of these events. Analyzer modules
(base class: CMM_DMP) register their interest with the framework, and receive
events based on their subscription. An appropriate high-level security action to
reconfigure the system is suggested, which is then mapped to an action specific
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Event Name Event Description
/ASF/Comm/SOCK_CRT New socket created.
/ASF/Comm/TCP_CON Reached threshold for half-open TCP connection.
/ASF/Device/AUTH_NEW New authentication scheme available.
/ASF/Dev/BATTERY_LOW Low battery level of the device.
/ASF/Usr/LOC_CHG User location change.
/ASF/Usr/PREF_CHG Change in user preference.
/ASF/Env/LOW_MEM Low memory.

Fig. 5. A Sample List of Security-Relevant Events

Interface Monitoring Module Analyzer Module Response Module
register() Registers a well-defined

event with the event bus.
Registration requests from
interested event handlers
can now be accepted.

Registers an event handler
for an existing event.

Adds a new set of secu-
rity policies to the pro-
file database. These poli-
cies may be sub-system
specific.

unregister() Unregisters an event and
triggers unregistration of
corresponding event han-
dlers.

Unregisters an event han-
dler for an event.

Removes a set of security
policies from the profile
database.

Fig. 6. Registering and Unregistering Modules in the Framework

to the sub-system under consideration. The configurations are validated before
performing the reconfiguration process (base class: CMM_SEC).

Each module in the framework is derived from a common base class which
allows to register and unregister with the framework daemon. Using the methods
shown in Figure 6, a module can introduce new events to the system, add event
handlers to service an event, or update the profile database with new sets of
security policies. This interface may be specialized for each security sub-system,
taking into account its own specificities. For example, in an access control-related
sub-system, support for including multiple authorization policies, and recon-
figuration between these policies might be desired. A reconfigurable security
sub-system (for authentication, authorization, and cryptography) would then
contain a registerASP() method to make a new authentication mechanism
(Authentication Service Provider or ASP) available, with similar methods for
access control and cryptography.

The events generated may need to be merged through a sub-system specific
inference engine. Hence, the framework provides the addNewInferenceEngine()
method to add a new inference engine to reason about the sensor data collected.
The CMM_Prof module is then able to retrieve the new security context using
the deriveSecurityContext() method.

When an event is reported, it can be analyzed for appropriate action using the
following methods: recvEvent() to deliver the event to the associated analyzer
module; and checkNewSecurityContext() to check whether a reconfiguration
of the security mechanisms is needed when a new security context is computed
from the environment.

The analyzer module arrives at a high-level decision which is then forwarded
to the response module. Once the proposed security action is validated (checked
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for safe composition), it needs to be translated into domain-specific policies.
This can be realized with the following methods of the CMM_SEC module:
mapDecision() to map a high-level security action to a sub-system specific con-
figuration, and validate the reconfiguration action, in terms of safe composition;
and reconfigure() to issue the right operations and establish the right condi-
tions to ensure the security of the reconfiguration process when a reconfiguration
is needed.

This transformation from a high-level security action to a low-level configura-
tion is sub-system specific. For example, the decision to increase the encryption
strength can be translated into an increased key size or additional rounds of
encryption based on the capability of the target functional element. To facilitate
this, sub-systems can introduce specific mappings in the responder modules.

A security sub-systemwould then expose specialized methods like selectASP()
to select the ASP to be used for authentication; changeAuthorizationPolicy()
to enforce a new authorization policy; or changeCryptoAttributes() to change
the configuration parameters of the cryptographic services, e.g., key lengths,
choice of algorithms for encryption/signature, etc.

Events reported by a monitoring module might need to be stored. Simi-
larly, specific profile information might need to be retrieved to take a decision.
Thus, the CMM_Prof module provides the following methods for managing pro-
files: getInfo() to obtain profile-related information from a profile server; and
setInfo() to update the profile server with new information.

The framework is event-based. Hence, the CMM_Evnt module is at the center
of the framework by triggering all methods exported by other CMMs. The event
bus exposes an interface through which the monitoring modules publish their
events to the appropriate analyzer modules via the event bus, and containing
the following methods: publishEvent() to report the occurrence of an event to
the event bus; and scheduleEvent() to allow each CMM to register new events
to be scheduled. Typically, an event corresponds to a call to another CMM. The
CMM_Evnt is in charge of scheduling the calls between the CMMs.

4 Implementation

The framework was implemented on a Nokia 770 Internet tablet. This proto-
type implements the sample scenario sketched in the introduction, exhibiting
self-protection capabilities in sub-systems like authentication and authorization,
cryptographic services, and network security. However, due to space limitations,
only a brief overview of each of these sub-systems is presented here.

4.1 Overall Architecture

The autonomic loop was implemented using the architecture shown above. We
define a sandbox called ThinkBox to host security mechanisms and components
which should be protected, in reference to the Think OS framework used to
generate such a sandbox [18]. We specify a component-based architecture that
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relies on its own mechanisms to reconfigure and adapt different security mecha-
nisms depending on the security context. The user runs its processes inside the
sandbox, and the security of its resources is managed inside it. We assume that
the OS running on the Nokia 770 is secure enough to protect the ThinkBox.

A Context Management Infrastructure (CMI) monitors the state of the ex-
ternal environment through probes located in the system layer. It informs the
CMM_MD component inside the ThinkBox of any significant changes, the
CMM_MD behaving as a kind of a stub for the CMI. Context changes trig-
ger the publication of low-level events on the D-Bus infrastructure. These events
are agregated by the CMM_Prof component to derive a new security context.
This operation relies on an Inference Engine (IE) hosted on a remote security
server. If needed, the CMM_Prof publishes an event on the event-bus to notify
that the security context has changed. The CMM_DMP component is then in-
voked to take a decision whether or not a security reconfiguration is needed. If
so, the CMM_SEC component is called to perform a safe reconfiguration of the
targeted security services (authentication, authorization, or cryptography).

4.2 Monitoring and Analyzing: Context Management and Inference

The CMI component is implemented in Java using the WildCAT event-based
framework [16]. It provides a representation of – and primitives to compute
over – the execution context of applications: raw data acquired from sensors is
agregated into higher-level context information. Different forms of context can
be described with dedicated ontologies.

The IE component is implemented using the Jena Java framework [3], which
provides reasoning and querying facilities on the context data, notably by sup-
porting the SPARQL query language [35]. The NRL Security Ontology [23] was
selected for its comprehensive classification of types of security credentials, which
can also be represented in the OWL language for automated reasoning. The IE
is implemented on a remote server providing the needed processing resources.
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These management and inference schemes operate on sensory data gathered
from various elements in the contextual space. From the execution environment
point of view, such data is collected using the Kprobe [28] facility available in
the 2.6 series of Linux kernels. Kprobe is a dynamic instrumentation system
which allows to gather additional information about the execution environment
in a non-intrusive manner. The OS on the Nokia 770 prototyping device was
upgraded to benefit from this profiling mechanism.

4.3 Responding: Adaptable Security Mechanisms

Authentication. The implemented flexible authentication service enables to
adapt the authentication method according to the ambient security level, ei-
ther by fine-tuning some configuration parameters (sensitivity, key lengths), or
by completely replacing the authentication algorithm. We adopted an architec-
ture of type PAM (Pluggable Authentication Modules) to allow such flexibility.
Authentication Service Providers (ASP) implement specific authentication algo-
rithms and manage the corresponding types of credentials: physical, electronic,
biometric, etc. With the framework primitives, ASPs may be registered, un-
registered, or dynamically selected. Authentication is performed transparently
through an authenticate() method taking as parameter the security context
containing the tokens to authenticate.

Authorization. We defined an architecture called CRACKER (Component-
based Reconfigurable Access Control for Kernels) which gives the kernel developer
support for policy-neutral authorization [22]. The choice of a component-oriented
architecture allows enforcement of several classes of access control policies, the
policy effectively enforced depending on the security context. CRACKER also
supports run-time change of policies, using separate reconfiguration mechanisms
implemented within the Think [10,18] component-based OS framework chosen as
execution environment. Fine-grained authorization can be achieved with minimal
intrusiveness, since the OS is already built from components. Evaluation results
show that the performance overhead remains low.

The CRACKER architecture (Figure 8) reifies each kernel resource by a soft-
ware component, described using the Fractal component model [10]. To enforce
access control on a resource, a Reference Monitor (RM) intercepts method in-
vocations on the interfaces provided by the corresponding protected component.
For a given authorization model, policy decision-making is encapsulated in a
separate Policy Manager (PM) component.

The Policy Manager (PM) represents the authorization policy by an efficient
implementation of the access control matrix. In CRACKER, all principals are
abstracted as components, both for subjects like threads, and for objects like
system resources (files, IPCs, semaphores, etc.). Access decisions are based on
security contexts which federate security attributes found in common authoriza-
tion models, such as security levels, domains, types, roles. Customized attributes
can also be defined for specific authorization models. Each newly created prin-
cipal is assigned a new security context depending on the current authorization
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model. Then, permissions are computed, assigned according to the authorization
policy, and inserted into the access matrix representation. The PM exports two
interfaces, Check and Admin, for checking permissions and for policy manage-
ment. The PM a composite component containing three primitive components.

The Administration Component (AC) stores the security contexts and the
access matrix. Authorization is made at the method level. The Decision Com-
ponent (DC) decides whether the current subject has access to the requested
object. Given a pair of subjects and objects, it asks the AC for the permission
corresponding to the requested operation. The Compute Permissions Compo-
nent (CPC) defines the authorization policy. It computes permissions (Compute
interface) and fills the access matrix. Since the AC and DC are completely inde-
pendent from a security policy or model, reconfiguring the authorization policy
amounts to changing only the CPC. This operation can be done statically by
introducing a new CPC and recompiling the kernel, or dynamically by run-time
update of the CPC.

Cryptography. The framework specifies an interface (changeCryptoAttri-
butes) for flexible cryptographic services. Therefore, management functions for
an adaptive cryptographic library were also designed and implemented [17]. As
mandatory security requires building blocks providing authentication of iden-
tities, data-origin authentication, non-repudiation, data separation, confiden-
tiality, and integrity. All of these properties rely on cryptographic services. To
harmonize the use of cryptography in applications, a well-defined but flexible
service interface, the Cryptographic Service Interface (CSIF) has been specified
and implemented in a corresponding library. This library is encapsulated inside
a Think component to deploy and execute it on the Nokia 770 platform.

Functional interfaces specify the cryptographic services (e.g., encrypt, decrypt,
sign, verify), while control interfaces allow to change the length of cryptographic
keys, the cryptographic algorithm used, etc.

The design requirements of the CSIF were both functional and non-functional:
the CSIF should naturally provide primitives for data encryption and decryption,
integrity check value generation and verification, production of irreversible hash
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values, random number generation, and key generation, derivation, deletion, ex-
port and import. But the CSIF should also be independent from a cryptographic
algorithm, an application, or a cryptographic sub-system. That is, it should be
appropriate to both hardware and software implementations, and should not
impose a particular placement within the OS kernel.

The CSIF supports a number of different cryptographic algorithms, in terms
of Cryptographic Support (CS), dependent upon the implementation. It also pro-
vides key management on behalf of individual applications, along with shared
key management between applications. This is illustrated in Figure 9.

Fig. 9. The CSIF Model

The CSIF hides the details and complexities of algorithms from applications.
For instance, a caller may invoke an encryption function without being aware of
the algorithm used, or the specific parameters required. The CSIF also supports
algorithm-specific calls for applications that require a particular set of algorithms.
Implementation details as well are hidden from the callers, which cannot know if
the implementation is in software, hardware, or a combination of both.

Algorithm independence is achieved due to the notion of the Cryptographic
Context (CC). A CC is a protected object that is opaque to callers of the CSIF,
and which encapsulates all the information pertaining to the context of the cryp-
tographic operation to be performed, including the algorithm identity, algorithm-
and key-specific parameters, and optionally a key. The general method of use of
a CC by a key management application is to retrieve a template CC appropriate
to the functions it wishes to perform, and to populate that CC by calling on the
CS to generate a key.

Network-Side Security Adaptations. The autonomic security framework
was also used to adapt the security of network end-points (e.g., a wireless access
point). For this purpose we focused on the use of traffic monitoring to understand
application security requirements. The basic approach in the identification of
network applications through traffic monitoring relies on the use of well-known
ports (e.g., Cisco NetFlow [26]). However, several applications use these well-
known ports as contact point and move to a different, dynamically-allocated,
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port once the connection is established. For example, an active FTP session
can be identified based on the well-known port number 21, which is used for the
control connection while the data connection is established via a new dynamically
allocated port. Hence, it is important to track all the ports used during a session.
Once an application is identified, it is mapped to one of the standard application
groups, thus revealing its behavior. A representative list of applications and their
intent is captured in Figure 10.

Application type Representative security requirements

Bulk data transfer: FTP Control connection: confidentiality and authentication.
Data connection: message integrity for publicly available content.

P2P: Napster, Kaaza, BitTorrent Re-authenticate periodically.
Interactive: telnet, SSH, rlogin Non-repudiation.
Mail: POP3, SMTP, IMAP Data confidentiality.

Streaming: RTP Public content: authentication.
Classified content: authentic and confidential.

Web: HTTP Choice of security gateway.
System services: X11, DNS, NTP Authenticated, but not necessarily confidential.

Fig. 10. Interpreting Security Requirements From Application Identity

To accomplish this, the socket APIs were instrumented to monitor the net-
work association 5-tuple of source and destination addresses, port numbers, and
protocol. Various events were introduced in the system to trigger network secu-
rity policy reconfiguration. For instance, the creation of a new socket triggers
an /ASF/Comm/SOCK_CRT event which is then communicated to interested event
handlers. These event handlers were implemented as hooks to the IPSec [1] policy
framework for system wide provisioning.

5 Related Work

The ever increasing diversity of access technologies in mobile communication sys-
tems – as witnessed by the growing number of standards for 3G cellular networks
or wireless LANs – strongly contributed to the emergence of an intricate perva-
sive networking environment, where devices roam through many heterogeneous
networks, and interact using a rich combination of communication protocols. The
promise of Systems Beyond 3G is to overcome this complexity with an integrated
information and communication infrastructure allowing diversely connected de-
vices to transparently access services in several contexts. This objective triggered
research on the design of fully reconfigurable architectures, enabling adaptation
of terminal and network functionalities to the current conditions to optimize
communication [20]. Yet, strong protection should also be guaranteed, networks
and devices being constantly vulnerable to attacks thriving on dynamicity and
complexity. Flexible security mechanisms are needed to respond to new types of
attacks and to meet different network setting-specific protection requirements.
The quest for the right balance between security and flexibility therefore sparked
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a whole line of research in the fields of reconfigurable architectures, adaptive se-
curity mechanisms, security of smart spaces and ambient intelligence, security
context modelling, and security of autonomic systems.

Reconfigurability imposes specific requirements on an architecture [27], e.g.,
for 3G/4G networks [29]. Applying this approach to the security domain, [22]
describes the design of an authorization mechanism supporting multiple classes
of security policies and able to be reconfigured. But the processing of context
information to trigger a reconfiguration, or the infrastructure needed to make
it secure is not described. More generally, existing security solutions provide
little reconfigurability, adaptation mecanisms being considered orthogonally to
protection. The relationship between the physical context and the security in-
frastructure is usually not addressed.

Adaptive security mechanisms are found in flexible protocol stacks for wire-
less networks [21], context-aware access control systems [8] and security architec-
tures [5,6,13,31,36], component-based frameworks for policy-neutral authoriza-
tion [22], or architectures supporting disconnected modes [7,37]. Such schemes
suffer from limited flexibility, being restricted: either to a specific application
setting, such as optimising the performance of security protocols for wireless
networks [21]; to a single type of network such as 3G mobile networks [5]; or to
a particular security mechanism such as authorization [8,22,36]. Our solution re-
mains independent from the network architecture, and can support several types
of adaptive security mechanisms.

In the field of ambient intelligence, several systems have been developed to
realize smart spaces such as intelligent homes [14,30,32,34]. Users are immersed
in a well-defined region of space massively containing sensors and computing re-
sources, integrated in an extended information system able to respond to changes
in the physical context through actuators. These systems remain limited to closed
pervasive environments, and generally adopt a centralized security architecture.
They also rely on extended versions of RBAC (Role-Based Access Control) for
authorization [15,34]. Our framework addresses open environments, allowing for
instance to insert new security mechanisms, can operate in a decentralized man-
ner, and is not tied to a particular access control model.

Security context modelling mainly tackled the formalization of relations be-
tween security attributes using ontologies [23,25]. But reconfiguration issues
(decision algorithms, types of adaptable security sub-systems) remained unad-
dressed.

Self-protection is a key property of autonomic systems [19]: the overhead
of security management is reduced by enforcing policies with minimal human
intervention. Emphasis was mostly put on security of system configuration, de-
tection and prevention of unusual events (intrusions), and appropriate recovery
(self-healing), rather on contextual adaptation of security functionalities. The
architecture proposed in [11] is quite similar to our framework, but does not
seem to have been fully implemented, many studies remaining concentrated on
theoretical foundations [4]. Autonomous adaptation of the security of network
connections was explored in [24], with a similar approach to ours for IPSec se-
curity policies.
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6 Conclusion

Making security truly adaptable remains a key challenge in ubiquitous environ-
ments. This paper presented an autonomic security framework to build pervasive
systems which are self-protecting. The framework realizes the control structure
automating the entire process of reconfiguration of security sub-systems based
on contextual information. Modularity and extensibility are achieved using a
component-based architecture to introduce flexibility in each step of reconfigu-
ration: sense, analyze, and respond. The interactions between the corresponding
components are event-based to be compatible with dynamic conditions of execu-
tion. The framework specifies the building blocks to realize flexible authentica-
tion, access control, and cryptographic services, and to implement autonomous
security mechanisms both on the device and the network side. The framework
design was validated by successfully implementing the infrastructure on Nokia
770 client devices and on a set of security servers.

Future work on the communication model concerns event scheduling algo-
rithms and the design of event listeners. A compact representation of the secu-
rity context is also left for further investigation. We plan as well to extend the
infrastructure to other security services like intrusion detection and prevention.

Finally, we believe our approach to be applicable to introduce flexibility in
the areas of privacy and trust management, presently not addressed, but which
remain major enablers of pervasive computing [12], and where difficult trade-
offs must be found. For instance, the user should control the disclosure of his
personal information, and yet let the security infrastructure communicate trans-
parently with TTPs to assess the validity of presented credentials. These issues
could be handled by a specific flexible security sub-system plugged into the core
framework, allowing to select the right trade-off depending on contextual security
requirements. Much work still remains to be done in that area.
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Abstract. Decentralized group key management schemes for supporting secure
group communication systems have been studied in the two flavors of contrib-
utory key agreement and decentralized key distribution. However, the primary
focus has been on the former because the latter have been criticized for addi-
tional overheads of establishing secure channels and for the possibility of weak
keys produced by the generating entity. In this work we develop a novel decen-
tralized key distribution that uses public-key trees to eliminate the overheads of
establishing secure channels and employs a practical approach of partial contri-
bution to minimize the possibility of weak keys. The result is a simple and secure
scheme whose performance is significantly better than previous schemes that in-
volve contribution or distribution.

Keywords: Group key management, key agreement, decentralized key distribu-
tion, logical key hierarchy, public-key trees.

1 Introduction

Distributed services spread over multiple systems and networks are becoming preva-
lent today. Many of these distributed systems are collaborative in nature with under-
lying groupware primitives such as conferencing, shared white-boards, collaborative
document annotation, and distance learning. Often these services run on open networks
such as the Internet and, therefore, need protection from a set of global adversaries via
secure communication. Just like the transition of these services from a centralized to
a decentralized nature, security mechanisms for these services also need transition to
support the decentralized services. At the core of these security mechanisms are group
key management techniques that enable a set of entities to share a key for exchang-
ing secure messages as well as update the key whenever there is a group membership
change to ensure secrecy. Given that users may use distributed services from a multi-
tude of devices including resource constrained ones such as cellular phones and PDAs it
is essential that the key management techniques be efficient and scalable with minimal
computational and communication costs overall.

For centralized services the Logical Key Hierarchy (LKH) [15] scheme with a cen-
tralized and trusted group controller provides an efficient and scalable solution. While
several optimizations to the scheme have been developed since its development (e.g.,
[12], [11]), the basic scheme continues to be leading example owing to its simplicity,
efficiency, and scalability. Attempts to develop effective decentralized group key man-
agement schemes have taken two paths. First, decentralized key distribution schemes
have been proposed that dynamically select group member(s) to generate and distribute
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keys to other members [5], [10]. Second, decentralized group key agreement schemes
have been proposed that obtain an equal share from each member of the group towards
a “contributed” common key [13], [3], [7], [8], [14], [2], [4]. Key agreement schemes
are preferred over decentralized key distribution scheme because of two limitations that
have been pointed out in the literature [8]. First, the distribution schemes use symmet-
ric key trees that lack the ability to distribute key updates securely and, consequently,
these schemes have high overheads for establishing secure channels. Second, distributed
schemes have to rely on a single entity to generate good keys leading to the possibility
of weak keys due to potential errors (or malicious acts) in random number generation.

In this work we develop a new decentralized key distribution scheme, Distributed
Logical Public Key Hierarchy (DLPKH), that addresses these limitations. We address
the first limitation by using public key trees to design DLPKH that enable group mem-
bers to update keys without the need to setup secure channels first. We address the
second limitation by combining the shares of two members for a given key update
operation as well as the shares of multiple members as the key is updated over multi-
ple membership changes − all in a simple and practical manner. By addressing these
limitations we develop a scheme that is significantly more efficient and scalable than
previous decentralized key distribution schemes. Furthermore, we show that DLPKH
provides significant improvements, factor of O(n), over contributory key agreement
schemes in terms of the overall computation overhead while lagging only slightly be-
hind, factor of O(log(n)), in terms of overall communication overhead, where n is group
size. To demonstrate this we use metrics of total communication and computation costs
that serve as an abstract measure of total energy spent in group membership events.
Using these metrics we analytically and experimentally compare DLPKH with two
previous decentralized key distribution schemes, Fully Distributed Logical Key Hier-
archy (FDLKH) [5] and Distributed Logical Key Hierarchy (DLKH) [10], and with
Tree-based Group Diffie-Hellman (TGDH) [7], [8].

The rest of this paper is organized as follows. In Section 2 we discuss related work.
In Section 3 we present the DLPKH scheme with its join, leave, merge and partition
protocols. We also analyze the security properties of DLPKH. In Section 4 we com-
pare DLPKH, FDLKH, DLKH and TGDH in terms of their complexity and simulated
scalability in experimental settings. We conclude in Section 5.

2 Related Work

Contributory Key Agreement. Group key management protocols that obtain a contri-
buted share from each group member towards every new session key have been the
primary focus for research in the area of decentralized group key management. Rafaili
and Hutchison [9] provide an extensive survey of the vast literature in this field. Amir
et al. [1] have conductive an extensive experiment evaluating the performance of some
of the leading group key agreement protocols. Their analysis concludes that Tree-based
Group Diffie-Hellman (TGDH) [7] [8] and Steer et al. [13] are significantly better than
others. Among these TDGH has the edge with better performance for leave operations.
The overall complexity of the scheme is O(n + logn) for total number of bytes sent on
the network and O(n + logn) for total number of expensive computations undertaken
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for a given membership event with n group members. We show via analysis and ex-
periments that DLPKH provides significant improvements over TGDH in computation
costs by a factor of O(n) while lagging only slightly behind, factor of O(log(n)), in
communication costs.

Decentralized Key Distribution. As opposed to contributory key agreement very little
focus has been devoted to decentralized key distribution protocols. Rodeh et al. [10]
have proposed the Distributed Logical Key Hierarchy (DLKH) protocol that uses the
notion of sponsors that generate and distribute updated keys to group members. These
sponsors need to establish secure channels with other group members to distribute these
updated keys. In addition to overheads for establishing these secure channels, DLKH
does not consider backward secrecy for join operations, which can be important in many
applications. Inoue and Kuroda [5] have proposed the Fully Distributed Logical Key Hi-
erarchy (FDLKH) protocol that uses multiple sponsors to distribute the costs of setting
up secure channels and also to have multiple entities contributing to the generation of
the updated key. In contrast, DLPKH eliminates the expensive overheads of setting up
secure channels and also provides improved “contribution” of shares for the generation
of updated keys.

3 DLPKH Scheme

In this section, we describe our DLPKH: Distributed Logical Public-Key Hierarchy key
management scheme. DLPKH organizes members into a logical tree-based key hierar-
chy similar to LKH [15]. Unlike LKH, DLPKH uses public-keys instead of symmetric
keys and is distributed without the need for a centralized group manager. Group mem-
bers acting as sponsors facilitate dynamic events like member join and member leave.
These sponsors are determined based on the event and tree structure at the time of the
event and are not fixed or privileged entities. DLPKH comprises four sub-protocols
corresponding to membership events in a group, namely, Join, Leave, Merge and Par-
tition. We only deal briefly with Merge and Partition protocols in this work due to
space limitations. We describe the protocol using the ElGamal cryptosystem, however,
our solution works with any suitable cryptosystem with public domain parameters such
as Elliptic Curve Cryptography (ECC). Other cryptosystems like RSA would require
prime number generation as an element of key generation leading to undue costs. The
group parameters are assumed to be public. The notations used and the protocols are
described below.

A node in a key tree is identified by the tuple 〈l,m〉, where l denotes the level to
which the node belongs and m denotes the position of the node at that level. The left
most node at a given level is denoted by 〈l,0〉, i.e., 0 ≤ m ≤ 2l − 1 and the root node
of the tree is at level 0 and hence is identified by 〈0,0〉. Members of the group occupy
leaf nodes and M〈l,m〉 denotes a member occupying node 〈l,m〉. Each node 〈l,m〉 in
the tree is associated with a key-pair denoted by PK〈l,m〉 and SK〈l,m〉. This key-pair is
shared by all members who belong to the subtree rooted at 〈l,m〉 denoted by T〈l,m〉. In
other words a member M〈l,m〉 knows every key-pair associated with set of nodes along
the path, here after referred to as key-path and denoted by P〈l,m〉, from 〈l,m〉 to 〈0,0〉,
i,e., the set {〈(l − i),�m/2i�〉|0 ≤ i ≤ l} of l + 1 nodes. A member also knows all the
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public-keys associated with nodes that are siblings to the set of nodes on his key-path,
i.e., the set {〈(l− i),(�m/2i�+(−1)(�m/2i�))〉|0 ≤ i ≤ l−1} of l nodes. This set of nodes
is referred to as co-path. For example, the key-path and co-path of member M〈3,1〉 in
Figure 2(a)are the set of nodes {〈3,1〉,〈2,0〉,〈1,0〉,〈0,0〉} and {〈3,0〉,〈2,1〉,〈1,1〉}
respectively. The key-pair associated with the root node, (SK〈0,0〉,PK〈0,0〉) is shared by
all the group members. The rightmost shallowest leaf node of a subtree T〈l,m〉 is the
sponsor for that subtree and is denoted by S〈l,m〉. With that notation, S〈0,0〉 denotes the
sponsor for the entire group. n is the number of members in the group, d is the level
of the sponsoring member before the event and h is the level of parent of a leaving
member. p and g are ElGamal group parameters, where g is the group generator and p
is the prime modulus. These group parameters are shared by all the group members and
are assumed to be public.

3.1 Notations

n Number of group members
G represents the group
〈l,m〉 m-th node at level l in a tree, where 0≤ m≤ 2l − 1 and root node is at level 0
M〈l,m〉 Member associated with node 〈l,m〉
Mi ith member of the group
PK〈l,m〉 Public-key associated with node 〈l,m〉
SK〈l,m〉 Private-Key associated with node 〈l,m〉
PK′

〈l,m〉 New public-key to be associated with node 〈l,m〉
SK′

〈l,m〉 New secret-Key to be associated with node 〈l,m〉
E(PK,X) Encryption of data X using public-key PK
T〈l,m〉 Subtree rooted at node 〈l,m〉
S〈l,m〉 Sponsor for subtree rooted at node 〈l,m〉
P〈l,m〉 Key-path of node 〈l,m〉
CP〈l,m〉 Co-path of node 〈l,m〉
M → N : X M sends data X to N
d level of the sponsoring node before the event
h level of parent of a leaving node
p,g ElGamal group parameters

3.2 Join Protocol

A Join protocol is executed when a new member is added to the group. The following
protocol is applicable to groups of size greater than one. For a group size of one the
group member and joining member perform a Diffie-Hellman key-exchange. As shown
in Figure 1 the protocol involves four steps where the joining member initiates the
protocol by broadcasting a join request to the group that contains her public key in
Step 1.

In Step 2, all the group members receive the join request and determine indepen-
dently the insertion point in the tree, the sponsor and the co-sponsor. Insertion point
and the sponsor are denoted by S〈0,0〉; i.e., rightmost shallowest leaf node of the tree.
If the sibling node of sponsor is a leaf node then it acts as the co-sponsor. Otherwise



114 R. Bobba and H. Khurana

Step 1: The joining member broadcasts a request for join

Mn+1 −→ G : grn+1

Step 2: Every Member

– determines the insertion point, sponsor and co-sponsor and updates the key-tree
– Sponsor and Co-sponsor say, M〈d+1,m〉 and M〈l, j〉 broadcast their DH public-keys (in paral-

lel)

M〈d+1,m〉 −→ G : gs

M〈l, j〉 −→ G : gc

Step 3: The Sponsor

– computes new keys on its key-path by generating new keys for itself and its parent and by
adding rdh, agreed through DH exchange above, to the private-keys of rest of the nodes on
its key path

– broadcasts 1) rdh encrypted under the old group public-key, 2) new key-path keys for the
joining member under joining members public-key and 3) the new public-keys of its key-
path and co-path nodes

M〈d+1,m〉 −→ G :

E
(

PK〈d+1,(m+(−1)m)〉,{SK′
〈(d+1),�m/2i�〉|∀i ∈ [1,d +1]}

)

E(PK〈0,0〉, rdh){
PK′

〈(d+1−i),�m/2i�〉|0 ≤ i ≤ d +1
}

{
PK〈(d+1−i),(�m/2i�+(−1)(�m/2i�))〉|1 ≤ i ≤ d

}

Step 4: All group members update their key-path keys that have changed including the group key

Fig. 1. Join Protocol

the sponsor for subtree rooted at the sibling node acts as the co-sponsor. All the cur-
rent members 1) create two new nodes and make them the children of the insertion
point, 2) associate the sponsoring member currently associated with the insertion point
to the right child node of the insertion point and 3) associate the new member and her
public-key with the left child node of the insertion point. In Figure 2(a), node 〈2,1〉 is
the insertion point, M3, is the sponsor, and M1 is the co-sponsor. Figure 2(b) shows the
updated tree with the sponsor M3 associated with node 〈3,2〉 and the joining member
M6 associated with node 〈3,3〉. The sponsor and co-sponsor perform a Diffie-Hellman
key exchange and agree on a secret rdh.

In Step 3, the sponsor picks 2 random private-keys from the underlying group,
namely r0 and r1. The new key-pairs associated with the nodes on key-path of the
sponsoring member, say M〈(d+1),m〉, are then calculated as follows:

SK′
〈(d+1−i),�m/2i�〉 ←

{
ri for i = 0,1
SK〈(d+1−i),�m/2i�〉 + rdh mod p ∀i ∈ [2,d + 1] (1)
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(a) Key Tree before Join
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(b) Key Tree after Join

Fig. 2. Example of a Join Operation

PK′
〈(d+1−i),�m/2i�〉 ←

{
gri for i = 0,1
PK〈(d+1−i),�m/2i�〉 × grdh mod p ∀i ∈ [2,d + 1] (2)

That is, the sponsor 1) associates the private-key r0 with its current node and private-
key r1 with its parent, and 3) for all other nodes on its key-path the sponsor updates the
old private-key associated with the node by adding rdh. The sponsor then broadcasts:
1) rdh encrypted with old group key PK〈0,0〉 and 2) new public-keys of each node on its
key-path to the existing members of the group, The sponsor also sends to the joining
member: 1) the new key-pairs associated with the nodes on its new key-path, except for
the key-pair associated its own node is, encrypted with the joining members public-key,
2) the public-keys associated with the nodes on its co-path and 3) the tree structure.
These two messages can be combined into a single broadcast message.

In Step 4, existing group members obtain the rdh value and update the private-keys
associated with the nodes on the sponsor node’s key-path according to Equation 1. The
joining member obtains 1) the tree structure, 2) the key-pairs associated with nodes on
his key-path, 3) the public-keys associated with nodes on his co-path. She associates
the public-key she broadcasted in the join request and the corresponding private-key
with the node she occupies in the tree. In the example shown in Figure 2, sponsor M3

generates values r0 and r1, and associates them with key-path nodes 〈3,2〉 and 〈2,1〉
respectively. Sponsor M3 and co-sponsor M1 agree on the secret rdh and update {〈1,0〉
and 〈0,0〉} by adding rdh. M3 then broadcasts a message comprising the following in-
formation. The tree structure is omitted for brevity.

M3 → G : E(PK〈0,0〉,rdh), new key-path keys for ex-
isting members

E
(

PK〈3,3〉,
(

SK′
〈0,0〉,SK′

〈1,0〉,SK′
〈2,1〉

))
, new key-path keys for the

joining member
PK′

〈2,1〉, PK′
〈1,0〉, PK1′

〈0,0〉 new key-path public-keys
for other members

PK′
〈3,2〉, PK′

〈2,0〉, PK′
〈1,1〉. new co-path public-keys

for joining member
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Step 1: Let M〈h+1,m〉 be the departing member. In the first step every Member

– determines the sponsor and co-sponsor and updates the key-tree
– Sponsor and Co-sponsor say, M〈d,e〉 and M〈l, j〉, broadcast their DH public-keys (in parallel)

M〈d,e〉 −→ G : gs

M〈l, j〉 −→ G : gc

Step 2: The Sponsor

– computes new keys for nodes leaving member key-path by adding rdh, agreed through DH
exchange above, to their old private-keys nodes

– broadcasts 1) rdh encrypted with public-keys of nodes on leaving member’s co-path, and 2)
the new public-keys nodes on leaving member’s key-path

M〈d,e〉 −→ G :

{
E

(
PK〈(h+1−i),(�m/2i�+(−1)(�m/2i�))〉,rdh

)
|1 ≤ i ≤ h

}

{
PK′

〈(h+1−i),�m/2i�〉|2 ≤ i ≤ h+1
}

Step 3: All group members compute and update their key-path keys that have changed including
the group key

Fig. 3. Leave Protocol

3.3 Leave Protocol

A Leave protocol is initiated when the group members receive a leave event from the un-
derlying group communication service. Let M〈h+1,m〉 be the leaving member. As shown
in Figure 3, in Step 1, group members determine the sponsor and co-sponsor. The spon-
sor in this case is that for the subtree rooted at sibling of the leaving node denoted
by S〈(h+1),(m+(−1)m)〉. The co-sponsor is the sponsor of the subtree rooted at the sib-
ling node of leaving node’s parent, i.e., S〈h,(�m/2�+(−1)�m/2�). Members update the tree
by removing the leaving node and promoting the subtree rooted at leaving node’s sib-
ling node to be rooted at the leaving node’s parent node. In the example in Figure 4(a),
M〈3,5〉 is the leaving member and M〈4,8〉 is the sponsor and M〈3,6〉 is the co-sponsor.
Figure 4(b), shows the key tree after tree update where the subtree that was rooted at
〈3,4〉 is promoted to be rooted at 〈2,2〉. The group needs to update all keys that the
leaving member had access to for forward secrecy. To do so the sponsor and co-sponsor
perform a Diffie-Hellman key-exchange and agree on a secret rdh.

In Step 2, for each node 〈(h + 1 − i),�m/2i�〉 in the key-path of the leaving member
(where 2 ≤ i ≤ h+1) the sponsor calculates new key-pairs associated the nodes accord-
ing to Equations 1 and 2. That is, the sponsor adds rdh to the private-key of each of
those nodes and updates the public-key accordingly. Note that we are leaving out two
nodes on the leaving member’s key-path, i.e., the leaving member and its parent node,
as they are no longer part of the new tree. The sponsor then broadcasts 1) rdh encrypted
with the public-keys of nodes on the co-path of the leaving member, and 2) the new
public-keys of the key-path nodes. Note that the sponsor cannot use the old public-key
of the group to encrypt rdh (which was done in the join protocol) as the old key is
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(b) Key Tree after leave

Fig. 4. Example of a Leave Operation

available to the leaving member. Instead, the sponsor has public-keys of all nodes on
his co-path, which is a super set of the co-path of the leaving member, so he knows all
the keys needed for this operation.

In Step 3, other group members obtain rdh from the message and update the private-
key associated with those key-path nodes for which they have access to the old private-
key. In the example shown in Figure 4, sponsor M5 and co-sponsor M8 agree on rdh. The
sponsor calculates the new key-pairs associated with nodes {〈1,1〉,〈0,0〉} according
to Equations 1 and 2. The sponsor M5 then broadcasts a message comprising the
following information.

M5 → G : E(PK〈2,3〉,rdh), E(PK〈1,0〉,hdh), PK′
〈1,1〉

All other members decrypt this message to obtain rdh and update the key-path keys
that have changed by adding rdh to them, including the group key.
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3.4 Merge and Partition

The fact that we use binary trees with public keys, allows us to leverage existing merge
and partition protocols for DLPKH. In particular, we were able to leverage the design
of these protocols in TGDH [8] to design similar protocols for DLPKH with similar
computation and communication costs. Both merge and partition protocols in DLPKH
require multiple rounds to complete that involve broadcasts of public keys, distribution
of new random values, and tree compaction. Due to space limitations we do not discuss
these protocols here but they will be presented and analyzed in-depth in an extended
version of this paper.

3.5 Security Analysis

A secure group key management protocol must satisfy the following security properties:

– Group-Key Secrecy guarantees that the group key is not known to passive adver-
saries outside the group.

– Backward Secrecy states that any passive adversary who has access to a set K of
contiguous group keys used by the group should not be able to compute any group
key used prior to the those in the set K .

– Forward Secrecy states that any passive adversary who has access to a set K of
contiguous group keys used by the group should not be able to compute group keys
used after those in the set K .

– Key Independence guarantees that any passive adversary who has access to a set
of K of group keys cannot compute any group key that is not in the set K .

Note that above definitions deal only with passive adversaries. That is, adversaries
can observe all traffic but cannot inject or modify traffic. In other words we assume that
all channels are public but authentic. We can achieve authentic channels by integrity
protecting messages with digital signatures. We also assume that all messages have type
identifiers and sequence numbers. Compilers [6] exist that can be used to construct
a group key management scheme secure against an active adversary given a scheme
secure against a passive adversary by adding on additional round and digital signatures.
We also assume that all group members are honest, in other words we do not consider
insider attacks.

We now give a proof for the security of our scheme. We assume that all keys are
generated fresh and cryptographic primitives are ideal. We use the following invariants
that we show are preserved by our protocols:

– Invariant 1 or Key-Tree Secrecy. An outside adversary cannot determine any
secret-key associated with nodes on the key-tree.

– Invariant 2. No group member can determine private-keys other than those asso-
ciated with nodes on his key-path.

Note that Key-Tree Secrecy implies Group-Key Secrecy. Also note that Forward Se-
crecy together with Backward secrecy imply Key Independence and Key Independence
implies all the previous three. We will show that Join and Leave protocols satisfy the se-
curity properties 1) Group-Key secrecy, 2) Backward Secrecy and 3) Forward Secrecy
and 4) Key-Independence. We first prove the following claims needed for the proof.
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Claim 1. Join protocol preserves the invariants and security properties, i.e., if the in-
variants and security properties hold for a k member group they will hold for the k + 1
member after the join protocol.

Case n = k. Let us now consider the join protocol between a k member group and a
new member. Let us assume that the k member group satisfies the above invariants and
the security properties. The sponsor generates new random keys r0 and r1 and associates
them with its node and its parent node in the new key-tree. The keys of all other nodes
on the key-path of the joining member are updated by adding rdh, which is generated
through a DH key-exchange with a co-sponsor. The new keys of nodes on the key-path
of the joining member are broadcast on the public channel encrypted with the joining
member’s public-key (note that this is not long term key). rdh is broadcast after being
encrypted with the group’s old public-key.

Invariant 1. Since Invariant 1 is true for the k member group a passive outside adversary
cannot get access to rdh. Assuming that the secret-key of the joining member is not com-
promised the adversary cannot get access to the new key-path keys. Thus, Invariant 1
holds for the k + 1 member group.

Invariant 2. We can see that the joining member gets access to only those keys that are
on his key-path. Existing group members can compute the updated key for a node only
if they had access to the node’s old private-key. Hence they will not have access to any
more private-keys than they had before. Thus if Invariant 2 is true for the k member it
will also be true for the new k + 1 member group.

Group-Key Secrecy. Invariant 1 implies Group-Key Secrecy.

Backward Secrecy. Since both the invariants and the four security properties are satis-
fied by the k member group, and the keys generated during the join protocol, namely,
r0, r1 and rdh are fresh and random, i.e., unrelated to any old keys, the only backward
secrecy violation we need to worry about is that of the joining member computing the
old group key used by the k member group. Since Invariant 1 holds for the k member
group and Invariant 2 holds for the k +1 member group, the joining member cannot get
access to rdh and thus backward secrecy is also satisfied for the k + 1 member group.

Forward Secrecy. Forward secrecy is satisfied by the k +1 group given that (1) both the
invariants and security properties hold for the k member group, (2) Invariant 1 holds for
the k + 1 group, and (3) keys generated in the protocol are independent.

Key Independence. Given that Backward and Forward secrecy are preserved, key inde-
pendence is preserved.

It is trivial to see that the join protocol between a 1 member group and a new member
preserves the above invariants and satisfies the above four security properties as the
protocol is a DH key-exchange. It is also easy to see that a join protocol between a 2
member group and a new member also preserves the above invariants and satisfies the
four security properties.

Claim 2. Leave protocol preserves the invariants and security properties, i.e., if the
invariants and security properties hold for a k member group they will hold for the
k − 1 member after the leave protocol.
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Similar to the above argument we argue that the invariants, group key secrecy, for-
ward secrecy, backward secrecy and key independence are preserved by the leave
protocol.

Case n=k. The keys of all the nodes on the key-path of the leaving node that are part
of the new tree are updated by adding the value rdh agreed upon by the sponsor and
a co-sponsor through DH key-exchange. This value is broadcast after being encrypted
under the public-keys of nodes that were on the co-path of the leaving node.

Invariant 1. Since Invariant 1 is true for the k member group, a passive outside adversary
does not have access to old keys of the group and, therefore, cannot get access to rdh.
Thus, he cannot compute any of the new keys. Invariant 1 holds for k−1 member group
and hence is preserved by the Leave protocol.

Invariant 2. Note that all those members that have access to private-keys of nodes on the
co-path of the leaving member (allowing them to decrypt messages and access rdh) are
only those nodes that share a key-path node with the leaving member and and hence are
authorized to get the updated keys. Thus the invariant is preserved if it was true before
the leave protocol.

Group-Key Secrecy. Invariant 1 implies Group-Key Secrecy.

Backward Secrecy. Given that both the invariants and security properties hold for the
k member group, and the key generated in the protocol, rdh, is independent of old keys
we have that backward secrecy is satisfied by the new group.

Forward Secrecy. Since both the invariants and the four security properties are satisfied
by the k member group, and the key generated during the protocol, rdh, is fresh and
random the only forward secrecy violation we need to worry about is that of the leaving
member computing the new group key used by the k−1 member group. Since Invariant
2 is true before the leave event, the leaving member does not have access to private-keys
needed to decrypt rdh and, therefore, cannot obtain the new keys.

Given the above claims and the fact that executing a join protocol on a one member
group produces a two member group for which the invariants and the security properties
hold we argue that inter-leaving the protocols will preserve the invariants and satisfies
the security properties. That is, given a two member group that satisfies the invariants
and security properties we can either run a Join or a Leave and we will still end up with
a group that will satisfy the invariants and security properties according to to claims 1
and 2.

Partial Contributory Nature of DLPKH. A criticism of decentralized key distribution
schemes is that they rely on a single entity to generate keys leading to the possibility
of weak keys due to potential errors (or malicious acts) in random number generation.
To address this concern, contributory key agreement schemes require an equal share
from every group member towards key generation. However, in practice this possibility
of weak keys is significantly minimized just by having more than one entity generate
the key. FDLKH [5] does so by having two sponsors generate a new key via a Diffie-
Hellman operation for every key that needs to be updated. DLPKH does the same by
having the sponsor and co-sponsor generate the random number for a key update via a
Diffie-Hellman operation. However, we take this approach of partial contribution even
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further because we keep adding each random number generated for a key update for
a given membership event to all key updates for all previous membership events. This
ensures that even if the sponsor and co-sponsor happen to generate poor random num-
bers in a given membership event the updated key will still be strong. We argue that
this approach suffices in practice and as we shall we see in the next section results
in significant reduction of computation costs for decentralized key management via
DLPKH.

4 Analytical Comparison

4.1 Complexity Model

The costs of a key management protocol are dominated by communication costs and
computation costs, which can often be traded for one another. We measure the efficiency
of the DLPKH scheme and compare it against DLKH, FDLKH and TGDH using the
cost definitions described below.

Communication Complexity. Communication complexity of a protocol measures the
communication cost of the protocol in terms of rounds, messages and bytes as described
below. Combined together these parameters provide a representation of the communi-
cation cost with the idea being that minimizing all three results in minimization of the
energy spent by members for communication during key update operations. These costs
are provided in Table 1.

Table 1. Communication costs where n,d, and h have the same meaning as described in Section
3.1 and K denotes the size of a key

Protocol Operation Rounds Max. Messages Sent Total Messages Total Bytes
per Member Sent on the Network

DLPKH
Join 3 2 4 n + (3d +11)*K

Leave 2 2 3 (h+6)*K
FDLKH-
Dedicated

Join 3 2 2d +3 n + (4d +6)*K
Leave 2 2 2h+3 (5h+4)*K

FDLKH-
Distributed

Join 3 3 3d +2 n+(6d +4)*K
Leave 3 3 3h (6h)*K

DLKH
Join * 3 3 4 n + (d +8)*K
Leave 3 h+3 3h+3 (7h+2)*K

TGDH
Join 2 1 2 n+(2d +4)*K

Leave 1 1 1 (d)*K
∗ Join protocol in DLKH does not provide Backward Secrecy and hence the constant

computation costs.

Round Complexity. The round complexity of a protocol is the number of rounds it takes
before termination. Messages that can be sent simultaneously are considered to occur in
the same round. A protocol with a larger round complexity is more expensive especially
over networks with high latency.
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Message Complexity. We define the message complexity of a protocol in terms of 1)
maximum number of messages that need to be transmitted by any single user and 2)
the total number of messages transmitted during the execution of protocol. Maximum
number of messages that need to be transmitted by any single user characterizes the
scalability of the protocol. The total number of messages, even if some of them are sent
in parallel, increase the burden on underlying group communication system and hence
better characterizes the communication cost. In this paper we will adopt the broadcast
model [6] where the cost of sending a message to a single party is same as broadcasting
the same message to multiple parties.

Byte Complexity. We define the byte complexity of the protocol in terms of number of
bytes that need to be transmitted during the protocol. For simplicity, we measure this
in terms of the total number of keys that need to be transmitted all the while keep-
ing in mind that symmetric keys are smaller than asymmetric keys for RSA and El
Gamal but similar in size to asymmetric keys for Elliptic Curve Cryptography (ECC).
For simplicity K denotes the size of all keys but we count an asymmetric key-pair as
two keys. We include the bytes needed to provide message authentication, namely, the
additional bytes for sending digital signatures. Authenticating messages for key updates
is essential and it is natural to include these costs. In addition, we include n bytes for
sending the tree-structure to the joining member assuming that it takes 0.5 byte to send
information on each node of the tree. If there are optimizations to this then they will
apply to all protocols equally as all of them have to send the tree structure to the joining
member.

Computational Complexity. Computational complexity measures the computation
cost incurred by the protocol. This cost is dominated by expensive cryptographic oper-
ations involved and is measured in terms of number of computations involved in gener-
ating shared secrets, establishing secure channels, message encryption and decryption,
and signing and verifications; e.g., exponentiations in RSA or El Gamal and point mul-
tiplications in ECC. We ignore the costs of other operations such as symmetric key
operations, additions, multiplications, or point additions as they are insignificant when
compared to these expensive operations. For the execution of a complete join and leave
operations we assess the maximum number of (1) expensive operations not dealing with
authentication performed by any members (for simplicity we denote all such costs un-
der “exponentiations”), (2) signatures for authentication generated by any member, and
(3) signature verifications for authentication performed by any member. Unlike com-
munication cost, computation that is done in parallel can be collapsed for the purposes
of measuring computational latency of the protocol. Hence we measure total serial com-
putation cost. Furthermore, the number of total expensive operations undertaken by all
members during a membership event provides insights into the overall computation
costs of the protocol. Combined together these parameters provide a representation of
the computation cost with the idea being that minimizing them results in minimiza-
tion of the energy spent by members for computations undertaken during key update
operations. These costs are provided in Table 2.
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Table 2. Computation Costs where n,d, and h have the same meaning as described Section 3.1

Protocol Operation Exponentiations Signatures Verifications Total
Serial
Opera-
tions

Total
Operations∗

DLPKH
Join 9 Sponsor 2 Sponsor 3 Co-

Sponsor
17 3n+18

Leave 2h+3 Sponsor 2 Sponsor 2 Co-
Sponsor

2h+8 2n+2h+7

FDLKH-
Dedicated

Join d +2 Joining
Mem.

2 Captain d +1 Joining
Mem.

2d +7 3n+5d +6

Leave h+1 Buddy
Captain

3 Buddy
Captain

h Buddy
Captain

2h+4 2.5n+6h−3

FDLKH-
Distributed

Join 3 Captain 3 Captain d +1 Join
Mem.

d +11 3n+8d +5

Leave 3 Captain 3 Captain h Member h+8 3n+4h−5

DLKH
Join∗∗ 2 Leader 3 Leader 3 Join

Mem.
7 2n+10

Leave h+1 Leader h+3 Leader h Leader 3h+7 2n+8h−1

TGDH
Join 2d +2 Sponsor 1 Sponsor 2 Member 3d +8 4n+2d +4
Leave 2d −2 Sponsor 1 Sponsor 1 Member 3d −2 3n−5

∗ Total computation cost is analyzed for a balanced tree.
∗∗ Join protocol in DLKH does not provide Backward Secrecy and hence the constant

communication costs.

4.2 Complexity Analysis

Analyzing Communication Costs. From Table 1 we see that all protocols have a con-
stant number of rounds. With the exception of DLKH no member needs to send more
than a constant number of messages. However, significant differences appear between
the protocols when looking at the total number of messages sent and the total number
of bytes on the network. Only DLPKH and TGDH involve a constant number of to-
tal messages while others require O(log(n)) messages. DLKH join involves a constant
number of total messages, however, if the protocol is extended to support backward
secrecy then this cost will also increase to O(log(n)). The reason behind this difference
between the protocols is that earlier decentralized key distribution protocols, namely,
FDLKH and DLKH, required members to establish secure channels in order to dis-
tribute new keys. Using pair-wise channels this naturally required O(log(n)) channels
leading to O(log(n)) messages sent on the network to both establish the channels and
then to send the updated keys. In contrast, DLPKH (like TGDH) uses a public-key tree
so that group members have ready access to public keys that allow them to send keying
material securely to an arbitrary subset of group members in a single message. The dif-
ference between the protocols in terms of the total bytes on the network is not as big.
They all require O(n) bytes for sending the tree structure and then O(log(n)) bytes for
sending keys. There are constant differences between the protocols with TGDH sending
the least number of bytes followed closely by DLPKH that requires the sending of an
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additional (d +7)∗K bytes for join and 6∗K bytes for leave. Overall, the large number
of messages in FDLKH and DLKH make them significantly inefficient in comparison
with DLPKH and TGDH with TDGH being the most efficient.

Analyzing Computation Costs. The first observation from Table 2 is that despite the
use of only symmetric key trees, FDLKH and DLKH have a large number of expensive
operations overall owing to their need for establishing secure channels and authenticat-
ing a large number of messages. In terms of exponentiations FDLKH-distributed comes
out ahead with a constant factor followed closely by DLPKH with a constant factor
for Join and O(log(n)) for Leave. (We discount the constant cost for Join in DLKH
because they do not support backward secrecy). DLPKH Leave, FDLKH-dedicated,
FDLKH-distributed and TGDH all have O(log(n)) costs differing by a constant factor
with TGDH performing the worst in this category. For computation costs dealing with
authentication DLPKH and TGDH perform significantly better than others with con-
stant costs because they do not require the signing and verification of a large number
of messages involved in establishing multiple secure channels. The column presenting
total serial operations provides a measure of overall latency in execution of membership
changes. Here only DLPKH Join has constant costs while DLPKH Leave and all other
the schemes have O(log(n)) costs. They all differ by a constant factor with TGDH per-
forming the worst. The last column presenting the total number of expensive operations
provides a measure of the overall energy expended by all group members in executing
membership changes. All protocols have O(n + log(n)) costs, which is the only O(n)
cost in the two tables dealing with key exchange (the other O(n) cost involves commu-
nication of the tree structure). Ignoring the DLKH join operation (for reasons discussed
above) DLPKH has the best performance in this category and indicates its real strengths.
When compared with FDLKH-dedicated and FDLKH-distributed, DLPKH performs
better by at least a large logarithmic factor. When compared to TGDH, DLPKH per-
forms better by n−2d −14 operations for Join and by n−2h−12 operations for Leave.
This saving is intuitive in nature because DLPKH involves distribution of keys while
TGDH involves contributory key generation.

4.3 Experimental Analysis

To gauge the efficiency of these protocols with increasing group size in practice, we
ran experiments to evaluate the total and serial computation cost, and total byte costs
of the protocols. Starting with a group size of 16 we doubled the group size at very in-
crement to reach 1024. We conducted the evaluation using two different cryptosystems:
(1) Diffie-Hellman (DH) and ElGamal for “exponentiations” and RSA for signatures
(i.e., DH/EG-RSA) and (2) ECC for both “exponentiations” and signatures (i.e., ECC-
ECC). Measurements with the first cryptosystem reflect a comparison of the protocols
as presented by the authors while those with the second reflect a comparison with a
communication-efficient cryptosystem that is suitable for constrained devices and net-
works. We used the MIRACL library to benchmark the cryptographic primitives on a
3.0GHz Intel processor running Linux. We used 163 bit keys for ECC, 1024 bit keys
with the exponent 65537 when using RSA for signatures and a 1024 modulus with 160
bit exponents when using ElGamal. We use 128 bit symmetric keys when computing
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Fig. 5. Total computation and byte costs for Leave using DH/ElGamal-RSA and ECC-ECC

byte costs with symmetric keys. We did not take into account the byte cost for distribut-
ing the tree structure as that is common for all protocols.

Figure 5 shows the experimental results for leave protocol. In terms of total byte
costs Figures 5a and 5c show that TGDH has the best performance followed closely by
DLPKH. DLPKH is a factor of O(log(n)) worse, which is consistent with the analysis
in Section 4.2. Contrary to the analysis in Section 4.2., Figure 5b shows that DLPKH
performs worse, albeit marginally, than FDLKH and DLKH with respect to total com-
putation cost. This is due to the fact that signature verification costs dominate the total
computation cost incurred by FDLKH and DLKH and exponentiation costs dominate
that of TGDH and DLPKH. RSA signature verification is an order of magnitude cheaper
than exponentiation in ElGamal group. For the key sizes used for the experiments, RSA
verifications costs 0.2ms compared to 2.21ms for exponentiation. However, consistent
with the analytical results, DLPKH outperforms TGDH in practice, with respect to to-
tal computation cost, by a factor of O(n), which is a significant improvement. When
we look at results with ECC in Figure 5d, DLPKH outperforms all other protocols,
in terms of total computation cost, with results being consistent with analytical ones.
These results indicate that in environments where communication savings are impor-
tant, DLPKH can provide significant savings in both communication and computation.
The experimental results for join protocol are similar and are shown in Figure 6.



126 R. Bobba and H. Khurana

10 100 1000
Group Size

0

500

1000

1500

2000

T
ot
al
B
yt
es

DLPKH
TGDH
FDLKH Ded.
FDLKH Dist.

ECC - ECC

c) Total byte cost for Join when using ECC

10 100 1000
Group Size

0

1000

2000

3000

4000

5000

T
ot
al
C
om
pu
ta
tio
n
(m
s)

DLPKH
TGDH
FDLKH Ded.
FDLKH Dist.

b) Total computation cost for Join when using
ElGamal RSA

ElGamal - RSA

10 100 1000
Group Size

1000

2000

3000

4000

5000

6000

T
ot
al
B
yt
es

DLPKH
TGDH
FDLKH Ded.
FDLKH Dist.

a) Total byte cost for Join when using El-
Gamal RSA

ElGamal - RSA

10 100 1000
Group Size

0

1000

2000

3000

4000

5000

T
ot
al
C
om
pu
ta
tio
n
(m
s)

DLPKH
TGDH
FDLKH Ded.
FDLKH Dist.

ECC - ECC

d) Total computation cost for Join when using
 ECC 

Fig. 6. Total computation and byte costs for Join using DH/ElGamal-RSA and ECC-ECC

5 Conclusions

In this work we developed a novel decentralized key distribution scheme, DLPKH,
that uses public-key trees and obtains partial contributions for key generation. These
advances result in a scheme that is efficient, simple and practical. We show that the
scheme is secure by analyzing it against a set of desirable properties. The resulting
DLPKH scheme is very efficient as demonstrated by an analysis of its computation and
communication costs and by experiments. In particular, the scheme provides computa-
tion benefits by a factor of O(n) over previous decentralized key distribution schemes
as well as over contributory key agreement schemes. These benefits are also clearly
demonstrated by experiments.
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Abstract. We investigate inference control in logic databases. The ad-
ministrator defines a confidentiality policy, i. e., the pieces of informa-
tion which may not be disclosed to a certain user. We present a static
approach which constructs an alternative database instance in which the
confidential information is replaced by harmless information. The con-
struction is performed by the means of constraint programming: The task
of finding an appropriate database instance is delegated to a hierarchical
constraint solver. We compare this static approach to a dynamic infer-
ence control mechanism – Controlled Query Evaluation – investigated in
earlier work, and we also point out possible extensions which make use
of the various opportunities offered by hierarchical constraint solvers.

Keywords: Inference control, confidentiality, logic databases, constraint
satisfaction problems, constraint hierarchies.

1 Introduction

A key feature of a secure information system is preservation of confidentiality:
Each user must only learn the information he is allowed to. Traditional ap-
proaches rely on static access rights assigned to the data, and suffer from the
inference problem [1]: The user may combine several pieces of accessible infor-
mation in order to infer confidential information. For example, the two pieces
of data “Alice is a manager” and “a manager’s salary is $50,000” can be easily
combined to the information that Alice’s salary must be $50,000.

This problem can be overcome by a proper inference control mechanism: The
administrator defines a confidentiality policy which specifies which pieces of in-
formation may not be disclosed. The inference control mechanism will then make
sure that this confidential information cannot be inferred from the data returned
to the user. Basically, there are dynamic and static approaches to the inference
problem. A dynamic inference control mechanism monitors the queries and an-
swers during runtime, and possibly distorts or filters part of the answers. On
the other hand, a static approach modifies the original data such that the confi-
dential information is removed or replaced, and queries can be processed in the
ordinary manner without the need for any additional processing at runtime.
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Controlled Query Evaluation (CQE) [2] has been designed as a dynamic ap-
proach to the inference problem in logical databases. After each query, the system
checks whether the answer to that query – combined with the previous answers
and possible a priori assumptions – would enable the user to infer any secret
information. If so, the answer is either refused or modified. Finally, the answer
is stored in a log file in order to be accounted for later. CQE has been studied
under various parameters [2,3,4], and there is also a static, SAT-solver based
approach to CQE [5].

In this paper, we pick up the framework of CQE and present a static ap-
proach in which an alternative database instance is constructed from the orig-
inal instance which does not contain any confidential information anymore. As
opposed to [5], finding such a database instance is achieved by modelling the re-
quirements as a constraint satisfaction problem (CSP) [6,7]. A constraint solver
is a piece of software which tries to find an assignment over a set of variables
such that a set of user-defined constraints is satisfied. In particular, boolean con-
straint solvers operate on the domain {true, false} (meaning that each variable is
assigned a value of either true or false), and allows us to specify the constraints
as a set of boolean formulas. A problem arises in case the constraints are in-
consistent, for example, if one constraint demands that a = true, and another
constraint demands that a = false. In this situation, a hierarchical constraint
solver can be used to identify an assignment which satisfies only part of the
constraints, according to some previously established hierarchy. The concept of
constraints can be found in various research fields of security, for example in the
context of role-based access control [8,9] or secure workflow models [10].

The paper is outlined as follows: Section 2 presents the logical framework and
the declarative requirements for a confidentiality-preserving inference control
mechanism. In Section 3, we recall Controlled Query Evaluation as a dynamic
enforcement method. The foundations of hierarchical constraint networks are
presented in Section 4. In Section 5, we show how to use hierarchical constraint
networks in order to construct a suitable alternative database instance. A com-
parison of this static approach to the existing dynamic mechanisms can be found
in Section 6. In Section 7, we propose some extensions which further exploit the
abilities of hierarchical constraint solvers. We finally conclude in Section 8.

2 Declarative Framework

We consider complete logic databases, founded on some logic L, for example
propositional or first-order logic. Let S model of Φ denote that the structure S
is a model of the sentence Φ wrt. to the semantics of the logic under consideration.
Let the logical implication operator |= be defined as usual: A set of sentences Σ
implies a single sentence Φ (Σ |= Φ) iff each structure which is a model of Σ is
also a model of Φ.

Definition 1 (Logic databases and ordinary query evaluation). A data-
base instance db is a structure of the logic under consideration. The database
schema DS captures the universe of discourse and is formally defined as the set of



130 J. Biskup et al.

all instances. A (closed) query is a sentence Φ. It is evaluated within a database
instance db by the function

eval(Φ) : DS → {true, false} with

eval(Φ)(db) :=

{
true if db model of Φ

false otherwise

(1)

We also use an alternative evaluation function which returns the query or its
negation, respectively:

eval∗(Φ) : DS → {Φ, ¬Φ} with

eval∗(Φ)(db) :=

{
Φ if db model of Φ

¬Φ otherwise

(2)

Definition 2 (Confidentiality policy). The confidentiality policy is a set

policy := {Ψ1, . . . , Ψm}

of potential secrets, each of which is a sentence of the logic under consideration,
with the following semantics: In case Ψi is true in the actual database instance
db, the user may not learn this fact. Otherwise, if Ψi is false in db, this fact may
be disclosed to the user. Accordingly, the user may believe that Ψi is false even
if it is actually true.

Example 3. Given a database which holds the medical record of some person,
the confidentiality policy given by

policy := {aids, cancer}

defines that the user may not learn that the person suffers from aids, and may
neither learn that the person suffers from cancer. In case the person does not
suffer from one of these diseases, that information may be disclosed to the user.

The aim of an inference control mechanism is to protect the potential secrets in
the aforementioned manner. We abstractly formalize an inference control mech-
anism as a function

f(Q, db, prior, policy) := 〈ans1, . . . , ansn〉

where

– Q = 〈Φ1, . . . , Φn〉 is a (finite) query sequence,
– db is the actual database instance,
– prior is the user’s a priori assumptions, given as a set of sentences in the

logic under consideration, and
– policy is the confidentiality policy.
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The function returns a sequence of answers, where each ansi ∈ {Φi, ¬Φi}.1 The
answers are to be generated iteratively, i. e., the i-th answer must be returned
before the i + 1-th query is received.

We assume that each enforcement method f goes along with a function

precond(db, prior, policy) ∈ {true, false}

which defines the admissible arguments for f . For example, an enforcement
method could refuse to start a session if any of the potential secrets can al-
ready be inferred from the a priori assumptions in the first place. Based on this
abstract definition, we can introduce our notion of confidentiality.

Definition 4 (Confidentiality of an enforcement method). An enforce-
ment method f preserves confidentiality if and only if

for all finite query sequences Q,
for all instances db,
for all confidentiality policies policy,
for all potential secrets Ψ ∈ policy,
for all sets of a priori assumptions prior
so that (db, prior, policy) satisfies the precondition,
there exists an instance db′

so that (db′, prior, policy) satisfies the precondition,
and the following two conditions hold:
(a) [(db, policy) and (db′, policy) produce the same answers]

f(Q, db, prior, policy) = f(Q, db′, prior, policy)
(b) [Ψ is false in db′]

eval(Ψ)(db′) = false

Condition (a) guarantees that db and db′ are indistinguishable to the user; he
cannot tell whether db or db′ is the actual database instance. Condition (b)
makes sure that Ψ is false in db′; as the user considers db′ as a possible actual
database instance, he cannot rule out that Ψ is actually false.

3 A Dynamic Approach – Controlled Query Evaluation

We briefly recall Controlled Query Evaluation, in particular the uniform lying
method for known potential secrets in complete databases, as found in [11,2].
This enforcement method keeps a log file of the past answers, and uses logical
implication in order to detect threats to the confidentiality policy.

The log file logi is a set of sentences of the logic under consideration, initialized
with the a priori assumptions:

log0 := prior

1 Previous work [2] additionally uses the special symbol mum to indicate a refused
answer; however, the present paper does not consider refusal.
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After each query Φi, the answer ansi is added to the log file:

logi := logi−1 ∪ {ansi}

The uniform lying method makes sure that the log file does never imply the
information that at least one potential secret must be true, by keeping

logi �|= pot sec disj with pot sec disj =
∨

Ψ∈policy

Ψ

as an invariant throughout the query sequence. For the a priori assumptions, the
invariant is enforced by the precondition

precond(db, prior, policy) := prior �|= pot sec disj.

Having received the query Φi, an appropriate answer is chosen so that the invari-
ant is preserved: If the actual value eval∗(Φi)(db) does not lead to a violation, it
is returned to the user. Otherwise, the negation of the actual value is returned
as the answer, i. e., a lie is issued.

ansi :=

{
eval∗(Φi)(db) if logi−1 ∪ {eval∗(Φi)(db)} �|= pot sec disj
¬eval∗(Φi)(db) otherwise

Theorem 5. The uniform lying method for known potential secrets preserves
confidentiality in the sense of Definition 4.

The full proof can be found in [2]. We give a short sketch here. Consider that
logn �|= pot sec disj. This means that there must be a structure db′ which is a
model of logn but not a model of pot sec disj, and thus also no model of Ψ for
each particular Ψ ∈ policy. This satisfies condition (b) of Definition 4. It can also
be shown that the same answers are returned under db and db′, which satisfies
condition (a).

4 Constraint Satisfaction Problems

In this section, we present the fundamentals of constraint satisfaction problems.
We first introduce ordinary constraint networks, and then present the concept
of hierarchical constraint networks which are able to handle conflicting set of
constraints.

4.1 Constraint Networks

Basically, a constraint network consists of a set of variables, each with a specific
domain, and a set of constraints over these variables. The task of a constraint
solver is to find a variable assignment which satisfies all constraints.

Definition 6 (Constraint network). A constraint network is a tuple (X, D, C)
where
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– X = {x1, . . . , xn} is a set of variables,
– D = {d1, . . . , dn} specifies the domain of each variable, and
– C = {c1, . . . , cm} is a set of constraints.

Definition 7 (Solution of a constraint network). A variable assignment θ
for a constraint network (X, D, C) is a set

{(x1, v1), . . . , (xn, vn)},

with {x1, . . . , xn} are the variables from X, and each vi ∈ di is a value from the
respective domain.

We write c(θ) = true to indicate that a variable assignment θ satisfies a
constraint c ∈ C, and c(θ) = false otherwise. A solution of a constraint network
(X, D, C) is a variable assignment which satisfies all constraints from C, i. e.,
c(θ) = true for all c ∈ C.

A constraint network may have a unique solution, multiple solutions, or even no
solutions, in case the constraints are inconsistent and thus conflicting.

4.2 Constraint Hierarchies

Given a conflicting set of constraints, an ordinary constraint network does not
have a solution, because there is no variable assignment which satisfies all con-
straints at the same time. One could however be interested to find an ap-
proximate solution, i. e., a variable assignment which satisfies only some of the
constraints. One approach to this problem are hierarchical constraint networks
[12], which we introduce in this section.

Definition 8 (Hierarchical constraint network). A hierarchical constraint
network is a tuple (X, D, C, H), where (X, D, C) is a constraint network, and
H = {H0, . . . , Hl} is a constraint hierarchy. The latter defines a partition of the
constraint set C, assigning a strength i with 0 ≤ i ≤ l to each constraint c ∈ C.
In particular, we have

Hi ∩ Hj = ∅ for all i �= j

and
⋃

Hi∈H

Hi = C.

The constraints c ∈ H0 are called the required constraints.

The aim is to find a variable assignment which satisfies all of the constraints from
H0, and satisfies the other constraints from H1, . . . , Hl “as good as possible”.
There might be various notions of what a “better” solution is; for the moment,
we assume that we have a predicate

better(σ, θ, H)

saying that σ is a better variable assignment than θ wrt. the constraint hierarchy
H . better must be irreflexive and transitive. Based on this predicate, we can
formally define a solution of a hierarchical constraint network.
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Definition 9 (Solution of a hierarchical constraint network). Let (X, D,
C, H) be a hierarchical constraint network. Let

S0 := { θ | c(θ) = true for all c ∈ H0 }

be the set of variable assignments which satisfy all required constraints. A solu-
tion to the hierarchical constraint network (X, D, C, H) is a variable assignment
θ such that

θ ∈ S0 and ¬better(σ, θ, H) for all σ ∈ S0.

A solution satisfies all required constraints from H0. Regarding the other levels
1, . . . , l, we investigate different approaches to define a better predicate.

Locally better. A variable assignment σ is locally better than a variable as-
signment θ iff both assignments satisfy exactly the same set of constraints
up to some level k − 1, and for level k, σ satisfies some constraint c ∈ Hk

which θ does not satisfy, and σ also satisfies any constraint from Hk which θ
satisfies. In other words, we only consider the lowest level on which σ and θ
differ; any other level k +1, . . . , l does not have an influence on the decision.
Given an error function e with

e(c, θ) :=

{
0 if c(θ) = true
1 if c(θ) = false,

we can formally define the locally-better predicate as follows:

betterlocally(σ, θ, H) := ∃k > 0 such that
∀i ∈ {1, . . . , k − 1}, ∀c ∈ Hi : e(c, σ) = e(c, θ) and
∃c ∈ Hk : e(c, σ) < e(c, θ) and
∀d ∈ Hk : e(d, σ) ≤ e(d, θ)

Globally better. The globally-better predicate is parameterized by a function
g(θ, Hi) which calculates how good a variable assignment θ satisfies the con-
straints on level i. A variable assignment σ is globally better than a variable
assignment θ if both have the same quality (according to g) up to level k−1,
and σ has a better quality than θ on level k:

betterglobally(σ, θ, H) := ∃k > 0 such that
∀i ∈ {1, . . . , k − 1} : g(σ, Hi) = g(θ, Hi) and
g(σ, Hk) < g(θ, Hk)

(3)

A suitable g function could e. g. count the number of constraints satisfied
on a given level. (This is different from betterlocally, where the exact set
of constraints needs to be satisfied in order to have the same quality on
some level i ≤ k − 1.) One could also assign weights to the constraints and
calculated the weighted sum of the satisfied constraints. Further options are
pointed out in [12].
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5 A Static Approach Using a Constraint Network

We present a static inference control method csp using a hierarchical constraint
network. First, we show how to construct an alternative database instance dbalt,
which does not contain any confidential information anymore. Based on this
alternative database instance, we can easily construct an enforcement method
which satisfies the requirements of Definition 4.

5.1 Construction of dbalt

Given a database instance db, a set of a priori assumptions prior, and a confiden-
tiality policy policy, we construct a hierarchical constraint network CN(db, prior,
policy) = (X, D, C, H) as follows:

Variables X: The set X = {x1, . . . , xn} of variables corresponds to the set of
atomic sentences in the corresponding database schema DS. For example,
when using propositional logic, X corresponds to the set of propositions.

Domains D: Each variable xi has the domain di = {true, false}.
Constraints C: The set C of constraints consists of three subsets Cps, Cprior

and Cdb:
1. The potential secrets must not hold in the alternative database instance:

Cps :=
⋃

Ψ∈policy

{¬Ψ} (4)

2. The a priori assumptions must hold in the alternative database instance:

Cprior :=
⋃

α∈prior

{α}

3. All atoms should have the same value as in the original database instance:

Cdb :=
⋃

x∈X

{eval∗(x)(db)}

Note that these constraints may be conflicting – in particular, Cps and Cdb

will be inconsistent in case at least one potential secret is true in the original
instance.

Hierarchy H: We establish the following constraint hierarchy H = {H0, H1}:
The constraints from Cps and Cprior are the required constraints:

H0 := Cps ∪ Cprior

The constraints from Cdb are assigned to level 1:

H1 := Cdb
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A valid solution to this constraint network is a variable assignment to all atoms
of DS, and thus a structure which can be regarded as an alternative database
instance dbalt. The constraints ensure that none of the potential secrets is true in
dbalt, and that any sentence from prior holds in dbalt. Finally, dbalt should have a
minimum distance to the original database instance db, i. e., a minimum number
of atoms should have a different truth value in db and dbalt. This is achieved by
employing the betterglobally predicate (3) with the underlying function

g(σ, Hi) := |{c ∈ Hi | c(σ) = false}|

which counts the number of constraints from Hi that are not satisfied (i. e., the
number of atoms with a different truth value).

Remark 10. Given a relatively large database schema DS, the number of atoms
(and thus the number of variables in X) can become very large. As an optimiza-
tion, we can restrict X to the relevant atoms, i. e., those atoms which appear in
at least one sentence of either policy or prior. The truth value of these relevant
atoms will be calculated by the constraint network; all other, non-relevant atoms
will have the same truth value in dbalt as in the original instance db.

5.2 Enforcement Method Based on dbalt

Based on the alternative database instance, we construct an enforcement method
csp. The algorithm involves a preprocessing step which is initiated prior to the
first query. In that step, the alternative database instance is generated with the
means of the constraint network described in the previous section. The precondi-
tion precondcsp is satisfied if a valid alternative database instance was identified.
Finally, the evaluation of the query sequence is performed within the alternative
database instance dbalt, using the eval∗ function (ordinary query evaluation).

Definition 11 (Enforcement method csp). Let Q be a query sequence, db a
database instance, prior a set of a priori assumptions, and policy a confidentiality
policy. We define an enforcement method csp along with its precondition function
precondcsp as follows.

1. Preprocessing step
If db |= Ψ for some Ψ ∈ policy, or db �|= α for some α ∈ prior, construct an
alternative database instance dbalt as specified in Section 5.1.

Otherwise, choose dbalt := db.
The precondition precondcsp(db, prior, policy) is satisfied iff a valid al-

ternative database instance dbalt could be identified. (Note that prior and
policy might be inconsistent, so that the constraint network will not have a
solution.)

2. Answer generation
All queries are evaluated in the alternative database instance dbalt using the
ordinary query evaluation function:

ansi := eval∗(Φi)(dbalt) for 1 ≤ i ≤ n (5)



Inference Control in Logic Databases as a Constraint Satisfaction Problem 137

Theorem 12. csp preserves confidentiality in the sense of Definition 4.

Proof. Let Q be a query sequence, db a database instance, prior the a priori
assumptions, and policy a confidentiality policy, such that precondcsp(db, prior,
policy) is satisfied. Let Ψ ∈ policy be a potential secret.

In the preprocessing step, dbalt is either generated by the constraint network
(in case at least one potential secret is true in the original db, or the a priori as-
sumptions do not hold in db), or is identical to db. Query evaluation is performed
within dbalt using the ordinary eval∗ function.

We show that dbalt can be regarded as a database instance db′ as demanded by
Definition 4, such that precondcsp(dbalt, prior, policy) is true, and both conditions
from that definition are satisfied.

Condition (b) [Ψ is false in dbalt]: If dbalt = db, then db does not imply any
potential secret, in particular db �|= Ψ . Otherwise, if dbalt was generated by the
constraint network, the constraints in Cps make sure that none of the potential
secrets hold in dbalt.

Precondition: The preprocessing step for (dbalt, prior, policy) will notice that
none of the potential secrets holds in dbalt (see proof for condition (b) above), and
that the a priori assumptions are satisfied in dbalt (due to the constraints Cprior

used for the construction of dbalt). It will thus choose dbalt as the “alternative”
database instance, and will not initiate the generation of a different instance by
the constraint solver. Thus, dbalt itself will serve as the “alternative” database
instance, and the precondition is satisfied for (dbalt, prior, policy).

Condition (a) [Same answers]: We have shown above that the “alternative”
database instance under (dbalt, prior, policy) will then be dbalt itself. Conse-
quently, the same answers will be returned as under (db, prior, policy).

6 Comparison

In this section, we compare the static, constraint-based approach from Section 5
to the existing dynamic CQE approach (cf. Section 3).

Generally, the dynamic approach involves a certain overhead at query time:

1. We need to keep a log file of all past answers which consumes space. In
particular, when multiple users (with the same confidentiality requirements)
query the database at the same time, we need to keep a distinct log file for
each user.

2. At each query, an implication problem must be solved, as we need to make
sure that the resulting log file does not imply the disjunction of all poten-
tial secrets pot sec disj. However, logical implication can be computationally
expensive or even undecidable in certain logics.

On the other hand, the static approach involves the expensive preprocessing
phase in which the alternative database instance is generated; there is however
no overhead at query time. We can also re-use the alternative database instance
for multiple users and/or sessions, given that the users are subject to the same
confidentiality policy, and are assumed to have the same a priori assumptions.
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Table 1. Answers for the query sequence Q1 = 〈a, b〉

Dynamic Approach Static Approach

Query Φi Answer ansi Log File logi Answer ansi

a a {a} a

b ¬b {a, ¬b} ¬b

Given these considerations, the static approach is more favorable if we expect
long query sequences or multiple sessions by users with the same confidentiality
requirements.

Although neither approach can anticipate future queries, the dynamic CQE
approach can take advantage of that fact that it can dynamically choose when
to return a lie, and only issue a distorted answer as a “last resort”. This can lead
to a gain of availability in certain situations. We demonstrate this by a minimal
example in propositional logic.

Example 13. Consider the database schema DS = {a, b} and the database in-
stance db = {a, b} (both a and b are true in db). We assume that the user does
not make any a priori assumptions (prior = ∅), and he is not allowed to know
that a and b are both true: policy = {a ∧ b}.

As eval(a ∧ b)(db) = true, the preprocessing step of the static approach will
need to construct an alternative database instance, using the constraint network
(X, D, C, H) with

X := {a, b},

D := {{true, false}, {true, false}},

C := Cps ∪ Cdb with Cps = {¬(a ∧ b)} and Cdb = {a, b},

H := {H0, H1} with H0 = Cps and H1 = Cdb.

This constraint network has two possible solutions:

θ1 = {a → true, b → false}
θ2 = {a → false, b → true}

Both satisfy all constraints from H0 = Cps and a maximum number of con-
straints from H1 = Cdb. We cannot predict which solution will be chosen by the
constraint solver. Assume that it will chose θ1, then we have

dbalt = {a, ¬b}.

Consider the query sequence Q1 = 〈a, b〉. The respective answers are given in
Table 1. The dynamic approach will first return the original answer a, as it does
not imply the disjunction of all potential secrets pot sec disj = a ∧ b. However,
it returns a lie for the second query b. The static approach with the alternative
database instance dbalt = {a, ¬b} returns exactly the same answers.
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Table 2. Answers for the query sequence Q2 = 〈b, a〉

Dynamic Approach Static Approach

Query Φi Answer ansi Log File logi Answer ansi

b b {b} ¬b

a ¬a {b, ¬a} a

When we reverse the query sequence (Q2 = 〈b, a〉, cf. Table 2), the static
approach returns the same answers: First the lie ¬b, then the honest answer a.
The dynamic approach however gives the honest answer b first, and then returns
the lie ¬a. You can see that the dynamic approach uses the lies only as a last-
minute action. Nevertheless, both approaches issue the same number of honest
and dishonest answers, respectively.

Now imagine the user only issues a single query for b: Q3 = 〈b〉. The dynamic
approach returns the honest answer b, while the static approach returns the
lie ¬b. This lie is not necessary to protect the potential secret a∧b. However, the
static approach cannot know that the user will never ask for a, and cannot risk to
omit the lie. In this situation, the dynamic approach offers a higher availability.

7 Extensions

The static inference control method presented in Section 5 resembles the dy-
namic uniform lying method of Controlled Query Evaluation, as summarized in
Section 3, as well as the SAT-solver based approach from [5]. Hierarchical con-
straint networks however offer further possibilities, some of which we point out
in this section, as a guideline for future work.

7.1 Explicit Availability Policy

A forthcoming extension of the SAT-solver based approach from [5] offers the
ability to specify an explicit availability policy, namely a set avail of sentences
for which the system must always return the correct truth value, and which must
not be used as a lie in order to protect one of the potential secrets. In the context
of our static method, we demand that any sentence from avail must have exactly
the same truth value in dbalt as in the original instance db:

for each α ∈ avail : eval(α)(dbalt) = eval(α)(db)

We can achieve this property by introducing another set of constraints

Cavail :=
⋃

α∈avail

{eval∗(α)(db)}

which is merged into the set of required constraints H0:

H0 := Cps ∪ Cprior ∪ Cavail.
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The constraint solver will then ensure the desired property. In particular, it will
fail to find a solution if the actual truth values of the sentences from avail in db
contradict to the negation of the potential secrets. For example, avail = {aids}
and policy = {aids} will be inconsistent in case eval(aids)(db) = true.

7.2 Multiple Levels of Potential Secrets

The basic approach from Section 5, as well as Definition 4, assumes that each
potential secret has the same quality wrt. secrecy: The user may not infer any
of the potential secrets.

Depending on the application, one could imagine to soften this requirement
and establish a hierarchy of potential secrets: secrets that the user must not
learn, secrets that the user should not learn, secrets that the user should rather
not learn, etc. The confidentiality policy is split up into multiple subsets of
potential secrets,

policy = policy0 ∪ policy1 ∪ policy2 ∪ . . . ∪ policyl,

where policy0 are the strict potential secrets, and the potential secrets from
policy1, . . . , policyl are called loose potential secrets. Similar to (4), we construct
a set Cpsi of constraints for each 0 ≤ i ≤ l:

Cpsi :=
⋃

Ψ∈policyi

{¬Ψ}

These constraints, together with Cprior and Cdb, are organized in the constraint
hierarchy H = {H0, . . . , Hl+1} as follows: The constraints Cps0 for the strict
potential secrets remain in the set of required constraints:

H0 := Cps0 ∪ Cprior

Each set of constraints Cpsi corresponding to a set of loose potential secrets
policyi (1 ≤ i ≤ l) is assigned a level of its own:

Hi := Cpsi

Finally, the constraints Cdb, demanding a minimum distance to the original
database, build the highest level:

Hl+1 := Cdb

It is important to choose a suitable better predicate (cf. Section 4) which re-
flects the desired relationship between the various levels of potential secrets.
The betterglobally predicate (3) may be a good choice; however, it might be favor-
able to “trade” a non-protected potential secret on some level i against multiple
protected potential secrets on a level k > i. This would not be possible with
betterglobally, and the administrator would have to choose a different predicate.

Alternatively, or in addition to multiple levels of potential secrets, it is also
possible to assign a weight to each potential secret. In this case, a suitable g
function underlying the betterglobally predicate (3) must be used which considers
these weights. Some possible functions are given in [12].
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7.3 Refusal

The present approach constructs an alternative database instance dbalt in which
the truth values of certain atoms have been changed such that none of the po-
tential secrets hold in dbalt. This corresponds to the concept of lying in dynamic
inference control.

Alternatively, one could erase the truth values of particular atoms in order
to protect the secret information. This can be easily achieved by allowing an
additional value – say, undef – for each variable x in the constraint network.
The resulting alternative database instance is incomplete: The value of certain
sentences cannot be determined due to the missing truth values.

Of course, the user expects the answers to originate from a complete database.
It is therefore not acceptable to disclose that certain information is missing in
dbalt, and that a query Φ cannot be answered. A possible solution is to pick up
the refusal approach from Controlled Query Evaluation [11]: In addition to Φ
and ¬Φ, we allow the special answer mum indicating a refused answer. Each time
the alternative database instance dbalt cannot provide the answer to a query Φ,
the system returns mum instead.

It is important to avoid harmful meta inferences : The user may not conclude
from a refused answer that the secret information he might have asked for is
actually true. For example, given policy = {a} and db = {a, b}, the alternative
database instance could be dbalt = {b} (with the truth value of a removed). The
query Φ = a will lead to a refusal. The user could then conclude that a must
have been true in the original database instance.

To avoid such meta inferences, we must remove the truth value of the potential
secret a even if it was not true in the original instance, for example in case
db′ = {¬a, b}, which would then lead to the same alternative instance dbalt = {b}.
Then, a refused answer does not provide any information about the original query
value anymore.

8 Conclusion

We have presented a static approach for inference control in logic databases.
The system is supported by a hierarchical constraint solver which generates
an alternative database instance in which all confidential information has been
replaced by harmless information. In general, this corresponds to the uniform
lying approach of the (dynamic) Controlled Query Evaluation framework. In
Section 6, we have shown that both approaches have advantages and drawbacks,
and that maximum availability (measured by the number of distorted answers)
can only be achieved by a dynamic approach, yet with a relatively high runtime
complexity. This result justifies the employment of dynamic approaches when
maximum availability is an issue.

The use of a constraint solver makes the construction of a suitable alternative
database instance rather easy, as we can declaratively define the desired prop-
erties for that database instance (which generally correspond to the declarative
properties demanded by Definition 4). While the basic static approach from
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Section 5 only makes use of the fundamental abilities of hierarchical constraint
networks, there are various options to exploit the remaining opportunities, some
of which were presented in Section 7. These shall be further investigated in future
work.
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Abstract. Side-channel analysis has been recognized for several years
as a practical and powerful means to reveal secret keys of publicly known
cryptographic algorithms. Rarely this kind of cryptanalysis has been ap-
plied to reverse engineer a non-trivial part of the specifications of a pro-
prietary algorithm. The target here is no more one’s secret key value but
the undisclosed specifications of the cryptographic algorithm itself.

In [8], Novak described how to recover the content of one (out of
two) substitution table of a secret instance of the A3/A8 algorithm, the
authentication and session key generation algorithm for GSM networks.
His attack presents however two drawbacks from a practical viewpoint.
First, in order to retrieve one substitution table (T2), the attacker must
know the content of an other one (T1). Second, the attacker must also
know the value of the secret key K.

In this paper, we improve on Novak’s cryptanalysis and show how to
retrieve both substitution tables (T1 and T2) without any prior knowledge
about the secret key. Furthermore, our attack also recovers the secret key.

With this contribution, we intend to present a practical SCARE (Side
Channel Analysis for Reverse Engineering) attack, anticipate a growing
interest for this new area of side-channel signal exploitation, and remind,
if needed, that security cannot be achieved by obscurity alone.

Keywords: GSM Authentication, A3/A8, Reverse Engineering, Substi-
tution Table, Side Channel Analysis.

1 Introduction

Secure implementations of cryptographic algorithms on security devices such as
smart-cards have been carefully studied, particularly since side-channel attacks
were initially proposed by P. Kocher [5]. This kind of attacks derive information
about the execution of a sensitive algorithm, either from timing, power consump-
tion or electromagnetic emanation measurements. The signal exploitation may
range from simple observations, to more advanced statistical analyses. A simple
observation allows distinguishing the rough structure of the algorithm — e.g. the
number of round— or detecting the presence/absence of specific instructions or
blocks of instructions. Statistical analyses come close to hypothesis testing, ei-
ther by noise reduction averaging and enhancement of small signal contribution
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c© Springer-Verlag Berlin Heidelberg 2007



144 C. Clavier

for differential techniques (DPA, DEMA) [6,11], or by more global and robust
model fitting for correlation-based analyses (CPA, CEMA) [1]. Though many
flavours of these techniques have been proposed for several years, the target was
inevitably the recovery of some sensitive user-related data (e.g., a private key).

In [8], Novak exploited side-channel leakage in order to obtain non-trivial
details concerning the secret specifications of a block-cipher algorithm. The tar-
geted algorithm is one of the many proprietary instances of the A3/A8 GSM
authentication and session key generation algorithm. This opened a breach in a
new kind of cryptanalytic attacks: the Side-Channel Analysis for Reverse Engi-
neering (SCARE) attacks. Later, Daudigny et al. [3] also applied this technique
to ‘recover’ the DES standard algorithm details.

Without disclosing any further details about the targeted algorithm than those
found in [8], we present two improvements on Novak’s attack. The attack de-
scribed in Novak’s paper recovers the entries of a secret substitution table T2 from
the knowledge of the other secret substitution table T1 and the secret key K. The
SCARE attacks we present in this paper allow to recover the entries of the two
secret substitution tables and the secret key altogether from scratch. We there-
fore widen the applicability of this reverse engineering attack which may thus
become more practical. Our attack confirms that security cannot be achieved
by obscurity alone. This is even more true because of the SCARE attacks. The
security level of proprietary cryptographic algorithms (i.e., with secret specifica-
tions) is usually lower than publicly scrutinized algorithms. As SCARE attacks
may allow to disclose their secret specifications (substitution tables in our case),
those algorithms are more likely at risk to succumb to classical cryptanalytic
attacks.

The rest of this paper is organized as follows. In Section 2, we review the
principles behind Novak’s attack as well as its underlying assumptions. We
then propose a graph interpretation of it, and discuss its theoretical feasibil-
ity. The next two sections describe our main contributions. Section 3 explains
how to recover substitution table T1 from the sole knowledge of secret key K and
Section 4 explains how to do without the secret key knowledge. In Section 5, we
discuss the threat of SCARE attacks and suggest practical counter-measures.
We finally conclude this paper in Section 6.

2 Retrieving Table T2 with Known Key K and Known
Table T1

2.1 Description of Novak’s Attack

As for any GSM A3/A8 instance, the cryptographic algorithm attacked by Novak
in [8] takes a 16-byte challenge M = (m0, . . . , m15) and a 16-byte secret key
K = (k0, . . . , k15) on input, and produces a 32-bit message authentication code
SRES and a 64-bit voice ciphering session key KC .
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Novak’s attack relies on three assumptions:

Assumption 1 (Observational). The attacker is supposed to be able to detect
by side-channel analysis whether intermediate values at two given points during
the execution of the algorithm are the same.

While not unrealistic, it may not be so obvious why and when this assumption
should be verified in practice. As an illustrative example, this assumption is not
verified when the device perfectly leaks according to the linear Hamming Weight
model. In that case, two data with equal Hamming weights can not be distin-
guished from each other by side-channel observation. Nevertheless, we practically
checked and confirmed that some experimental settings are compatible with As-
sumption 1. Indeed, it is possible to detect equality of intermediate results in the
Hamming Distance model. This may be achieved by consolidating information
of equal Hamming distances with respect to several reference states.

Note that this assumption has previously been used in [9] and [10] to devise
collision-based side channel attacks in the classical key recovery context.

Assumption 2 (Prior structural knowledge). The attacker is supposed to
know the structure of the very beginning of the proposed target algorithm. Namely,
he must know that the application of function f (as depicted in Figure 1) to
each one of the pairs {(mi, ki)}i=0,...,15 forms the very first layer of operations
performed onto the input data.

Note that in his goal to retrieve the value of the substitution table(s), the at-
tacker does not need to know more about the structure of the algorithm. In
particular, he does not need to know the number of rounds and (if applicable)
the number of sub-rounds per round.1, nor how is achieved the diffusion process
in the algorithm.

Assumption 3 (Prior data knowledge). In order to retrieve table T2, the
attacker is supposed to know the whole content of table T1 and the secret key K.

This last assumption is by far the main limitation in Novak’s attack. In par-
ticular, it is hardly plausible that an attacker managed to get the content of
T1, and didn’t know T2. Furthermore, the required knowledge of the secret key
constitutes an additional barrier.

In the sequel, iteration i refers to an application of f to a pair (mi, ki) in
the first layer. An observation of two intermediate values for different iterations
(resp. for the same iteration) is called a cross-iteration (resp. intra-iteration)
observation.

Definition 1. Let R(2)
α,β be the set of input pairs (mα, m′

β) producing two iden-
tical values at point P2 (cf. Figure 1) for iterations α and β, namely

R(2)
α,β =

{
(mα, m′

β) : T1(T2(T1(mα ⊕ kα) ⊕ mα)) ⊕ (mα ⊕ kα)

= T1(T2(T1(m′
β ⊕ kβ) ⊕ m′

β)) ⊕ (m′
β ⊕ kβ)

}
.

1 A widely used and now public GSM algorithm, COMP128, owns a round structure
divided in 5 similar sub-rounds.
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Fig. 1. Synopsis of function f

By Assumption 1, it is possible to collect the set of pairs

R(2) =
⋃

α,β

R(2)
α,β

for which an intermediate equality occurs at point P2 in the first layer.
We note that, by incrementing all message bytes in parallel, only 256 invoca-

tions of the algorithm are needed to collect the set of pairs R(2).
Each one of these pairs links two different entries of T2 together by the

equation:
T1(T2(xα)) ⊕ T1(T2(x′

β)) = d (1)

with ⎧
⎪⎨

⎪⎩

xα = T1(mα ⊕ kα) ⊕ mα

x′
β = T1(m′

β ⊕ kβ) ⊕ m′
β

d = (mα ⊕ kα) ⊕ (m′
β ⊕ kβ)

(2)

where xα, x′
β and d are known from Assumption 3.

Each such relation gives the opportunity to link together (if not already done)
two different T2 entries. This decrements by one the degree of freedom (d.o.f.)
of the table, that is, the number of remaining independent T2 entries.

Once the d.o.f. of T2 is reduced to 1, all T2 entries may be infered from any
of them, e.g. from T2(0). There so remain 256 possible candidates for the whole
content of the table. The attacker may then identify the correct T2 value by
DPA-like [6] or CPA-like (correlation based) [1] techniques.

Alternatively, and only if he knows all other details of the algorithm, the
attacker may also identify the correct T2 value by a classical plaintext/ciphertext
comparison. We stress that this knowledge is not mandatory for none of the



An Improved SCARE Cryptanalysis 147

attacks presented in this paper. Only the knowledge of the structure of the first
layer (Assumption 2) is merely required to carry out the attacks.

2.2 Graph Interpretation

In this section, we propose an interpretation of the attack principle in terms of
graph, discuss some implementation aspects, and present theoretical arguments
for its feasibility.

Observing equal intermediate values at point P2 links together, by parameter
d, two T2 entries with indices x and x′. This basic relationship suggests a graph
interpretation of the current knowledge that the attacker acquired so far about
the constraints on T2.

The graph of constraints on T2 is a labelled undirected graph G(2) whose
vertices are the indices of the different T2 entries, and where an edge labelled d

between two vertices x and x′ (noted x
d
� x′) means that T2(x) and T2(x′) are

linked together by the relation:

T1(T2(x)) ⊕ T1(T2(x′)) = d . (3)

At the beginning of the attack, graph G(2) contains no edge, each vertex
from 0 to 255 being apart from each other. This means that each entry is a
priori independent of all others (except for the fact that they are all different
from each other since T2 is a permutation). There are 256 different connected
components, each containing only one vertex. The d.o.f. of T2 is then also equal
to 256.

Each time a relation like Equation (3) is to be exploited, the attacker con-
nects vertices x and x′ (if they were not) by a d-labelled edge. This results in a
graph containing one less connected component. Note that the number of inde-
pendent entries in T2 (the d.o.f.) still remains equal to the number of connected
components in G(2).

Proposition 1 (Edge transitivity). For any vertices x, x′, x′′, and any edge
labels d1 and d2,

x
d1� x′ and x′ d2� x′′ =⇒ x

d1⊕d2� x′′ .

Proof. This comes from the fact that
(
T1(T2(x)) ⊕ T1(T2(x′))

)
⊕

(
T1(T2(x′)) ⊕ T1(T2(x′′))

)
= T1(T2(x)) ⊕ T1(T2(x′′))

��

This proposition shows that it is possible to ensure that each connected compo-
nent of G(2) is fully connected.

2.2.1 Practical Exploitation of Observations
From a practical viewpoint, a possible and memory-efficient way to manage and
maintain the information contained in G(2) is to define two 256-byte arrays,
denoted comprep and delta, such that:
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– comprep[x] represents an identifier of the connected component comp(x) of x.
By convention, it is defined as the least vertex belonging to comp(x). This
vertex may be thought of as the representative of comp(x).

– delta[x] represents the d parameter of the relation linking the vertex x and
the representative of comp(x) (comprep[x]). In particular,

∀ x ∈ G(2), delta
[
comprep[x]

]
= 0.

The exploitation process of the relations starts with comprep = {0, 1, . . . ,
255} and delta = {0, 0, . . . , 0}, meaning that each vertex forms a connected
component by itself, of which it is obviously the representative.

Each time a relation is exploited, function AddRelationToGraph(x, x′, d) de-
fined in Figure 2 is called and possibly modifies the graph structure by merging
together the connected components of x and x′, if they were distinct.

Input: G given by comprep and delta arrays

(x, x′, d) an observational x
d
� x′ relation

Output: G with comp(x) and comp(x′) merged together

if (comprep[x] = comprep[x′]) then return G
if (comprep[x] > comprep[x′]) then swap(x, x′)
for all y ∈ comp(x′) \ {x′} do

AddPointToGraph(x, y, d ⊕ delta[x′] ⊕ delta[y])
endfor
AddPointToGraph(x, x′, d)

return G

Fig. 2. AddRelationToGraph(x, x′, d) function

This operation both preserve the convention that comprep[x] is minimal in
comp(x), and the property induced by Proposition 1. It also ensures that all
connected components are fully connected.

The process stops, either if there is no more relation to be exploited, or if
the graph is fully connected which is detectable by the fact that comprep =
{0, 0, . . . , 0}. In this later case, delta contains all the information required to
infer a possible candidate for T2 from each possible value t0 for its first element
T2(0). The attack then succeeds.

Note that in the case of an unfinished attack, the number of possible candi-
dates for T2 rapidly grows with the number of remaining connected components
in comprep (d.o.f.). This may become prohibitive if the number of remaining
component is not small enough. This motivates the following study of the con-
nectivity of G(2) after having exploited all relations.

2.2.2 Resulting Connectivity of G(2)

We first evaluate the number of relations that may be collected for the attack
when all possible message bytes are inputed at all possible iterations.
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Input: G given by comprep and delta arrays

(x, y, d) a x
d
� y relation

Output: G with y added to comp(x)

if (comprep[x] = comprep[y]) then return G
comprep[y] ← comprep[x]
delta[y] ← delta[x] ⊕ d

return G

Fig. 3. AddPointToGraph(x, y, d) function

For any given secret key K = (k0, . . . , k15), let

lK = Card({ki}i=0...15)

denote the number of distinct bytes of K. Let also g(m, k) denote the value at
point P2 when m and k are the input bytes to the function f .

For each possible intermediate value z ∈ {0 . . . 255} at point P2, we also define
SK(z) as the set of all preimages (m, k) of z at some iteration:

SK(z) = {(m, k) : k = ki for some i, and g(m, k) = z}.

Finally, let sK(z) = Card(SK(z)).
Each pair

(
(mα, kα), (m′

β , kβ)
)

of elements of SK(z) induces a local collision
at point P2. According to Equation (2), the corresponding pair (xα, x′

β) of T2
inputs forms an edge to be added to the graph of constraints on T2. The number
of such edges for a given z is

(
sK(z)

2

)
but many of them can be deduced from

others due to the transitivity property (Proposition 1). As these edges must not
be counted as new relations, the number of independant edges brought by SK(z)
to the graph G(2) is only sK(z)−1.2 The total number of such edges amounts to

nK =
255∑

z=0

(sK(z) − 1) = 256 · lK − 256 = 256 · (lK − 1).

Assuming that g(m, k) behaves like a random function, sets

{x = T1(m ⊕ k) ⊕ m : (m, k) ∈ SK(z)}z

behave like random samples of vertices, and the evolution of G(2) can be modeled
as a random graph process.

This kind of structure and the evolution of its components have been deeply
studied in graph theory. An asymptotic result from P. Erdős and A. Rnyi [4]
states that a random graph with n vertices and m ∼ 1

2 n logn random edges is
almost certainly connected when n → ∞.

2 We neglect the very unlikely case when s(z) = 0.
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For n = 256, the graph is connected once it contains m ≈ 710 edges. Given
that ([7])

Pr(lK = t) =
{

16
t

} ∏15
k=0(256 − k)

25616

where
{16

t

}
denotes the Stirling number of the second kind, we have

Pr(lK � 13) = Pr(nK � 3072) � 0.999.

This states that there are much more relations than needed for G(2) to be con-
nected. We confirmed this fact by many simulations with random permutations
T1 and T2 where it appears that the exploitation of only intra-iteration relations
is always sufficient to end up with a fully connected graph.

3 Retrieving Table T1 with Known Key K

The attack presented in [8] assumes the ability to detect equalities of intermedi-
ate results at point P2; the exploitation of such local collisions makes it possible
to recover T2.

In this section, we present a similar method that allows to recover T1 by
observing equalities of intermediate results at point P1 (see Figure 1).

Compared to Novak’s attack, our attack relies on the same observational and
structural prior knowledge assumptions (Assumptions 1 and 2). But the prior
data knowledge assumption (Assumption 3) is weakened and replaced with the
following one:

Assumption 3’ ([Weakened] prior data knowledge). In order to retrieve
table T1, the attacker is supposed to know secret key K. (Knowledge of T2 is not
needed.)

Definition 2. Let R(1)
α,β be the set of input pairs (mα, m′

β) producing two iden-
tical values at point P1 (cf. Figure 1) for iterations α and β, namely

R(1)
α,β =

{
(mα, m′

β) : T1(mα ⊕ kα) ⊕ mα = T1(m′
β ⊕ kβ) ⊕ m′

β

}
.

Similarly to Section 2.1, each pair (mα, m′
β) ∈ R(1)

α,β links two different entries
of T1 together by the equation:

T1(xα) ⊕ T1(x′
β) = d (4)

with ⎧
⎪⎨

⎪⎩

xα = mα ⊕ kα

x′
β = m′

β ⊕ kβ

d = mα ⊕ m′
β

. (5)

Here again, parameters xα, x′
β and d are known by the attacker

(Assumption 3’).
We make a specific remark concerning this case:
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Proposition 2. ∀α, β ∈ {0, . . . , 15}, we have3 R(1)
β,β = R(1)

α,α ⊕ (kα ⊕ kβ).

Proof. ∀m, m′ ∈ {0, . . . , 255}, we have

(m, m′) ∈ R(1)
α,α ⇐⇒ T1(m ⊕ kα) ⊕ m = T1(m′ ⊕ kα) ⊕ m′

⇐⇒ T1
(
(m ⊕ (kα ⊕ kβ)) ⊕ kβ

)
⊕ (m ⊕ (kα ⊕ kβ))

= T1
(
(m′ ⊕ (kα ⊕ kβ)) ⊕ kβ

)
⊕ (m′ ⊕ (kα ⊕ kβ))

⇐⇒ (m ⊕ (kα ⊕ kβ), m′ ⊕ (kα ⊕ kβ)) ∈ R(1)
β,β

⇐⇒ (m, m′) ⊕ (kα ⊕ kβ) ∈ R(1)
β,β . ��

This implies for the attacker that information about T1 brought by the whole
relation set R(1)

α,α is the same as the one brought by each other R(1)
β,β. Thus, it

is worth exploiting only one of the 16 intra-iteration relation sets. Hopefully,
such a remark does not apply to cross-iteration relation sets. Each one of the
cross-iteration relation sets is a priori informative. Compared to the case where
the attacker retrieves T2 by observing at point P2, the number of relation sets
to be exploited is reduced from 16+

(16
2

)
= 136 to 1 +

(16
2

)
= 121. This does not

represent a noticeable penalty to carry out the attack.
The exploitation process of the relations is the same as in Section 2.
The graph G(1) of constraints on T1 gathers all edges x

d
� x′ where T1(x) and

T1(x′) are linked together by the relation:

T1(x) ⊕ T1(x′) = d. (6)

The discussion about the connectivity of G(1) is essentially the same as in
Section 2.2.2 — g(m, k) being defined as the value at point P1, and vertices x
being equal to m ⊕ k instead of T1(m ⊕ k) ⊕ m.

G(1) is still modeled as a random graph, but there are slightly less available
random edges due to Proposition 2. Nevertheless, simulations confirmed that
this number of observed relations is still large enough to carry out the attack
successfully.

4 Retrieving Table T1 Without Knowing the Key

In the case where he does not know secret key K = (k0, . . . , k15), the attacker
can make guesses about its successive bytes.

By making a guess g0 about k0, the attacker is able to exploit relations be-
longing to R(1)

0,0. More generally, by making a guess gt = (g0, . . . , gt−1) about
the first t bytes kt = (k0, . . . , kt−1) of the key, the attacker is able to exploit all
relations in

R(1)
t

Δ=
⋃

0�α,β<t

R(1)
α,β .

3 By abuse of notations, for a vector x and a scalar δ, x⊕δ means that each component
of x is ⊕-ed with δ, i.e., if x = (x0, . . . , xt) then x⊕δ = (y0, . . . , yt) with yi = xi ⊕δ.
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For any guess gt, let G(1)(gt) denote the graph of constraints on T1 after
having exploited all relations in R(1)

t , and assuming that kt = gt.
Graph G(1)(gt) is said to be inconsistent whenever the edge transitivity prop-

erty (Proposition 1) is not verified; otherwise, it is said to be consistent. For any
incorrect guess gt, the odds for graph G(1)(gt) to be inconsistent increase with t.
This suggests an in-width first searching algorithm to retrieve T1.

Let Ct denote the set of all guesses gt (together with their corresponding graph
G(1)(gt)) for which G(1)(gt) is consistent. At depth t + 1, when guessing byte
kt with each possible value gt, each graph G(1)(gt) in Ct is further constrained
with all relations in R(1)

t+1 \ R(1)
t . Provided that it is still consistent, each such

updated graph G(1)(gt+1) is then stored (together with gt+1) in Ct+1.
Before going further, we give a slight generalization of Definition 2:

Definition 2’. For any given k, let R(1)
α,β(k) be the set of input pairs (mα, m′

β)
producing two identical values at point P1 for iterations α and β, when the secret
key is k.

Proposition 3. ∀α, β ∈ {0, . . . , 15}, ∀δ ∈ {0, . . . , 255}, we have

R(1)
α,β(k ⊕ δ) = R(1)

α,β(k) ⊕ δ .

Proof. ∀m, m′ ∈ {0, . . . , 255}, we have

(m, m′) ∈ R(1)
α,β(k) ⇐⇒ T1(m ⊕ kα) ⊕ m = T1(m′ ⊕ kβ) ⊕ m′

⇐⇒ T1
(
(m ⊕ δ) ⊕ (kα ⊕ δ)

)
⊕ (m ⊕ δ)

= T1
(
(m′ ⊕ δ) ⊕ (kβ ⊕ δ)

)
⊕ (m′ ⊕ δ)

⇐⇒ (m ⊕ δ, m′ ⊕ δ) ∈ R(1)
α,β(k ⊕ δ)

⇐⇒ (m, m′) ⊕ δ ∈ R(1)
α,β(k ⊕ δ) . ��

Given that each T1 entry x = m⊕k linearly depends on m, Proposition 3 implies
the existence of equivalence classes of pairs (table, key). For any δ, the same set
of observed relations may suggest a given value for T1 if the secret key is k, as
well as a table deduced from the previous one by XOR-ing its indices with δ if
the secret key is k ⊕ δ.

The consequence of this is twofold. First, exploiting equalities of intermediate
values at point P1 will, at best, disclose the value of T1 up to its first element (as
in the previously described attacks), but also up to a XOR of its indices with a
constant δ. Second, if a secret key k is compatible with observations then each
secret key k ⊕ δ is also compatible.

Taking these properties into account, the algorithm described above must be
modified in that only one guess about k0 (say g0 = 0) needs to be considered.
The rest of the algorithm remains unchanged.

Note that without any refutation of guesses which reveal their graph as in-
consistent, the number of guesses to be considered would increase exponentially
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with the depth t. Thus, one may wonder whether this in-width search process in-
deed requires a prohibitive number of guesses gt to be considered, or if incorrect
guesses prove themselves to be inconsistent so rapidly that the attack becomes
practicable.

Here again, simulations of this in-width guessing process showed that the
recovery of the relative value of T1 (up to a XOR of entries with T1(0), and up
to a XOR of indices with δ = k0) is actually effective. At depth t = 2, only few
(often less than 20) incorrect guesses remain alive, and for t = 3 or 4 only the
graph of the correct relative guess (up to k0) usually remains consistent. At that
point, the relative value of T1 is already known, but the attacker may choose
to continue this process and exploit relations implying successive iterations in
order to retrieve the remaining (relative) bytes of the secret key.

Finally, the relative values of T1 and K are retrieved, and the attacker only
needs to identify by DPA-like or CPA-like techniques (216 candidates about T1)
which (T1(0), k0) defines their correct absolute values.

We explained how an attacker may proceed to recover T1 and K from no
particular prior data knowledge. This step may then be followed by the basic
Novak’s attack in order to retrieve T2 as well.

5 Counter-Measures

By enhancing Novak’s work, the attacks presented in the previous sections make
it possible to recover the two substitution tables of a secret algorithm. The
exposure of such design details represents a threat at system level — as opposed
to the user level threat in a classical key recovery scenario. As the attacks need
to be performed only once, the secrecy of the algorithm specifications directly
relates to the protection offered by the weakest available product implementing
this A3/A8 GSM algorithm.

Fortunately, there are counter-measures preventing our attacks. Side-channel
leakage may be reduced via hardware features (including current scrambler
or dual-rail logic). Time randomization may be introduced by hardware (e.g.,
dummy cycles) or software (e.g., random delays) means, making harder the
comparison of waveforms at specific points. Finally, masking all intermediate
values, which is a classical counter-measure against statistical analysis, should
efficiently thwart our attacks, provided that the randomization is refreshed at
every iteration. We point the synergy provided by the combination of these pro-
tections, each one making it difficult to bypass each other. Provided that such
counter-measures are properly implemented, the observational assumption (As-
sumption 1) do not stand anymore, and the attacker is defeated.

6 Conclusion

A SCARE attack presented in [8] allows an attacker to recover the value of a
substitution table T2 which is part of the secret specifications of a GSM A3/A8
authentication and session key generation algorithm.
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We proposed a graph interpretation of this attack and proved, under the ran-
dom graph model, that the set of relations collectible by side-channel observation
is large enough to infer the whole table up to its first element.

Noticing that this first attack needs the knowledge of another substitution
table T1 used in this algorithm as well as the knowledge of the secret key K (As-
sumption 3), we presented a similar way to retrieve T1 from the sole knowledge
of secret key K. We then improved this later attack to recover T1 without even
knowing secret key K, which is also recovered as a by-product.

Our proposed attacks have been validated by simulation. Providing that the
observational assumption (Assumption 1) discussed in [8], and a weak prior
structural knowledge assumption (Assumption 2) are satisfied, our last attack
allows to recover both substitution tables T1 and T2 (as well as secret key K),
without additional prior data knowledge.

We stress that, unlike classical attack scenarii in which the target is usually
one’s cryptographic secret key, SCARE attacks are one-shot attacks in that they
jeopardize the specifications of the algorithm once for all. Should these specifi-
cations be publicized, a further analysis by cryptography researchers may then
reveal potential design flaws which will in turn threat all users within the sys-
tem. The security of a system being that of its weakest link, this type of attacks
demonstrates the need for a generalization of carefully designed implementa-
tions. Also, and despite the progressive replacement of GSM algorithms with
open standards such as KASUMI and AES in 3G networks, our work illustrates
once again the need to depart from the security by obscurity alone paradigm.

We hope that this contribution, together with [3] and [8], will open new per-
spectives for side-channel analysis applied to reverse engineering.
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Abstract. In 1999, Yang and Shieh proposed two authentication
schemes with smart cards, one is timestamp-based password authentica-
tion scheme and other is nonce-based password authentication scheme.
In 2002, Chan and Cheng pointed out that Yang and Shieh’s timestamp-
based password authentication scheme is insecure to vulnerable forgery
attack. Further, in 2003, Sun and Yeh showed that Yang and Shieh’s
both schemes are insecure to vulnerable forgery attack. In 2005, Yang et
al. proposed the improvement of Yang and Shieh’s password authentica-
tion schemes to withstand Sun and Yeh’s forgery attack. In 2005, Kim
et al. pointed out the security weaknesses to forgery attacks on Yang et
al.’s schemes and they further proposed the improvement of Yang et al.’s
schemes in order to resist their attacks. In this paper, we show that the
Kim et al.’s password authentication schemes have security weaknesses
to forgery attacks. Further, we propose the improvement of Kim et al.’s
schemes in order to eliminate these weaknesses.

Keywords: Authentication, Smart card, Attack, Timestamp, Nonce.

1 Introduction

In a remote user authentication scheme, a remote user can be authenticated by
the remote server over a public channel. In 1981, Lamport [1] first proposed a
well-known hash-based password authentication scheme to authenticate a remote
user by a remote server over an insecure channel. His scheme resists replay
attack, but it requires a verification (password) table to verify the legitimacy
of a login user. In 2000, Hwang and Li [2] pointed out that Lamport’s scheme
[1] has weaknesses such as the risk to modify the password table and the cost
of managing and protecting the table. After his scheme, several authentication
schemes [3,4,5,6] have been proposed. In 1999, Yang and Shieh proposed two
password authentication schemes [7] with smart cards which are the timestamp-
based and the nonce-based authentication schemes. In 2002, Chan and Cheng
[8] pointed out that Yang and Shieh’s timestamp-based password authentication
scheme [7] is insecure to vulnerable forgery attack. Further, in 2003, Sun and Yeh
[9] showed that Yang and Shieh’s password schemes [7] are insecure to vulnerable
forgery attack. In 2005, Yang et al. [10] proposed the improvement of Yang
and Shieh’s password based authentication schemes [7] to withstand the forgery
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attack of Sun and Yeh [9]. In 2005, Kim et al. [11] found the security weaknesses
to forgery attacks on Yang et al.’s schemes [10] and then they proposed the
improvement of Yang et al.’s schemes to resist their forgery attacks. In this paper,
we demonstrate that the Kim et al.’s password authentication schemes [11] have
security weaknesses to forgery attacks. Further, we propose the improvement of
Kim et al.’s schemes in order to eliminate these weaknesses.

The remainder of this paper is organized as follows. Section 2 briefly reviews
the Kim et al.’s schemes [11]. Section 3 shows the security weaknesses of Kim et
al.’s password authentication schemes. In Section 4, we describe our improved
schemes. We provide the security analysis for our schemes in Section 5. Finally,
Section 6 concludes the paper.

2 Brief Review of Kim et al.’s Schemes

In this section, we briefly review the Kim et al.’s schemes [11], one is timestamp-
based password authentication scheme and other is nonce-based password au-
thentication scheme.

2.1 Timestamp-Based Password Authentication Scheme

It consists of three phases, namely, registration, login and verification phases.

[Registration phase]
If a user Ui wants to register, he first transmits his identity IDi and password
PWi to the key information center (KIC) by a secure channel. On receiving the
registration request, the KIC performs the following operations:

– Step-1: Choose two large primes p and q and compute their product as
n = pq.

– Step-2: Choose a prime e as public parameter, where 1 < e < (p − 1)(q − 1)
and then compute secret key d as d = e−1 mod (p − 1)(q − 1).

– Step-3: Choose g as a primitive element on both GF (p) and GF (q), where
g is public parameter and GF (p) stands for the Galois field over prime p.

– Step-4: Generate a smart card’s identifier CIDi, and compute Si = IDCIDi·d
i

mod n and hi = gPWi·d mod n.
– Step-5: Load the parameters (n, e, g, IDi, CIDi, Si, hi) into the memory of

smart card and issue it for Ui.

[Login phase]
If a user Ui wants to login to the KIC, he first inserts his card into a card reader
and then submits his identity IDi and password PWi. Then, the smart card
performs the following steps:

– Step-1: Generate a random number ri.
– Step-2: Compute Xi = gPWi·ri·e mod n and Yi = hri

i · ST
i mod n, where T is

the current login timestamp.
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– Step-3: Transmit the login request message M =〈 IDi,CIDi,Xi, Yi, n, e, g, T 〉
to the KIC.

[Authentication phase]
On receiving the login message M = 〈 IDi,CIDi,Xi, Yi, n, e, g, T 〉 at the times-
tamp T ∗, the KIC authenticates the user Ui as follows.

– Step-1: Check the validity of IDi and CIDi. If any one of these two is invalid,
the KIC rejects the login request; otherwise go to Step-2.

– Step-2: Verify the validity of the time interval between T ∗ and T . If T ∗−T <
�T , go to Step-3; otherwise the KIC rejects it. �T denotes the expected
valid time interval for transmission delay.

– Step-3: Check whether

Y e
i = Xd

i · IDCIDi·T
i mod n. (1)

If the above equality holds good, the KIC accepts the login request message;
otherwise the KIC rejects it.

2.2 Nonce-Based Password Authentication Scheme

This scheme consists of three phases, namely, login, registration and authentica-
tion phases.

[Registration phase]
This phase is same as registration phase of Kim et al.’s timestamp-based pass-
word authentication scheme described in Subsection 2.1.

[Login phase]
If a user Ui wants to login to the KIC, he first inserts his card into a card reader
and then submits his identity IDi and password PWi. Then, the smart card and
the KIC perform the following steps:

– Step-1: The smart card transmits the login requestmessage M1 =〈IDi, CIDi〉
to the KIC.

– Step-2: On receiving M1, the KIC checks the validity of both IDi and CIDi.
If any one of these is invalid, the KIC rejects it. Otherwise, the KIC computes
a nonce N = f(rj) and sends it to the smart card, where rj is a random
number and f(·) is a one-way hash function and go to Step-3.

– Step-3: After receiving N , the smart card generates a random number ri and
computes Xi = gPWi·ri·e mod n and Yi = hri

i · SN
i mod n.

– Step-4: The smart card then transmits the message M2 = 〈Xi, Yi, n, e, g〉 to
the KIC.

[Authentication phase]
On receiving the login request message M2, the KIC verify the validity of the
condition Y e

i = Xd
i · IDCIDi·N

i mod n. If the condition is valid, the KIC accepts
the login request message; otherwise the KIC rejects it.
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3 Cryptanalysis of Kim et al.’s Password Authentication
Schemes

In this section, we show two possible attacks on Kim et al.’s timestamp-based
password authentication scheme [11]. The details of the attacks are outlined as
follows.

Attack-1
In this attack, we show that without stolen a smart card of a user, say, Ui, an
adversary can create a forged login request message for any timestamp T ∗. Let
us consider an adversary A traps two valid login request messages M [1] = 〈IDi,
CIDi, X

[1]
i , Y

[1]
i , n, e, g, T [1]〉 and M [2] = 〈IDi, CIDi, X

[2]
i , Y

[2]
i , n, e, g, T [2]〉

from the transaction records sent by a user Ui to the KIC over a public channel
such that gcd(T [1], T [2]) = 1. Then, the following steps need to be executed
by the adversary A in order to generate a valid login request message for any
timestamp T ∗.

– Step-1: Choose two integers a and b such that aT [1] + bT [2] = 1.

– Step-2: Compute Y ∗
i = ((Y [1]

i )a · (Y [2]
i )b)T ∗

mod n, where Y
[1]
i = h

r
[1]
i

i ·
ST [1]

i mod n and Y
[2]
i = h

r
[2]
i

i · ST [2]

i mod n.
– Step-3: Compute X∗

i = ((X [1]
i )a · (X [2]

i )b)T ∗
mod n, where X

[1]
i = gPWi·r[1]

i ·e

mod n and X
[2]
i = gPWi·r[2]

i ·e mod n.
– Step-4: Transmit the login request message M∗ = 〈 IDi,CIDi,X∗

i , Y ∗
i ,

n, e, g, T ∗〉 to the KIC.

On receiving M∗, according to the Kim et al.’s protocol, the KIC first checks
the validity of IDi, CIDi and (T ′ − T ∗), where T ′ is the current timestamp of
the KIC’s machine. Obviously, IDi and CIDi are valid. In case, to check the
validity of (T ′ − T ∗), one should have (T ′ − T ∗) < �T . By guessing the value
of T ′, A can choose T ∗ in such a fashion that T ′ − T ∗ < �T holds. As a result,
T ′ − T ∗ is valid. Now, we prove that the authentication condition in Eqn. (1) is
true, which is shown below. We have,

Y ∗
i = ((Y [1]

i )a · (Y [2]
i )b)T ∗

mod n

= (hr
[1]
i

i · ST [1]

i )a·T ∗ · (hr
[2]
i

i · ST [2]

i )b·T ∗
mod n

= (gPWi·d·r[1]
i · IDCIDi·d·T [1]

i )a·T ∗ · (gPWi·d·r[2]
i · IDCIDi·d·T [2]

i )b·T ∗
mod n

= gPWi·d·(a·r[1]
i +b·r[2]

i )·T ∗
· ID

CIDi·d·(a·T [1]+b·T [2])·T ∗

i mod n

= gPWi·d·(a·r[1]
i +b·r[2]

i )·T ∗ · IDCIDi·d·T ∗

i mod n, [as a · T [1] + b · T [2] = 1 ]
(2)

and

X∗
i = ((X [1]

i )a · (X [2]
i )b)T ∗

mod n
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= (X [1]
i )a·T ∗ · (X [2]

i )b·T ∗
mod n

= (gPWi·r[1]
i ·e)a·T ∗ · (gPWi·r[2]

i ·e)b·T ∗
mod n

= gPWi·(a·r[1]
i +b·r[2]

i )·e·T ∗
mod n. (3)

Now, from Eqn. (2) and Eqn. (3), we obtain

(Y ∗
i )e = gPWi·(a·r[1]

i +b·r[2]
i )·T ∗

· IDCIDi·T ∗

i mod n

= (gPWi·(a·r[1]
i +b·r[2]

i )·T ∗·e)d · IDCIDi·T ∗

i mod n

= (X∗
i )d · IDCIDi·T ∗

i mod n. (4)

Therefore, the forged login request message M∗ satisfies the validity of authenti-
cation of the KIC. Hence, A can impersonate as a valid user to login to the KIC.
Similarly, this attack can readily be extended to the Kim et al.’s nonce-based
password authentication scheme.

Attack-2
Let an adversary A intercept a login request message M = 〈 IDi,CIDi,Xi, Yi,
n, e, g, T 〉 sent by a user Ui to the KIC over a public channel. In order to create
a forged login request message, the adversary A performs the following steps.

– Step-1: Choose a number R, 1 < R < n−1, and compute X ′
i = Xi·Re2

mod n
and Y ′

i = Yi · R mod n.
– Step-2: Transmit M′ = 〈 IDi,CIDi,X ′

i, Y ′
i , n, e, g, T 〉 to the KIC.

On receiving M′, the KIC verifies the validity of the condition (Y ′
i )e = (X ′

i)
d ·

IDCIDi·T
i mod n. Now, we prove that this condition is true, which is shown

below:

(Y ′
i )e = (Yi · R)e mod n

= Y e
i · Re mod n

= (Xd
i · IDCIDi·T

i ) · Re mod n [Using Eqn. (1)]

= (Xd
i · Re) · IDCIDi·T

i mod n

= (Xi · Re2
)d · IDCIDi·T

i mod n

= (X ′
i)

d · IDCIDi·T
i mod n.

Hence, the login request message M′ satisfies the validity of authentication of
the KIC. Thus, A can impersonate as a valid user to create forged login request
message to the KIC. Similarly, this attack can be mounted on Kim et al.’s nonce-
based password authentication scheme.

4 Our Improved Schemes

In this section, we propose the improvement of Kim et al.’s schemes [11] to
remedy our forgery attacks described in Section 3.
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4.1 Timestamp-Based Password Authentication Scheme

This scheme has three phases, namely, registration, login and verification phases.

[Registration phase]
This phase remains same as that in Kim et al.’s timestamp-based password
authentication scheme [11] described in Subsection 2.1.

[Login phase]
If a user Ui wants to login to the KIC, he first inserts his card into a card reader
and then submits his identity IDi and password PWi. Then, the smart card
performs the following steps:

– Step-1: Generate a random number ri.
– Step-2: Compute Xi = gPWi·ri mod n and Yi = SXi

i · hri·T
i mod n, where T

is the current login timestamp.
– Step-3: Transmit the login request message 〈IDi,CIDi,Xi, Yi, n, e, g, T 〉 to

the KIC.

[Authentication phase]
On receiving the message 〈IDi,CIDi,Xi, Yi, n, e, g, T 〉 at timestamp T ′, the KIC
authenticates the user Ui as follows.

– Step-1: Check the validity of IDi and CIDi. If any one of these two is invalid,
the KIC rejects the login request; otherwise go to Step-2.

– Step-2: Verify the validity of the time interval between T ∗ and T . If T ∗−T <
�T , go to Step-3; otherwise the KIC rejects it. Here �T denotes the expected
valid time interval for transmission delay.

– Step-3: Check whether the condition

Y e
i = IDCIDi·Xi

i · XT
i mod n (5)

is valid or not. If the condition is valid, the KIC accepts the login request;
otherwise the KIC rejects it.

We now show the correctness of the condition in Eqn. (5), which is as follows.

Y e
i = (SXi

i )e · (hri·T
i )e mod n

= IDCIDi·Xi

i · gPWi·ri·T mod n

= IDCIDi·Xi

i · XT
i mod n. (6)

4.2 Nonce-Based Password Authentication Scheme

This scheme has three phases, namely, registration, login and verification phases.

[Registration phase]
This phase is same as that in Kim et al.’s timestamp-based password authenti-
cation scheme [11] described in Subsection 2.1.
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[Login phase]
If a user Ui wants to login to the KIC, he first inserts his card into a card reader
and then submits his identity IDi and password PWi. Then, the smart card and
the KIC execute the following steps:

– Step-1 & Step-2: These steps are same as those in Kim et el.’s nonce-based
password authentication scheme [11].

– Step-3: On receiving the nonce N , the smart card computes Xi = gPWi·ri

mod n and Yi = SXi

i · hri·N
i mod n.

– Step-4: The smart cards transmits the message M2 = 〈Xi, Yi, n, e, g〉 to the
KIC.

[Authentication phase]
On receiving M2 = 〈Xi, Yi, n, e, g〉, the KIC checks the validity of the condition

Y e
i = IDCIDi·Xi

i · XN
i mod n. (7)

If the condition is valid, the KIC accepts the login request; otherwise the KIC
rejects it.

The correctness of the condition in Eqn. (7) is shown below:

Y e
i = (SXi

i )e · (hri·N
i )e mod n

= IDCIDi·Xi

i · gPWi·ri·N mod n

= IDCIDi·Xi

i · XN
i mod n.

5 Security Analysis

In this section, we describe security analysis of our proposed schemes.
In our schemes, since g is a primitive element on both GF (p) and GF (q) and

further n = pq is a product of two large prime factors, computation of a dis-
crete logarithm modulo n without knowing the prime factors of n is an infeasible
problem, as presented in [12]. That is, the computation of x from given y and
n, where y = gx mod n, is an infeasible problem due to the discrete logarithm
problem because of the fact that order of g is large on both GF (p) and GF (q)
as well as the factorization of n is computationally hard. As a result, even if
Si = IDCIDi·d

i mod n and hi = gPWi·d mod n with IDi, CIDi and PWi are
known to an adversary, it is computationally infeasible to compute d. In the
following, we now describe that the proposed schemes are secure against some
possible attacks.

[Forgery attacks]
We describe that our improvement of Kim et al.’s schemes are secure against
Attack-1 and Attack-2 which have been described in Section 3.

The proposed Attack-1
In the following, we can show that Attack-1 described in Section 3 is infeasible
on our timestamp-based password authentication scheme.
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Let us consider an adversary A traps two valid login request messages M [1] =
〈 IDi,CIDi,X

[1]
i , Y [1]

i , n, e, g, T [1]〉 and M [2] = 〈 IDi,CIDi,X
[2]
i , Y [2]

i , n, e, g, T [2]〉
from the transaction records sent by a user Ui to the KIC such that gcd
(T [1], T [2]) = 1. Then, the adversary A performs the following steps as attack
procedure in our Attack-1 for any timestamp T ∗.

– Step-1: Choose two integers a and b such that aT [1] + bT [2] = 1.

– Step-2: Compute Y ∗
i = ((Y [1]

i )a · (Y [2]
i )b)T ∗

mod n, where Y
[1]
i = S

X
[1]
i

i ·
h

r
[1]
i ·T [1]

i mod n and Y
[2]
i = S

X
[2]
i

i · hr
[2]
i ·T [2]

i mod n.
– Step-3: Compute X∗

i = ((X [1]
i )a · (X [2]

i )b)T ∗
mod n, where X

[1]
i = gPWi·r[1]

i

mod n and X
[2]
i = gPWi·r[2]

i mod n.
– Step-4: Transmit the login request message M∗ = 〈IDi, CIDi, X∗

i , Y ∗
i ,

n, e, g, T ∗〉 to the KIC.

We now prove that the authentication condition (Y ∗
i )e = ID

CIDi·X∗
i

i · (X∗
i )T ∗

mod n is not valid, which is shown below:

(Y ∗
i )e = ((Y [1]

i )a · (Y [2]
i )b)e·T ∗

mod n

= ((SX
[1]
i

i · h
r
[1]
i ·T [1]

i )a · (SX
[2]
i

i · hr
[2]
i ·T [2]

i )b)e·T ∗
mod n

= (SX
[1]
i ·a+X

[2]
i ·b

i )e·T ∗ · (hr
[1]
i ·T [1]·a+r

[2]
i ·T [2]·b

i )e·T ∗
mod n

= ID
CIDi·(X[1]

i ·a+X
[2]
i ·b)·T ∗

i · gPWi·(r[1]
i ·T [1]·a+r

[2]
i ·T [2]·b)·T ∗

mod n,

(8)

(X∗
i )T ∗

= ((X [1]
i )a · (X [2]

i )b)T ∗
mod n

= gPWi·(r[1]
i ·a+r

[2]
i ·b)·T ∗

mod n. (9)

It is noted that (Y ∗
i )e �= IDCIDi·X∗

i · (X∗
i )T ∗

mod n from Eqn. (8) and Eqn. (9).
Hence, our timestamp-based password authentication scheme is secure against
Attack-1. In the similar fashion, one can show that this attack can not be
mounted on our nonce-based password authentication scheme.

The proposed Attack-2
In the following, we can show that Attack-2 described in Section 3 is infeasible
on our timestamp-based password authentication scheme.

Let an adversary A intercept a valid login request message M = 〈 IDi,CIDi,
Xi, Yi, n, e, g, T 〉 sent by a user Ui to KIC over a public channel. In order to
create a forge login request message as in our attack procedure in Attack-2, the
adversary A executes the following steps.

– Step-1: Choose a number R, 1 < R < n−1, and compute X ′
i = Xi·Re2

mod n
and Y ′

i = Yi · R mod n.
– Step-2: Transmit M′ = 〈 IDi,CIDi,X ′

i, Y ′
i , n, e, g, T 〉 to the KIC.
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On receiving M′, the KIC verifies the validity of the condition (Y ′
i )e =ID

CIDi·X′
i

i ·
(X ′

i)
T mod n. We have:

(Y ′
i )e = (Yi · R)e mod n

= Y e
i · Re mod n

= IDCIDi·Xi

i · XT
i · Re mod n [Using Eqn. (5)]

= IDCIDi·Xi

i · gPWi·ri·T · Re mod n. (10)

(X ′
i)

T = (Xi · Re2
)T mod n

= gPWi·ri·T · Re2·T mod n. (11)

From Eqn. (10) and Eqn. (11), we conclude that (Y ′
i )e �= ID

CIDi·X′
i

i · (X ′
i)

T

modn. Hence, the forged login request message M′ does not satisfy the validity
of authentication of the KIC. Thus, our timestamp-based password authentica-
tion scheme is secure against Attack-2. Further, this attack can not be mounted
on our nonce-based password authentication scheme.

[Password-guessing attack]
In our timestamp-based password authentication scheme, let an adversary A trap
a valid login request message M = 〈 IDi,CIDi,Xi, Yi, n, e, g, T 〉 of a user Ui. It
is noted that PWi is embedded in both Xi and Yi , where Xi = gPWi·ri mod n,
Yi = SXi

i · hri·T
i mod n, hi = gPWi·d mod n and Si = IDCIDi·d

i mod n. In lo-
gin phase of our timestamp-based password authentication scheme, since ri is a
random number generated by the smart card, it is infeasible to the adversary
A to guess the password PWi of the user Ui from M = 〈 IDi,CIDi,Xi, Yi,
n, e, g, T 〉 without knowing ri. Similarly, in our nonce-based password authenti-
cation scheme, it is also infeasible to guess the password PWi of the user Ui.

[Smart card loss attack]
It is possible that a user Ui has lost his smart card and an adversary gets it.
Another possibility is that an adversary actively steals a smart card of a user
Ui. Let an adversary A get a smart card of the user Ui. Then, A inserts the card
into a card reader and submits identity IDi. As the password-guessing attack is
infeasible in our schemes as described in previous attack procedure, the adversary
A needs to choose an arbitrary password, say, PWA and submits it. Then, the
smart card computes Xi = gPWA·ri mod n and Yi = SXi

i · hri·T
i mod n, where

hi = gPWi·d mod n and Si = IDCIDi·d
i mod n. We show that these Xi and Yi

do not satisfy the validity condition in Eqn. (5) as follows:

Y e
i = (SXi

i · hri·T
i )e mod n

= IDCIDi·Xi

i · gPWi·ri·T mod n, (12)

XT
i = gPWA·ri·T mod n. (13)
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From Eqn. (12), Eqn. (13) and since PWA �= PWi, it is clear that Y e
i �=

IDCIDi·Xi

i · XT
i mod n. As a result, A can not generate a valid login request

message to the KIC after getting a smart card of a user and without interacting
with that user or the KIC. Similarly, this attack can not be mounted on our
nonce-based password authentication scheme.

[Replay attack]
In our timestamp-based password authentication scheme, let an adversary A
attempt to record of the exchanged messages between a user Ui and the KIC.
The replay of the old request message M = 〈 IDi,CIDi,Xi, Yi, n, e, g, T 〉 sent
by the user Ui to the KIC fails because the validity of a message can be checked
through the timestamp. As a result, our timestamp-based password authenti-
cation scheme is secure against replay attack. In our nonce-based password au-
thentication scheme, a nonce N generated by the KIC is used to represent the
transaction uniquely between the smart card and the KIC. Let an adversary A
trap M1 = 〈IDi, CIDi〉, N and M2 = 〈Xi, Yi, n, e, g〉 from the previous commu-
nications between the smart card of Ui and the KIC over a public channel. Now,
A can try to attack by the following way:

– Step-1: A transmits the login request message M1 = 〈IDi, CIDi〉 to the
KIC.

– Step-2: On receiving M1, the KIC checks the validity of IDi and CIDi. It
is obvious that these are valid information. Then, the KIC computes a new
nonce N∗ = f(r∗j ) after choosing a random number r∗j .

– Step-3: Then, A transmits old M2 = 〈Xi, Yi, n, e, g〉, which is trapped by
A from previous communications between the smart card of Ui and the
KIC.

We show that Y e
i �= IDCIDi·Xi

i · XN∗

i mod n as follows. We have,

Y e
i = (SXi

i · hri·N
i )e mod n

= IDCIDi·Xi

i · gPWi·ri·N mod n, (14)

XN∗

i = gPWi·ri·N∗
mod n (15)

Since N∗ �= N , the replay request message M2 = 〈Xi, Yi, n, e, g〉 does not sat-
isfy the authentication condition shown in Eqn. (5). Hence, our nonce-based
password authentication scheme is secure against replay attack.

6 Conclusion

In this paper, we have shown that Kim et al.’s password authentication schemes
have security weaknesses to forgery attacks. Further, we have proposed the im-
provement of Kim et al.’s schemes to remedy these weaknesses.
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Emanations and Evaluation of
Tempest Countermeasures
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Abstract. It is well known that there is relationship between electro-
magnetic emanation and processing information in IT devices such as
personal computers and smart cards. By analyzing such electromagnetic
emanation, eavesdropper will be able to get some information, so it be-
comes a real threat of information security. In this paper, we show how
to estimate amount of information that is leaked as electromagnetic em-
anation. We assume the area between the IT device and the receiver
is a communication channel, and we define the amount of information
leakage via electromagnetic emanations by its channel capacity. By some
experimental results of Tempest, we show example estimations of amount
of information leakage. Using the value of channel capacity, we can cal-
culate the amount of information per pixel in the reconstructed image.
And we evaluate the effectiveness of Tempest fonts generated by Gaus-
sian method and its threshold of security.

Keyword: Electromagnetic emanation, EMC, Tempest, Eavesdropping,
Side-channel attack.

1 Introduction

Information leakage via electromagnetic emanations from IT devices is a well
known threat. Information concerning man-machine interfaces (such as monitors,
keyboards, printers, etc.) cannot be protected by crypto technologies, so they
are security risks. In particular, information displayed on a monitor (hereafter
called “displayed information”) is a very serious one.

An eavesdropper receiving electromagnetic emanations does not leave evi-
dence of their activity, and the victim notices nothing. Such a problem is known
as a “Tempest”, and various countermeasures have been proposed [3] [9] [15] [20].
They can be classified into two categories: hardware based and software based.
Almost all hardware-based countermeasures are aimed at preventing electromag-
netic emanations. Though the immediate effect is high, these countermeasures
are expensive, and the cost effectiveness is low. In addition, they most likely can-
not be built into current systems, and further maintenance of the infrastructure
would be needed. On the other hand, software-based countermeasures will make
it difficult to reconstruct information from received electromagnetic emanations.

P. McDaniel and S.K. Gupta (Eds.): ICISS 2007, LNCS 4812, pp. 167–179, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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Table 1. Tempest countermeasures

Method Purpose

Hardware filter/adapter prevention of emanation from parts (USB, serial
connector etc) of IT devices

infrastructure prevention of emanation from the buildings or
rooms (e.g. shielded room)

jamming interception of the receiving by generating an-
other emanation

Software image processing transformation of images which does not generate
strong emanation (e.g. TEMPEST fonts [12])

They are cheap and can easily be introduced into existing systems, but the effect
they have is limited. Examples are shown in Table 1.

The effectiveness of most countermeasures has been evaluated from the view-
point of EMC (Electro-Magnetic Compatibility) and experimental results of hu-
man subjectivity [5]. There are following major problems.

P1. Electromagnetic emanations from IT devices have a wide frequency band.
But they are not limited to the frequency band in which a strong emanation
occurs; that displayed information is included.

P2. The effectiveness of countermeasures is judged effective when testees cannot
read characters in a reconstructed image. However, the effectiveness does
not have any numerical value, and the threshold of successful effectiveness
is vague. And there are no method to evaluate for displayed information
except characters such as figures, pictures, position of mouse cursor and
animation effects of operation such as touch panel.

In addition, the conditions of measurement differ for each proposer of counter-
measure, and the verification of an appropriate measurement is not performed.
Therefore, a third party cannot do a double check, and different countermeasures
cannot be compared. In particular, these problems have not been researched from
the viewpoint of information security. Problem P1 is part of the topic focusing on
the electromagnetic measurement area. Therefore, details of P1 are not discussed
in this paper. Kuhn shows a detailed analysis and constructive proposal to this
problem in his paper at CHES 2005 [9]. We contribute to solve problem P2.

In this paper, we describe a method for evaluating the effectiveness of the coun-
termeasures from the viewpoint of information theory. We assume the area be-
tween the IT device and the receiver is a communication channel, and we define
the amount of information leakage via electromagnetic emanations by its channel
capacity. Using the value of channel capacity, we can calculate the amount of in-
formation per pixel in the reconstructed image. When the target is a monochrome
image, if we can get 1.0[bit] per pixel or more, the image can be successfully re-
constructed. If a reconstructed image has 0.0[bit] per pixel, it will be a perfectly
random noise image. We show the experimental results of a comparison between
the amount of information leakage and the quality of the reconstructed image.
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From these results, we conclude that if a countermeasure can archive the recon-
structed image with about 0.8[bit] per pixel or less, it will be effective.

2 Information Leakage Via Electromagnetic Emanations

2.1 Channel Capacity of Continuous Channel

When a communication channel is given, the maximum amount of information
that a sender can transmit is calculated as the channel capacity. For an additive
Gaussian channel with band limited signal, the channel capacity C of continuous
channel is calculated as follows [17].

C = W log2

(
1 +

S

N

)
[bps], (2.1)

where S denotes the power of the signal, N denotes the power of the noise and
W denotes the bandwidth.

We assume the area between the target and the receiver to be an additive
Gaussian channel with limited band signal. Thus, we can estimate the amount
of information leakage can be received as channel capacity. However, in this case,
only the receiver exists, and the target does not generate a signal. We face the
following problems.

Q1. What is the signal?
Q2. Which frequency should be received?
Q3. How do we distinguish between signal and noise?

We discuss these problems.

2.2 Q1. What Is the Signal?

Since IT devices leak various kinds of processing information as electromagnetic
emanations, eavesdroppers should decide which signal to receive [14] [18]. For a
Tempest, the target signal is a video. The eavesdropper receives a video signal from
the electromagnetic emanations and gives vertical and horizontal synchronous sig-
nals to make the image. As a precondition, the eavesdropper can give the same
synchronous signal as the target, but this condition can be easily solved [3] [10]
[15] [20]. When the eavesdropper can see the reconstructed information as an im-
age, we can judge that he or she has succeeded in receiving the signal. When the
eavesdropper cannot make an image, he or she can be judged to have failed. In
this way, especially for information concerning man-machine interfaces, we can
easily judge success or failure because successfully reconstructed information can
be easily recognized. Therefore we can distinguish signal from noise easily.

2.3 Q2. Which Frequency Should Be Received?

Though the mechanism is not understood, we know based on experiments
that some frequency bands include video signal in the case of typical personal
computers. Some experimental results have already been published [3] [10] [20].
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Fig. 1. Spectral analysis of electromagnetic emanation from laptop computer

Therefore, we can determine the frequency and bandwidth for a successful eaves-
drop. Also, ITU-T SG5 has started to discuss these problems in regards to pro-
tecting against information leakage [5].

2.4 Q3. How Do We Distinguish Between Signal and Noise?

This is the main problem to solve in our paper because from the viewpoint of
EMC, all emanation is noise. Fig. 1 shows an experimental result of a spec-
tral analysis of electromagnetic emanations from a laptop computer. In this
experiment, we received frequency from 310[MHz] to 410[MHz]. Between about
340[MHz] and 375[MHz], we were able to make a reconstructed image. Therefore,
electromagnetic emanation in this frequency range can be judged to be a video
signal. In other ranges (310[MHz] ∼ 340[MHz] and 375[MHz] ∼ 410[MHz]), we
failed to make the image and therefore judged them to be noise. In our many
experiments, we could more easily distinguish the signal from the noise than
what we had expected.

2.5 Calculation of Channel Capacity

In the following, we used the measured value for the signal level and defined
the noise level to be the average of the signal level judged to be noise in the
measured range of frequency. It is difficult problem to determine the accurate
value of noise level and standard frequency range to be measured. For some
settings of measurement frequency range, noise level is larger than the signal.
Such situations have been confirmed by our experiments (e.g. using 500[MHz]
of frequency range). Theoretically, it is necessary to decide it by the level at the
frequency where the signal and the noise change. In the case of result shown
in Fig.1, the noise levels should be determined at 340[MHz] and at 375[MHz].
However we observed some measurement results that the difference between
level of low frequency and of high frequency is huge (there were difference of
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about 8[dB] ∼ 14[dB]). So, we experimentally searched for the adequate width of
measurement frequency band where the level of noise seems to be constant. After
some experiments, we conclude that 100[MHz] of frequency range is appropriate
to our purpose. Then we assumed the averaged value to be noise level.

Let S(f) be the measured signal level at frequency f(f1 ≤ f ≤ f2) and N
be the averaged noise level (see Fig.1(i)). Then, the channel capacity can be
calculated as follows [17].

C = max
∫ f2

f1

log2

(
1 +

S(f)
N

)
df [bit/sec] (2.2)

There is a relationship between the displayed image and the power of electro-
magnetic emanations. We confirmed from experiments that the strongest elec-
tromagnetic emanations are generated when the image changes from black to
white (or from white to black) horizontally [3]. We measured the maximum
value of S(f) by choosing the displayed image appropriately (using “maximum
hold mode”). Thus, we can calculate channel capacity C using measured S(f).

There are some methods for an accurate calculation of channel capacity from
measurement results. In this paper, we used following simple calculation. We
describe the accuracy of this method in section 3.2.

1. Since we get the measurement result as gain [dB], the value of the term S(f)
N

is calculated as follows.

S(f)
N

= 10
(measured value at f [Hz])−(averaged value N )

20 (2.3)

Note that gain [dB] = 20 log10
y
x , (x = input, y = output).

2. “ df” depends on the sampling rate of the receiver. Our receiver has 500,000
[samples/rate]. Using the receiver for measurement of 100[MHz] frequency
range, Δf is calculated as 100[MHz]/500,000=200[Hz].

3. Thus, we can calculate channel capacity as follows.
∫ f2

f1

log2

(
1 +

S(f)
N

)
df

=
∑

f1≤f≤f2

log2(1 + 10
(measured value)−(averaged value N )

20 ) × Δf(2.4)

Let V [bps] be the video signal in the personal computer. When C ≥ V , the
eavesdropper can get information on the video signal and make a sufficiently clear
image. When C < V , the eavesdropper can get some information and make a
vague reconstructed image. When S(f) = N , the value of C is the minimum
(Cmin = f2 − f1). Then we cannot get any reconstructed image.

3 Experimental Results and Analysis

3.1 Example Experiment

We show an experimental calculation of the channel capacity for a laptop com-
puter (PC), which was the target. The PC displayed the image shown in
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Fig. 2. Displayed image (1024x768[pixel] monochrome). These symbols contain all el-
ements (vertical line, horizontal line, hatched line, and curve) that compose the shape
of alphabets.

Fig. 2. We used a near magnetic field probe (Anritsu MP666A) to receive the
electromagnetic emanations. We placed the probe directly on PC (see Fig. 1(ii)).
The reason why such experiments are appropriate is shown in section 3.3. The
amount of information from the video signal, V [bps], is calculated as follows.

V = (# of colors [bit]) × (display resolution [pixel]) × (frame rate [fps])
= 24 × (1024 × 768) × 60 (3.1)

However, because Fig. 2 is a monochrome image, we should apply not 24[bit]
true-color but 1[bit] monochrome. Therefore, V was calculated as follows.

V = 1 × (1024 × 768) × 60
� 47[Mbps] (3.2)

We obtained the spectral analysis result shown in Fig. 3 (i). The averaged noise
level, N , is about 29.4[dBm] from the spectral analysis. The channel capacity,
C, was calculated as follows.

C =
∫ 370

350
log2

(
1 +

S(f)
N

)
df

� 100[Mbps] (3.3)

In this experiment, because C is significantly larger than V , we expected a clear
reconstructed image. To reconstruct displayed information, we set the bandwidth
value of the receiver to 20[MHz] and set the center frequency to 360[MHz] and
make the reconstructed image shown in Fig. 3(ii). The horizontal lines, such as
baseline of triangle and horizontal lines of square, have disappeared in the re-
constructed image. Because electromagnetic emanations are not generated from
parts without causing horizontal changes in the image, such parts are not re-
flected in the reconstructed image. Though such lost data occurred, we were
able to get enough semantics from the reconstructed image about the displayed
information.
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Fig. 3. Spectral analysis result and reconstructed image for Fig.2

3.2 Analysis of Results

From the value of C, we estimated that Fig. 3(ii) which is a reconstructed im-
age, is constructed using 2.12[bit] per pixel. This value shows the quality of the
reconstructed image. We call it Q, which is defined as follows.

Q =
C[bps]

display resolution [pixel] × frame rate [fps]
[bit] (3.4)

The color information cannot be reproduced in the reconstructed image, and
the reconstructed image is expressed only by brightness and contrast. So, the
value of Q means the number of steps in the gray scale of the reconstructed
image. Therefore, if the value of Q is large, a detailed reconstructed image will
be made. We estimate the maximum value of Q will be 8[bit] because each color
(red, green, and blue) in the VESA standard was expressed by an 8[bit] value
[21]. Q = 0.0 is the minimum value and a reconstructed image will be perfectly
random noise.

We estimate the value of Q using C which is calculated by the method shown
in section 2.5. The error margin of averaged N influences the accuracy of C. Let
ΔN be the error margin of N . So , the error margin of Q, ΔQ, is calculated as
follows.

ΔQ =
ΔN × (f2 − f1)

display resolution [pixel] × frame rate [fps]
[bit] (3.5)

Under the condition of 1024×768 [pixel], 60 [fps] and bandwidth f2−f1=20[MHz],
when the accuracy of ΔQ = 0.01 is needed, the requirement of the accuracy for
ΔN is as follows.
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0.01 =
ΔN × (20 × 106)
(1024 × 768) × 60

⇒ ΔN � 0.024[dB] (3.6)

Because the experiments shown in this paper were conducted in a general room,
we expect that our results have no such accuracy. But we expect that such high
accuracy can be achieved if the experiments are conducted in an appropriate
environment such as in a shielded room.

3.3 Conditions of Measurement

In this paper, we show the results of measurement using a near magnetic field
probe. In the fact, there are various way to receive electromagnetic emanation;
using antennas, injection probes for power supply line and so on. A Tempest
attack using near magnetic field probe is not realistic thereat comparing attacks
using antenna or injection probe (example attacks are shown in [10] and [20]).
However, from the viewpoint of measurement, it is an ideal scheme, because our
measurement have large signal-noise ratio. We can use the results using near
magnetic field probe to estimate the results using other method. We need to
refer to [5] to convert the results. Kuhn also refers the appropriate measurement
environment and the specification of equipments in [9].

4 Effectiveness of Countermeasures

We hoped that the countermeasure would achieve Q = 0.0. However, cost and
physical restrictions make it difficult to achieve. Moreover, some cases are secure
even when Q > 0.0. For example, the eavesdropper succeed in making recon-
structed images but he or she could not get any semantics because the shapes
of many fonts were broken in reconstructed images. In such a case, Q is larger
than 0.0[bit].

“Tempest fonts” are software based countermeasure and they have been de-
veloped expecting such effect [8] [12] [20]. We can use them simply by installing
them on the system, special equipment is not needed, and they are cheap. We
can find some free fonts at “SearchFreeFonts.com”. However, the effectiveness is
limited as mentioned before. Many methods can be used to make Tempest fonts.
In this paper, we evaluate the Gaussian method from the viewpoint of the value
of Q [20].

The Gaussian method is a technique for smoothing images by using a Gauss
filter. To use the Gauss function for the filter, the value is calculated according
to the distance from the center pixel, (xa, yb), using the following formula.

P (xa, yb) =
1

2πσ

∑

i

∑

j

e−
(xi−xa)2

2σ2 e−
(yj −yb)2

2σ2 P (xi, yj), (4.1)

where P (xi, yj) denotes the value of pixel (xi, yj), and σ denotes the standard de-
viation of the distribution. The distance from (xa, yb) is called the radius [pixel].
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Fig. 4. Spectral analysis results for G1, G2 and G3

Fig. 5. Spectral analysis result with 10[dB] attenuator

The effectiveness of the Gauss filter is decided based on the radius and devia-
tion. The strongest electromagnetic emanations are generated when the image
changes from black to white (or from white to black) directly. But in a black-
and-white image through a Gaussian filter, gradation is generated. The power of
electromagnetic emanations generated for each step in gradation is smaller than
the power generated for direct changes from black to white. Therefore detailed
gradation suppresses strong electromagnetic emanations.

We made three images; G1 was made from Fig. 2 through a Gaussian filter
with radius=1[pixel], G2 was made through a filter with radius=2[pixel], and G3
was made from G1 through a filter with radius=1[pixel]. The gradation is in the
order of G1, G2, and G3. The spectral analysis results are shown in Fig. 4. In
addition, the spectral analysis result for Fig. 2 when the gain was reduced with
a 10[dB] attenuator is shown in Fig. 5. The reconstructed images are labeled as
follows and shown in Fig.6.

R0: reconstructed from Fig. 2
R1: reconstructed from Fig. 2 with 10[dB] attenuator
R2: reconstructed from G1
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Fig. 6. Reconstructed images R0 ∼ R4

Table 2. Result of subjective test

Reconstructed image Channel capacity [bps] Quality Q [bit] Result

R0 100.0[Mbps] 2.12[bit] perfectly readable

R1 69.2[Mbps] 1.50[bit] almost readable

R2 41.2[Mbps] 0.87[bit] partially readable

R3 36.2[Mbps] 0.76[bit] no readable

R4 31.7[Mbps] 0.67[bit] no readable

R3: reconstructed from G2
R4: reconstructed from G3

Because of the characteristics of reconstructed images, they (especially R2, R3
and R4) may be hard to see on the paper.

We conducted a subjective test. Each testee permuted these images to make
the legible order. All testees answered that R0 is the most legible at first. In the
same way, they claimed that R1 is also clear image. Though it will be difficult
to see in printed images, vertical lines of square in R2 was recognized easily by
testees. And they noticed part of circle and hatched lines of triangle after a while.
All testees answered that he or she cannot see anything in R3 and R4. Moreover,
they could not distinguish R3 and R4 and allocate the order. These results are
concluded in Table 2. As the results, we expected that the countermeasure that
archives Q < 0.8 will be sufficiently effective for Fig.2. After some experiments
using other displayed images and using other generating methods of Tempest
fonts, we concluded Q = 0.8 will be the threshold value that we can determine
effective countermeasure. However, we need more discussions about scheme of
subjective test and we will need some psychological method such as affordance.

5 Discussion

5.1 Validity of Value Q

From the results of the subjective experiment shown in section 4, we can confirm
that the value of Q and the quality of the reconstructed image closely correspond.
For instance, there are no opinion that Q = 0.9 is more legible than Q = 1.2. The
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effectiveness of the countermeasures (without distinguishing between hardware
and software) can be mutually compared when displaying the same image for
the same PC by measuring the value of Q.

However, for some cases, the displayed image will change the threshold of
Q for an effective countermeasure. For example, the value of Q for effective
countermeasures may be different for 10-point and 24-point character fonts. In
this case, the value of an effective Q for a 10-point font will be larger than
that for a 24-point one. In addition, user-friendliness is an important factor in
comparing Tempest fonts. A high effectiveness of countermeasure and legibility
may not coexist, so we need to find a balance between the two. Finding solutions
to these problems will be part of our future work.

5.2 Increase in the Value Q by Image Processing

A reconstructed image can be made clear by storing the received data and by
applying image processing such as averaging to it [20]. As a result, an image
where the value of Q increases can be obtained. For example, because Q=2.12
for the results of Fig. 2, we can estimate that the maximum value of Q is reached
using data that is stored for about four seconds. Therefore, the resulting image
will be a “complete reconstructed image”. Even if it is such an image, the color
information and horizontal lines disappear. Thus, there is an upper bound in the
quality of the reconstructed image. If the upper bound can be estimated, the
necessary amount of data that should be stored can be estimated. We will show
such an estimation in our future work.

5.3 Evaluation of Physical Security and Side-Channel Attacks

Side-channel attack is a typical physical security topic [1] [4] [6] [16]. Generated
physical phenomenon (electric power, electromagnetic emanation, heat, light and
so on) when IT devices operate is called side-channel information. The amount
of changes of physical phenomenon is related to information that IT devices
process. Side-channel attack uses the such changes of side-channel information
to derive processing information. From such a viewpoint, Tempest is one of side-
channel attacks.

The amount of information leakage as side-channel information can be esti-
mated by channel capacity shown as this paper. For example, in the case of EM
side-channel cryptanalysis, we can adapt our method to estimate the amount of
information leakage [1] [4] [16] [18]. From the result, we will be able to determine
the necessary number of sampling data. The attacker needs one operation of a
crypto module for one data sampling, so a huge amount of time is needed. Thus,
we want to know the minimum number of samplings for the security evalua-
tion. In addition, we will be able to estimate the effectiveness of countermeasure
against EM side-channel cryptanalysis.

For the other side-hannel information, we need to determine the signal and
noise appropriately. We will be able to know signal-noise ratio from the difference
between operation state and stationary state for power cryptanalysis such as SPA
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and DPA [6] [7]. In the case of optical side-channel information, it will be able to
estimate from the change in the brightness with operation [13] [19]. This theme
will also be part of our next work.
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In: Koç, Ç.K., Naccache, D., Paar, C. (eds.) CHES 2001. LNCS, vol. 2162, pp.
251–261. Springer, Heidelberg (2001)

5. International Telecommunication Union, Telecommunication Standardization Sec-
tor (ITU-T) Study Group 5, Protection against electromagnetic environment ef-
fects, http://www.itu.int/ITU-T/studygroups/com05/index.asp

6. Kocher, P.: Timing attacks on implementations of Diffie-Hellman, RSA, DSS, and
other systems. In: Koblitz, N. (ed.) CRYPTO 1996. LNCS, vol. 1109, pp. 104–113.
Springer, Heidelberg (1996)

7. Kocher, P., Jaffe, J., Jub, B.: Differential power analysis. In: Wiener, M.J. (ed.)
CRYPTO 1999. LNCS, vol. 1666, pp. 388–397. Springer, Heidelberg (1999)

8. Kuhn, M.: Filtered-tempest fonts, available at
http://www.c1.cam.ac.uk/∼mgk25/st-fonts.zip

9. Kuhn, M.: Security Limits for Compromising Emanations. In: Rao, J.R., Sunar,
B. (eds.) CHES 2005. LNCS, vol. 3659, pp. 265–279. Springer, Heidelberg (2005)

10. Kuhn, M.: Electromagnetic Eavesdropping Risks of Flat-Panel Displays. In: Mar-
tin, D., Serjantov, A. (eds.) PET 2004. LNCS, vol. 3424, pp. 88–107. Springer,
Heidelberg (2005)

11. Kuhn, M.: Optical Time-Domain Eavesdropping Risks of CRT Displays. In: IEEE
Symposium on Security and Privacy, pp. 3–18 (2002)

12. Kuhn, M.G., Anderson, R.J.: Soft Tempest: Hideden Data Transmission Using
Electromagnetic Emanations. In: Aucsmith, D. (ed.) IH 1998. LNCS, vol. 1525,
pp. 124–142. Springer, Heidelberg (1998)

13. Loughry, J., Umphress, D.A.: Information leakage from optical emanations. ACM
Transactions on Information and System Security 5(3), 262–289 (2002)

14. Micali, S., Reyzin, L.: Physically observable cryptography, IACR Cryptology ePrint
archive 2003/120

15. National Security Telecommunications and Information Systems Security Instruc-
tion NSTISSI No. 7000: TEMPEST Countermeasures for Facilities. National Se-
curity Agency, Fort George G. Meade, Maryland, 29, Partially declassified tran-
script (November 1993), http://cryptome.org/nstissi-7000.htm

16. Quisquater, J.-J., Samyde, D.: Electromagnetic analysis (EMA): measures and
countermeasures for smart cards. In: Attali, S., Jensen, T. (eds.) E-smart 2001.
LNCS, vol. 2140, pp. 200–210. Springer, Heidelberg (2001)

http://www.itu.int/ITU-T/studygroups/com05/index.asp
http://www.c1.cam.ac.uk/~mgk25/st-fonts.zip
http://cryptome.org/nstissi- 7000.htm


Information Leakage Via Electromagnetic Emanations and Evaluation 179

17. Shannon, C.E.: A Mathematical Theory of Communication. The Bell System Tech-
nical Journal 27, 623–656 (1948)

18. Smulders, P.: The threat of information theft by reception of electromagnetic ra-
diation from RS-232 cables. Computer and Security 9 (1990)

19. Skorobogatov, S., Anderson, R.: Optical fault induction attacks. In: Kaliski Jr.,
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Abstract. Nowadays, the global information infrastructure connects re-
mote parties worldwide through the use of large scale networks, relying
on application level protocols and services such as the World Wide Web.
The vast amounts of personal information thus available has led to grow-
ing concerns about the privacy of their users. In this paper, we briefly
discuss some privacy issues that have to be considered to address the
new needs and desiderata of today’s systems and discuss ongoing work.

1 Introduction

The increased power and interconnectivity of computer systems available today
provide the ability of storing and processing large amounts of data, resulting in
networked information accessible from anywhere at any time [4]. Indeed, thanks
to the availability of post-third generation mobile networks, user transactions
are no longer bound to the traditional office-centered environment, but can be
started virtually anywhere and at any hour [10]. Resources may then be accessed
in a variety of contexts, and users requesting access may be required to disclose
a rich set of distributed information about themselves, including dynamic prop-
erties such as their location or communication device as well as conventional,
identity-related user attributes. The vast amounts of personal information thus
available has led to growing concerns about the privacy of their users [14,15].
Personal information privacy is therefore an issue that most people are con-
cerned about, particularly because the possibilities of information distribution,
combination, and reuse have been increased [8,9].

In such a scenario, information privacy is about the collection, processing,
use, and protection of personal information and should be addressed also by
developing privacy-aware languages and policies that encompass two notions:
i) guaranteeing the desired level of privacy of information exchanged between
different parties and controlling access to services/resources based on this in-
formation; and ii) managing and storing personal information given to remote
parties in a trustworthy way. A privacy-aware solution should combine these
two notions and should be simple and expressive enough to support the follow-
ing functionality.

– Context (including location)-aware privacy policies. Context information
should be used by the policy infrastructure to allow environment factors
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to influence how and when policy is enforced. Generally speaking, context
information is a set of metadata identifying and possibly describing entities
of interest, such as subjects and objects, as well as any ambient parameters
concerning the technological and cultural environment (including location),
where a transaction takes place. As far as policy enforcement is concerned,
context contains information enabling verification of policy conditions and,
therefore, it should be made available to any authorized service/application
at any time and in a standard format. Still unauthorized information leaks
should be prevented, also to avoid loss of privacy, for example, on the user’s
whereabouts.

– Data protection. An important issue that a privacy-aware solution should
be taken into consideration is how to protect data while they are being
stored, either on the client side or, more important, on the server side. It
should be therefore adopted techniques both for limiting the possibility of
identifying user [2,7] and for protecting sensitive information about users.
These aspects are attracting increasing attention from regulatory bodies and
final users, and should be addressed.

In this paper, we illustrate recent proposals and ongoing work addressing
privacy issues in emerging applications and new scenarios. The remainder of
this paper is structured as follows. Section 2 describes how traditional access
control policies can be enriched by using context (location) information. Sec-
tion 3 presents our proposal for enforcing selective access on the outsourced data.
Section 4 presents some challenges to be addressed for protecting data privacy.
Finally, Section 5 concludes the paper.

2 Extending Privacy Policies with Context Information

The increasing availability of information about users’s context makes it pos-
sible to develop context-sensitive services, where access to resources provided/
managed by a server is limited depending on a user’s context. For instance, a
location-based service can require a user to be at a particular location to let the
user to use or access a resource or learn her friends’ location. However, constrain-
ing access to a resource based on context information of users could result in
privacy violations. For instance, if access is constrained based on the location of
a user, granting or rejecting access will provide information about the location
of the user and could therefore violate her privacy.

In [3], we address this issue in relation with Location-Based Access Control
(LBAC) systems, which support the evaluation of policies also based on condi-
tions, expressed by using location-based predicates , on users physical locations.

Location-based predicates. The definition of location-based predicates for access
control mechanisms requires to specify the conditions that an authorization lan-
guage can support and today’s location technology can verify. Three main classes
of conditions could be identified [3]:
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– position-based conditions on the location of a user, for evaluating (e.g.,
whether a user is in a certain building or city or in the proximity of other
entities);

– movement-based conditions on the mobility of a user (e.g., her velocity, ac-
celeration, or direction where she is headed);

– interaction-based conditions relating multiple users or entities (e.g., the num-
ber of users within a given area).

With respect to these classes, some specific predicates corresponding to spe-
cific conditions can be provided in an authorization language. A language for
location-based predicates should include the following two elements.

– Users is the set of user identifiers (UID) that unambiguously identify users
known to the location services (i.e., the entity that provides the location in-
formation). This includes both users of the system (i.e., potential requesters)
as well as any other known physical and/or moving entity which may need
to be located (e.g., a vehicle with an on-board GPRS card). A typical UID
for location-based applications is the SIM number linking the user’s identity
to a mobile terminal.1

– Areas is a set of map regions identified either via a geometric model (i.e., a
range in a n-dimensional coordinate space) or a symbolic model (i.e., with
reference to entities of the real world such as cells, streets, cities, zip code,
buildings, and so on) [26].

In the following, we will refer to elements of Users and of Areas as user and
area terms , respectively. While we assume such elements to be ground in the
predicates, a language could be readily extended to support variables for them.

All predicates could be expressed as boolean queries, and therefore have the
form predicate(parameters, value). Their evaluation returns a triple [bool value,
R, timeout ], where the term bool value assumes values true/false according to the
corresponding access decision, R qualifies the accuracy of the predicate evalua-
tion, and timeout sets the validity timeframe of the location predicate evaluation.
Our core set of location predicates includes the following predicates.

– A binary position predicate inarea(user, area) whose first argument user
is a user term and second argument area is an area term. The predicate
evaluates whether a user is located within a specific area (e.g., a city, a
street, a building).

– A binary position predicate disjoint(user , area) whose first argument user
is a user term and second argument area is an area term. The predicate
evaluates whether a user is outside a specific area. Intuitively, disjoint is
equivalent to the negation of inarea.

1 Individual users may carry multiple SIMs and SIMs may be passed over to other
users. We shall not elaborate on these issues, since they are outside the scope of this
paper.
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– A 4-ary position predicate distance(user , entity, min dist , max dist) whose
first argument user is a user term, second argument entity is either a user
or area term (identifying an entity in the system), while the third argument
min dist and fourth argument max dist are two numbers specifying the min-
imum and maximum distance, respectively. The semantics of this predicate
is to request whether the user lies within a given distance from the specified
entity. The entity involved in the evaluation can be either stable or moving,
physical or symbolic, and can be the resource to which the user is requesting
access.

– A ternary movement predicate velocity(user , min vel , max vel) whose first
argument user is a user term, and second argument min vel and third argu-
ment max vel are two numbers specifying a minimum and maximum velocity,
respectively. The semantics of the predicate is to request whether the user
speed lies within a given range of velocity.

– A ternary interaction predicate density(area, min num, max num) whose
first argument area is an area term, while second argument min num and
third argument max num are numbers specifying a minimum and maximum
number of users. The semantics of the predicate is to request whether the
number of users currently in an area lies within the interval specified.

– A 4-ary interaction predicate local density(user , area, min num, max num)
whose first argument user is a user term, the second argument area is a
“relative” area with respect to the user, and third argument min num and
fourth argument max num) specify a minimum and maximum number of
users, respectively. The semantics of the predicate is to evaluate the density
within an area surrounding the user.

Example 1. Let Alice be an element of Users, and Milan and Meeting Office
be two elements of Areas (specifying two symbolic characterizations correspond-
ing to two known ranges of spatial coordinates).

– inarea(Alice,Milan) = [True,0.9,2007-10-05 11:10am]
means that the location service assesses as true the fact that Alice is located
in Milan with a confidence of 0.9, and that such an assessment is to be
considered valid until 11:10am of October 5, 2007.

– velocity(Alice,70,90) = [True,0.7,2007-10-04 03:00pm]
means that the Location Service assesses as true the fact that Alice is
traveling at a speed included in the range [70,90] with a confidence of 0.7,
and that such an assessment is to be considered valid until 3:00pm of October
4, 2007.

– density(Meeting Office,0,1) = [False,0.95,2007-10-03 06:00pm]
means that the Location Service assesses as false the statement that there
is at most one person in the Meeting Office and believes that two or more
persons are in the office with an accuracy of 0.95. Such an assessment is to
be considered valid until 06:00pm of October 3, 2007.

Location-based access control policies. Several existing authorization languages
could be enriched with location-based predicates (e.g., [5,23,30]). We propose a
model where location-based authorization rules can be defined as follows.



184 S. De Capitani di Vimercati and P. Samarati

Definition 1 (Location-based authorization rule). A location-based au-
thorization rule is a triple of the form 〈subject expression, object expression,
actions〉, where:

– subject expression is a boolean formula of terms that allows referring to a
set of subjects depending on whether they satisfy or not certain conditions
that could evaluate traditional user’s credentials and location predicates;

– object expression is a boolean formula of terms that allows referring to a set
of objects depending on whether they satisfy or not certain conditions that
could evaluate traditional user’s credentials and location predicates;

– actions is the action (or set of actions) to which the policy refers.

Each user is assigned an identifier or pseudonym. Besides their identifiers (or
pseudonym), users usually have other properties (e.g., name, address, and date
of birth) that can be transmitted through digital certificates and are grouped
into a user profile. Objects are data/services which users may ask to access to.
Properties of an object are grouped into an object profile. Each property into
user or object profiles are referenced with the traditional dot notation. Also, to
make it possible to refer to the user and object of the request being evaluated
without introducing variables in the language, we rely on the user and object
keywords. For instance, user.Affiliation indicates the property Affiliation
within the profile of the user whose request is currently processed.

Example 2. Consider a medical research laboratory that conducts research on
the neuropathology of schizophrenia. The following are examples of location-
based authorizations rules that can be expressed in our model.

– The access to the objects of type ‘Tests’ must be granted to doctors and
must be performed when they are in the TestRoom only.
〈user.Role=‘Doctor’∧inarea(user.sim, TestRoom), object.type = ‘Tests’, read〉

– The access to the patient-related information must be granted to doctors
only when they are in the building of the medical research laboratory (area
MRL) and if there is nobody near them.
〈user.Role=‘Doctor’∧inarea(user.sim,MRL)∧local density(user.sim,CloseTo,1,1),
object.type = ‘PatientsInfo’, read〉

In [3], we also describe how to solve a basic problem: location-based predicates
appear in rules as parts of a boolean formula, while the responses to boolean
location queries are in the form of a triple [bool value, R, timeout]. To process
a response from the location service, the LBAC system will need to assign a
truth value to it. Intuitively, the transformation of a location predicate’s value
into a boolean value requires the LBAC system to determine whether or not the
value returned by the location service can be considered valid for the purpose of
controlling access.

3 Data Protection

The evolution of computer technology promises to offer inexpensive storage, with
capacities considerably greater than the bandwidth of the network connecting
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the users accessing the resources. This permits the creation and distribution of
huge collections of information, which need to be protected by third parties dif-
ferent from the owner of the data. Organizations have to add data storage (and
skilled administrative personnel) at a high rate to store the increasing amount of
information that is part of their information systems. A solution to the problem,
which is becoming increasingly popular, as it saves costs and provides service
benefits, is represented by data outsourcing, where data are stored together with
application front-ends at the sites of external servers who take full responsibility
of their management. However, in such a scenario the external server, which is
relied upon for ensuring high availability of the outsourced data, cannot always
be trusted with the confidentiality of data content (i.e., the server may be hon-
est but curious). Besides well-known risks of confidentiality and privacy breaks,
threats to outsourced data include improper use of information: the server could
extract, resell, or commercially use substantial parts of a collection of data gath-
ered and organized by the data owner, potentially harming the data owner’s
market for any product or service that incorporates that collection of informa-
tion. Since traditional access control techniques cannot prevent the server itself
from making unauthorized access to the outsourced data, data are encrypted
and techniques are needed for enabling external service providers to execute
queries on encrypted data [13,18,19,20]. The main drawback of all these exist-
ing proposals is that data are encrypted using a single key; knowledge of the
key grants complete access to the data. Clearly, such an assumption does not
fit real world applications, which demand for selective access by different users,
groups of users, or applications. We now describe our approach for solving such
a problem.

3.1 Selective Encryption

Given a system composed of a set U of users and a set R of resources, the data
owner may want to define and enforce a policy, stating which user ui ∈ U is
allowed to access which resource rj ∈ R. Note that since the solution that we
will describe do not depend on the granularity level to which the access control
policy is defined, in the remainder of this section, we will continue to use the
generic term resource to generically indicate any element on which authorizations
can be specified.

The set of authorizations defined by the data owner are represented through
a traditional access matrix A, with a row for each user in U , a column for each
resource in R, and such that A[ui,rj ] = 1, if ui is allowed to access rj ; A[ui,rj ]
= 0, otherwise. In the following, given an access matrix A over sets U and R,
acl(rj) denotes the access control list of resource rj , that is, the set of users that
can access rj . For instance, Figure 1 represents an access matrix for a system
with four users, namely Alice (A), Bob (B), Carol (C), and David (D), and
four resources (r1, r2, r3, and r4). Here, for example, acl(r1)={B,C}.

The naive solution for enforcing access control through selective encryption
consists in using a different key for each resource in the system, and in com-
municating to each user the set of keys associated with the resources she can
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r1 r2 r3 r4
Alice 0 1 1 1
Bob 1 0 1 0

Carol 1 1 0 1
David 0 1 1 1

Fig. 1. An example of access matrix

access. This solution correctly enforces the policy, but it is very expensive since
each user needs to keep a number of keys that depends on her privileges. That
is, users having many privileges and, probably, often accessing the system, will
have a greater number of keys than users having a few privileges and, probably,
accessing only rarely the system. To reduce the number of keys a user has to
manage, we propose to use a key derivation method. A key derivation method is
basically a function that, given a key and a piece of publicly available informa-
tion, allows the computation of another key. The basic idea is that each user is
given a small number of keys, from which she can derive all the keys needed to
access the resources she is authorized to access.

To the aim of using a key derivation method, it is necessary to define which
keys can be derived from another key and how. Key derivation methods proposed
in the literature are based on the definition of a key derivation hierarchy. Given
a set of keys K in the system and a partial order relation � defined on it, the
corresponding key derivation hierarchy is usually represented as a pair (K,�),
where ∀ki, kj ∈ K, kj � ki iff kj is derivable from ki. Any key derivation hierarchy
can be graphically represented through a directed graph, having a vertex for each
key in K, and a path from ki to kj only if kj can be derived from ki. Depending
on the partial order relation defined on K, the key derivation hierarchy can be:
a chain [27] (i.e., � defines a total order relation); a tree [17,27,28]; or a directed
acyclic graph [1,6,11,16,21,22,24,25,29] (DAG).

When choosing a key derivation method for the outsourcing scenario, it is
necessary to take into consideration two different aspects: 1) the client overhead
and 2) the cost of managing access control policy updates. The client overhead
is mainly the communication and computation time for getting from the server
the public information that is needed in the derivation process. Since the key
derivation hierarchy is used to correctly enforce the access control policy specified
by the data owner, the cost of enforcing access control policy updates is the cost
of updating the key derivation hierarchy. Intuitively, if the access control policy
is likely to change over time, the hierarchy needs to re-arrange accordingly (i.e.,
insert or delete vertices, and modify keys). An important requirement is then
to minimize the amount of re-encrypting and re-keying need in the hierarchy
re-arrangement. Indeed, any time the key of a vertex is changed, at least the
resources encrypted with that key need to be re-encrypted by the data owner, and
the new key should be given to all users knowing the old one. By analyzing the
most important key derivation methods, we can observe that the key derivation
methods operating on trees or DAGs allow insertion and deletion of leaf vertices,
without need of changing other keys. If, instead, an internal vertex v is inserted
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Fig. 2. An example of user hierarchy

or deleted, all the keys of the vertices in the subtree rooted at v must be updated
accordingly, and all resources previously encrypted by using the old keys must be
re-encrypted. However, there are methods operating on DAGs and associating
public information with edges in the graph (e.g., Atallah’s et al. [6]) that allow
insertion and deletion of vertices without need of re-keying operations. These
methods are therefore appropriate for the purpose of minimizing the cost of
enforcing policy updates. In particular, we adopt the method proposed in [6]
that maintains a piece of public information, called token, associated with each
edge in the hierarchy. Given two keys, ki and kj arbitrarily assigned to two
vertices, and a public label lj associated with kj , a token from ki to kj is defined
as Ti,j=kj ⊕ h(ki, lj), where ⊕ is the n-ary xor operator and h is a secure hash
function. Given Ti,j , any user knowing ki and with access to public label lj, can
compute (derive) kj . All tokens Ti,j in the system are stored in a public catalog.

Key derivation hierarchy. An access control policy A is enforced by defining a
user-based hierarchy2, denoted UH, that is a pair (P (U), �), where P (U) is the
set containing all possible sets of users in the system, and � is the partial order
relation induced by the set containment relation (⊆). More precisely, ∀a, b ∈
P (U), a � b if and only if b ⊆ a. The user-based hierarchy contains therefore the
set of all subsets of U and the corresponding DAG has 2|U | vertices. For instance,
Figure 2 represents a user-based hierarchy built over a system with four users
A, B, C, and D. To correctly enforce the access control policy, each vertex in
the hierarchy is associated with a key, each resource in the system is encrypted
by using the key of the vertex representing its acl , and each user is given the
key of the vertex representing herself in the hierarchy. From the key of vertex
ui, user ui can then derive the keys of the vertices representing groups of users
containing ui and therefore she can decrypt all the resources she can access (i.e.,
belonging to her capability list). Note that the empty set vertex represents a key
known only to the data owner, and it is used to encrypt resources that nobody
can access. As an example, consider the policy in Figure 1 and the hierarchy in
Figure 2. Resource r1 is encrypted with key kBC of vertex BC, r2 with kACD,

2 Note that a dual approach can be applied by defining a resource-based hierarchy,
where the access control policy A is modeled as a set of capabilities.
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r3 with kABD, and r4 with kACD. Each user knows the key associated with
the vertex representing herself and there is a path connecting each user’s vertex
with all the vertices representing a group containing the user. For instance, if
we consider user A, from vertex A it is possible to reach vertices AB, AC, AD,
ABC, ABD, ACD, and ABCD. Consequently, user A can decrypt r2, r3, and
r4, which are exactly the resources in her capability list.

Hierarchy reduction. It is easy to see that the solution described above defines
more keys than actually needed and requires the publication of a great amount
of information on the remote server, thus causing an expensive key derivation
process at the client-side. The higher is the number of users, the deeper is the key
derivation hierarchy (the hierarchy height is equal to the number of users in the
system). As an example, consider the user-based hierarchy in Figure 2 and, in
particular, consider user A. To access resource r3, A has to first derive kAD that
in turn can be used for deriving kABD, which is the key needed for decrypting r3.
However, in this case, vertex AD makes only the derivation process longer than
needed and therefore it can be removed without compromising the correctness
of the derivation process.

Since an important goal is to reduce the client’s overhead, it is possible to
simplify the key derivation hierarchy, removing non necessary vertices, while
ensuring a correct key derivability. Therefore, instead of representing all the
possible groups of users in the DAG, it is sufficient to represent those sets of
users whose key is relevant for access control enforcement. Intuitively, these
groups are those corresponding either to the acl values or singleton sets of users.
The vertices corresponding to acls and to users are necessary because their keys
are used for resource encryption and allow users to correctly derive all the other
keys used for encrypting resources in their capabilities, respectively. This set of
vertices needs then to be correctly connected in the hierarchy. In particular, from
the key of any user ui it must be possible to derive the keys of all those vertices
representing a group that contains ui

3. Another important observation is that
when building the key derivation hierarchy, other vertices can be inserted, which
are useful for reducing the size of the public catalog, even if their keys are not
used for derivation. As an example, consider a system with five users and three
acl values: ACD, ABD, and ADE. If vertices A, B, C, D, and E are connected
directly with ACD, ABD, and ADE, the system needs nine tokens. If instead
a new vertex AD is inserted and connected with the three acl values, A and D
do not need an edge connecting them directly to each acl value, but they only
need an edge connecting them with AD. In this case, the system needs eight
tokens. Therefore, any time three or more vertices share a common parent, it is
useful to insert such a vertex for saving tokens in the public catalog. Figure 3
illustrates the hierarchy corresponding to the access control policy in Figure 1
and containing only the vertices needed for a correct enforcement of the policy.
The problem of correctly enforcing a policy through a key derivation graph while
3 Note that it is not advisable to connect each user’s key directly with each group

containing the user itself because any time a client needs to derive a key, it queries
the remote server to gain the tokens necessary for derivation.
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Fig. 3. An example of simplified hierarchy enforcing the access control policy in
Figure 1

minimizing the number of edges in the DAG is however NP-hard . In [12] we have
solved this problem through an approximation algorithm.

4 Research Challenges

We now outline some of the key aspects and challenges to be addressed in the
context of privacy-aware location-based services and data outsourcing scenarios.

– Secure infrastructure for contextual information. A globally accessible, se-
cure infrastructure for distributing context information, involving a variety
of devices from portable computers to mobile phones and seamlessly dealing
with their different standard formats, should be available. Also, informa-
tion generated from different applications should not remain restricted to
the local context; integrating context information with user profiles paves
the way to advanced applications where user context can be exploited for
service discovery and composition. To achieve these goals, context represen-
tation must be semantically unambiguous, interoperable, human readable
and processable by machines.

– Definition of privacy preferences. An important aspect for the success of
privacy-aware location-based services is the definition of a mechanism for
the specification of user privacy preferences that should be easy to use to
nonspecialists in the field. This issue has received little attention in existing
proposals on location privacy.

– Balancing location privacy and accuracy. Location privacy solutions should
be able to balance the need of privacy protection required by users and the
need of accuracy required by service providers. Location privacy techniques,
which are mostly focused on users needs, could make service provisioning
impossible in practice due to an excessive degradation of the accuracy of
location measurement.

– Write authorizations. The proposals for enforcing selective access on out-
sourced data treat only read authorizations. This is justified by practical
considerations, as currently applications are mostly read-only. Moreover,
read authorizations permit also a simpler description of the approach. How-
ever, there are situations where it is needed to support write authoriza-
tions. In this case, an important security concern in data outsourcing is also
integrity.
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– Policy changes. A limitation of current proposals for enforcing access con-
trol on outsourced data is that they require the owner, in case of updates of
the authorization policy, to re-encrypt the resources and resend them to the
server. Therefore, a crucial problem to be addressed in this context concerns
the enforcement of selective authorization policies and the support of policy
updates in dynamic scenarios.

– Partial encryption. From a data access point of view, dealing with encrypted
information represents a burden since encryption makes it not always possi-
ble to efficiently execute queries and evaluate conditions over the data. The
assumption underlying approaches in the data outsourcing scenario is that
all the data are equally sensitive and therefore encryption is a price to be
paid to protect them. This assumption is typically an overkill in many sce-
narios. As a matter of fact, in many situations data are not sensitive per se;
what is sensitive is their association with other data (e.g., in a hospital the
list of illnesses cured or the list of patients could be made publicly available,
while the association of specific illnesses to individual patients must be pro-
tected). An interesting evolution would be therefore the development of new
solutions where encryption should be applied only when explicitly demanded
by the privacy requirements.

5 Conclusions

The protection of privacy in today’s global infrastructure requires the combined
application solution from technology (technical measures), legislation (law and
public policy), and organizational and individual policies and practices. The
privacy problem therefore covers different and various fields and issues on which
much is to be said. In this paper, we have highlighted the critical necessity for
privacy protection and identified some research challenges to be looked at.
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Abstract. Chaotic synchronization is a potential candidate for a stream
cipher cryptosystem. However, many of the proposed schemes do not
posses the required security level to be used in real implementations.
One of the major threats to such cryptosystems based on chaotic syn-
chronization is the parameter estimation method both in on-line and
off-line forms. In this paper we propose a new method of feedback syn-
chronization, in which instead of a single variable feedback, we propose
to use a superposition of multiple variable values. As super-positioning
is an irreversible computation, it dilutes the information content of the
various parameters of the chaotic system. We show in this paper that
an identical chaotic system (parameters are same) can still synchronize,
while a non-identical system (parameters are different) will fail. We have
demonstrated the robustness of the proposed system from well-known
on-line and off-line attacks.

Keywords: Chaotic Synchronization, Chaotic cryptosystems, Super-
positioned signal, Stream ciphers.

1 Introduction

In the last few years many chaos-based cryptosystems have been proposed for
both analog and digital communication [1,2,3,4]. Most analog chaos-based cryp-
tosystems are meant for secure communication for noisy channels, while digi-
tal chaos-based cryptosystems are meant for digital computers. Almost all the
chaos based cryptosystems, whether analog or digital are based on chaotic syn-
chronization. Synchronization of two identical chaotic systems by transmitting
only a subset of the state space variable is well-known [5,6,7]. This phenomenon
has been tried in building an end-to-end secure communication channel. A good
review can be found in reference [4].

Synchronization using a single time dependent variable continuously in a one-
way interaction has been the most widely used method. Based on this contin-
uous synchronization process many chaos-synchronization-based cryptosystems
such as chaotic masking [1], chaotic switching [8], chaotic modulation [2], chaos-
based pseudo-random number generators [9], block ciphers etc have been pro-
posed. Continuous synchronization can be achieved using various techniques.
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Researchers have proposed various synchronization schemes and have studied
their advantages and disadvantages. The most used synchronization scheme is
the feedback scheme [10], where one of the state space values is continuously sent
from the transmitter to the receiver and the receiver uses the difference with re-
spect to its own value as a feedback to the system. It has been observed that by
continuously feeding the signal back, the two chaotic systems are synchronized.
This means that all the state space variables converge and start following the
same trajectory [3].

For achieving secure communication the synchronization process has to be
secure. In a one-way coupled system the master (transmitter), is static, so most
of the attacks are aimed at parameter estimation of the masters system by using
the time series obtained from the public state space variable. There are two
types of attackers normally studied, one is off-line, where the attacker does a
time series analysis [11] and tries to get the parameter of the master system,
while in case of on-line attacks [12,13], the attacker tries to synchronize the
variables as well as the parameters with the master’s using some minimization
methods. Though the expected advantages from the chaos-based cryptosystems
are quite encouraging, lack of proper security has prevented these methods from
hardware implementation so far [11,14,15,16].

In this paper, we propose a negative feedback scheme, in which instead of
transmitting only a single state space variable, a superposition of two or more
state space variables are transmitted. We show that synchronization can be
achieved using this proposed scheme. We have discussed various properties and
advantages of the proposed synchronization scheme. To end the paper we have
carried out a security analysis and have discussed its robustness against some of
the well known off-line and on-line attacks.

2 A Typical Synchronization Scheme and Its
Vulnerabilities

Before presenting the new scheme let us look at the current synchronization
schemes and the possible threats. There are two types of synchronization schemes.
One is the complete replacement [3] and the other is feedback [10]. In a complete
replacement scheme the public state space variable of the transmitter replaces the
receivers same state space variable. This reduces the problem to a five equation
system. In feedback synchronization scheme the difference of the public state space
variable value of receiver and transmitter is fedback continuously at the receiver
end to achieve synchronization. Fig. 1 shows the synchronization of all state space
variable values using a three variable Lorenz system as given in Eq. 1 (a) complete
replacement scheme (b) feedback scheme. In both the scheme of synchronization
the value of only a single state space variable of the transmitter is made public.

ẋ1 = σ(x2 − x1) ẏ1 = σ(y2 − y1) .

ẋ2 = ρx1 − x2 − x1x3 ẏ2 = ρy1 − y2 − y1y3 . (1)
ẋ3 = x1x2 − βx3 ẏ3 = y1y2 − βy3 .
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Fig. 1. Differences in all the three state space variable values between the receiver
and the transmitter with number of iterations (a) complete replacement scheme (b)
feedback scheme. All the differences converge to zero indicating synchronization.

A typical time series available publicly is shown in fig. 2. This is the only
information an attacker can use to estimate the unknown information about the
chaotic system which has generated the signal. It is well-known that a great deal
of information about the chaotic system is contained in the time series of its
variables. Parameter estimation [11,13,17,18] using time series is one of the most
important research topics in chaos. This has many applications in fields other
than cryptosystems. However, in case of chaotic cryptosystems the parameter
estimation techniques are treated as possible threats.

The public time series is important information to an off-line attacker. Using
various time series analysis techniques the attacker tries to exploit its vulnera-
bilities. In the literature there are many analyses proposed on chaotic synchro-
nization [11,18] schemes, of which many are not practical either because they
consume a lot of time or need a long portion of data. In 2003 Vaidya [11] pro-
posed a faster parameter estimation method on a three parameter Lorenz system
with access only to a short portion of the data. The attack proposed consists
of four steps. The first is to find the first three derivatives from the received
samples of public signal. The second is to from a set of tri-linear equations by
transforming the Lorenz equations. The third step is to recast these as linear
equations with four unknowns. In the fourth step the unknown parameters are
determined using a generalized inverse of a matrix. By using a short portion of
data from the public signal shown in fig. 2, they could successfully estimated
the parameters with sufficient accuracy. The assumption in this attacking strat-
egy is that the attacker has knowledge of the functional form of the chaotic
system.
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Fig. 2. Publicly available information (a single state space variable) to be exploited by
an attacker and used for synchronization by a genuine receiver

In an on-line attack scenario the exposed time series is studied as and when
the synchronization process is happening. Most on-line attacks are synchroniza-
tion based [13,17], where the attacker uses a similar chaotic system (with random
initial condition and random unknown static parameters) to minimize the error
in the public state space variable value (time series). Many on-line methods pro-
posed are unsuitable to estimate all the parameters of a chaotic system. In 2005
Konnur [13] proposed a least square approach to drive a system of differential
equations which govern the temporal evolution of the parameters. He showed
that asymptotic convergence to the true parameter values can be achieved by
solving those equations. Fig. 3 shows the convergence of the parameters as well
as the state space variables using the above technique. To overcome these vul-
nerabilities many suggestions were made such as sporadic driving [19], exchange
of information at longer intervals [20], alternatively switched bi-directional cou-
pling [21,22], techniques for rapid synchronization [20] etc. We propose a simple
modification to the feedback mechanism to protect the synchronization from
these vulnerabilities.
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Fig. 3. Difference in the parameters as well as the state space variable values of an
on-line attacker and genuine transmitter in a typical feedback synchronization scenario.
The convergence to zero in all the variables are an indication of successful attack.
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3 The Concept of Super-Positioned Feedback

Chaotic synchronization is achieved by driving the receiver system with the value
of one or more state space variables. However, in applications such as secure com-
munication, one has to give as little information as possible to an eavesdropper.
So normally only one variable is transmitted to achieve synchronization between
the receiver and the transmitter. The time series which is made public provides
enough information about the chaotic system. In an alternative feedback mech-
anism, we modify the public signal in such a way that the information content
becomes too low to be exploited by an attacker without compromising on the
efficiency of the synchronization process. We looked at using a signal, which is
an additive linear superposition of two or more state space variables as given
in eq. 2.

S =
1∑
i ai

∑

i

aixi. (2)

where S is the super-positioned signal which will be made public and ai is the
strength of contribution of the signal xi in the super-positioned signal. In case
of a Lorenz system the value of i is equal to 3. Eq. 2 suggests that the normal
synchronization process of using one state space variable is a special case of S,
where except one all other coefficients are equal to zero.

Now let us discuss the properties and advantages of using a super-positioned
signal as feedback instead of a single variable feedback. As the superposition
considered here is linear it only provides a time series which is a combination
of two signals with different strengths. As it is an additive combination, which
is an irreversible process, the new signal cannot be uniquely decomposed to
its individual components. This is an advantage as the information about the
system parameters are diluted, especially in the areas where the signal have
opposite sign. By keeping the values of the coefficient ai secret (which can be
treated as one of the secret parameter) the attacker can be kept completely
in the dark about the constituents of the signal. The other advantage which
is worth discussing is the verification of synchronization. From the definition
of synchronization, we say two identical chaotic systems are synchronized, if
all the time dependent variables follow the same trajectory. That means for a
three variable Lorenz system as shown in Eq. 1 synchronization means xi −
yi → 0 for i=1 to 3. In the case of a super-positioned signal the verification of
synchronization indicates testing convergence of multiple variables at the same
time. The feedback signal to the receiver system is seen as

α∑
i ai

∑

i

ai (xi − yi) . (3)

In the case of super-positioned feedback, Eq. 3 should damp out and converge to
zero. The only situation, where it can give false illusion about the synchronization
is, when the Eq. 3 is 0, inspite of few of (xi − yi)’s non zero. However, as that
point will not be a stable point, it can be clearly identified. The only precaution
one needs to take in deciding the values of ai, is that a particular signal does not



198 G.K. Patra, V. Anil Kumar, and R.P. Thangavelu

dominate the resultant super-positioned signal, which will reduce the scheme to
a normal synchronization with already known vulnerability.

4 Synchronization Methodology and Its Advantages

The most important question that needs to be addressed is whether super-
positioned feedback can lead to synchronization or not. We will discuss it analyti-
cally and also numerically. Let us look at the system of equations of transmitter(x)
and the receiver(y) as shown below

ẋ1 = σ(x2 − x1) ẏ1 = σ(y2 − y1) − R .

ẋ2 = ρx1 − x2 − x1x3 ẏ2 = ρy1 − y2 − y1y3 . (4)
ẋ3 = x1x2 − βx3 ẏ3 = y1y2 − βy3 .

R =

[
α∑
i ai

∑

i

aiyi

]
−

[
α∑
i ai

∑

i

aixi

]
.

Let us consider the simplest case of super-positioned signal i.e super position
of only two variables with a1 = 1, a2 = 1 and a3 = 0, so that we get R =
0.5α (y1 + y2 − x1 − x2). To show that the damping term damps down to zero,
we need to show that the Jacobean matrix associated with the three element error
vector e1, e2, e3 (which are equal to x1 −y1, x2 −y2 and x3 −y3 respectively) has
eigen values, whose real parts are negative. The Jacobean matrix for the above
system is given by [23]

⎛

⎝
−σ − α

2 σ − α
2 0

ρ− < x3 > −1 − < x1 >
< x2 > < x1 > −β

⎞

⎠

Here < x > denotes the time average on the invariant measure along the
driving trajectory for the x variable. This needs to be numerically estimated for
a sufficiently long period. The eigen values λ for the above mentioned Jacobean
matrix are given by [23]

λ1 = −β .

λ2 =
−(σ + 1 + 0.5α)

2
+

1
2

√
(σ + 0.5α − 1)2 + 4(σ − 0.5α)(ρ− < x3 >) . (5)

λ3 =
−(σ + 1 + 0.5α)

2
− 1

2

√
(σ + 0.5α − 1)2 + 4(σ − 0.5α)(ρ− < x3 >) .

In order to make sure that the feedback perturbation will damp out, the largest
transverse exponent should be negative. We looked at the natural measures on
the chaotic attractor [23]. The value of α for which all the eigen values will have
negative real part, for guaranteed synchronization can be derived form Eq. 5.
The critical value of α for which synchronization will occur is give by

α ≥ −2σ
ρ− < x3 > −1
1 + ρ− < x3 >

. (6)
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Fig. 4. The effect of coupling strength on the largest Lyapunov exponent. Negative
largest Lyapunov exponent indicates guaranteed synchronization.

The dynamics of the Lorenz system has a chaotic attractor for σ = 10, β =
8/3 and ρ = 60. The numerically calculated [23] values of < x1 >, < x2 > and <
x3 > are 0, 0, 54.81 respectively. So for synchronization to happen for the above
case the value of α should be greater than 13.6. A similar derivation can be made
for feedback to the y2 and y3 equations at the receiver end. For same feedback
given at y2 equation α should be greater than or equal to ρ− < x3 > −1(≈ 4.2).
However, feedback to y3 equation shows that synchronization cannot be achieved.
To show the effect of the coupling strength on the real part of largest eigen value
we plotted (fig. 4) λmax for different α with y2 fedback.

As a numerical example we considered a typical case with initial conditions
(1.874, 2.056, 19.142) and (2.125, −6.138, 34.672) for the transmitter and receiver
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Fig. 5. Differences in all the three state space variable values between transmitter and
receiver, when a super-positioned signal is fed-back to the y1 equation of the receiver’s
Lorenz equations. The convergence to zero indicates synchronization.



200 G.K. Patra, V. Anil Kumar, and R.P. Thangavelu

0 20 40 60 80 100 120 140 160 180 200

No of Iterations

0

10

20

30

x 3−y
3

0 20 40 60 80 100 120 140 160 180 200
−20

−15

−10

−5

0

5

x 2−y
2

0 20 40 60 80 100 120 140 160 180 200
−6
−4
−2
0
2
4
6

x 1−y
1

Fig. 6. Differences in all the three state space variable values between transmitter and
receiver, when a super-positioned signal is fed-back to the y2 equation of the receiver’s
Lorenz equations. The convergence to zero indicates synchronization.

0 2000 4000 6000 8000 10000

No of Iterations

−200

−100

0

100

200

x 3−y
3

0 2000 4000 6000 8000 10000
−200

−100

0

100

200

x 2−y
2

0 2000 4000 6000 8000 10000
−80
−60
−40
−20

0
20
40

x 1−y
1

Fig. 7. Differences in all the three state space variable values between transmitter and
receiver, when a super-positioned signal is fed-back to the y3 equation of the receiver’s
Lorenz equations. This shows synchronization cannot be achieved by feed backing the
signal to the y3 equation.

respectively. The parameters of the system are (σ = 10.0, β = 2.667 and ρ =
60.0) which are exchanged using an alternate method of key exchange. The
transmitter and receiver calculate their trajectory by solving the Lorenz equation
(Eq.4) using the 4th order Runge-Kutta procedure. Fig. 5 and fig. 6 shows the
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Fig. 8. Differences in all the three state space variable values between transmitter and
receiver, when a super-positioned signal is fed-back to both the y2 and y3 equations of
receiver’s Lorenz equations. The convergence to zero suggests that the feedback at y3

does not disturb the synchronization.

e1, e2, e3 converging to zero for the super-positioned feedback in y1 equation and
y2 equations respectively. Fig.7 shows the same for super-positioned feedback in
y3 equation, which shows that synchronization cannot be achieved. However, as
shown in fig. 8, if the feedback is given to multiple equations in addition to the
y3 equation then synchronization can still be achieved.

5 Security Analysis

Our main aim is to achieve a secure synchronization mechanism. In this section
we will look at the robustness of the synchronization scheme from both off-
line and on-line attacks. As already discussed earlier the most successful off-line
attack is proposed by Vaidya [11], which needs access to only a small portion
of data. According to the attack, the variables of Lorenz equation should be
transformed to a new set of variables, which will be related to each other through
a tri-linear equation such that they can be used to form a matrix to be solved
to find out the unknown parameters [11]. Let us consider the transformation of
the state space variables x1, x2, x3 in to A,B,C as follows

A = x1 + x2 .

B = (ρx1 − x2 − x1x3) + σ(x2 − x1) . (7)
C = ρσ(x2 − x1) − ρx1 + x2 + x1x3 − x1(x1x2 − βx3) −

σx3(x2 − x1) + σ
[
(ρx1 − x2 − x1x3) − σ(x2 − x1)

]
.
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This transformation has an inverse if A �= 0. With this transformation, the
Lorenz equation takes the form

d
dtA = B .
d
dtB = C .

d
dtC = D = Px1

3 + Qx1
2 + Rx1 + S + Tx1

−1 + Ux1
−2 .

where
P = −6σ .

Q = 7σA − B .

R = 2βρσ + 2βσ − 4σ2 − 2σA2 .

S = 2σ2A − βσA − βρσA − B − σB − σC .

T = σB2 + CA − 2σAB − 2σ2AB .

U = σ2A2 − σA2 − σAB .

and x1 is the solution of the quartic

x1
4 + Lx1

3 + Mx1
2 + Nx1 + O = 0 . (8)

where
L = −A .

M = 2σ − β − βρ .

N = 2σ2 − σB − Aσ − C − A .

O = σAB + σA2 − σ2A2 .

The above equation leads to a complex relation between the unknown pa-
rameters, which cannot be embedded into a multidimensional unique equation.
So a generalized matrix problem, which gives an estimate of the parameters,
can not be formed with sufficient accuracy and uniqueness. Further, conflicting
checks for computation conditions makes it impossible to satisfy all the criteria
for a successful estimation. Though the above analysis of a particular attack
does not necessarily show the robustness against all off-line attacks, it gives an
indication of the complexity involved in time series analysis attacks. This attack
which is very successful against a one variable feedback scheme by just using a
small portion of the large time series available publicly, is unsuccessful against
a super-positioned feedback as the feedback signal by virtue of its superposition
property loses some information. Further if the coefficient ai can be kept secret
an attacker cannot perform time series analysis.

Now let us analyze the synchronization based on-line parameter estimation
strategy on feedback synchronization using super-positioned signals. Let the
chaotic systems at the transmitter, the receiver and the attacker be represented
by the following system of ordinary differential equations
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ẋ = f(x, p) .

ẏ = f(y, p) . (9)
ż = f(z, q) .

It is already clear that y − x → 0 as t → ∞. An attacker to synchronize in a
similar way will have to minimize (z − x)2 for the variable which is made public
for the purpose of synchronization. The feedback signal is a superposition of x1
and x2 values. The objective of the analysis is to see whether the information
content is the public signal is sufficient to estimate the parameters even without
knowing the time independent parameters. We formulated a system of differen-
tial equations governing the evolution of the model system parameters based on
the Konnur[13] approach. Our objective is to design a strategy that drives the
measured synchronization error. For this we have consider the following mini-
mization problem, for the specific feedback discussed above.

G = min
[
(z1 + z2 − x1 − x2)

]2
. (10)

The minimization problem in Eq. 10 can be rewritten as the following system
of differential equations

q̇j =
∂G

∂qj
= −2εj(z2 + z1 − x2 − x1)

[
∂z2

∂qj
+

∂z1

∂qj

]
. (11)

The positive term εj is introduced to control stability. The knowledge of the
variational derivative ∂zi

∂qj
is required for solving this system of equations. Since

the functional form of the model is known, these derivatives are given by

d

dt

(
∂zi

∂qj

)
=

n∑

k=1

∂f(z, q)
∂zk

∂zk

∂qj
+

∂f(z, q)
∂qj

− F

[
∂z1

∂qj
+

∂z2

∂qj

]
. (12)

Here F is the feedback vector which decides the equation to which the value is
to be fed-back. For numerically showing that the attacker cannot synchronize to
the genuine values, let us consider the worst case of attack, where the attacker
already has two of the three unknown parameters. The above mentioned mini-
mization problem is reduced to estimate only the value of one of the unknown
parameters say σ. From eq. (10-12) we get the following differential equation [17]
to estimate σ.

σ̇ = − ε

2
(z1 + z2 − x1 − x2)(z2 − z1) . (13)

Here ε is the stiffness constant. Fig. 9 shows the difference in σ and the other vari-
ables (between attacker and transmitter) for a normal synchronization scheme
(a) and the newly proposed method (b). It is seen that the attacker is not able to
estimate the unknown parameter by using the synchronization based parameter
estimation method in the case of a super-positioned feedback. This can also be
attributed to diluted information because of superposition. In this worst case
of attack, we have shown that even after having knowledge of the majority of
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the parameters, an attacker is unsuccessful in estimating remaining parameters.
In the case of a Lorenz system the analysis can be extended to cases, where
the attacker has to estimate two or all parameters [17]. However, by considering
the worst case for our analysis, we have ruled out the possibility of success in
estimating multiple parameters.
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Fig. 9. Differences in all the three state space variables as well as the σ parameter values
of the attacker and the transmitter (a) for a normal one variable feedback synchroniza-
tion (b) for the proposed super-positioned feedback synchronization. Non-convergence
of these values in case of the super-positioned feedback indicates un-successful attack.

It can also be argued that, while the analysis suggests that the information is
diluted, the receiver is still able to synchronize by using the same information.
This suggests that the super-positioned time series does still have sufficient infor-
mation about the unknown parameters of the chaotic system. However, this can
be explained by emphasizing the advantage a genuine communicator has over an
attacker. The successful synchronization of the genuine communicators suggests
that the diluted information is sufficient to drive an identical system (where
the parameters are same), while an non-identical system (at least one parame-
ter is different, even with same mathematical formulation) cannot successfully
synchronize.

Further in our analysis and discussion, we have considered the simplest form
of super-positioned feedback, while the feedback system can be made more com-
plicate by designing a feedback signal with different coefficients. By keeping the
coefficient secret these attacks can be completely eliminated.

Further, in addition to having better security than the normal synchronization
schemes, there are many other advantages from the cryptographic implementa-
tion point of view.The most important advantage is the speed of synchronization.
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Fig. 10. Number of steps required for synchronization in case of normal one variable
feedback (dotted lines) and super-positioned feedback (Solid lines). Super-positioned
feedback shows faster synchronization.

It is noticed that the synchronization time in case of a super-positioned feedback
is less than the normal synchronization time. This makes it more practical to
implement. A typical scenario is shown in fig. 10, where, a super-positioned
feedback to the y2 evolution equation is compared with a normal feedback
synchronization.

6 Conclusion

We have proposed a new feedback scheme for chaotic synchronization, which has
potential to be used in secure communication. In this scheme instead of using
a single variable feedback, a superposition of multiple variables is fed-back in
order to dilute the information content in the public signal. Through analysis it
has been shown that the diluted information is sufficient to drive an identical
chaotic system (having the same parameter values) to synchronize but not oth-
erwise. Parameter estimation through time-series analysis or through an on-line
synchronization method are un-successful because of the diluted information,
diluted by the law of superposition/averaging. These systems may still be vul-
nerable, if proper superposition strengths are not selected. Hence, utmost care
should be taken in choosing the controlling parameters, that govern the process
of synchronization. In addition to enhancing the security of the synchronization
process it also has the advantage of providing fast synchronization. This makes
it suitable to practical implementations. This can be used as random key stream
generator, which can be used for designing stream ciphers. This method can be
seen as a potential replacement to the binary shift registers.
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Abstract. In this paper we present a new secret-ballot multi-authority
election scheme that is proactive and guarantees privacy, universal veri-
fiability and robustness. In our scheme, a voter posts a single encrypted
message as the ballot, accompanied by a non-interactive proof that it
contains a valid vote. Our scheme is an efficient modification of the re-
sult by [CGS97]. The process of key recovery for decryption of votes in
our scheme requires only O(r) steps, where r is the number of author-
ities required to decrypt the key, and the number of messages required
for initial setup of the scheme is O(n), where n is the total number of
authorities. The time complexity of key recovery in [CGS97] is O(rlog2r)
and the complexity of number of messages is O(n2). Thus the proposed
scheme is more efficient in terms of time complexity and number of mes-
sages required to be sent. We also outline a simple and elegant technique
to make our scheme proactive. Our implementation results demonstrate
the improved time complexity of the proposed scheme.

1 Introduction

Electronic voting protocols are known to be the epitome of secure multi-party
computations. An electronic voting protocol, also informally termed as an ‘elec-
tion scheme’, can be used to conduct an online voting on some topic, or more
importantly, to computerize the general elections of a country where issues such
as privacy of the voter and the verifiability of the final tally are of utmost
importance.

The idea of an (n,r) threshold cryptosystem — where a single key could be
shared among n authorities such that r out of them were required to recover
the key — was put forward in [SHA79]. That system was used in [PED91] to
explain how the key could be distributed without any trusted party among the
authorities, using Lagrange’s interpolation. Later the idea of [PED91] was used
in [CGS97] for an election scheme that provided privacy, universal verifiability,
robustness and prevented vote duplication. Another (n,r) threshold cryptosystem
was put forward in [AB83]. The notion of proactive security in a secret sharing
scheme was explained in [HJKY95].
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Our voting protocol provides privacy, universal verifiability and robustness,
as these are the primary properties to be considered when conducting general
elections.

Section 1 of the paper defines the properties that our election scheme pro-
vides and introduces our contribution. Section 2 describes the election scheme of
[CGS97]. Section 3 explains our election scheme. Section 4 illustrates how proac-
tive security could be incorporated into our system. Section 5 demonstrates that
our election scheme satisfies the three properties that we have considered. Sec-
tion 6 provides the results of the analysis of a prototype of our scheme which
demonstrates the improved time complexity of our system.

1.1 Properties of Elections

Below we define the properties of an election scheme that we have considered
for our scheme:

– Privacy- The privacy of an individual vote should be assured against any
reasonably sized coalition of parties (not including the voter himself). i.e.,
unless the number of colluding parties exceeds a certain threshold, different
ballots should be indistinguishable irrespective of the number of votes cast.

– Universal Verifiability- It ensures that any party, including a passive
observer, can check that the election is fair, i.e. whether the published final
tally is consistent with the correctly cast ballots. This property also includes
the fact that any party can check whether ballots are correctly cast, and
that only invalid ballots are discarded.

– Robustness- Robustness with respect to voters means that no coalition
of (malicious) voters of any size can disrupt the election. Robustness with
respect to the authorities means that faulty behavior of a threshold number
of authorities can be tolerated.

1.2 Our Contributions

The main result of our paper is a fair and efficient election scheme in which
the process of key recovery for decryption of votes requires only O(r) steps as
compared to O(rlog2r) for [CGS97], where r is the number of authorities required
to decrypt the key in an (n,r) threshold scheme ([SHA79]). Also, the number of
messages required to be sent between the authorities for initial setup of the
election scheme is O(n), as compared to O(n2) in [CGS97]. We also came up
with a simple and efficient technique to make our scheme proactive(proactive
techniques are described in [HJKY95]).

2 Election Scheme by R. Cramer et al.

The following describes the election scheme put forward in [CGS97], the scheme
on which our election scheme is based.
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2.1 The Building Blocks

El-Gamal Cryptosystem. The El-Gamal cryptosystem works for any family
of groups for which the discrete logarithm is considered intractable. The con-
struction works in subgroups Gq of order q of Zp, where p and q are large prime
numbers such that q|p − 1. The primes p and q and a generator g of Gq are the
system parameters. The key pair of the receiver consists of a randomly chosen
element s as the private key and h = gs as the public key which is announced to
the participants. Given a message m ∈ Gq the encryption proceeds as follows.
The sender chooses a random α ∈ Gq and sends pair (x, y) = (gα , mhα) as
the cipher text. To decrypt the cipher text (x, y), the receiver recovers m as:

m = y/xs.

Bulletin Board. All the communication in our election scheme takes place
through a public broadcast channel with memory, which is called a bulletin
board. Any communication through the bulletin board is public and can be read
by any party (including passive observers). No party can erase any information
from the bulletin board, but each active participant can append messages to its
own designated section.

Robust Threshold El-Gamal Cryptosystem. In an (n,r) threshold cryp-
tosystem, if 2r−1 = n, then we have a system where more than half the number
of authorities must work together to recover the key. i.e., the system can tolerate
�n/2� number of dishonest authorities.

The main protocols of a threshold cryptosystem are:

– A key generation protocol to generate the private key jointly by the receivers
and

– A decryption protocol to jointly decrypt the cipher text without explicitly
rebuilding the private key. The solution to both of the above are described
in [PED91].

Both of the above protocols are described below:

Key Generation. As part of the set-up procedure of the election scheme, the
authorities execute a key generation protocol described in [PED91]. The result of
the key generation protocol is that each authority Aj possesses a share sj ∈ Zq

of a secret s. The authorities are committed to these shares as the values hj = gsj

are made public. Furthermore, the shares sj are such that the secret s can be
reconstructed from any set of t shares using appropriate Lagrange coefficients.

Decryption. To decrypt a cipher text (x, y) = (gα , hαm) without reconstructing
the secret s, the authorities execute the following protocol:

– Each authority Aj broadcasts wj = xsj and proves in zero-knowledge that

logg hj = logx wj (1)
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– Let Λ denote any subset of t authorities who passed the zero knowledge
proof. By raising x to both sides of above equation, it follows that the plain
text can be recovered as:

m = y/
∏

j∈λ

w
λj,Λ

j (2)

where,

λj,Λ =
∏

l∈λ
j

l

l − j
is the Lagrange Coefficient used. (3)

Equation (1) can be proved in zero knowledge as:

Prover Verifier
[(x, y) = (gα, hα)]

w ∈ Zq

(a, b) ← (gw, hw) a, b−−−−−→
c←−−−−− c ∈ Zq

r ← w + αc
r−−−−−→ gr == axc && hr == byc

Homomorphic Encryption. Our election scheme uses yet another property
of encryption called Homomorphic Encryption, due to [CGS97]. Let E denote a
probabilistic encryption scheme. Let M be the message space and C the cipher
text space such that M is a group under operation ⊕ and C is a group under
operation ⊗. We say that E is a (⊕, ⊗)- homomorphic encryption scheme if for
any instance E of the encryption scheme, given c1 = Er1(m1) and c2 = Er2(m2),
there exists an r such that c1 ⊗ c2 = Er(m1 ⊕ m2). Now given an ElGamal
encryption (x1, y1) of m1 and an ElGamal encryption (x2, y2) of m2, we see that
(x1x2, y1y2) is an ElGamal encryption of m1m2.

In order to make the ElGamal cryptosystem homomorphic, we change our
message space from Gq, to Zq with addition modulo q as group operation. Given
a fixed generator G ∈ Gq, the encryption of a message m ∈ Zq becomes
the ElGamal encryption of Gm. So given two such encryptions of m1 and m2,
respectively, the product will be an encryption of (m1 + m2) mod q.

Proof of Validity of the Vote. Assuming the voter has a choice between two
options, each voter will post an El-Gamal encryption of either m0 or m1, where
m0 and m1 are distinct elements of Gq. The values of m0 and m1 can be as
follows:

m0 = G and
m1 = 1/G where G is a fixed generator of the group Gq

Thus a ballot can be prepared as an El-Gamal encryption of the form

(x, y) = (gα, hαGb) for random b ∈ {1, −1} (4)
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Now the encryption should be accompanied by a proof of validity that proves
that the encryption indeed contains one of these values, without revealing the
value itself.

Consider an ElGamal encryption of the following form:

(x, y) = (gα, mhα), with m ∈ {m0, m1} (5)

where the prover knows the value of m. To show that the pair (x, y) is indeed of
this form without revealing the value of m boils down to a proof of knowledge
of the following relation:

logg x = logh (y/m0) ∨ logg x = logh (y/m1) (6)

The prover either knows a proof for the left part or a proof for the right
part (but not both at the same time), depending on the choice for m. By the
technique in [CGS97], we can obtain an efficient witness indistinguishable proof
of knowledge for the above relation, as shown below:

Voter Verifier
v = 1 v = −1

α, w, r1, d1 ∈ Zq α, w, r2, d2 ∈ Zq

x ← gα x ← gα

y ← gαG y ← gα/G
a1 ← gr1xd1 a1 ← gw

b1 ← hr1(yG)d1 b1 ← hw

a2 ← gw a2 ← gr2xd2

b2 ← hw b2 ← hr2(y/G)d2 x, y, a1, b1, a2, b2−−−−−−−−−−−→
d2 ← c − d1 d1 ← c − d2 c←−−− c ∈ Zq

r2 ← w − αd2 r1 ← w − αd1 d1, d2, r1, r2−−−−−−−−−→ c == d1 + d2

a1 == gr1xd1

b1 == hr1(yG)d1

a2 == gr2xd2

b2 == hr2(y/G)d2

In order to make the above proof of validity non-interactive, we can assume
the presence of a trusted beacon that broadcasts random values of c at regular
intervals. Each challenge c should be made voter-specific, i.e., the challenge c
should be computed for voter Vi as H(IDi, x, y, a1, b1, a2, b2), where IDi is a
unique public string identifying Vi. The transcripts of the proof of validity should
appear on the bulletin board. This shows to any observer that the final tally is
consistent with the number of valid votes cast.

The main steps of the voting protocol now are:

– Voter Vi posts a ballot (xi, yi) to the bulletin board accompanied by a non-
interactive proof of validity.
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– When the deadline is reached, the proofs of validity are checked by the
authorities and the product

(X, Y ) = (
l∏

i=1

xi,

l∏

i=1

yi) is formed. (7)

– Finally, the authorities jointly execute the decryption protocol for (X, Y ) to
obtain the value of

W =
Y

Xs
(8)

A non-interactive proof of knowledge is used in Step 1 of the decryption
protocol.

We thus get W = GT as the final decrypted message. Since the generator G
is known to the authorities, the number T (which denotes the final tally of the
election) can be easily determined.

3 The New Election Scheme

We came up with a new election scheme, which is based on the scheme described
above. The difference between the two lies in the threshold scheme used. The
scheme of [CGS97] uses a key distribution and decryption protocol that is based
on interpolating polynomials, and lagrange’s interpolation formula. The key re-
covery through interpolation requires at least O(rlog2r) steps, where r is the
threshold number of authorities required to recover the key.

Instead, we use the (t,n) threshold scheme described in [AB83], which requires
O(r) steps to recover the key. We describe the scheme below.

3.1 (t, n) Threshold Scheme

The basic method is as follows:
A set of integers p, m1 < m2 < m3 < ....mn is chosen subject to the following

three conditions:

(mi, mj) = 1 ∀ i �= j (9)

(p, mi) = 1 ∀ i (10)

r∏

i=1

mi > p

r−1∏

i=1

mn−i+1 (11)

Let

M =
r∏

i=1

mi (12)

.
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Key Distribution. Let x be the key such that 0 ≤ x < p. Let y = x + Ap
where A is an arbitrary integer such that 0 ≤ y < M . Then yi ≡ y mod mi are
the shadows (or shares) given to each authority i.

Key Recovery. To recover x, it suffices to recover y. If yi1 , yi2 , .yir are known,

then by the Chinese Remainder Theorem, y is known modulo N1 =
r∏

j=1

mij . As

N1 ≥ M , this uniquely determines y and hence x (as x ≡ y(mod p)). If r − 1
shadows are available, no information can be recovered. If yi1 , yi2 , .yir−1 are

known then all we have is y(mod N2) where N2 =
r−1∏

j=1

mij . Since M/N2 > p and

(N2, p) = 1, the collection of numbers ni with ni = y(mod N2) and ni ≤ M cover
all congruence classes mod p, hence no useful information is available without r
shadows.

Extension to Multi-Way Elections. Instead of a choice between two op-
tions, it is often required that a choice between several options can be made.
Here we present a simpler method of achieving that, as compared to the method
of [CGS97]. To get an election for a 1-out-of-K choice, we simply take K (inde-
pendently generated) generators Gi , 1 ≤ i ≤ K. Now if each of these generators
are prime, then at the end of election we get the final decrypted message M as:

M = GT1
1 GT2

2 .....GTK

K (13)

Then since the generators Gi , 1 ≤ i ≤ K are known to the authorities, the
authorities can easily determine the final tally(T1, T2, ....TK).

The proof of validity of a ballot (x, y) becomes a proof of knowledge of

logg x = logh (y/G1).... ∨ ....logg x = logh (y/GK) (14)

Since the voter can only generate this proof for at most one generator Gi, it is
automatically guaranteed that the voter cannot vote for more than one option
at a time.

4 Proactive Security

If the voting system has to be in place for a long time, then the techniques of
proactive security can be used for enhanced security. Such a scenario is typical in
online elections, or in general elections of a country where utmost precautions are
being taken and the shadows with authorities are being refreshed in every 1 hour,
for example. In proactive security, the shares of the private key available with
the authorities are refreshed after a specific amount of time without affecting the
actual private key, so that an adversary does not have the privilege of sufficient
time to attack the threshold number of authorities and recover the key. We came
up with a simple and efficient way of achieving the above, as follows:
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The key distribution protocol of (n,r) threshold system used in our election
scheme(Section 3.1) involves calculation of a variable y = x+Ap, where x is the
chosen private key, A is a random number, and p is the chosen prime number.
The only condition to y is 0 ≤ y < M . If the random number A is changed
periodically so that the new value of y still conforms to the condition 0 ≤ y < M ,
then the new value of y would result in new shadows for the authority, without
affecting the public and private key of the system in any sort (as x ≡ y(mod p)).
Once the old shadows of the private key are replaced with the new values (made
from the new value of A), the old shadows become useless, and the attacker
needs to start collecting shadows from scratch.

So, implementing proactive security boils down to changing the random
number A periodically.

5 Discussion

What follows, describes how our system conforms to the three properties we had
considered.

– Universal verifiability is achieved because any observer can check the proofs
of validity for the ballots which are posted at the bulletin board. It is also
clear to any observer if the final tally is correct with respect to all valid
ballots.

– Privacy of individual votes is guaranteed partly by the security of the El-
Gamal cryptosystem used to encrypt the votes. This is true because we
assume that no more than r − 1 authorities conspire, since r authorities can
reconstruct the secret key used in the scheme. Other than the encrypted
votes, a voter casts a proof of validity. But this is useless in order to break
the privacy since such proof is witness indistinguishable.

– Robustness with respect to malicious voters is achieved by means of the
soundness of the proof of validity, which ensures that voters cannot submit
bogus ballots. Robustness with respect to at most n − r malicious author-
ities is inherited from the robustness of the key generation and decryption
protocols.

6 Implementation

In order to quantitatively compare our scheme and the election scheme pre-
sented in [CGS97], we implemented both the schemes in Java. The authorities
and voters were simulated as threads. All the communication between the au-
thorities were implemented using shared memory. The main thread acted as the
central authority in the implementation of our scheme. We also implemented
the verification of authorities and voters. We did not implement the proactive
techniques.

There were five threads acting as authorities, out of which three were required
to recover the key. A separate class was acting as the bulletin board. A common
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secret key of value 20 was assumed. Three votes(one for each of the available
voting choices) were cast by the program. Any random number required at any
stage was assumed to be a constant. Figure 1 shows the thread structure of our
implementation.

Fig. 1. Thread structure

The main thread spawns five authorities named one, two....five. The authority
side of authority verification is implemented using threads onev, twov....fivev.
The verifier side of authority verification is implemented using the threads av1,
av2...av5. Voter is implemented by the thread voter, and the verifier side of voter
verification is simulated using the thread verifier. Tally denotes the thread that
calculates the final tally.

The two election schemes were analyzed using netbeans 5.5 profiler, on a 2.4
GHz, 256 MB RAM machine. The result was that our scheme took lesser time
than the scheme by [CGS97], as shown in Table 1.

As evident from the table, the scheme of [CGS97] took a total time of 4
minutes and 1.625 seconds, whereas our scheme took a total time of 1 minute
and 18.625 seconds.

The purpose of our implementation is solely to demonstrate the improvement
provided by our scheme over [CGS97] even with a modest computational infras-
tructure. The results provide a practical manifestation of the improved efficiency
of our technique, which is theoretically analyzed and proved. The scalability of
our technique is shown by the improved time and message complexities, and can
be practically demonstrated by an implementation on a more advanced comput-
ing environment.
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Table 1. Time taken by each thread in the two schemes

Thread Name Basic Scheme New Scheme
min:sec min:sec

one 1.093 00.547
two 1.640 00.547
three 1.640 00.547
four 1.640 00.437
five 1.109 00.437
av1 18.109 1:13:047
av2 29.063 1:12.718
av3 1:16.469 1:12.500
av4 1:26.531 1:18.625
av5 4:01.625 1:12.500
onev 10.172 1:09.578
twov 10.516 1:09.578
threev 11.063 1:09.578
fourv 11.813 1:09.688
fivev 12.797 1:09.688
main 12.156 1:12.782
verifier 00.688 01.453
verifier 00.765 00.688
verifier 00.625 00.672

7 Conclusion

In this paper, we have presented an efficient election scheme for safely and fairly
conducting general elections. Our scheme has a key recovery protocol of time
complexity O(r) as compared to O(rlog2r) provided by [CGS97] and message
complexity of O(n) as compared to O(n2) provided by [CGS97]. The quantita-
tive analysis conducted further reinforces the fact that our scheme is better. We
also have a very efficient and easy way of making our election scheme proac-
tive. The reason for the improved performance of our election scheme over the
election scheme presented in [CGS97] is the replacement of the (n,r) threshold
cryptosystem used in [PED91] with a different technique (explained in [AB83]).

The scheme of [AB83] requires a trusted party for initial key distribution
among the authorities, as opposed to the former election protocol, which doesn’t
require a trusted party for that stage. But since both of the (n,r) schemes require
a trusted party for the recovery of the key, it is not a serious drawback. [AB83]
uses Chinese Remainder Theorem for recovering the distributed key giving the
key recovery protocol a time complexity of O(r) as compared to the time com-
plexity of O(rlog2r) provided by the earlier scheme. This also causes the message
complexity of the initial key distribution protocol to reduce from O(n2) to O(n).

In addition, by simply changing a random number, we can periodically refresh
the shares given to each authority with a new share, without affecting the actual
key and hence improving the security of the system.
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Abstract. Majority of the research in multilevel secure database man-
agement systems (MLS/DBMS) focuses primarily on centralized database
systems. However, with the demand for higher performance and higher
availability, database systems have moved from centralized to distributed
architectures, and the research in multilevel secure distributed database
management systems (MLS/DDBMS) is gaining more and more promi-
nence. Traditional transaction management protocols (i.e., concurrency
control and commit protocols) are important components of database sys-
tems. The most important issues for these protocols in MLS database sys-
tem are the covert channel problem [2] and starvation of high security level
transactions [10]. To address these problems, first we propose new correct-
ness criteria for multilevel secure multiversion concurrency control proto-
col, called read-down conflict serializability. It is the extended definition
of one-copy serial (or1-serial) that allows a transaction to read older ver-
sions, if necessary. If a concurrency control protocol allows transaction to
read older versions, we can obtain better throughput and response time
than the traditional multiversion concurrency control protocols. We show
that multiversion schedule based upon proposed criteria is also one-copy
serializable. Secondly, this paper proposes a secure multiversion concur-
rency control protocol for MLS/DDBMSs that is only free from covert
channels but also do so without starving high security level transactions,
in addition to ensure the proposed serializability. Further, in distributed
database systems, an atomic commitment protocol is needed to terminate
distributed transactions consistently. To meet MLS requirements and to
avoid database inconsistencies 2PC commit protocol is also modified.

Keywords: Multilevel security, concurrency control, commit protocol,
covert channel, distributed database system.

1 Introduction

In many applications such as military, government agencies, hospitals, security
is an important requirement since the database system maintains sensitive data.
Many of these applications are inherently distributed in nature. One common
technique for supporting the security can be a multilevel security (MLS). The
basic model of MLS was introduced by Bell and LaPadula. The Bell -LaPadula
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model [1] is stated in terms of objects and subjects. In a multilevel secure dis-
tributed database model a security level is assigned to each transaction (subject)
and data item (object). A security level for a transaction represents its clearance
level and the security level for a data represents its classification level. Classifi-
cations and clearances are collectively known as security levels and are partially
ordered [1]. An MLS distributed database management system (MLS/DDBMS)
can be shared by users at different clearance levels and contains distributed
database consisting of data at different classification levels. The sensitive data
in MLS/DDBMS is protected by controlling the access to data based on the
security level of users submitting the transactions and the security level of data.
The Bell-LaPadula model prevents direct flow of information from a security
level (high) to another non-dominated security level (low). However, it is not
sufficient to guard against illegal information flows through covert channels [2].

Applications interact with the database system through transactions. A trans-
action consists of a sequence of read and writes operations performed on data
items. In a typical database system, several transactions execute concurrently in
order to achieve high throughput and fast response time. When transactions exe-
cute concurrently and share data items, conflicts among them are often unavoid-
able. Concurrency control protocol is used to manage the concurrent execution
of operations by rejecting or delaying the conflicting operations such that consis-
tency is maintained [7], [8], and an atomic commitment protocol [16] is needed to
terminate distributed transactions consistently. Transaction management tech-
niques are fairly well understood for traditional distributed database systems,
this is not the case for multilevel secure distributed database systems. Tradi-
tional transaction management protocols (i.e., concurrency control and commit
protocols) such as Two Phase Locking (2PL) and Early Prepare (EP) [?]proto-
cols cannot be used directly for multilevel secure DDBMSs (MLS/DBMSs) as
they cause covert channels.

Transaction management protocols for MLS/DBMSs must ensure data con-
sistency as well as security. Several secure transaction management protocols for
MLS/DBMS have been proposed in the literature [2],[3],[4],[9],[11],[12],[17]. Ma-
jority of the research in MLS/DBMSs focuses primarily on centralized database
systems. Secure concurrency control protocols can be classified into two cat-
egories based on the number of data item version they allow. Some of them
use only a single version whereas other uses multiple data versions. Most of
single version protocols [10] achieve correctness and security at the cost of de-
clined performance of high security level transactions i.e., the high security level
transactions suffers from starvation. To eliminate the problem of covert channel
and starvation of high security level transaction, some secure multiversion con-
currency control protocols have been proposed [2],[4],[12]. The use of multiple
versions prevents high security level transactions from interfering with low se-
curity level transactions, in that high security level transactions are given older
versions of low security level data. Therefore, a low security level transaction
is never delayed or aborted because of the concurrent execution of a high secu-
rity level transaction thus both covert channels and starvation are eliminated.



Secure Transaction Management Protocols for MLS/DDBMS 221

Maintaining multiple versions may not add much to the cost of concurrency con-
trol, because the versions may be needed by the recovery algorithm [4]. However,
a major concern of these protocols is how to select a correct version in order to
ensure correct execution of transactions and security. A correct version of a data
item is the version, which a transaction would have used if it would run serially.
The requirement of security especially impacts serializability, which is the usual
notion of concurrent executions of transactions. No prior work has been reported
that extends the secure multiversion concurrency control for MLS/DDBMS.

To address above issues, we propose a multilevel secure multiversion con-
currency control protocol for MLS/DDBMSs. It prevents covert channels and
starvation of high security level transactions that may often occur in existing
multilevel secure concurrency control protocols in addition to ensure the pro-
posed serializability. Moreover, our protocol can provide higher degree of concur-
rency than traditional multiversion concurrency control protocols. In distributed
database systems, an atomic commitment protocol is needed to terminate dis-
tributed transactions consistently. The two-phase commit protocol (2PC) is the
most popular atomic commit protocol. Since proposed protocol uses V-Locks in
addition to conventional locks, therefore 2PC cannot be integrated with proposed
protocol in its present form. We modify 2PC to avoid database inconsistencies.

The remainder of the paper is organized as follows. In Section 2, we discuss
the correctness criteria for multiversion concurrency control and then propose
Read-down Conflict-preserving serializability. Section 3 presents MLS Distributed
Database Model. Section 4 presents multilevel secure multiversion concurrency
control and commit protocol for MLS/DDBMS. Simulation model of MLS/ DDBS
and Performance results of proposed protocol are presented in section 5.
Section 6 concludes the paper.

2 Read-Down Conflict-Preserving Serializability

One-copy serializability [15] is strictly established correctness criterion for tra-
ditional multiversion concurrency control protocols where correctness alone was
the prime concern. In order to prove that multiversion concurrency control pro-
tocol is correct, we must show that each of MV histories produced by protocol
is equivalent to a serial single version (SV) history [15]. An MV history and a
SV history are equivalent, if they have the same reads-from relationships. An
MV history is serial if for every two transactions Ti and Tj that appear in H,
either all of T

′

i s operations precede all of T
′

j s or vice versa. A serial MV history is
one-copy serial (or 1-serial) if for all i, j and some data item x, if Ti reads x from
Tj, then i = j, or Tj is the last transaction preceding Ti, that writes into any
version of x. This means that each transaction is permitted permit to read the
most recent versions of data items. An MV history is one-copy serializable (or
1SR) if its committed projection is equivalent to a l-serial MV history. However,
there are many one-copy serializable MV histories which are not one-copy se-
rial. Let us consider the following histories H1 and H2 over transaction T1, T2 and
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T3. ri[xj ] represents Ti reads x written by Tj, wi[xi] represents Ti writes x and
ci represents commitment of Ti .
H1 = w1[x1]w1[y1]c1r2[x1]r2[y1]w2[x2]w2[y2]c2r3[x2]r3[y2]c3
H2 = w1[x1]w1[y1]c1r2[x1]r2[y1]w2[x2]w2[y2]c2r3[x1]r3[y1]c3

In above histories, H1 is one-copy serial while H2 is not one-copy serial be-
cause T3 does not read the most recent version. However, the MV history H2 is
equivalent to a serial SV history T1T3T2and thus, H1 and H2 are 1SR histories.
Multiversion concurrency control protocol in MLS/DBSs, in addition to ensure
the correct execution of concurrent transactions, must also preserve security.
Unfortunately, one-copy serializability dose not provide acceptable performance
in MLS multiversion database systems because one-copy serializability was orig-
inally introduced for traditional multiversion database systems (Single security
level systems). In this section, we propose a new serializability, called read-down
conflict-preserving serializability (RD-CSR) for multiversion concurrency con-
trol protocol in MLS/DBSs. RD-CSR eliminates the limitation of traditional
multiversion concurrency control protocol that transactions must read the most
recent committed versions of data items. By relaxing this restriction, we can
obtain higher degree of concurrency since transactions are unnecessarily blocked
or aborted in traditional concurrency control protocols. RD-CSR allows a trans-
action to read older version of data item when the transactions cannot read the
most recent version. ”1-copy serial” can be redefined in terms of ”RD-serial” as
follows: A multiversion history over a transaction set T is 1-copy serial, if for
each transaction in T and some data item x, the first read operation of a trans-
action selects the most recent version of data item of x or the version written
by itself and each of the following read operations of transaction selects most
recent versions created before the next new version of x.

2.1 Distributed MLS Database Systems

Transactions executing in distributed database systems may require to access (ei-
ther read or write) data items from more than one site. Each distributed trans-
action, consist of a process called coordinator that execute at the site where the
transaction is submitted, and a set of other process, called cohorts that execute
at various sites (participant sites) where the required data items reside. Cohorts
may be executed in sequential or parallel manner. To extend the protocol given
in [2] for MLS/DDBSs additional communications between the coordinator and
the participants is required to determining the timestamp of a transaction since
every transaction must be assigned a timestamp such that it is smaller than the
timestamps of all active transactions executing at all lower security levels. Other-
wise, it is possible that a lower security level transaction with a smaller timestamp
at some other site may issue write operations that can invalidate the read oper-
ations of high security level transaction. In addition to that it has the drawback
that transactions at a higher security level are forced to read far outdated values
due to timestamp assignment. Protocol describe in [5] can be easily extended to
handle distributed transactions, but it has the drawback that the high security
level transaction Ti is re-executed if a low level transaction Tj writes a value, read
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by Ti such that ts(Tj) < ts(Ti) and requires Ti to wait for its commit until all
transactions at all sites with smaller timestamps than that of Ti commit.

Protocol proposed in [12] cannot be easily extended to handle distributed
transactions. Suppose that every site in the MLS/DDB uses Kim et al. protocol
for concurrency control. There are two sites A and B in a DDBS. Let Ti and Tj

be the distributed transactions that originate at site A and site B respectively
such that L(Tj) < L(Ti). Each distributed transaction consists of two cohorts:
ca
i , cb

i , and ca
j ,cb

j , with ca
i , and ca

j , executing at Site A, and cb
i ,and cb

j , executing
at Site B, respectively. Among the data items accessed by Ti and Tj are x, y
and z with L(x) = L(y) = L(z) = L(Tj). Data item x and y are at Site A while
z is at Site B. cri is the certifying operation of Ci and indicates that the cohort
has completed execution and sent a WORKDONE message to the coordinator.
L(T) and L(x) be the security level of transaction and data item respectively.
The order of execution of each cohort is shown in Fig. 1.

Site A
Ci

a:   ri(x0)                                     ri(y0) cri

Cj
a :                 wj(xj) wj(yj) crj

Site B
Ci

b :                                               ri(zj)   cri

Cj
b :                      wj(zj)      crj

Fig. 1. An example history illustrating the problem of retrieval anomaly

Note that when ca
j is submitted to scheduler at site A, it blocks ca

i to execute
ca
j in order to avoid a covert channel. The values written by ca

j are not visible to
ca
i when it resumes its execution in order to avoid retrieval anomaly as it added

into C-setca
i (conflict transaction set ). On the other hand at site B, cb

i read
values written by cb

j .

3 MLS Distributed Database Model

We use the MLS distributed database model given in [9]. It consists of a set N
of sites, where each site Nε N is an MLS database. Each site has an independent
processor connected via secure (trusted) communication links to other sites. Thus
no communication between two sites is subject to eavesdropping, masquerading,
reply or integrity violations. The MLS distributed database is modeled as a
quadruple <D, τ , S, L >, where D is the set of data items, τ is the set of
distributed transactions, S is the partially ordered set of security levels with an
ordering relation ≤, and L is a mapping from D

⋃
T to S. Security level Si is

said to dominate security level Sj if Sj = Si. Every data object x, as well as every
distributed transaction τ , has a security level associated with it, i.e., for every x
ε D, L(x)ε S, and for every τ ε τ , L(τ) ε S. Each MLS database N is also mapped
to an ordered pair of security classes Lmin(N) and Lmax(N). Where Lmin(N),
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Lmax(N) ε S, and Lmin(N) = Lmax(N). In otherwords, every MLS database in
the distributed database has a range of security levels associated with it. For
every data item x stored in an MLS database N, Lmin(N) = L(x) = Lmax(N)
Similarly, for every transaction T executed at N, Lmin(N) = L(T) = Lmax(N).
A site Ni is allowed to communicate with another site Nj only if Lmax(N)i =
Lmax(N)j. The security policy used is based on the Bell-LaPadula model.

3.1 Distributed Transaction Model

Each distributed transaction has single process, called the master (coordina-
tor), that executes at the originating site of the transaction and multiple other
processes, called cohort that execute at the various sites where the required
data items reside. The transaction manager at a site is responsible for creation
of master process and cohort processes for each transaction submitted to that
site. Master forward cohorts to the appropriate concurrency control manager by
sending the STARTWORK message when some data item at the site is to be
accessed. Generally, there is only one cohort on behalf of the transaction at each
site. When a cohort completes its data access and processing requirements, it
sends a WORKDONE message to the master and waits for the master process
to initiate commit protocol. The master process provides the coordination of
cohort processes; the master process commits a transaction only if all cohorts of
the transaction are ready to commit, otherwise it aborts. Therefore, a commit
protocol is needed to ensure that all cohorts and the master reach a uniform
decision. There are two types of distributed transaction execution model i.e. se-
quential and parallel. In sequential execution model, only one cohort is active
at a time and master send the subsequent STARTWORK message only after
the previous cohort has completed the work assigned to it. On the other hand
in parallel execution model the master send the STARTWORK messages to all
cohorts together. After successful execution of the master’s request at cohort,
sends a WORKDONE message to the master.

Each distributed transaction T submitted to its coordinator and coordina-
tor assign a unique timestamp to it. The coordinator divides the distributed
transaction into cohorts and forwards them to appropriate site. The distributed
transaction’s timestamp and security level is also assigned to all its cohorts.
Each cohort is executed under local concurrency control. We use notation Ti

(Ci) to represent a transaction (its cohort) with timestamp i (or TS). The com-
mit timestamp of a transaction depends on its commit time i.e. if i <j for two
transactions Ti and Tj then c(Ti)< c(Tj) where c(T) represents the commit
time of transaction T.

4 Secure Multiversion Locking Concurrency Control
Protocol

In this section, we present a secure multiversion concurrency control proto-
col based on read-down conflict-preserving serializability for MLS/DDBSs. The
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proposed concurrency control protocol is based on the Bell-LaPadula security
model (Restricted Write Model) to prevent direct flow of information from a high
security level transaction to low security level transaction. The security model
allows a transaction to issue read-equal, read-down and write-equal operations.
Consequently, following conflicts may occur:

1. Read-down conflict among different security levels
2. Read-write conflict at same security level
3. Write-write conflict at same security level.

To close all covert channels, read-down conflict is the only case that needs to be
treated differently from the conventional conflict in MLS database systems.

Proposed concurrency control protocol is primarily based on multiversion
locking protocol [15]. In case of same security level data conflicts, (Read-write
conflict and Write-write conflict at same security level) conflicts are resolved
using traditional multiversion two phase locking (MV2PL) protocol, since there
is no security problem within same security level. MV2PL protocol, relaxes the
rule of two phase locking (2PL) so that the conflicts between read and write or
write and write are eliminated. Hence, each data item may have many versions
that are created by active cohorts, called uncertified versions. However, cohorts
are allowed to read only the most recent version of each data item in order to
ensure the correct execution of cohorts. Three types of locks are used: read,
write and certify. Read and write locks are set as usual for two-phase locking
protocol, but when commit operation is sent to the concurrency control man-
ager, all write-locks are converted into certify locks. And a certify lock is used
to delay the commitment of a transaction until there is no active reader of data
items that are about to overwrite. Certify locks only conflict with read locks and
other certify locks. However, in order to prevent covert channels, certify locks
are granted to low security level cohorts in proposed protocol, upon the conflicts
between read and certify locks at different security levels.

Assumptions

1. The DBS uses Lamport clock to generate consistent timestamps across differ-
ent sites.
2. Cohorts are executed sequentially.

Basic Idea
The proposed protocol uses a secure version of MV2PL for concurrency control
that uses version locks, similar to Kim’s t-lock to reduce the number of high
security level (HL) transactions that are aborted due to read-down conflicts
with low security level (LL) transactions. Existing secure concurrency control
protocols for distributed MLS /DBS grant write lock to LL transactions Tj
on a data item x (say on sit A) even when x has a read lock by some HL
transaction Ti. This is done to avoid covert channel. Further to avoid database
inconsistencies Ti is aborted and re-executed.

The proposed protocol instead of aborting Ti and re-executing it, sets
V-locks on values written by Tj and all transactions dependent on Tj (on site



226 N. Kaur et al.

A) so that these values are not visible to Ti. However Ti may still read a data
item y written by Tj or a transaction dependent on Tj on some other site, say
B (retrieval anomaly [5]). To handle this Ti records the version numbers of all
low data items, it reads directly or indirectly on different sites. During commit
the coordinator of Ti uses this information to detect the retrieval anomaly, if
any, and commit / aborts Ti accordingly.

This allows all those HL transactions Ti’s to commit (without re-executing)
that do not read values written or write values read / written by LL transaction
Tj or transactions dependent on it on more than one site.

Requirement: If transaction Ti depends on another transaction Tj , c(Ti) ¡
c(Tj). Where c(T) represents the commit time of transaction T.

Algorithm Data Structures: Let Ca
i represent the cohort of Ti executing

at site A. Each HL transaction Ti (and not each cohort) maintains two data
structures CS[i] and Low-RS[i] defined as follows:

1. CS[i] = j if C∗
j (we use * to represent any site) is the LL cohort with lowest

TS on the current site or on some previous site that gets a certify lock on some
LL data item x read locked by Ti. It is 0 otherwise.
2. Set Low-RSa[i] contains j (!=0) if Ti reads version j of a low level data item
directly or indirectly (Ti reads a HL data item x having Low-TS[x] = (j, write)).
Following additional information is stored along with each data item x:

1. Write-TS[x]: When a transaction T is certified each data item x written by T
is assigned a timestamp (version)Write − TS[x] = committime(T ). Following
additional information is stored along with each HL data item x:
2. Low-TS[x]: When a high level transaction Ti reads / writes x it also stores
(at the time of commit) Low-TS[x] = (largest entry in Low-RSa[i], read/write).
// HL transaction writes HL data items only.

In addition to above, coordinator of Tihas maintain every site in MLS/DDBS
has to maintain V-LockTable.

1. V-LockTable contains (data version, list of transactions not allowed to read
this version).

Since cohorts of a transaction are executed sequentially data structures CS[i]
and Low-RS[i] can be passed on from first cohort to second, then to third and
so on through coordinator. If CS[i] is non-zero cohorts read LL data items with
version ≤ CS[i] only, otherwise they read most recent certified version. This
reduces the abortion rate of high security level transactions due to read-down
conflicts with low security level transactions. However if the ithcohort in sequence
reads a LL data item x and then a LL cohort Cj

a gets a write lock on x, Low-RS[i]
is checked for an entry ≥ j. If it is there, transaction is aborted otherwise the
execution may continue.

Concurrency Control: The proposed concurrency control algorithm uses fol-
lowing rules to get a lock on data item x:
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Rule 1 (Cohort Ca
i requests for a read lock on data item x)

HL Cohort (HL or LL data):
CS[i] = = 0: get lock as per MV2PL // ( get the read lock on latest

certified value if there is no certify lock)
HL Cohort (CS[i] = = j) / HL or LL data:

if (LL data) get the lock on the latest certified value < j;
if (HL data) get the lock on latest certified value with Low-TS[x]

< (j, write)
Modify Low-RSa[i];
LL Cohort / LL data:

get lock as per MV2PL;
Rule 2 (Cohort Ca

i requests for a write lock on data item x)
Ca

i creates a new version of x; // there is no conflict between write
and other operations.
Rule 3 (Cohort Ca

i requests for a certify lock on data item x)
LL Cohort (HH Cohort Cj

a already has a read lock on LL data)
get certify lock without any delay;

HL(LL) Cohort (HL (LL)Cohort already has a read lock or certify lock
on HL(LL) data)

get lock as per MV2PL;
Modified 2PC Coordinator (Ti)
Send the STARTWORK message along with CS[i] and Low-RS[i] to next
participant
Wait for WORKDONE message
if (last participant)

send request for VOTE to all participant
wait for VOTE from all cohorts

if (all voted YES)
send COMMIT

else
send ABORT.

Participant (Ca
i )

wait for STARTWORK message from coordinator;
Complete processing;
if (HL Cohort)

if (CS[i]�= 0) and (Low-RSa[i] contains an entry ≥ CS[i])
send ABORT message;

else send WORKDONE message;
else send WORKDONE message;
wait for request for VOTE;
if (request for VOTE) and can commit: send YES;
else send ABORT
wait for COMMIT
if (COMMIT)

Modify values and the Write-TS;
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if (HL Transaction) Modify Low-TS[x] for each x written;
if ((LL data item)and (read lock by a HL transaction Ca

j ))
Add i into CS[j]; // add LL Cohort id into Conflict Set of HH Cohort;
Set V-lock on all certified versions written by LL Cohort;

else Abort.

5 Performance Evaluation

In this section, we evaluate the performance of proposed concurrency control
protocol. We extend the protocol given in [5] for distributed databases, called
SMVTO. We compare the performance of proposed secure concurrency control
protocol with SMVTO by means of simulation.

5.1 Simulation Model

Our simulation model is similar in many aspects to the distributed database
model presented in [13], which has also been used in several other studies of
distributed database system behavior. It consists of MLS database that is dis-
tributed, in a non-replicated manner, over N homogenous sites connected by a
secure network. Thus no communication between two sites is subject to eaves-
dropping, masquerading, reply or integrity violations. Each site in the model
has six modules. In addition to these per site components, the model also has
a network manager which models behavior of the communications network. All
the modules in the database systems are assumed to be trusted. In this, we
are concerned only with providing security at concurrency level. Fig. 2 presents
simulation model of a site. Other sites of the network are identical.

Transaction Generator: The transaction generator is responsible for gener-
ating the workload for each data site. Transactions are generated as a Poisson
stream with mean equal to ArriRate. All sites receive the same workload, i.e.
have an identical transaction arrival rate. Each transaction in the system is dis-
tinguished by a globally unique transaction id. The id of a transaction is made
up of two parts: a transaction number, which is unique at the originating site of
the transaction and the id of the originating site, which is unique in the system.

Database Model: The database is modeled as a collection of DBSize pages.
These pages have been assigned ClassLevels and are uniformly distributed in a
non-replicated fashion across all the NumSites sites, so that each data item is
managed by only one site. Accesses to data pages are distributed uniformly over
the entire database, i.e. each data page is accessed with equal probability. The
database is equally partitioned into ClassLevels security classification levels (e.g.
if database has 1000 pages and number of classification is 2, pages 1 through
500 belongs to level 1, pages 501 through to 1000 belongs to level 2). Table 1
summarizes the parameters of simulation model.

Transaction Manager: Each distributed transaction in the workload has single
process, called the master or coordinator, that executes at the originating site of
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Fig. 2. Simulation Model of the DDBMS

the transaction and multiple other processes, called cohort that execute at the var-
ious sites where the required data pages reside. The transaction manager at a site
is responsible for creation of master process and cohort processes for each trans-
action submitted to that site. The cohorts are created dynamically as need. There
can be at most one cohort of a transaction at each site. If there exists any local
data page in the access list of the transaction, one cohort will be executed locally.
When a cohort completes its data access and processing requirements, it waits for
the master process to initiate commit protocol. The master process provides the
coordination of cohort processes; the master process commits a transaction only if
all cohorts of the transaction are ready to commit, otherwise it aborts and restarts
the transaction after a delay and makes the same data accesses as before.

Concurrency Control Manager. Concurrency Control Manager is responsi-
ble for handling concurrency control requests made by the transaction manager,
including read and write access requests, requests to get permission to commit
or abort a cohort, and several types of master and cohort management requests
to initialize and terminate master and cohort processes.

Resource Manager. The resource manager manages the physical resources
of each site. The physical resources at each site consist of NumCPUs proces-
sors, NumDataDisks data disks and NumLogDisks log disks. Both CPU and IO
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Table 1. Simulation Model Parameters and Values

Parameter Meaning Value
NumSites Number of sites in the database 8
DBSize Number of pages in the database 4000

ClassLevels Number of Classification Levels 2

ArriRate Mean transaction arrival rate / site 1-10
ClearLevel Number of Clearance Levels 2
TransType Transaction Type (Sequential or Parallel) Sequential
DistDegree Degree of Distribution (number of cohorts) 3
CohortSize Cohort size (in pages) 6
WriteProb Page write probability 0.4

NumCPUs Number of processors per site 2
NumDataDisks Number of disks per site 4
NumLogDisks Number of log disks per site 1

PageCPU CPU page processing time 5ms
PageDisk Disk page access time 20ms
MsgCPU Message send / receive time 5ms

queues are organized on the basis of the cohort’s priorities. Preemptive-Resume
priority scheduling is used by the CPUs at each site; preemptions being based on
transaction priorities. Communication messages processing is given higher prior-
ity than data processing at the CPUs. The PageCPU and PageDisk parameters
capture the CPU and disk processing times per data page, respectively.
Book Keeper. The Book keeper is used for collecting statistics of the site. It
counts the number of transactions completed and aborted at each security level
and the average execution time.
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Network Manager. We assumed a reliable and secure system, in which no site
failures or communication network failures occur. The communication network
is simply modeled as a switch that routes messages without any delay [14] since
we assume a local area network that has high bandwidth. However, the CPU
overheads of message transfer, message transfer are taken into account at both
the sending and the receiving sites. This means that there are two classes of CPU
requests - local data processing requests and message processing requests. The
CPU overheads for message transfers are captured by the MsgCPU parameter.

5.2 Simulation Results

For each experiment, we ran the simulation with the same parameters for four
different random number seeds. Each simulation run was continuing up to 2,000
transactions of each security level were committed. The results depicted are the
average over the four runs. All the data reported in this section have 95 perctange
confidence intervals.

Fig. 3 depicts the average response times of SMVL and compared with SMVTO
as a function of overall transaction arrival rate per site. In figure, we observe that
at low arrival rates, the response times are more or less the same for both proto-
cols. This is because contention levels are low, and majority of the time is spent in
disk access and CPU access rather than in resource queues, locks queues, or trans-
actions abort. The impact of these factors increases as the arrival rate increases
that result in different response times for all protocols. We observed from figure
that SMVL has better response time than SMVTO. This is because in SMVTO,
high security level transaction Ti wait for its commit until all transactions at all
sites with smaller timestamps than that of Ti commit and if a data item read by
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a Ti is updated and invalidated by a low security level transaction, then Ti is re-
executed. In Fig. 4 and Fig. 5 we present the average transactions response times
per-security level of SMVTO and SMVL protocols as a function of overall trans-
action arrival rate per site.

We observe that in SMVTO concurrency control protocol the response time
of high security level transactions is significantly higher than that of low security
level transactions throughout the arrival rates.

6 Conclusions

In this paper, we proposed a new secure multiversion concurrency control protocol
for multilevel secure distributed database management systems. They ensure one-
copy serializability and eliminate covert channels, retrieval anomaly and starvation
of high security level transactions. V-locks are used to ensure one-copy serializabil-
ity of transaction. Proposed protocol sometimes provides a data version that is not
the most recent one. This feature helps avoid abortion and re-execution of high se-
curity level transactions. Simulation results show that the proposed protocol pro-
vides better performance compared with SMVTO concurrency control protocol.
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Abstract. Since the day the Internet was made public, it has evolved as
one of the most convenient, easily available and low cost media that help
us to get connected to a vast variety of data and information. Its vast
size and the ease of access of resources have made the Internet one of the
most popular and widely used media for information exchange. However,
this does not mean that it is free from any problems. Ensuring continuity
of services and security of data is one of the most critical issues that must
be resolved before the real power of the Internet can be harnessed. With
more and more attacks emerging on a daily basis, it becomes necessary
to analyze their root causes rather than to try and eliminate the attacks
individually. Hence, in this paper we identify various factors responsi-
ble for the current state of insecurity and discuss the main categories of
threats which span over the possible attacks that persist over the Inter-
net. We also discuss the major limitations and challenges that need to
be resolved to provide a better and a safe Internet.

1 Introduction

The Internet has emerged as one of the most convenient and widely used media
for exchanging information. The amount of information that it contains is un-
precedented, compared to any other media source and this information increases
rapidly every day. The Internet is the newest and the fastest growing media for
information flows and its size was estimated to be about 532,897 Terabytes in
the year 2002 [2]. On top of this scalability, the main factor that led to its success
is the ease with which anyone can access this information. Today, it is hard even
to imagine a business running without making use of the Internet. However, the
Internet of today is faced with many challenges, largely due to the vast size, ease
of access, anonymity enjoyed by an individual and the open architecture of the
Internet. One of these most daunting challenges is to ensure security, i.e., to en-
sure continuity of services, and the confidentiality and integrity of the available
data [8], [1] while maintaining ease of access. New and unseen attacks emerge
even when existing security systems are unable to detect the present attacks
reliably [13]. Security becomes an important issue the moment we think of re-
source sharing. This is because every single piece of information has an owner
attached to it and it is up to the owner to decide whether that information is
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shareable or not and if so, then to whom and under what conditions. Even for
a stand alone computer which is shared by multiple users, restricting access to
important information from others is important and hence security becomes an
important factor that must be addressed. Ensuring this is relatively easy on a
single computer, but when we connect it to the Internet, we cannot be sure of
the associated risks.

The Internet, then known as ARPANET, was brought online in 1969 by the
Advanced Research Projects Agency (ARPA) which initially connected four ma-
jor computers at universities in the southwestern United States of America [24],
[15]. The idea of developing the Internet was to provide a communications net-
work that could work even if some of the sites were destroyed. The main feature
for such a network was that the live nodes could communicate regardless of the
state of the overall network [23]. This requirement affected the design of the In-
ternet in two ways. First, to achieve this high level of interconnection, a packet
switched architecture was selected as opposed to the circuit switched network
used in traditional telephony [21]. This ensured that the packets could reach
from one node to any other node even if multiple nodes between the two were
down. This is because there was no direct connection between any two nodes at
any point in time and multiple paths existed for the packets to travel from the
source to reach the destination. Hence, packets can take different paths when
traveling between two fixed nodes. This is known as the multi-path routing [25].
Second, to avoid any single point of failure for the entire Internet, each node
in the network was considered as important as any other node in the network.
Hence, the network could work even if a few nodes were not active. This resulted
in a decentralized architecture for the Internet.

During the initial stages of the development of the Internet, it was not meant
to be a public network and hence security was not considered as a major factor in
its design [16]. The idea was to provide a simple, fast and reliable media for data
transfer. However, Internet soon became a major public communication network
and by then it was too late to redesign the entire Internet to add the required
security functions. Hence, all the security features are left to be implemented
at the user end rather than in the backbone of the Internet. This is because
it is difficult to implement the security solutions at the core, as it has high
bandwidth and huge amount of data, as compared to the edges of the Internet
where the data flow is limited. The Internet Protocol does not implicitly provide
any mechanism for security though it is one of the most desired features for any
individual or organization accessing the Internet. This necessitates deploying
expensive security mechanisms at the target so as to protect malicious attackers
from gaining illegal access to private data and to ensure the continuity of services
provided to the clients. Even then, no security administrator can ensure complete
network and data security. In this paper, our focus is to identify various causes
of security threats over the Internet in order to categorize the attacks and to
highlight the challenges for resolving the root causes of these attacks.

The rest of the paper is organized as follows. We discuss various causes for at-
tacks over the Internet in Section 2 where we highlight how the features and the
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architecture of the Internet enables the attacks to succeed. In Section 3 we cate-
gorize the main types of attacks and analyze the associated challenges along with
possible solutions. We then discuss the core issues that needs to be addressed to
improve security over the Internet in Section 4. We discuss the possible future
directions for minimizing various security issues thereby increasing security over
the Internet in Section 5. We then conclude in Section 6.

2 Causes for the Attacks over the Internet

Given that the Internet Protocol by itself does not provide any security mecha-
nism to ensure data security and continuity of services, it is prone to a number
of attacks such as Denial of Service and data theft. Theoretically, the problem
of security can be eliminated if the software were “perfect” without any bugs
and there were no implementation errors when configuring various systems and
granting access rights. However, the notion of a perfect software is an ill-defined
problem, as it is a semantic notion and it is very hard if not impossible to verify
the semantics of a non-trivial software system. Even if the systems were “per-
fect”, they would require defence against Denial of Service attacks (in the form of
bandwidth attacks) and errors arising due to poor management of the systems.

The Internet, in its present state, not only provides a wide variety of tools that
make the task of an attacker fast and easier, it offers a favourable environment for
an attacker to launch such attacks and get away without even being identified.
There are a number of drawbacks in the current Internet architecture which
mainly arise in order to satisfy other requirements such as the ease of access,
redundancy, openness, scalability and being a low cost medium for data transfer.
In order to find out the possible solutions for this state of insecurity, it is very
important to first figure out the root causes for this state and then search for
mechanisms that can at least mitigate the risks if not completely eliminate them.
We now discuss how different features of the current Internet actually provide an
easy medium to launch attacks that compromise confidential data and disrupt
services over the Internet. This discussion is motivated by the survey in [20].
Interested readers are encouraged to refer to the CERT website to find out the
latest security threats and their impact [6].

2.1 Lack of Traceability of Packets

As any other network, the Internet is designed to have very high capacity core
networks and low capacity edge networks. The data moves between any two
distant edge networks via the core networks. Hence, the core links must be of
very high capacity which need to accommodate heavy traffic from many sources
and then deliver the same to one or more destinations. In contrast, an edge
network only needs to support its end users, which requires less bandwidth. As
we mentioned before, the Internet is based upon packet switching and multi-
path routing of packets. This ensures that only the source and destination are
important in any communication regardless of the path taken by the message
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to reach the destination. Thus, the data can be transmitted via different routes
between the same source and destination. Multi-path routing also provides load
balancing capability as the packets can be routed via different links in order to
avoid congestion on a single link between the source and the destination. Both
packet switching and multi-path routing make the Internet very robust when
compared to the existing telephone networks.

While this flexibility of forwarding the IP packets based on their destination
address rather than forwarding them on a predefined path helps make the In-
ternet robust, it comes with the cost of loss of traceability of packets making it
extremely hard to identify the complete route traversed by a packet. The prob-
lem of traceback primarily exists due to the possibility of IP packet spoofing. IP
spoofing refers to creating an IP packet containing fake information. IP source
address spoofing occurs when an IP packet is generated using a different source
IP address than the actual address assigned to the source computer. Without an
integrity check for each IP packet, attackers can spoof any field of an IP packet
and inject it into the Internet.

A simple approach to recover the complete path traversed by any packet
would be to ensure that every router that forwards the packet also tags it with
a unique router specific code. This, however, involves the core routers making
it an unattractive solution. This is because the amount of packets to be marked
at the core would significantly degrade the performance over the Internet. Thus
the routers only look at the destination address for a packet and route them to
the next hop without any authentication. Further, since the volume of traffic
they handle is so large, keeping a history of every packet or even the state
of connections over the router is generally not practical. Methods need to be
developed that are capable to trace the path of the packet reliably without
significantly affecting the performance. As we discuss later, methods such as the
probabilistic traceback of IP packets proposed in [18] show how to efficiently
traceback the path traversed by a packet. The current methods, however, try to
trace the complete path in order to reach the actual malicious source. On the
other hand, if we can reliably identify the malicious source directly without the
knowledge of the complete path traversed by the packet it will not only save the
core routers from extra processing, in the form of authentication of the source,
but will also provide immediate response when the malicious packet is discovered.
Ingress filtering is the most effective method that can be used for this, though
it has its own drawbacks. Ingress filtering, even if employed globally, can only
be implemented at the level of the sub-net. It can not identify the unique node
generating the attack traffic. Nonetheless, in practical situations it is sufficient
to reach to the sub-net that is closest to the attacking source.

The ideal solution for packet source identification and traceback is a combi-
nation of ingress filtering (to drop the packets close to their source if possible)
and an efficient packet marking scheme which does not involve the core routers
(so as to recover the complete attack path without affecting the efficiency at the
Internet backbone). This requires a clear definition (or boundary) of the edges
over the Internet and then developing efficient switches which mandatorily mark
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every packet with a unique identification based upon the hardware. Further,
since the packets are marked at the switches near to the source of the attack,
the switches themselves must not be compromised by the attacker so that they
can be trusted and relied upon. This approach will also minimize the role of
global legislations which, anyways, is very hard to arrive at. This solution is
bound to be effective because the packet marking is done very close to the
source of the packet and it involves only the edge routers and switches where
the traffic is limited as compared to any other present packet marking schemes
for IP traceback.

2.2 Decentralized Management

The Internet is an aggregation of an extremely large number of networks which
are interconnected to provide global access to the end users [17]. With no central
authority or management hierarchy in the Internet each interconnected network
is managed locally. This resulted in the rapid growth of the Internet since there
were no restrictions and the network administrators were free to set up a network
as per their requirements. In order to connect to the Internet and communicate
with other networks, a network just needs to understand the Internet Protocol
[3]. There is no rule that enforces a network to have a fixed network structure
with a predefined set of features.

Decentralized management, however, has also provided the attackers with
easy-to-access resources as there is no restriction on the content that is available
over the Internet. Lack of standards and compliance often leads to configura-
tion errors which are exploited resulting in security breaches. To counter many
threats such as a Distributed Denial of Service attacks, it becomes necessary to
make a cooperative effort for global deployment of defense solutions. But with
the lack of interest and no administrative control over other’s networks, coop-
erative defence mechanisms becomes extremely difficult to implement, making
global deployment of the solution an unattractive alternative. Moreover, due to
privacy and other commercial concerns, network service providers are generally
reluctant to provide detailed information about the traffic patterns within their
networks and do not cooperate in tracing attack sources. A global effort is often
necessary because the distributed nature of many attacks renders a single-point
solution ineffective. Further, a single point solution can only be implemented at
the destination and not close to the source of the attack. It is important to im-
plement the solution close to the source so as to reduce the impact of the attack.
Also, since an Internet attack can be launched from a node anywhere in the
world, it becomes very hard to first of all track the actual attacker and then to
pursue legal actions against the attacker as this would involve international legal
systems and cooperation among different governments which may not always be
easy without international regulations.

2.3 Resource Sharing

The Internet helps to share resources among users. This, however, results in a
situation where the actions of a single user affect the entire network. A simple
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example is that of a network printer where a single print job given by an indi-
vidual user can affect the availability of the printer to all the other users in the
network. Similarly, a single malicious user can occupy the shared resources as
in a typical Denial of Service attack, thereby, disrupting the service to the le-
gitimate users. As there is no quality-of-service guarantee provided to the users,
there is no mechanism for enforcing traffic admission controls. This inter-user
dependency is a fundamental factor that enables bandwidth attacks [11].

2.4 Vulnerability in Software and Poor Maintenance of Machines

The Internet provides a huge pool of computers and networks that can be ex-
ploited and controlled to launch powerful attacks. The software, including both
the applications and the operating systems, often have a number of vulnerabili-
ties which can be exploited. Since it is not practical to build “perfect” software, a
number of vulnerabilities exist in many widely deployed software platforms. Fur-
ther, computer networks and personal computers also suffer from configuration
errors and poor maintenance resulting in more vulnerabilities.

Such vulnerable computers fall victim to the attacker resulting in an attacker
taking control of the machine and turning it into a “zombie” under their control
[7]. The attacker can then either create a large army of such zombies by ex-
ploiting the same vulnerability in other nodes to launch highly distributed and
powerful bandwidth attacks which can be difficult to detect and hence difficult
to prevent. Moreover, attackers can simply enter into a private network to ob-
tain valuable information by hiding their identity with the help of the zombie
thereby minimizing their chances of being identified [13]. Although, this is not a
weakness of the design of the Internet, the vast size of the Internet provides an
attacker with a pool of potential victims which can significantly ease the task of
the attacker by providing easy targets.

It is important to note that, in case, when a single packet may result in shut-
ting down the entire system or lead to loss of information, it becomes necessary
to prevent such an attack by building real time and effective intrusion detection
systems [12]. Tracing the source may only help in pursing legal actions as the
damage caused by the attack can not be mitigated by identifying the attacker
after the attack is successful. Damage can only be prevented if the attack itself
is prevented.

2.5 Ease of Phishing

Phishing is an attempt to acquire sensitive personal information by tricking an
individual to enter their credentials by masquerading as a true entity or to trick
an individual to visit a dummy web location which can install malicious software
that can be used to acquire sensitive information. The information acquired may
then be used to cause the actual damage at some later stage [4]. The vast size of
the Internet and the ease of obtaining a domain name over the Internet provides
an easy means to set up such a phishing website that can result in compromising
confidential information often resulting in monetary losses.
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The vast size of the Internet and the curiosity of users are major factors that
make phishing possible. This is because once an individual receives a phishing
message, it is either too similar to the legitimate message that one cannot distin-
guish between the original and the fake message or it appears too exciting that
one falls into the trap of such phishing attempts. Phishing, like other attacks,
is more of a social engineering problem rather than a drawback in the Internet.
However, the enormous size of the Internet and the ease of acquiring a domain
name and setting up a phishing website often makes the task of an attacker
much easier.

Given the above causes for the attacks over the Internet and that the secu-
rity mechanisms are implemented at the target, the situation is contrary to the
ideal one, i.e., the security methods should be enforced at the edge close to the
source in order to prevent the spread of malicious attacks. This not only over-
whelms small individual networks with the additional task of providing security,
no mechanism is supported to trace back the attacker and pursue legal action.
The only option left is to deploy expensive security mechanisms which do not
even guarantee to identify the attacks reliably. Another possible solution is to
redesign the Internet as the authors propose in [9]. However, in this paper we
restrict our efforts to provide security mechanisms for the current Internet.

3 Major Threats over the Internet

Given the current Internet is plagued with a number of attacks and security
risks, it is very important to eliminate these risks so as to ensure a safe comput-
ing environment. From the users’ perspective, they are interested in two things;
first, they must be able to access the information or avail of any service that
they are authorized to access at any point in time and second, they must be
ensured that their details are not compromised, i.e., their details should be ac-
cessible to only those individuals who are authorized to do so. Similarly, from an
organization’s perspective, it must be able to ensure continuity of the services
that it is providing to its customers such that its resources are not exploited and
no external or unauthorized entity can access the confidential information of its
subscribers or illegally access its own confidential documents. This means that
the threats fall in two major categories. The first being the Denial of Service
attacks and the second being the attacks on Information Systems (or the data
thefts which are illegal access to confidential or secure data). Though both of
these are equally important, in this paper, we shall mainly focus on the Denial of
Service attacks and describe them in detail. We shall only briefly mention about
the Information attacks.

3.1 Denial of Service Attacks

A Denial of Service attack aims to flood the target with useless requests leading
to depletion of its resources such that the target cannot serve the legitimate
requests resulting in loss of services [11]. Such attacks are also known as the
Bandwidth attacks. The Denial of Service attacks may also aim to bring down
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a service itself by exploiting a vulnerability such that the service is unavailable
to the intended users.

With the emergence of the Internet as one of the very convenient media to
provide customized services to individuals, be it in the form of publishing news,
sending and receiving emails, online shopping, personal banking or searching
information, a large number of businesses now depend upon the services offered
over the Internet. Even a small disruption of these services may result in huge
losses and throw an organization out of business. Hence, preventing such attacks
is one of the most important challenges faced by a security administrator.

A Denial of Service attack can be launched in two ways [14]. First, it can be
launched by sending a carefully crafted packet that exploits a software vulner-
ability that crashes the target. Second, it can be launched by sending massive
volumes of traffic to the target, thus consuming the valuable resources, ulti-
mately resulting in loss of services. The resources that may be depleted as a
result of a bandwidth attack may include CPU capacity of a server, stack space
in network protocol software or the Internet access link. To generate the enor-
mous amount of traffic, the attack is often launched in two steps; control a large
number of zombies by exploiting some vulnerabilities and then instruct the zom-
bies to launch the attack on the target. This is known as the Distributed Denial
of Service attack and is much more powerful than a Denial of Service attack.

Problem: The problem is to identify the bad requests from a stream of good
and bad requests such that the bad requests may be blocked and good requests
are allowed.

Challenges: The main challenge is to minimize the false alarms, or the false
positives, i.e., to minimize the labeling of non legitimate requests as legitimate,
because this will result in loss of service to a genuine user and partially fulfil
the objective of an attacker. Another challenge is to identify the bad behaviour
or bad requests close to the source and far away from the target of the attack.
This is important because a Denial of Service attack is visible easily as the
system performance degrades which is detectable. However, by this time it is
too late since the resources have already been depleted and the system finally
stops responding. Detecting the attacks close to the source can eliminate this
situation. Other challenges that also need to be addressed include the capability
of the system to cope up with the ever increasing traffic to analyze, to do this
in real time, to minimize the cost involved, to identify how often one needs
to retrain the system or update the signatures depending upon whether the
system is anomaly based or signature based, to sketch out an efficient intrusion
response mechanism and to ensure that the system is light weight and scalable
for future expansions. Though all of these challenges need to be addressed, the
most important and critical challenge is to differentiate between good and bad
requests close to the attacker rather than detecting at the target.

Approaches for Defending against Denial of Service Attacks: The meth-
ods to defend against the Denial of Service attacks fall into one of four categories:
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1. Attack Prevention: It aims at stoping the attack before it reaches the target.
The most effective technique is to filter out the traffic with spoofed packets
close to the attacker. Present methods such as ingress filtering or router
based filtering require universal deployment, which is difficult to ensure in
practice. The only option for implementing attack prevention schemes is the
introduction of legislation that necessitates their global deployment [20].

2. Attack Detection: This aims to detect when a Denial of Service attack occurs.
It is very important to detect an attack as soon as possible as it is only after
the detection of an attack that the counter measures and responses can be
activated. All the current methods such as the MULTOPS, SYN detection,
Batch detection, Spectral analysis, Kolmogorov test and time series analysis
are based on one or more assumptions which are not always reliable. Hence,
the capabilities of current methods are questionable [20].

3. Attack Source Identification: Identification of the attack source aims to lo-
cate the actual source of the packet, regardless of the source information in
the packet. This is because very often the source address as obtained from
the packet is spoofed. It is very important to identify the actual source of
the attack to activate global responses, if possible, and prevent further traffic
from the target and hence minimize future damage from the same source. In
Section 2.1 we introduced this problem and discussed the present methods
and possible approaches for the attack source identification. Current meth-
ods that aim to identify the attack source includes IP trace back by active
interaction, probabilistic packet marking schemes and hash-based traceback
schemes [20] cannot guarantee the traceback granularity to a single host and
are not effective at detecting attacks launched from compromised hosts.

Nonetheless, methods such as the adjusted probabilistic packet marking
for IP traceback [18], show how to efficiently traceback the path traversed
by a packet. In the paper the authors show that with their marking scheme
the number of packets needed by the victim to reconstruct the attack path is
significantly reduced. This method therefore helps to minimize the overhead
involved in marking the packets by the router.

4. Attack Suppression: This aims to remove the effects of the attack, i.e., recover
from the damage caused and update (patch) the system so as to protect it
from same or similar attacks in the future. Attack reaction methods include
bottleneck resource management, intermediate network reaction and source
end reaction [20]. All of these are themselves based upon one or more of the
previous mentioned unsolved issues such as differentiating between attack
and legitimate traffic and detecting the actual source of the attack. Hence,
to completely rely upon the attack reaction methods is not recommended.

3.2 Information Attacks

An information attack is the retrieval and(or) modification of data by unautho-
rized personnel.

Networks of today are a storehouse of an unprecedented amount of data and
information and such data can either be freely accessible to every individual or
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a person may require special privileges to access it. This depends on two factors,
the owner of the data and the nature of the data. It is for the owners of the data
to decide whether their data should be accessible to others or not. Similarly,
critical data can be exploited if available freely and hence the nature of the data
also defines its access privileges. Information sources are often targeted either to
manipulate the freely available information or to access and(or) modify secure
information [22]. Hence, data security generally involves ensuring integrity and
confidentiality of data. Information systems may also be a victim of Denial of
Service attacks where the objective is to simply hinder the services provided by
the information system to its authorized users.

Problem: The problem is two fold; first, to identify the individual and ensure
only the authorized individual is able to access and(or) modify the available
information and second, to identify malicious requests from legitimate requests
as in typical Denial of Service attack detection.

Challenges: The challenge is to accurately identify the user who is trying to
access or modify the information and ensure that the user is authorized to do
so. Other challenges are similar to those for fighting against a Denial of Service
attack with an additional requirement that the users must also be identified
along with their actions which should conform to the installed security policy.

Approaches for Defending against Information Attacks: Methods for
defending against Information attacks include Access Control (which is based
on authentication and authorization [24], [10] including biometric and multi
factor authentication [5] along with user profiling schemes), Providing a Secure
Communication Medium (which includes various Cryptographic methods [24])
and Secure Management of Information System.

4 Core Issues - Why Do the Attacks Succeed?

In the light of the two major threats over the Internet and how various features
of the current Internet allow an attacker to launch a successful attack, the main
question that needs to be addressed is, can we really build a system that can
protect our networks from malicious attacks? Further, what are the factors that
need to be considered for building any such system? However, before we even
attempt to build such a system, we must carefully analyze the challenges and
identify various requirements that need to be met by any defense mechanism.
We now give a detailed analysis of these issues and identify their domain which
is necessary for effectively resolving them.

4.1 How to Trace Back the Actual Source?

To traceback the actual source that is sending malicious packets is critical in
order to ensure that the source may be blocked and appropriate legal action may
be taken. However, this becomes very hard as the present Internet architecture
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provides no reliable means to trace the source. This is one of the important
areas that certainly needs special attention as this can be achieved. However,
current solutions available to handle this problem require global measures which
become difficult to implement because the solutions span over different countries
with conflicting interests. In the absence of a central governing authority this
solution does not seem very promising. We need to somehow trace the source
without international cooperation and without taxing the available resources.
We discussed one such method in Section 2.1.

4.2 What Is Good and What Is Bad?

The most important challenge is to quantify what is good and what is bad, i.e.,
when do we call a packet or a request as legitimate and when do we call it as
malicious. Further, is it possible to describe them in a sensible way? If yes, what
attributes must be monitored to do so? Is there any justification for the same?
Very often, a single event may be considered as a normal event with regards to
a set of underlying criteria, but the same may be considered anomalous when
the criteria are changed. How do we define such criteria?

4.3 Can We Really Authenticate?

Authentication means that every user of any secure system must possess some
unique characteristics that must be verified every time the user tries to access the
system. Hence, a human is authenticated based on some characteristic features
supplied to the system. This does not ensure that only an authorized person can
be authenticated. Present systems lack the association of the supplied creden-
tials to a human user, making identity theft a possibility. Though authentication
methods have improved significantly, they can still be violated. Does this mean
that identity theft cannot be completely prevented? Further, user profiling tech-
niques try to analyze a user by constantly monitoring the user’s activities and
comparing the current profile to the historic profile. Can we formally prove that
the current behaviour is a reflection of past behaviour? How much can the cur-
rent behaviour deviate from the past behaviour to be considered as normal?

4.4 Can We Eliminate Phishing?

The idea behind phishing is to trick people to enter confidential identification
credentials which can be later utilized to launch actual attacks. Phishing attacks
are generally focused on acquiring bank account details leading to banking fraud.
However, phishing can also be used to trick an individual to acquire sensitive
information, disclosure of which can result in other major security issues. De-
fending against phishing often requires a global effort and such efforts have now
started to emerge. The current methods are generally based on creating a huge
database of known phishing web sites which are blacklisted and blocked by the
browser itself. However, the issue still remains unsolved as the size of the Internet
is enormous and it is difficult to build a database of such malicious websites. Fur-
ther, to provide a real time response by analyzing the requested web URL would
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become a major challenge as the size of this database would increase. The ease
with which an individual can acquire a new domain name and set up a malicious
website further exacerbates the situation. Assuming that we can somehow setup
such a database and provide a real time analysis for the requested web URL, can
we really trust the same, given the database may be biased or is itself a target of
an attack? For effective resolution all of such inherent limitations in the solutions
must be properly addressed. The possible solutions may be based upon building
trust among the entire Internet rather than trusting a single third party.

Phishing problem can be considered as the authentication problem. The only
difference is that, instead of authenticating an individual, the system needs to
authenticate the requested resource. The system must ensure two things; first,
the user is requesting an authentic resource, i.e., the requested resource is not a
phishing source and second, the system fetches the same resource that the user
requested. Thus, to eliminate Phishing reliable authentication methods must be
developed.

4.5 How Can We Protect the Systems from Spyware?

Spyware is software that is installed on a computer without its user’s consent,
leading to loss of confidential information. Unlike phishing, where a user visits an
external phishing website, spyware gets installed on the local machine, though
they both serve the same purpose. Spyware is often bundled with other software
and is installed automatically along with the installation of the infected software.
Many tools are available that claim to remove or block spyware, but all of these
are based on building some underlying database of known spyware. Again, is it
possible to create a complete list of spyware? Further, how can one be sure that
such a list is unbiased and not motivated by financial gains? Providing real time
response to the user would becomes a major issue as the size of this list would
increase.

4.6 Removing Spam?

Electronic spam refers to sending unsolicited messages over the communication
medium. Spam affects the Internet in three ways. First, since spam is something
that is useless, it leads to wasting of the critical resources as it increases the
amount of traffic that must be routed to the destination. Second, the user has
to spend time and filter out the spam from the useful messages. This reduces
the performance and efficiency of an individual. Finally, the amount of spam
can overwhelm the number of legitimate messages and this may result in loss of
important messages mainly due to errors in filtering out the spam. Automatic
tools can be employed to filter out the spam but their success depends upon
proper definition of spam, which is not clear. Generally, a spam filter is based
upon matching of certain keywords. However, the presence of certain words does
not necessitate that the message is a spam. Further, this involves more of human
behaviour analysis as a particular message may be a spam for one individual but
the same may be something useful for another.
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The question is: based upon individual user preferences can we identify spam
close to its source rather than identifying it at the destination? This is impor-
tant because the delivery of spam consumes a lot of valuable resources over the
Internet. Effective removal of the spam at its source based upon individual user
preferences will not only save these resources, for other critical tasks, but will
also reduce human involvement in their removal.

5 Future Directions

With the number of attacks over the Internet on the rise, Intrusion Detection
Systems now play a significant role in defining the security policy for any organi-
zation. Intrusion Detection aims to detect Denial of Service and(or) Information
attacks, ideally in real time while the attack is still in progress so that appro-
priate intrusion response mechanisms can be activated to minimize the impact
of the attack. A number of methods have been proposed for building robust and
efficient Intrusion Detection Systems, which include various methods from the
machine learning domain to data mining and pattern matching.

One of the recently introduced methods for detecting intrusions in an efficient
and effective manner is based on conditional random fields [12]. The system is
based on the observation that the attacks are often the result of a number of
sequential events that are correlated. Thus, a system must be able to analyze
such a sequence of events for better attack detection accuracy. Any such method
is focused on building a better detector (also known as the analysis engine) of
the Intrusion Detection System.

Complementary to such approaches, methods such as distributed intrusion
detection [19] and collaborative intrusion detection using peer-to-peer networks
[26] are based on correlating the alerts generated by individual Intrusion De-
tection Systems to reach a global consensus about the possible attack detected
by one or more individual systems. Such systems help to analyze the individ-
ual alerts generated by different systems in order to invoke a global response
mechanism against the attacks.

Given the causes for attacks over the Internet and various open issues for
research, we now give some future directions for better resolving these issues.
However, to build a security system that can ensure complete security is very
hard to achieve. Nonetheless, to start with, an effective approach would be to ad-
dress the core issues by analyzing them in detail, rather than working to protect
the Internet from already known individual attacks. Analyzing and eliminating
the root causes would not only prevent the Internet from the known attacks but
will also reduce the possibility of future attacks and thus strengthen the Internet.

We broadly classify the problem areas for improving security over the Internet
into three categories, each of which may span over multiple disciplines. They are
as follows:

1. To reduce the vulnerabilities that can be attacked, better software engineer-
ing methods are required to build reliable software. Further, proper system
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configuration and maintenance would also prevent the increase in vulnera-
bilities. Effective solutions for this problem completely lie within the com-
putational science domain. Reducing vulnerabilities would help to prevent
Denial of Service attacks and unauthorized access and(or) modification to
the data.

2. To provide an environment for global countermeasures against attacks as
opposed to local defence mechanisms. The issues are covered both under the
legislative domain, as well as through developments in the computational
sciences. Examples for this include reliable source identification and the col-
laborative intrusion detection and response system. Solutions in this area
would help to fight the bandwidth attacks to ensure availability of resources.
Efforts are, however, required to provide effective solutions from the compu-
tational science domain itself in order to reduce the dependence on global
regulations.

3. To provide stronger authentication by introducing methods that are difficult
to forge. A typical example may be multi-factor authentication. Methods
need to be developed that are secure as well as simple and cost effective to
implement. The possible solutions span over both the computational and the
biological sciences domain. Solutions would help to defend against Phishing,
Spyware and Spam as well as help to provide confidentiality and integrity to
data.

To help address these problem areas, we are building on our research into more
accurate detectors [12], together with our own methods for distributed detection
and alert correlation [19], [26], in order to develop robust and scalable detection
platforms by using evidence from networks on a global scale. Solution, thus, lies
in proper tuning and analysis of the current methods such as discussed in [12],
[19] and [26] to effectively resolve the core problems discussed above.

6 Conclusions

In this paper we have discussed various causes for attacks over the Internet with
special regards to the weaknesses in the architecture of the Internet that enable
an attacker to launch successful attacks and get away without being identified.
We also classified the attacks as belonging to two major categories, Denial of
Service attacks and Information attacks, and discussed the associated problems
and challenges. Finally, we gave possible directions to minimize these security
issues for building a better and safer computing environment.
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Abstract. With the advent of modern scanning and printing technol-
ogy, it is quite easy to make fraudulent copies of sensitive documents.
It is very difficult to identify them in the conventional approach. In this
work, we present a novel and structured scheme to detect the fake doc-
ument and the printer-scanner used in generating the same.

Keywords: digital forensic, fake document, printer detection, scanner
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1 Introduction

The hardcopy of a document can be captured through scanner, tampered using a
software and printed. Such malpractices are referred as digitized document fraud.
Such documents are so realistic that detection becomes extremely difficult and as
a result, a new paradigm called Digital Image Forensic has evolved. Authenticity
of a transmitted digitized document is verified using a key-based hash scheme [1].
But, it may fail due to transmission error. watermarking is also [2] tried. But,
it may introduce distortion. Classifier based schemes are also reported [3]. To
detect the camera used for capturing a document, camera modeling parameters
like colour filter array pattern [4], camera sensor noise [5] etc. are used.

In this work, we deal with fake documents generated using the scanner and
printer. The scope and the proposed methodologies are detailed in section 2.
Section 3 presents the experimental results and the concluding remarks.

2 Proposed Methodology

In the fraudulent documents under consideration, the only distortion present is
due to device introduced imperfection. Thus, the conventional notion of tampered
document is changed. Here, we try to detect whether the document in question
is genuine or fake and to identify the scanner and printer used to generate the
fake document. The current work considers only inkjet colour printers.

Detection of Fake Document: In order to make the impact of the devices
visible, the document is to be magnified even upto 100 times. It is done by high
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resolution LEICA microscopes. A small patch of the document is chosen and
magnified. This is referred as the document/data under analysis. In connection
with the detection of fake document, couple of observations have been made [6].
The observation like increased number of colour present in the fake document is
a general characteristic that can serve the purpose for wide range of documents.
We also adhere to the same feature. |Co−Cq|

Co
is taken as the measure to detect

the fake document. Co and Cq denote the count of distinct R, G, B combination
for original and questioned document respectively.

Detection of Printer: The fake document will have the impact of both the
devices embedded in it and those are not readily separable. As the impurities
caused by the printer is imposed on top of the scanned output, it is more likely
that its impact will be readily visible in the final document. This observation
has motivated us to detect the printer first.

Overall Similarity (Gs) is measured based on the observation that the colour
inkjet printers put additional coloured dots in the document [6] as its signature.
To quantify the observation, hue histogram based feature is considered. Let,
Ho and Hq denote the histogram for the original and questioned version of a
document respectively. Then, Gs =

∑
i | (Hoi − Hqi) | is considered as the

measure of overall similarity.
Similarity in Coarse Area (Cs) is more focused on the noise/impurities intro-

duced by the printer in the document. The coloured dots bearing the signature of
the inkjet printers are more pronounced in the relatively smooth region and in-
troduces additional coarseness/noise in the image. In order to provide a measure
specific to such noise, first of all the coarse region is extracted as follows.

Extraction of Coarse Region is done using gray-scale morphological closing and
opening operation. F •S and F ◦S denote closing and opening operation on the
gray-scale image F by a structuring element (SE) S. The RGB document image,
F is converted into gray-scale image, Fg. The smooth image, Fm is ((Fg •S)◦S)
where, S is the SE of size k×k. The difference image, Fd is such that, Fd(i, j) =|
Fg(i, j) − Fm(i, j) |. The coarse image Fc is obtained by considering the pixels
in Fd satisfying Fd(i, j) > t. t is the threshlod of very low value and taken as 1
in our experiment.

Although Fc is mostly due to the impurities induced by the the inkjet printer,
but other noise in the form of small dots may appear. To minimize such effect,
if any, we further refine Fc and obtain Ftemp = ((Fc ◦ S1) • S1) where, S1 be the
SE of size k1 × k1 such that k1 < k. The final coarse image, F p

c is obtained by
retaining the R, G, B values from F for the pixels satisfying Ftemp(i, j) > 0.

In our experiment, the values for k and k1 are chosen as 7 and 3 respectively.
Cs =

∑
i | (Hc

oi
− Hc

qi
) | forms the measure of similarity in coarse area where,

Hc
oi

and Hc
qi

denote the histogram value of i-th bin of the coarse region in the
original and questioned document respectively.

Detection of Scanner: Once the printer is identified, with that prior knowl-
edge we proceed to determine the scanner used in the process. The scanner
is detected based on the introduced impurities affecting colour saturation and
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Table 1. Percentage Change of Colour Present in Fake Documents

Document % Change in Colour Present
for Different Setup

P1S1 P1S2 P2S1 P2S2

a 28.79 09.85 38.29 33.52

e 72.01 85.79 63.03 64.41

8 126.76 115.40 93.82 107.10

19 196.10 204.25 128.67 98.08

intensity variance. In order to compute the features, we obtain the residual im-
age, Fs by excluding the coarse region from the document. By applying a filter
on Fsg (the gray-scale version of Fs), the denoised image, Fdn is formed. Finallly,
the noise image, Fn is obtained such that Fn(i, j) =| Fsg (i, j) − Fdn(i, j) |. The
R, G, B values from F are retained in Fn for the pixels satisfying Fn(i, j) > 0.
In our work, we have used mean, median and Gaussian filter. The median filter
helps to model the impulsive noise and others model high frequency noise.

Let, Ioi and Iqi denote the standard deviation of i-th channel intensity for the
original and questioned document respectively. Accordingly, Soi and Sqi are the
average saturation for them. Thus, for scanner detection, Iv =

∑
i | (Ioi − Iqi) |

and Sv =
∑

i | (Soi − Sqi) | represent the features.

Table 2. Gs and Cs [see text] for Printer Identification

Document Printer-Scanner combination
P1S1 P2S1 P1S2 P2S2
Gs Cs Gs Cs Gs Cs Gs Cs

a .21 .21 .07 .04 .36 .42 .16 .21

e .22 .51 .13 .36 .16 .48 .12 .40

8 .44 .41 .17 .25 .45 .45 .38 .36

19 .42 .47 .30 .33 .49 .58 .33 .34

3 Experimental Results and Conclusion

In our experiment, fake documents are generated using two different HP scanners
(referred as S1 and S2) and two different HP printers (referred as P1 and P2).
Table 1 shows the Change in colour present for the fake documents with respect
to the original document which is quite high and helps in detection. Table 2
shows the values of Gs and Cs for different documents. A careful look into the
data reveals that irrespective of the scanner used, the printer P2, in comparison
to P1, maintains the hue distribution closer to the original one. Table 3 shows
that given a particular printer, the scanner S1, in comparison to S2, maintains
the closeness to original document in terms of intensity deviation and average
saturation.
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Table 3. Iv and Sv [see text] for Scanner Identification

Document Printer Scanner Mean Median Gaussian
Filter Filter Filter
Iv Sv Iv Sv Iv Sv

a P1 S1 11.90 .05 12.01 .04 10.10 .03
S2 17.25 .07 17.21 .06 16.16 .05

P2 S1 04.46 .07 04.41 .06 04.76 .07
S2 12.83 .11 12.94 .10 11.48 .09

e P1 S1 27.63 .07 28.85 .04 13.21 .04
S2 56.61 .13 57.48 .11 36.09 .10

P2 S1 12.84 .03 13.16 .02 04.20 .03
S2 27.23 .06 27.37 .05 05.78 .05

8 P1 S1 20.21 .15 20.04 .14 04.34 .11
S2 22.97 .19 23.36 .18 04.24 .15

P2 S1 12.67 .14 12.53 .13 12.71 .11
S2 25.74 .18 25.53 .17 19.58 .16

19 P1 S1 17.85 .21 16.93 .20 13.77 .16
S2 22.08 .21 21.18 .20 18.21 .19

P2 S1 10.19 .16 09.19 .15 03.40 .13
S2 28.97 .18 28.02 .17 20.49 .15

Thus, it is concluded that the methodology presented in this work can detect
the fraud documents and also can identify the printer and scanner used in the
generation process. A simple measure based on colour count detects the fake
document and then a morphology based scheme has been proposed to extract
the coarse region where the signature of the printer dominates. Once printer is
detected, scanner characteristics is looked in to the residual image. The experi-
mental result also shows the effectiveness of the scheme.
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Abstract. Phishing attack is a kind of identity theft trying to steal  confidential 
data.  Existing approaches against phishing attacks cannot prevent real-time 
phishing attacks. This  paper proposes an Anti-Phishing  Authentication (APA) 
technique to detect and prevent  real-time phishing attacks. It uses 2-way au-
thentication and  zero-knowledge password proof.  Users are recommended to 
customize their user  interfaces and thus defend themselves against spoofing. 
The  proposed technique assumes the preexistence of a shared secret  key be-
tween any two communicating partners, and ignores the  existence of any mal-
ware at client sides.  

1   Introduction 

Phishing is a branch of internet crimes. In these attacks, users’  sensitive information 
such as passwords and credit card details are  captured. Attackers use social engineer-
ing in their attacks to  masquerade themselves as legitimate servers [1].  

In a phishing attack, the attacker spoofs a trusted website and then sends e-mail(s) 
to users. An encouraged user  clicks on a link embedded in the email. By following the 
link,  the unaware user is redirected to a fake website. Due to   the similarity between 
this site and the trusted one, user may  enter the phisher’s desired information. In this 
stage, phisher has  gained sufficient information and  may forge user’s identity or with-
draw from victim’s internet  banking account [2, 3] . 

In traditional phishing attacks, phisher is only connected to the  user and saves cap-
tured user sensitive information. After that, in a  suitable time, phisher sends this in-
formation to forge user’s  identity and abuse the victim’s resources. Almost all exist-
ing solutions are designed to fight against traditional phishing attacks.  

In real-time phishing,  phisher stands in the middle of communication between a 
user  and a trusted web site. After getting user’s information, phisher sends  them to the 
trusted web site and replays the reply to the user. Detection of real-time  phishing 
attacks is harder than detection of traditional ones.  Nearly none of the existing meth-
ods are  able to detect real-time phishing attacks. This paper proposes an Anti-
Phishing  Authentication (APA) technique for fighting against real-time phishing.  
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The paper is structured as follows. Our proposed technique and the way it deals 
 with phishing are discussed in Sections 2. The  implementation is presented in  
Section 3. Sections 4 and 5 are devoted to the  evaluation of the proposed technique 
and conclusions. 

2   The Proposed Method 

In this section, our Anti-Phishing  Authentication (APA) mechanism is proposed. A 
short secret key (e.g. password) is assumed between a user and a trusted website.  

APA is based on SPEKE [8] which is a cryptographic method for password  
authentication key agreement. SPEKE uses passwords to resist against man in the 
middle attacks. It performs a 2-way authentication and resists on-line and off-line 
dictionary attacks [8]. SPEKE is used in APA with some modifications. 

SPEKE has two phases. The two sides of communication are user and (web)  
server. First, user and server start to create a session key (k) using password. Then, 
each side authenticates itself to the opposite party using the session key.  

APA only enhances the second phase of SPEKE. Table 1 describes the symbols 
used in subsequent tables. Table 2 explains the second phase of authentication process 
in APA. Using SPEKE, APA allows communicating parties to authenticate each other 
without revealing passwords, i.e. by zero knowledge password proof. 

Table 1. Symbols used in authentication scenario [8] 

Symbol Description 
RU, CU Random numbers generated by user 

RAS, CAS Random number generated by server 
Ek (m) Symmetric encryption of message m using key k 
Dk (m) Symmetric decryption of message m using key k  
U=>AS: m User sends message m to server 
AS => U: m Server sends message  m to user 
K Session key 
ASIP IP address of server 
PH Phisher 

Table 2. The second phase of authentication in APA 

# Action Description 
1 U=>AS: EK(CU, ASIP) User generates random number CU then encrypts CU and IP address of 

opposite side. User encrypts message m using key k and sends it to 
opposite side. 

2 AS: DK(EK(CU, ASIP)) Server decrypts user’s message. If the IP inside the message does not 
match with its IP address, authentication fails. 

3 AS=>U: EK(CU, CAS) Server generates the random number CAS and encrypts CU and CAS. 
Server encrypts message m using key k and sends message to user. 

4 U:DK(EK(CU, CAS)) User decrypts server’s message to validate legitimacy of CU. 

5 U => AS: EK(CAS) User encrypts CAS and sends it to server. From user point of view 
authentication finished successfully. 

6 AS: DK(EK(CAS)) Server decrypts user’s message. Authentication is successful if the 
received CAS matches the sent CAS.  
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2.1    Prevention from Traditional Phishing Attacks 

Users under traditional attacks conceive phishers as trusted servers and reveal their 
passwords. But by using APA, attackers are unaware of password and cannot generate 
session key and therefore are defeated in the first phase of authentication. 

APA takes advantage of SPEKE by forcing phishers to generate a session key 
without knowing the password at the end of the first phase of SPEKE. This task 
entails lots of computational time (say in orders of months using a single computer) 
and the session key is valid only for the short period of this session; i.e. even if the 
session key can be generated, it is useless since the validity of the key must have 
been expired a long time ago. The time complexity of these attacks against SPEKE is 
noted in [8, 9]. 

2.2   Prevention from Real-Time Phishing Attacks 

In real-time phishing attacks, phisher is located in the middle of communication be-
tween user and server, and replays the received information from one side to another. 
On-line (real-time) phishing attacks can be run only in two ways.  

In the first way, phisher is located in the middle of user and server, and introduces 
himself/herself as a user to server and vice versa and starts authentication with both 
sides simultaneously and separately. As in traditional phishing, due to unawareness of 
password, attacker cannot generate a suitable session key. Therefore, user and server 
will detect the existence of attacker in the middle of communication and can stop the 
authentication. 

In the second scenario, phisher is located in the middle of user and server and re-
plays the messages between user and server without any modification. At the end of 
the first phase of APA authentication process, user and server generate a session key 
(k) without being aware of phisher’s existence in the middle of their communication. 

In this scenario, phisher just replays packets between user and server without 
modification and as a result he/she would be unaware of password. It is impossible for 
attacker to generate a session key without information about password. As in the 
previous scenario, this is equal to finding a session key during the first phase of 
SPEKE without awareness of password. We know that session key generation in a 
limited period of session key validation is impossible. Although at the end of the first  
 

Table 3. Prevention of real-time phishing in the second phase by APA 

Action Description 
1 U=>PH:EK(CU, PHIP) User generates the random number CU, encrypts CU and IP of the opposite 

side. User encrypts message m using key k and sends it to the opposite 
side. 

2 PH=>AS: EK(CU, 
PHIP) 

Phisher does not know the key session so he cannot manipulate message. 
Phisher can only replay message to server.   

3 AS: DK(EK(CU, PHIP)) Server decrypts user’s message. The IP inside the message (PHIP) does 
not match with servers IP (ASIP). From server point of view authentica-
tion fails. 

4 wait User does not receive any message so after a while, “Connection Time 
Out” occurs and from user point of view authentication fails. 
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phase, the attacker is hidden from user and server, but because of unawareness of 
session key, attacker cannot read the messages of the second phase or modify them.  

Table 3 shows the steps that lead to detection of the second real-time phishing sce-
nario by APA.  

3   APA Implementation 

APA toolbar implementation has two components: one to be located in server to do 
authentication, and one to be installed on user’s web browser for authentication. 

Users should enter the user name and password in the APA toolbar. To prevent 
forging the toolbar by attackers, a personalization facility is added to the toolbar in 
which user can put an image to make it harder to forge the toolbar. Authentication in 
server side is implemented as library functions. Programmer needs only to call the 
functions in the login page. So, APA can be employed in all current web based appli-
cations; by only changing the login form of web applications, one can use APA. 

4   Evaluation 

Since APA is based on password, it is required that a shared password exists between 
server and user. Furthermore, APA cannot defend against malware. But if phishers 
want to masquerade themselves as real servers to users, they have to overcome APA 
authentication mechanism that is equivalent to attacking SPEKE. Since no serious 
flaws have been reported against SPEKE yet [8], APA is secure too. 

There exists a method [5] against real-time phishing attacks, which needs costly 
hardware token. APA implementation does not require any hardware. Despite pro-
posed methods in [6, 7], APA does not need initial setting for each site. In addition, 
users are not required to specify their sensitive information initially such as in [4]. 
Despite location based approaches [4, 6, 7], users may employ any computer without 
limitation. APA does not require Certificate Authority or authentication centers. Since 
there is no need to send password, APA is also immune against eavesdropping. At-
tacker may not get password by sniffing network. APA also resists against DNS poi-
soning attacks known as Pharming. In this type of attack, user trusted internet address 
is redirected to phisher computer. Without dependency on SSL or Certificate Author-
ity, APA can prevent from such attacks.  

5   Conclusion 

The increased number of phishing attacks and identity theft has increased demands 
for effective mechanisms to fight against them. Although various approaches have 
been introduced to counter phishing, most of them are not immune against real-time 
phishing or are expensive to use. In this paper, a method called APA was proposed. In 
addition to real-time and traditional phishing prevention, APA has simple implemen-
tation. It is possible to employ APA in all current sites and is inexpensive. 
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Abstract. DDOS attacks generate flooding traffic from multiple sources
towards selected nodes which may be targets of opportunity or targets of
choice. The latter reflects service level attacks aimed to disrupt services.
Array of schemes have been proposed for defense against DDOS attacks
in real time. Low rate DDOS attacks lead to graceful degradation while
high rate attacks leave network functionally unstable. Our scheme uses
three lines of defense. The first line of defense detects the presence of
attacks. The second line of defense identifies and tags attack flows in real
time. As the last line of defense, a model for dynamic honeypot routing
and redirection has been proposed in response to identified attacks that
triggers the automatic generation of adequate nodes to service client
requests and required number of honeypots that interact with attackers
in contained manner. The judicious mixture of servers and honeypots at
different time intervals provide stable network functionality at ISP level.
We validate the effectiveness of the approach with analytical modeling
on Internet type topology and simulation in ns-2 on a Linux platform.

1 Introduction

Denial-of-Service (DoS) is an intentional attempt by attacker to compromise
availability of a service to legitimate users [1]. Distributed Denial-of-Service at-
tacks (DDoS) degrade or completely disrupt services to legitimate users by eat-
ing up communication, computational, and or memory resources of the target
through sheer volume of packets. DDoS attacks are amplified form of DOS at-
tacks where attackers direct hundreds or even thousands of compromised ”zom-
bie” hosts against a single target [2].

Our scheme works at ISP level and serves on three lines of defense to pro-
tect a public domain server. Firstly, entropy variations at a POP identify the
presence of attack [3]. Secondly the flows are tagged as attacks in subsequent
time windows [3]. As the last line of defense, we propose dynamic honeypot [4]
based routing and redirection where honeypot changes in number in accordance
with network load providing deterrence from public domain server. It ensures
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reasonable performance for network under attack. Connection retention with at-
tack flow is to obtain information about the attackers by logging their actions.
Hence, the model adopts a proactive behavior to circumvent any anticipated
attacks.

The remainder of this paper is organized as follows. Section 2 discusses related
work. Section 3 describes the environment used as testbed. Section 4 explains
the methodology. Section 5 discusses the results. Finally section 6 concludes the
paper.

2 Related Work

A commonly used detection approach is either signature-based or anomaly-
based. Signature-based approach inspects the passing traffic and searches for
matches against already-known malicious patterns. In practice, several signature-
based detection systems [5] have been developed and deployed at firewalls or
proxy servers. By contrast, an anomaly based detection system observes the
normal network behavior and watches for any divergence from the normal pro-
file. Most of DoS detection systems are anomaly based [6]. However, their normal
traffic models are mainly based on flow rates.

Static honeypots [7] [8] have been used to defend against a variety of attacks.
However because of their deployment at fixed and detectable locations, they
may be compromised by sophisticated attacks. Khattab et. al. [9], proposed
the proactive server roaming mechanism. In [10], hybrid architecture has been
suggested for defense against DoS attacks, where a passive honeypot has been
used for protection against relatively static attacks.

The work presents a comprehensive solution to prevent, detect and react to
DDoS attacks ensuring reasonable performance in an ISP domain.

3 The Environment: ISP Network

For simulation purpose, we have simplified ISP level network with four cooper-
ative ISP domains (1, 2, 3, and 4) where each domain has 10 POPs as shown in
Fig 1. We assume a pool of N homogenous, geographically dispersed servers.

Fig. 1. ISP Network Topology
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4 Autonomic Dynamic Honeypot Based Redirection

After detection and characterization [3] we propose dynamic honeypot genera-
tion in response to flows identified as attacks in FL (Flow List). Table 1 is used
for mapping CL (Client Load) and AL (Attack Load) to right combination of
servers and honeypots, NS and NH respectively.

Table 1. Mapping load to honeypots and servers

AL CL Honeypots Servers

Low Low Low 2 moderate - low
Low Moderate Low 2 moderate - low
Low High Low 2 moderate - low
Moderate Low Moderate Moderate - low
Moderate Moderate Moderate Moderate
Moderate High (Moderate - low;Moderate) (Mod; Moderate + low)
High low 2 moderate - low Low
High Moderate (moderate;mod + low) (moderate - low; Mod)
High High Moderate Moderate

5 Results and Discussion

Figure 2 shows results for variation in goodput with client and attack load. Six
cases have been simulated. (a) Ideal goodput values, (b) No distributed denial of
service attacks, (c) Best defense, which categorizes traffic with entropies between
8.40 to 8.41 as normal i.e. f = .2, (d) Normal defense, which categorizes traffic
with entropies between 8.39 to 8.42 as normal i.e. f = 1.5, (e) Nave defense which
categorizes traffic with entropies between 8.37 to 8.44 as normal i.e. f = .1 (f)
No Defense.

In case of low client load, best, normal and nave defense schemes give max-
imum goodput which is equal to ideal goodput and goodput with no DDoS.

Fig. 2. Variation of goodput with varying client load and attack load
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In case of moderate client load, goodput of node for network under no DDoS
is equal to ideal goodput. For moderate client and particular value of attack,
best defense gives lower goodput than nave defense. In case of high client load,
goodput in absence of attack is slightly lesser than ideal goodput. For high client
load and a particular value of attack load, best defense gives higher goodput than
nave defense. We note that average response time and goodput are independent
of attack load.

6 Conclusions

Our scheme gives stable network functionality in case of a smooth change in
client load. In case of abrupt changes, it has a tendency to adapt itself according
to network. High client load produces a tradeoff between response time and
goodput.
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Abstract. Search for a key agreement algorithm not based on tradi-
tional number theoretic problem is a challenging area of research in infor-
mation security. In this paper we present a new concept of key agreement,
using synchronization based parameter estimation of two chaotic sys-
tems. In this short paper, we only introduce the concept, which shows
promise of a new mechanism.

Keywords: Key Agreement Algorithms, Chaotic Synchronization,
Parameter Estimation.

1 Introduction

Designing a secure key exchange mechanism is an important and challenging re-
search problem in information security. The security of almost all currently used
methods are based on the computationally unbreakable mathematical functions
of number theory. Recently proposals like Neural Cryptography [1] have intro-
duced new concept of key exchange, the security of which does not depend on
number theory. In this paper, we propose another such mechanism of non-number
theoretic key exchange by public discussion.

2 Chaotic Synchronization and Key Agreement

Synchronization of two identical chaotic systems by exchanging only a subset
of time dependent information is not new [2]. This can be explained by using a
three parameter Lorenz attractor[3] at the transmitter (x) and the receiver (y).

ẋ1 = σt(x2 − x1) ẏ1 = σr(y2 − y1) − k(y1 − x1) .

ẋ2 = ρtx1 − x2 − x1x3 ẏ2 = ρry1 − y2 − y1y3 . (1)
ẋ3 = x1x2 − βtx3 ẏ3 = y1y2 − βry3 .

This system behaves chaotically, for some values of σ, ρ and β. Two identi-
cal chaotic systems (σt = σr, ρt = ρr and βt = βr) starting from two differ-
ent initial conditions can be synchronized by transmission of one of the time
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dependent variable (like x1) from the transmitter to the receiver in a master-
slave mode. Recently new mechanisms like mutual interaction and alternately
switched bi-directional coupling [4,5] has been proposed to achieve better secu-
rity in applications like secure communications. Parameter estimation methods,
which can estimate all the parameters of a chaotic system are potential threats
to these communication systems based on chaotic synchronization. In contradic-
tion we will uses these parameter estimation methods as a new mechanism for
key exchange.

In a typical synchronization scenario identical systems are ensured by exchang-
ing σ, ρ and β (the keys) values using some alternate method of key exchange.
Here, we will consider two chaotic systems, which have the same functional
structure, possessing different parameter values. We will define a mechanism by
which the two chaotic systems in addition to synchronizing their time dependent
values will also converge in their parameter values. Let us consider the system
ẋ = f(x, p) at the transmitter and ẏ = f(y, q) at the receiver end. Here x and
y are the time dependent variables, while p and q are the private parameters
of the transmitter and receiver respectively. We have to achieve (x − y) → 0
and (p − q) → 0 as t → ∞. For achieving this we have used the synchroniza-
tion based parameter estimation [6,7] combined with the concept of alternately
switched bi-directional coupling[4,5] to the three variable Lorenz systems given
in Eq. 1. To simplify our explanation we consider a feedback synchronization
scheme, and assumed that only one of the parameter is unknown (σt �= σr ,
ρt = ρr and βt = βr). We have then extended it to multiple parameter estima-
tion. To achieve synchronization we need to minimize the synchronization error
[7], e(σ, n) = (y1 −x1)2 considering feedback in x1/y1 equations alternately. The
modified x1 and y1 equation is as follows

ẋ1 =σt(x2 − x1)−0.5N1α(x1 − y1) and ẏ1 = σr(y2 − y1) − 0.5N2α(y1 − x1). (2)

Where N1 = (−1)n + 1 and N2 = (−1)n+1 + 1. Here, α is the feedback constant
and n is the iteration number used to account for the alternately switched bi-
directional coupling [4]. Now by minimizing the synchronization error, we get
the following evolution equation for σt and σr.

σ̇t = 0.5N1δ(x1 − y1) and σ̇r = 0.5N2δ(y1 − x1) . (3)

Here, δ is the stiffness constant used for stability in the updation process.
We implemented these equations along with the Lorenz feedback system, with
parameter values ρ = 60 and β = 8/3. The private values of σt and σr are
19.142 and 10.142 respectively. The transmitter and receiver are selected to start
their evolution process from random initial conditions (9.874, 2.056, 29.142) and
(2.874, 1.056, 12.142). The feedback constant considered is 20 and the stiffness
constant considered is 0.5. The 4th Order Runge-Kutta procedure was used to
solve the system of differential equations. Fig. 1 shows the synchronization of
all the three variables along with the convergence of the unequal parameter
σ, and hence key agreement. Mathematically we can derive the condition for
key-exchange by considering the Conditional Lyapunov Exponents (CLE) for
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driving

the error system, which have to be negative for assured synchronization. The
Jacobean matrix J for the error system (x1 −y1, x2 −y2, x3 −y3, σt −σr) is given
by [7].

⎛

⎜⎜⎝

−σ − α σ 0 < x1 − y1 >
ρ− < x3 > −1 − < x1 > 0

< x2 > < x1 > −β 0
−δ < x1 − y1 > 0 0 0

⎞

⎟⎟⎠

The values < x > are the time average on the invariant measure along the
driving trajectory, which needs to be numerically estimated for a sufficiently long
period. A similar key exchange can be achieved by synchronizing two chaotic
system with only ρ unknown by using the following updation formula.

ρ̇t = 0.5N1δσx1 and ρ̇r = 0.5N2δσy1 . (4)
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Fig. 2 (a) and (b) shows the curve along which the largest conditional Lya-
punov exponents become 0 for σ and ρ estimation, in the (α, δ) plane [7]. So
by suitably selecting the α and δ from the right hand side of the graph one
can agree on common secret parameters. These two parameter estimation mech-
anisms can be combined to estimate both σ and ρ by choosing proper values
of α and δ, which will satisfy both the synchronization criteria. However, it has
been observed that all three parameter cannot be estimated using x1/y1 driving,
while using x2/y2 driving it can be achieved after a long time. Further, it is also
observed that synchronization cannot be achieved using x3/y3 driving.

3 Conclusions

We proposed a new concept of key agreement algorithm using parameter esti-
mation by chaotic synchronization, of which the security does not depend on
any assumption about the attacker. However, this proposal is still a concept and
needs to be analyzed from the security point of view.

Acknowledgments. The authors would like to thank the Scientist-in-Charge,
C-MMACS for his constant encouragement and support.
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1 Introduction

One key factor that ensures smooth data delivery over the Internet and keeps
the Internet healthy is the well-being of the Internet’s inter-domain routing. In
today’s Internet, the de facto standard inter-domain routing protocol is the Bor-
der Gateway Protocol, or BGP, that keeps every BGP router updated about
which BGP router is the next hop in reaching a particular network and which
autonomous systems (AS), in order, it has to cross. Unfortunately, various ab-
normal events—such as fast-spreading worms or large-scale power outages—can
affect the normal operation of BGP. Not only can these events cause routers or
BGP sessions between routers to go down—a denial-of-service attack, but they
can also create havoc as the scale of damage rises.

It is therefore critical to investigate how such events may impact BGP and
whether or not different events can be classified into different types so that
proper actions can be taken. Some may argue that the occurrence of such events
is uncommon, and once they occur, people will easily know them anyway because
of their large-scale damage. However, even if BGP anomalies may be uncommon
today, they can have disastrous results once they occur tomorrow. It is also likely
that the increased Internet complexity and the continuing challenges to make
BGP secure and robust will cause future BGP anomalies both more common
and more damaging.

We have designed an Internet Routing Forensics framework to provide a new,
systematic approach to detecting the occurrence of abnormal events that impact
BGP [1]. Basically, we are able to apply data mining techniques to BGP data
corresponding to already-known abnormal events, discover rules about how BGP
data may differ from the norm during those events, and then further use those
rules to detect the occurrence of abnormal events from the past or in the future.

What remains unclear, then, is whether different abnormal events can be
further differentiated from each other, and if so, how. In addition to obtaining
rules to effectively capture the existence of anomalies in BGP data (BGP updates
in particular), it is important to learn whether we can also obtain rules to indicate
the disparity—as well as commonality—between, say, a large-scale power outage
and a fast-spreading worm, or between different worms.
� This material is based upon work supported by the National Science Foundation

under Grant No. 0520326.
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2 Approach

In [2], we have studied a data-driven approach to identifying the specific type
of an abnormal event without knowledge of BGP. In this paper, we devise an
approach that relies on BGP knowledge to classify different abnormal events
that impact BGP, i.e., a knowledge-driven approach. As events at the global
level tend to affect the largest number of networks over the Internet, in this
paper we focus on these events, and study how to develop accurate classification
rules to describe each individual class of them. In order to support real-time
applicability, our basis for classification is the observable impact on BGP from
abnormal events that can be measured in real time.

Knowledge-based classification requires knowledge of abnormal BGP events
before we try to obtain rules of different classes of these events. The knowledge
can be simply the class name of a particular type of events. In this case, we
can treat all classes of abnormal events at the same level and conduct i.e., flat
classification. Or, our knowledge about abnormal BGP events can be enriched
by knowing the hierarchical relationship of different classes of abnormal BGP
events, allowing us to obtain and test rules for a hierarchy of abnormal event
classes, i.e., hierarchical classification.

Our BGP data are BGP updates from the periods of the events as well as
normal periods, archived by RouteViews [3] or RIPE [4]. We calculate the per-
minute values of the most relevant attributes (selected through information gain
measure) about these BGP updates, and arrange these values in a chronological
sequence of 1-minute bins. If a 1-minute bin is known to correspond to a specific
class of abnormal event, we label it with the name of that class.

We then conduct a training process to obtain rules for different classes of
abnormal events, using the C4.5 classification algorithm [5].

In applying these rules against testing bins from a certain event period, we
use a probabilistic approach. As a rule is not typically 100% accurate, and a
testing bin may match to more than one rule for different classes, or match no
rule at all, we design an alert algorithm as follows: If more than Γ percentage of
testing bins have a probability matching class C higher than ε, we raise an alert
than an event of class C occurs. We use 40% for Γ and 0.5 for ε in this paper.

3 Case Studies

We conduct case studies on six abnormal events: Code Red worm, Nimda worm,
Slammer worm, East Coast blackout, Florida blackout, and Katrina blackout.

With flat classification, we obtain rules for seven classes at the same level:
CODERED, NIMDA, SLAMMER, EAST-COAST, FLORIDA, KATRINA, and
NORMAL. Table 1 shows the percentage of “hits” in a test set for each of the
seven classes, i.e., the γ values (Section 2). Here, the flat classification is ef-
fective in distinguishing the three worm-related classes—CODERED, NIMDA,
SLAMMER—as well as the NORMAL class. However, it is not effective in telling
the three blackout-related classes apart (we explain this toward the end of this
section).
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Table 1. γ values (percentages) for test sets in the case study using flat classification

Test set CODERED NIMDA SLAMMER EAST-COAST FLORIDA KATRINA NORMAL

Code Red worm 82.3 5.4 0.0 0.8 0.0 0.8 13.1
Nimda worm 0.8 84.6 10.8 0.0 0.0 0.0 3.8
Slammer worm 0.0 13.8 86.2 0.8 0.0 0.8 0.8
East Coast blackout 0.0 0.0 0.0 61.5 0.0 47.7 34.6
Florida blackout 0.0 0.0 0.8 0.8 36.9 0.8 49.2
Katrina blackout 0.0 0.0 0.8 0.0 7.7 0.0 40.8
Normal 0.0 0.0 0.8 4.5 7.6 4.5 51.5

Alert Threshold Γ = 25%

Table 2. γ values (percentages) for test sets in the case study using hierarchical clas-
sification at a high level

Test set WORM BLACKOUT NORMAL

Code Red worm 85.4 1.5 14.6
Nimda worm 96.2 0.8 4.6
Slammer worm 99.2 1.5 0.0
East Coast blackout 0 75.4 27.7
Florida blackout 0.77 68.5 25.4
Katrina blackout 2.31 66.9 26.9
Normal 0.0 22.0 45.5

Alert Threshold Γ = 25%

With hierarchical classification, we have two high-level classes—WORM and
BLACKOUT, three sub-classes of the WORM class—WORM.CODERED,
WORM.NIMDA and WORM.SLAMMER, and three sub-classes of the
BLACKOUT class—BLACKOUT.EAST-COAST, BLACKOUT.FLORIDA,
and BLACKOUT.KATRINA. Table 2 shows that the hierarchical classifica-
tion case study can distinguish between WORM and BLACKOUT (and also as
opposed to the NORMAL class). Moreover, the three WORM subclasses can be
distinguished (Table 3), and so can the three BLACKOUT subclasses (Table 4).

As our results above show, the hierarchical classification is more accurate
than the flat classification. It does not need to train many classes altogether, an
advantage when the difference between different classes are small. In our case
studies, as opposed to seven classes in flat classification, the hierarchical classi-
fication only needs to train two or three each time. The hierarchical structure of
classes also helps incorporate a new class more efficiently: We only need to re-
generate rules for classes at the level of the new class on a hierarchy, as opposed
to all classes in the flat classification.

The hierarchical classification is also more efficient as it checks less number of
classes. A simplified comparison is as follows: Assume that the cost of verifying
rules associated with every class is the same. In hierarchical classification, ev-
ery non-leaf class has m sub-classes, level i has mi classes, and there are a total of



270 J. Li et al.

Table 3. γ values (percentages) for each test set in the case study using hierarchical
classification at a specialized level for worm-related classes

Test set WORM.CODERED WORM.NIMDA WORM.SLAMMER NORMAL

Code Red worm 66 1.2 0.6 31.5
Nimda worm 0.6 69.1 14.2 6.8
Slammer worm 0 2.3 95.4 0.8
Normal 0 2.1 0 95.1

Alert Threshold Γ = 25%

Table 4. γ values (percentages) for each test set in the case study using hierarchical
classification at a specialized level for blackout-related classes

Test set BLACKOUT.EAST-COAST BLACKOUT.FLORIDA BLACKOUT.KATRINA NORMAL

East Coast blackout 54.6 0.8 0.0 39.2
Florida blackout 0.0 30.8 0.0 58.5
Katrina blackout 0.0 4.6 40.0 52.3
Normal 13.1 4.6 6.2 64.6

Alert Threshold Γ = 25%

L levels. In flat classification, there are, in total, mL classes (equivalent to the
number of leaf classes in hierarchical classification). During hierarchical classi-
fication, we need to check rules of all m classes from level 1, find the matching
class, check rules of all its m sub-classes, and repeat until we find out which
leaf class matches the testing data. We thus need to check m×L classes. On the
other hand, during flat classification, we need to check against the rules of all
mL classes. Clearly, in most cases, m×L � mL.

4 Summary

In this paper, we proposed a knowledge-based classification approach to dis-
tinguishing abnormal events that affect BGP. We demonstrated that we can
obtain classification rules about every different abnormal event class, and use
the rules to report the occurrence of an abnormal event of a certain class. Our
approach further encompasses two classification methodologies: flat classification
and hierarchical classification, and our case studies show that the hierarchical
classification, in general, is more accurate, efficient, and scalable.

A direct implication of this work is the real-time application in detecting
BGP anomalies caused by certain events, an important but missing component
in today’s Internet. In the future, we will investigate how our studies can com-
plement other work on BGP anomalies and BGP dynamics root cause analysis,
and further explore how to quantify the impact on BGP by abnormal events.
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1 Introduction

Applications are subject to threat from a number of attack vectors, and limiting
their attack surface is vital. By using privilege separation to constrain application
access to protected resources, we can mitigate the threats against the application.
Previous examinations of privilege separation either entailed significant manual
effort or required access to the source code. We consider a method of performing
privilege separation through black-box analysis. We consider similar applications
to the target and infer states of execution, and determine unique trigger system
calls that cause transitions. We use these for the basis of state-based policy en-
forcement by leveraging the Systrace policy enforcement mechanism. Our results
show that we can infer state transitions with a high degree of accuracy, while our
modifications to Systrace result in more granular protection by limiting system
calls depending on the application’s state. The modified Systrace increases the
size of the Apache web server’s policy file by less than 17.5%.

2 Related Work

Running an untrusted application on a machine opens it to data and system
compromise. As a result, application confinement is an area of sustained research.

System calls are the only way for an application to get access to the privileged
kernel operations, hence they are important in identifying malicious behavior.
Forrest et al. [3] used system call monitoring to identify intrusion detection
attempts in a system, creating a system call database of normal behavior and
comparing the active system call trace to the database. Any deviation from the
database indicated ongoing intrusion.

Privileged and daemon programs in UNIX are the source of most security
flaws, and the large codebase of application programs makes it difficult to iden-
tify those flaws. Fink et al. [2] use specifications against which a program is sliced
to significantly reduce the size of code that needs to be checked for flaws [2]. Simi-
larly, privilege separation creates a smaller trust base that is more easily secured.
Provos et al. [5] demonstrated that SSH could be privilege-separated through
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extensive manual techniques. Brumley et al. considered automated privilege sep-
aration [1] and developed a prototype, which works on annotated source code
for an application and creates a master and a slave application. Their tool, Priv-
trans, performs inter-procedural static analysis and C-C translation to achieve
the goal. A disadvantage of this approach is that the authors of the application
must conform and identify higher privileged variables and code for the tool to
work. All of the privilege separation mechanisms discussed require access to the
program’s source code. We have built a privilege separation tool that performs
a black-box analysis on an application, with policy enforcement provided by
Systrace [4].

3 Privilege State Identification and Analysis

3.1 Introduction

Traditionally, privileges within an application were identified as either root or
non-root privileges. We extend this concept by considering the state of an ap-
plication to be its privilege level, such that every application can be described
in terms of its state machine. While privilege separation in previous approaches
was achieved by physically separating parts of application, we can achieve sim-
ilar results by identifying states in an application and by enforcing a specific
application policy for each of the states.

States in an application can be identified by looking at the source code and by
identifying major steps an application takes. However, we wanted our approach
to be usable for legacy applications where source code may not be available,
such that a black-box analysis would be necessary. Hence, to identify states in
an application, we looked at the externally observable behavior of an application,
i.e., system call traces.

3.2 Environment

To collect system call traces, we used a Linux machine running the Debian/GNU
2.4.27 distribution. System call traces were generated with the strace utility
found in Linux.

We generated traces of server executions under a variety of configurations.
We found that system call traces were largely independent of changes in server
configuration by changing numerous variables such as timeout period, maximum
number of child processes, listening port, and password-protecting some files.
Our results showed that 93% of system calls remained the same for Apache Web
server while 92% remained the same for the Caudium Web server. While system
call traces will vary with the kind of workload1 run on the Web server, our
representative workloads capture all system calls made by the server.

1 A web server’s workload refers to factors such as the number of requests and amount
of data served, and how frequently these requests occur.
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Table 1. Web server: Number of unique system calls per state

Application Start Listen Accept

Apache 64 11 12

Caudium 134 33 16

dhttpd 8 29 7

lighttpd 21 5 7

luahttpd 50 0 11

nullhttpd 16 4 16

thttpd 49 18 8

xshttpd 25 1 29
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Fig. 1. Cumulative number of bind system calls for variety of Web servers

3.3 Observations

To identify states, we first looked to find system calls that can be used to indicate
that state transitions have occurred; we term these system calls triggers. We
attempted to find individual system calls rather than a sequence of system calls
to act as trigger. We also do not consider arguments to the system call for
simplicity. Certain system calls occur rarely during the Web server’s execution.
For example, in the Apache Web server, the listen system call occurs only once.
Since it is a significant event and can be related to the operation of Web server,
it can be considered a trigger. We identified system calls that were rarely called
during application execution, and used this set of calls to form an initial set for
determining triggers.

An important factor in determining whether a system call is a trigger is the
point in the application’s execution where the call occurs, and whether it re-
peats (i.e., the locality of the call relative to application execution). To further
investigate this, we collected system call traces of multiple web servers given
the workload of a single user browsing a variety of web pages. We divided the
execution trace into ten equal stages to simplify discussion about where state
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Table 2. Difference (in number of system calls) between our inferred state transition
and where the transition actually occurs in code

Web server tclhttpd Abyss Boa Cherokee

Listen 0 4 0 11

Accept 24 0 21 126

transitions occur. Figure 1 shows when during execution the bind system call
occurs. Bind system calls start early in the execution trace for most web servers.

3.4 State Analysis and Verification

States of an application should possess features that distinguish them from neigh-
boring states. States may differ in ways that include the types of resources ac-
cessed, type of user interface presented, amount of resources accessed, amount
of network activity, or the type and number of system calls called. These unique
characteristics support the idea that each state in the application is a privilege
level.

We identified three states for Web servers: start, listen, and accept. Table 1
shows number of unique system calls per state for the applications we tested.
We consider a system call to be unique if using the Systrace utility, a new policy
is created for the call in automatic policy generation mode.

We verified the inferred state engine on a different set of web servers, as shown
in Table 2. The listen transition occurs when the application has loaded all
of its libraries and is opening a socket to listen for incoming connections. An
accept state transition coincides with the server entering an unbounded loop
where it handles incoming HTTP requests. We inserted dummy system calls in
the code for the two new web servers where server initialization is performed
and where the server begins its loop of accepting connections, to determine how
close our state identification came to the transition in the code itself. Table 2
describes the offset (in the number of system calls) between where we inferred a
state identification and where the code transition occurred. The transition into
the listen state is detected at the same time it occurs in code. Detection of
the accept state is more variable, but the offset is still less than 0.5% of the
total system calls observed in the trace. Thus, there is a high correlation be-
tween our inferred state transitions and their actual occurrence in code, making
black-box analysis possible. In the next section, we use these state transitions to
demonstrate how policy enforcement can be implemented.

4 Implementation

Having described how to identify states in an application, we are interested in us-
ing these as part of a policy enforcement infrastructure. We leverage the Systrace
policy enforcement framework, which we use because of its clean policy seman-
tics. Systrace policies describe the desired behavior of user applications on the
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system call level, which are enforced to prevent operations that are not explicitly
permitted. Our prototype only modifies the policy semantics of Systrace while
keeping the enforcement infrastructure intact.

To create privilege separation in an application, we use the states identified in
a program’s execution as the basis for different policy enforcement parameters,
such that at different points through the execution, we can constrain access to
resources. The goal of our implementation is to integrate Systrace with our priv-
ilege state engine to simplify privilege separation in the application. This entails
modifying Systrace to understand the concept of states and vary enforcement
mechanisms depending on the state of the application.

5 Evaluation

We created a prototype of the modified Systrace. In this section, we evaluate
different characteristics of the modified Systrace. The number of policy state-
ments is an important performance criterion, as the larger the policy file, the
more time is required for the policy engine to search for a policy statement for a
given system call. We created policies for couple of Web servers with our modi-
fied Systrace. Policies increase in size with the addition of privilege state to the
system call policies, and increased by an average of 15 statements.

6 Conclusion

Securing applications is a two-step process involving creating an effective pol-
icy enforcement mechanism as well as creating good policies. We also simplified
privilege separation processes through inferring state transitions with high accu-
racy, enabling black-box analysis of the application. In addition, we found that
by modifying the Systrace utility, we could provide policy enforcement over the
defined states with a less than 17% increase in the size of the Systrace policy file
for the Apache web server.
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Abstract. It has been found that almost 70% of the recent attacks in
Web Applications have been carried out even when the systems have been
protected with well laid Firewalls and Intrusion Detection Systems. Ad-
visories sites report that more than 20% of the attacks have originated
from Cross Site Scripting (XSS) vulnerabilities. Our analysis has shown
that more than 40% of the vulnerabilities that are confirmed in Common
Vulnerability Exposures (CVE), were based on PHP Script in the year
2006. Out of these PHP based vulnerabilities, 45% are classified under
XSS. By organizing these errors into a simple taxonomy and mapping
CVE with the Common Weakness Enumeration (CWE) of Mitre Corp,
we have constructed a Common XSS vulnerability Enumeration (CXE).
With the help of CXE, security practitioners can recognize the common
types of developer patterns leading to coding errors in PHP, that result
in XSS vulnerability, while developers can identify and rectify existing
errors as they build software.

Keywords: Web Security, Secure code, XSS, PHP Vulnerabilities, CVE,
CWE.

1 Introduction

Building secure applications is very difficult [1]. The increasing complexity of
secure software applications has given rise to potential security flaws within the
source code. The necessity for software developers to consistently produce secure
code continues to increase as software becomes progressively more immersed in
every day public life. Vulnerability is defined as a weakness in some aspect or
feature of a system that makes a threat possible. A vulnerability might exist at
the network, host, or application levels. An introduction to Web Applications
security and Cross site scripting follows next.

1.1 Web Applications Security and Vulnerabilities

Many applications, especially Web based ones, are prevalent with vulnerabil-
ities ranging from Input validation [3] to insecure configuration management.
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Although Web applications help expedite business processes, they, at the same
time, expose organizations to a considerable amount of security risk. In many
cases, the organizations that automate business processes using Web Applica-
tions, do not establish the strong security controls and auditing functions needed
to mitigate the risks, which can result in serious reputation and financial damage.
From an application perspective [1,2], vulnerability identification is absolutely
critical and often overlooked as a source of risk. Unverified parameters, broken
access controls, buffer overflows and Cross Site Scripting, are few types of po-
tential security vulnerabilities found in complex business applications developed
internally. Unfortunately, commercially developed applications are often equally
insecure, thereby requiring an in-depth knowledge of dangerous vulnerabilities
and their management process. If software developers were warned of potential
security vulnerabilities [1,2,3,6,?] and provided with the explanation based on a
standard enumeration and taxonomy, we believe that even novice software devel-
opers could produce applications free from commonly exploited, known security
vulnerabilities.

1.2 Cross Site Scripting (XSS) Vulnerability

A According to Klein [14], Cross Site Scripting, abbreviated as XSS, is one of
the most common application level attacks that hackers use to sneak into web
applications today. The attack can take place only at the victim’s browser that
is used to access the site. XSS vulnerabilities are caused by a failure in the
web application to properly validate user input. Additionally, the most popu-
lar scheme for stealing an Internet user’s cookies, involves exploiting Cross-Site
Scripting vulnerabilities. Attackers often perform XSS exploitation by crafting
malicious URLs and tricking users into clicking on them. These links cause client
side scripting languages (VBScript, JavaScript, PHP script etc.) of the attacker’s
choice to execute on the victim’s browser. There are numerous ways to inject
PHP Script (any script) code into URLs, for the purpose of a XSS attack. By
causing the user’s browser to execute rogue script snippets under the same per-
missions of the web application domain, an attacker can bypass the traditional
security restrictions. This can result not only in cookie theft but account hijack-
ing, changing of web application account settings, spreading of a web mail worm,
etc. [13,15,16]. The following are some examples of XSS attack from [18].

Example link in e-mail

<A HREF="http://../comment.cgi?par=<SCRIPT SRC=’http://../badfile’>
</SCRIPT>">Click here</A>

Here the source of the malicious code is from another site, hence the name XSS.

XSS attacking cookies

setcookie("admin",$password);
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Trusted website uses the cookie in a later session:

if (isset($_COOKIE["admin"]))
$password=$_COOKIE["admin"];

Attacker tries to steal the cookie, by having the victim click on the
following link:

http://www.win.tue.nl/.../index.php?
id=<script>document.location.replace
(’http://.../log.php?c=’%2Bdocument.cookie)
</script>">DO THE BAD GUY</a>

The attacker script log.php writes the cookie to an attacker
accessible:

<?php
$ip = getenv("REMOTE_ADDR");...
fwrite($f, "cookie:($_GET[’c’]} IP: $ip");

?>

By organizing these errors into a simple taxonomy and mapping CVE with CWE,
we have constructed a Common XSS vulnerability Enumeration (CXE). With
the help of CXE, security practitioners can recognize the common types of devel-
oper patterns leading to coding errors in PHP, that result in XSS vulnerability,
while developers can identify existing errors as they build software.

The rest of this paper is structured as follows. Section 2 discusses the related
work that helps in creating the CXE. Section 3 shows the process of constructing
the CXE using CVE and CWE. It provides in detail, the analysis that we have
carried out with XSS and other useful parameters. The performance evaluation of
our approach is also described in this section. Section 4 compiles the limitations
and future direction of our approach. A comprehensive conclusion is made in
section 5.

2 Related Work

Organizations want assurance that the software products they acquire and de-
velop are free of known types of security weaknesses [21]. High quality tools and
services for finding security weaknesses in code are new. The question as to which
tool/service is appropriate for a particular job is hard to answer, given the lack of
structure and definition in the software product assessment industry. There are
several ongoing efforts to begin to resolve some of these shortcomings, including
the US Department of Homeland Security (DHS) [13], National Cyber Security
Division (NCSD)-sponsored Software Assurance Metrics and Tool Evaluation
(SAMATE) project [7] led by the National Institute of Standards and Technol-
ogy (NIST). Past attempts at developing this kind of effort have been limited
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by a very narrow technical domain focus or have largely focused on high-level
theories, taxonomies, or schemes that do not reach the level of detail or variety
of security issues that are found in today’s products. The following subsection
discusses CVE and CWE that are major initiatives focused on improving the
utility and effectiveness of code based security assessment technology.

2.1 Common Vulnerability Exposure (CVE)

As an alternate approach, under sponsorship of DHS NCSD, and as part of
MITRE’s [11] participation in the DHS-sponsored NIST SAMATE effort,
MITRE investigated the possibility of leveraging the Common Vulnerabilities
and Exposures (CVE) initiative’s experience in analyzing more than 20,000 real-
world vulnerabilities reported and discussed by industry and academia. As part
of the creation of the CVE list [11], that is used as the source of vulnerabilities
for the National Vulnerability Database [25], MITRE’s CVE initiative, during
the last six years, has developed a preliminary classification and categorization
of vulnerabilities, attacks, faults, and other concepts that can be used to help
define this arena. The preliminary classification and categorization work used
in the development of CVE was revised to address the types of issues discussed
in Preliminary List of Vulnerability Examples for Researchers (PLOVER) [10]
PLOVER was a document that listed more than 1,500 diverse, real-world exam-
ples of vulnerabilities identified by their CVE name. The work from PLOVER
also became the major source of content for Draft 1 of the CWE dictionary.

2.2 Common Weaknesses Enumeration (CWE)

As part of the DHS SwA [8] working groups and the NIST SAMATE project,
MITRE fostered the creation of a community of partners from industry, academia
and government, to develop, review, use, and support a common weaknesses
dictionary that can be used by those looking for weaknesses in code, design, or
architecture, as well as those teaching and training software developers about
the code [4], design, or architecture weaknesses that they should avoid due to
the security problems they can have on applications, systems and networks. This
effort is called the Common Weakness Enumeration (CWE) initiative. All the
publicly available source content is being hosted on the site for anyone to review
or use for their own research and analysis. The vulnerabilities are organized
within a detailed conceptual framework that enumerates individual types of
weaknesses that cause the vulnerabilities. The weaknesses were simply grouped
within the higher-level categories with a large number of real-world vulnerability
examples for each type of weakness. Draft 6 of CWE is now available on the
Internet [9]. The CWE list brought together as much public content as possible,
using the three primary sources given below.

– The Preliminary List of Vulnerability Examples for Researchers (PLOVER)
collection which identified over 300 weakness types created by determining
the root issues behind 1,400 of the vulnerabilities in Common Vulnerabilities
and Exposures (CVE) List [10].
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– The Comprehensive, Lightweight Application Security Process (CLASP)
from Secure Software, which yielded over 90 weakness concepts [16].

– The issues contained in ”Fortify’s Seven Pernicious Kingdoms” papers, which
contributed over 110 weakness concepts [3].

3 Constructing a CXE Using CVE and CWE

It is true that software developers play a crucial role in building secure computer
systems. Because roughly half of all security defects are introduced at the source
code level [5], coding errors (bugs) are a critical problem in software security.
In defining this taxonomy of coding errors, our primary goal is to organize sets
of security rules that can be used to help software developers understand the
kinds of errors that have an impact on security. By better understanding how
systems fail, developers will better analyze the systems they create, more readily
identify and address security problems when they see them, and generally avoid
repeating the same mistakes in the future. Publication of such a taxonomy should
provide tangible benefits to the software security community. Defining a better
classification scheme can also lead to better tools: a better understanding of
the problems will help researchers and practitioners create better methods for
ferreting them out [3]. Our approach in constructing the Common Cross Site
Scripting Vulnerability Enumeration (CXE) is briefly described below.

3.1 Our Approach

Our objective is to build a CXE for XSS vulnerabilities originated from PHP
script codes, based on the developers’ coding pattern. The method we have
chosen is simple but sufficient to accommodate any language or script. The
steps in our approach are:

1. Make an elaborate study on Vulnerabilities and their taxonomy (as much as
possible).

2. Identify the sources to get hands-on updated information about
vulnerabilities.

3. Choose a reliable and standard resource (open source with required
information is preferred).

4. Download XML feeds from the resource (We chose NVD-CVE).
5. Use a parser (we have developed a parser in PHP) and parse each file.
6. Create a database with required fields (we used MySql for db).
7. Populate the database with data parsed from XML feeds through a Server

(we have used Apache server to link PHP and MySql).
8. Analyze the records for the type of vulnerability to which CXE is to be

created (we chose XSS vulnerability: analysis details in section 3.2).
9. Frame the constraints to filter the heavy dataset available to reduce it (for

convenience, but sufficient to derive objective).
10. Analyze the vulnerability with respect to the various parameters (eg: PHP

script).
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11. Make a study of similar, existing enumerations from a reliable source (CWE
in our case).

12. Make a mapping between the vulnerability database and the enumeration.
(in our case it is CVE and CWE)

13. Compare and contrast, argue and analyze, explore and create/update a new
enumeration (CXE in our case).

14. Analyze the new enumeration, extract the developers pattern for the lan-
guage chosen (PHP in our case).

15. Allow findings to be sent for an experts’ view and referral.
16. Use the feedback for future development and for fine tuning the model.

3.2 Analyzing XSS Vulnerabilities in CVE from a Different Angle

Approximately 20 service providers and organizations are effectively involved
in producing alerts and advisories on vulnerabilities. We have chosen the CVE
database available on site [11]. In the first instance, we want to satisfy ourselves
that our choice to create a CXE for XSS vulnerabilities in PHP script is right.

MITRE Corporation, in its document, version 1, on Vulnerability type distri-
butions in CVE [19], has analyzed different types of vulnerabilities. But in our
analysis, the Common Vulnerability Scoring System (CVSS) score occupies a
predominant place. The reason for giving importance to CVSS can be seen from
the following paragraphs.

The National Vulnerability Database (NVD) supports the CVSS standard for
all CVE vulnerabilities. NVD provides CVSS ’base scores’ which represent the
innate characteristics of each vulnerability. NVD provides a CVSS score calcu-
lator to allow adding temporal data and even to calculate environmental scores
(scores customized to reflect the impact of the vulnerability on your organiza-
tion). General information on CVSS is available in [26]. A description of CVSS
impact vector is given below.

CVSS Base Vectors

CVSS vectors containing only base metrics take the following form:

(AV:[R,L]/AC:[H,L]/Au:[R,NR]/C:[N,P,C]/I:[N,P,C]/A:[N,P,C]/B:[N,C,I,A])

The letters within brackets represent possible values of a CVSS metric. Ex-
actly one option must be chosen for each set of brackets. Letters not within
brackets are mandatory and must be included in order to create a valid CVSS
vector. Each letter or pair of letters is an abbreviation for a metric or metric
value within CVSS. These abbreviations are defined below.

Example 1: (AV:L/AC:H/Au:NR/C:N/I:P/A:C/B:C)
Example 2: (AV:R/AC:L/Au:R/C:C/I:N/A:P/B:N)"

Metric: AV = AccessVector (Related exploit range)
Possible Values: R = Remote, L = Local
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Metric: AC = AccessComplexity Required attack complexity)
Possible Values: H = High, L = Low
Metric: Au = Authentication (Level of authentication needed to
exploit)
Possible Values: R = Required, NR = Not Required
Metric: C= ConfImpact (Confidentiality impact)
Metric: I = IntegImpact (Integrity impact)
Metric: A = AvailImpact (Availability impact)
Possible Values: N = None, P = Partial, C = Complete
Metric: B =ImpactBias (Impact value weighting)
Possible Values:
N=Normal,C=Confidentiality,I=Integrity,A=Availability

NVD provides severity rankings of ”Low”, ”Medium”, and ”High” in addition
to the numeric CVSS scores, but these qualitative rankings are simply mapped
from the numeric CVSS scores:

– ”Low” severity if they have a CVSS base score of 0.0-3.9.
– ”Medium” severity if they have a base CVSS score of 4.0-6.9.
– ”High” severity if they have a CVSS base score of 7.0-10.0.

The files downloaded from [11] to carry out different analysis on XSS and PHP
vulnerabilities are nvdcve-2002.xml, nvdcve-2003.xml, nvdcve-2004.xml, nvdcve-
2005.xml, nvdcve-2006.xml, nvdcve-2007.xml.

In our approach, when steps 5 through 9 are completed, the required data
for analysis is made available. Different analysis and tables used for this are
discussed next.

Vulnerability types are given as the row heading in Table 1. Vulnerabilities
with confirmed CVE number and CVSS score are alone considered for our anal-
ysis. The number of vulnerabilities for all CVSS scores and for CVSS scores ≥7
are given for the respective years in the column. It is evident from the Table 1
that XSS has made an entry from year 2000 and gathered momentum from 2002.
It has made its presence felt strongly in year 2006 by occupying the first position
in list of vulnerabilities (upholding ours choice of selecting XSS vulnerabilities).

Our analysis enters into the next phase as we compare the vulnerability counts
among the existence of XSS in PHP, JavaScript and Ajax. (Though XSS in ASP
is high, it is not within our scope). We have chosen to compare with JavaScript
and Ajax because many current websites are dependent on JavaScript & PHP
and futuristic Web 2.0 sites are expected to be developed using Ajax. Tables 2
and 3 are similar, except that the former gives the number of vulnerabilities
counted for all values of CVSS score and the latter is only for CVSS values
≥7. Table 4 is the condensed form of Table 3 where vulnerabilities are given in
percentages.

Figures 1 and 2 are the graphs drawn for the corresponding values from Ta-
bles 2 and 3 respectively. Figure 3 is the graph drawn for Table 4. The values in
the Y-axis represent the percentage of vulnerabilities. It can be observed from
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Table 1. Number of Vulnerabilities until year 2002 reported in NVD on May 12, 2007
(for all CVSS values and CVSS values ≥ 7)

YEAR ≤ 2000 2001 2002 ≤ 2002

VULN. TYP All ≥7 All ≥7 All ≥7 All ≥7

PHP only 19 8 70 39 179 86 268 133
JavaScript only 12 2 24 13 46 20 82 35
Ajax only 0 0 0 0 0 0 0 0
XSS only 1 0 8 1 98 23 107 24
XSS and PHP 0 0 6 0 27 4 33 4
XSS and JS 0 0 1 1 14 1 15 2
XSS and Ajax 0 0 0 0 0 0 0 0
XSS & PHP & JS 0 0 0 0 5 0 5 0
Others .. .. .. .. .. .. .. ..

Overall 2801 1213 1531 729 2156 1013 6488 2955

Table 2. Number of Vulnerabilities in different years reported in NVD on May 12,
2007 (for all CVSS values from 0 to 10)

YEAR ≤2002 2003 2004 2005 2006 2007
Languages

PHP only 268 94 391 1150 2811 927
XSS only 107 89 274 714 1274 259
XSS and PHP 33 25 117 291 689 127
JavaScript only 82 9 22 49 93 32
XSS AND JS 15 2 6 22 62 5
XSS & PHP & JS 5 0 0 2 24 1
Ajax only 0 0 0 3 8 7
XSS and Ajax 0 0 0 1 7 3
Others .. .. .. .. .. ..

Overall 6488 1219 2578 4631 6974 2399

these graphs that growth of XSS is phenomenal in 2006 and early 2007. More
specifically, the growth of XSS in PHP script is remarkable.

3.3 XSS in CWE’s Classification

Step 11 of our approach given in section 3.1 is about imbibing necessary knowl-
edge about Common Weakness Enumeration. We insist on having a specific
study about XSS in CWE. Given below is the short representation of XSS in
draft 6 of CWE [8]. The numbers given within the brackets are the CWE ID
given for each enumeration.

– Cross-site scripting (XSS) - (79)
– Basic XSS - (80)
– XSS in error pages - (81)
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Table 3. Number of Vulnerabilities in different years reported in NVD on May 12,
2007 (for CVSS ≥7 only)

YEAR ≤ 2002 2003 2004 2005 2006 2007
Languages

PHP only 133 54 170 565 1475 599
XSS only 23 43 60 52 302 88
XSS and PHP 4 12 22 21 175 49
JavaScript only 35 5 7 7 31 6
XSS AND JS 2 0 2 1 17 0
XSS & PHP & JS 0 0 0 0 7 0
Ajax only 0 0 0 0 6 5
XSS and Ajax 0 0 0 0 5 1
Others .. .. .. .. .. ..

Overall 2955 615 1059 1756 2908 1208

Fig. 1. Growth of vulnerabilities in year wise for all CVSS values

– Script in IMG tags - (82)
– XSS using Script in Attributes - (83)
– XSS using Script Via Encoded URI Schemes- (84)
– Doubled character XSS manipulations, e.g. ’¡¡script’ - (85)
– Invalid Characters in Identifiers - (86)
– Alternate XSS syntax - (87)

3.4 Mapping CVE with CWE for XSS Vulnerabilities

The core part of our work is the mapping among CVE, CVE and XSS vulnera-
bilities in PHP script. The results of the steps 12 through 14 mentioned in our
approach are given in Tables 5 & 6. Table 6 provides the CWE ID with respec-
tive number of vulnerabilities classified to it from the ones identified for XSS
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Table 4. Percentage of Vulnerabilities in different years reported in NVD on May 12,
2007 (for CVSS values ≥7 only)

YEAR ≤ 2002 2003 2004 2005 2006 2007
Languages

PHP only 4.5 8.8 16.1 32.2 50.7 49.6
XSS only 0.8 7.0 5.7 3.0 10.4 7.3
XSS and PHP 0.1 2.0 2.1 0.7 6.0 4.1

Fig. 2. Growth of vulnerabilities year wise (for CVSS values ≥ 7)

Fig. 3. Growth of vulnerabilities (in %) year wise (for CVSS values ≥7)

and PHP in Table 3 (i.e. adding values in 3rd row = 283 vulnerabilities for all
the years). The description provided for the CWE ID is also given in Table 3.
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Table 5. CVE-CWE mapping for the XSS Vulnerabilities (CVSS ≥7) listed in Table 3

CWE VULN. CWE Dictionary Description
ID COUNTS

79 25 Cross-site scripting weakness occurs when dynamically generated
web pages display input, such as login inform., that is not prop-
erly validated, allowing an attacker to embed malicious scripts
into the generated page and then execute the script on the ma-
chine of any user that views the site. If successful, XSS vulnera-
bilities can be exploited to manipulate or steal cookies, create re-
quests that can be mistaken for those of a valid user, compromise
confidential inform., or execute malicious code on the end user
systems for a variety of nefarious purposes. CVE-2007-2431

80 163 ’Basic’ XSS involves a complete lack of cleansing of any special
characters, including the most fundamental XSS elements such
as ”<”, ”>”, and ”&”.This is an explicit weakness resulting from
behavior of the developer. CVE-2007-2098

81 7 This Weakness occurs when a web developer displays input on an
error page (e.g. a customized 403 Forbidden page). If an attacker
can influence a victim to view/request a web page that causes an
error, then the attack may be successful. CVE-2007-0364

82 3 A Web application that trusts input in the form of HTML IMG
tags is potentially vulnerable to XSS attacks. Attackers can em-
bed XSS exploits into the values for IMG attributes (e.g. SRC)
that is streamed and then executed in a victim’s browser. Note
that when the page is loaded into a user’s browsers, the exploit
will automatically execute. CVE-2006-3767

83 59 The software does not filter ”javascript:” or other URI’s from
dangerous attributes within tags, such as onmouseover, onload,
on error, or style. CVE-2007-1305

84 9 The web application fails to filter input for executable script dis-
guised with URI encodings CVE-2007-0483

85 1 The web appln. fails to filter i/p for executable script disguised
using doubling of the involved characters. CVE-2007-2206

86 13 The software does not strip out invalid characters in the middle of
tag names, schemes, and other identifiers, which are still rendered
by some web browsers that ignore the characters CVE-2007-
2265

87 3 The software fails to filter alternate script syntax provided by the
attacker. CVE-2005-4748

Total 283

It can be observed from Table 5 that the number of vulnerabilities that are
mapped to CWE ID 80 is 163. An example is provided for each ID with CVE
reference. From the description provided in CWE dictionary, ID 80 is allotted
for the basic XSS type. It is primarily concerned with unsanitized input given
through the basic elements, such as parameters and attribute values. We have
made an elaborate analysis and found that some common pattern exists in the
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Table 6. Developer’s coding pattern in assigning Parameter names identified in the
XSS vulnerabilities (CVSS≥7) listed in Table 5

PARAMETER
NAMES

VULN.COUNTS CVE EXAMPLE

Admin 12 CVE-2007-0567
Calendar 4 CVE-2007-1234
File 5 CVE-2007-2600
Guest 3 CVE-2007-0542
Id 18 CVE-2007-2102
Image 6 CVE-2006-5532
Index 38 CVE-2007-2562
Input 1 CVE-2007-2245
Log 3 CVE-2007-0186
Module 6 CVE-2006-6734
Msg 3 CVE-2006-6520
Name 4 CVE-2006-6348
News 4 CVE-2006-2721
Page 5 CVE-2007-2099
Search 16 CVE-2007-1240
String 2 CVE-2007-0331
Title 6 CVE-2007-0807
General 27 CVE-2007-2098

Total 163

Fig. 4. Mapping XSS vulnerabilities in PHP (CVSS ≥7) with CWE IDs. For XSS.

way developers assign their parameter names and attribute values. Our findings
are tabulated in Table 6. It can be seen from Table 6 that most of the vulnera-
bility is reported from the ”Index”, ”Id”, ”Search”, ”Admin” parameters. Thus,
the CXE for XSS vulnerabilities originated from PHP scripts are created by
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Fig. 5. Developers code pattern in assigning parameter names in PHP scripts leading
to XSS vulnerabilities. (for CVSS ≥7 and CWE ID: 80)

appending these new parameter patterns within the CWE for ID 80. The graph-
ical representations of Tables 5 & 6 are given in Figures 4 & 5.

3.5 Performance Evaluation

We have tested our approach with two different applications written by two
PHP programmers. It can be noticed from the Table 7, that the number of
XSS vulnerabilities found while scanning those application is reduced to almost
50% when the programmers are educated with our findings and are asked to
alter their programs accordingly. The performance of our approach would be
increased further when we include vulnerabilities with all CVSS values in our
analysis given at section 3.3.

Table 7. Number of vulnerabilities found before and after implementing our findings

PHP No. of Vuln. before No. of Vulnerabilities after correcting
Programmers the awareness their programs using our findings

A 16 9

B 11 6

Total 27 15

4 Limitations and Future Direction

Our approach is limited in that, at present, we have populated the database
through the xml feeds available freely from only NVD. More precise findings
can be made if the database is populated from other sources like Secunia [22],
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CERTs [24] of different countries, Securityfocus [23], OVDB [27], and some ad-
ditional resources from closed vendors and paid service providers of Alerts and
Advisories. Better observations can be made if analysis were done for OS, Vendor
and product specific vulnerabilities also. For convenience, we have analyzed only
vulnerabilities with CVSS rating more than 7. It is recommended that vulnera-
bilities with all CVSS values be included. Due to the dynamic nature of CVE’s
xml feed, we admit to a variance ranging between 1 and 2 in our counts.

Further, we had made our enumeration based on the developer’s pattern in
assigning parameter names only, but it can be extended to various factors like
naming methods, Object parameters etc. The scope is not only limited to XSS &
PHP, it can be extended to XSS & JavaScript, XSS & Ajax, XSS & ASP, XSS &
JSP and, etc. Further, by working with industry, an appropriate method could
be developed for collecting, abstracting and sharing code samples from the code
of the products that the CVE names are assigned to, so that they could be shared
as part of the reference dataset and aligned with the vulnerability taxonomy [3].
These samples would then be available as tailoring and enhancement aides to
the developers of software assessment security tools.

5 Conclusion

By using CVE-CWE-CXE-based relationships, a high quality collection of sam-
ple vulnerabilities dataset can be created. We have devised a mechanism that
is used to exploit the various CWEs of Cross Site Scripting Vulnerabilities, for
the purpose of helping to clarify the CWE groupings specifically for PHP script
codes. This work should able to help, shape and mature the code security as-
sessment industry. These domains and profiles could provide a valuable tool to
security testing strategy and for improving the accuracy of the software product
security assessment tools in testing their own product’s code by the developer’s
community.
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Abstract. The increasing use of distributed authentication architecture
has made interoperability of systems an important issue. Interoperabil-
ity of systems reflects the maturity of the technology and also improves
confidence of users in the technology. Biometric systems are not im-
mune to the concerns of interoperability. Interoperability of fingerprint
sensors and its effect on the overall performance of the recognition sys-
tem is an area of interest with a considerable amount of work directed
towards it. This research analyzed effects of interoperability on error
rates for fingerprint datasets captured from two optical sensors and a
capacitive sensor when using a single commercially available fingerprint
matching algorithm. The main aim of this research was to emulate a
centralized storage and matching architecture with multiple acquisition
stations. Fingerprints were collected from 44 individuals on all three sen-
sors and interoperable False Reject Rates of less than .31% were achieved
using two different enrolment strategies.

1 Introduction

The landscape of authentication technologies has changed in the last decade.
Increased use of information technology in an increasingly networked world has
reduced the usefulness of monolithic and centralized authentication architec-
tures. Todays networked world requires distributed authentication architecture
which is scalable and takes advantage of various technological advancements.
But attempting to mix disparate authentication systems raises the issue of in-
teroperability. The effect of interoperability on the authentication results is an
issue which needs to be considered when deploying such authentication systems.
There are three main methods of authentication: 1) using something known
only to the authorized individual e.g. password 2) using something in possession
of only the authorized individual e.g. smartcard 3) using physical or behavioral
characteristics of the authorized individual i.e. biometrics. Knowledge based and
token based authentication systems do not face the same types of interoperability
challenges as biometric systems. This issue is of particular relevance to biometric
systems because it is dependent heavily on human interaction and human char-
acteristics. A typical biometric system consists of an acquisition subsystem, a
feature extraction subsystem, a storage subsystem, a matching subsystem, and a
decision subsystem. A fingerprint recognition system can use fingerprint sensors
based on a variety of different technologies such as optical, capacitive, thermal,
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or others. The physics behind these technologies introduces distortions and vari-
ations in the captured images which are characteristic of the technology, and
since the acquisition subsystem is the first point of contact between the user
and the systems, it is responsible for introducing part or all of the distortion.
Fingerprint recognition systems are the most widely deployed and commercially
available biometric systems, which makes interoperability germane for a number
of constituencies [4]. Taking a financial institution as an example of the need
for interoperability, some institutions are starting to deploy Automated Teller
Machines (ATM) which use fingerprint recognition for authenticating customers.
Such a system can be designed to take advantage of distributed acquisition archi-
tecture and use a centralized storage and matching architecture. Without proper
understanding of how fingerprints captured from different sensors affect the over-
all recognition rates, the financial institution would be forced to deploy the same
fingerprint sensor at all the ATMs. The effect of using different fingerprint sen-
sors for enrolment and recognition purposes on recognition rates is understood
but not well enough for it to be estimable. This requires an extraordinary level
of confidence and trust in the fingerprint sensor manufacturer in order to choose
just a single manufacturer. This could also be a hurdle to mass absorption of
this technology. If the sensor manufacturer was to stop supporting the particular
fingerprint sensors, the financial institution would be forced to replace all the
sensors and re-enrol all its clients. This could be a massive capital and labor cost
and could be a deterrent to using this technology. There is need to understand
the effect of different fingerprints on recognition rates not just from an algorithm
advancement perspective, but also from a technology usage perspective. The fo-
cus of this study was to gain further understanding into effect of sensor specific
distortions on recognition error rates and understand how to lower recognition
error rates for fingerprint datasets acquired from different fingerprint sensors.
This study did not attempt to study or examine sensor specific variations and
distortions on the fingerprint images itself. This study used two optical sensors
and a capacitive sensor and the results illustrated that fingerprint sensor effects
have a significant impact on error rates for different fingerprint datasets.

2 Review of Related Research

The majority of precision and consistency of feature extraction and matching
in fingerprint recognition depends on the ability of the fingerprint sensor to ac-
quire the fingerprint images. Fingerprint image acquisition is heavily affected
by interaction and contact issues [8]. Inconsistent contact, non-uniform contact
and irreproducible contact are specific issues which can affect fingerprint image
acquisition [3]. The mapping of a 3-D fingerprint shape onto a 2-D image intro-
duces distortions which are not uniform across different sensor technologies. The
inconsistencies introduced during the capture process affect how fingerprints
captured on different sensors are assessed. Jain and Ross evaluated the error
rates for fingerprint matching for fingerprints captured on an optical and capac-
itive sensor [6]. Their results showed that Equal Error Rate (EER) for matching
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images collected from the optical sensor was 6.14% and EER for matching im-
ages collected from the capacitive sensor was 10.39%. The EER for the matching
images collected from optical sensor to capacitive sensor was 23.13%. Nagdir and
Ross have proposed a non-linear calibration scheme based on thin plate splines
to facilitate sensor interoperability for fingerprints [10]. Their calibration model
was designed to be applied to the minutiae dataset and to the fingerprint image
itself. They applied the minutiae and image calibration schemes to fingerprints
collected from an optical sensor and capacitive sensor and matched the cali-
brated images from the two sensors against each other. Their results showed an
increase in Genuine Accept Rate from approximately 30% to 70% for VeriFin-
ger matcher after applying the minutiae calibration model. Ko and Krishnan
illustrate the need to understand the impact on error rates of fingerprints cap-
tured by a new fingerprint sensor which is integrated into an existing fingerprint
recognition system infrastructure [7]. Their examination of the U.S. Department
of Homeland Securitys Biometric Identification System recommended measures
to facilitate maintenance and matcher accuracy of large scale applications. The
quality of fingerprint images heavily influences performance of fingerprint recog-
nition systems. Modi and Elliott observed that image quality and performance
of fingerprint dataset collected from an 18-25 year population is better than fin-
gerprint dataset collected from 62 years and above population [9]. The authors
of [2] presents a methodology to compensate for image resolution and distor-
tion differences for fingerprints from different fingerprint sensors. By calculating
the resolution and distortion information of fingerprint sensors, the statistical
analysis of compensated images from different sensors showed a reduction in dif-
ferences of features between the images from different sensors. NIST conducted
the MINEX Test in 2004 which assessed the error rates for fingerprint templates
created from different template generators and matched on different matchers
[1]. Their observations showed a significant difference in error rates for fingerprint
datasets which used different template generators and matchers. These previous
studies show a higher error rate for matching fingerprints collected from different
types of scanners. With distributed authentication architectures becoming more
pervasive, interoperability will become a paramount concern. The results from
these previous studies indicated a need to analyze and understand the difference
in error rates for fingerprint images captured from different sensors.

3 Sensor Technologies

The study was conducted using two types of fingerprint sensor technologies:
optical and capacitance. Most optical sensors are based on the phenomenon of
frustrated total internal reflection (FTIR) [11]. This technology utilizes a glass
platen, a light source and a CCD, or a CMOS camera for constructing finger-
print images [11]. Optical sensors introduce distortions which are characteristic
of its technology. The edges of fingerprint images captured using optical sen-
sors have a tendency of getting blurred due to the setup of the lenses. Optical
physics could potentially lead to out of focus images which can be attributed
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to the curvature of the lens. Sometimes residual incident light is reflected from
the ridges which can lead to a low contrast image [12]. A phenomenon called
Trapezoidal Distortion is also noticed in fingerprint images due to the unequal
optical paths between each point of the fingerprint and the image focusing lens
[5]. Capacitance sensors are constructed using a two-dimensional array of con-
ductive plates [13]. When a finger is placed on a surface above the array the
electrical capacitance of these plates is affected. The sensor plates under the
ridge will have a larger capacitance than the sensor plates beneath the valley.
Air has lower permittivity than skin, which leads to an increased capacitance in
plates under the skin. Capacitance sensors do not produce geometric distortions,
but they are prone to introduce distortions due to the electrical nature of the
capture technology. Electrostatic discharge can affect the resulting image since
the conductive plates are sensitive to it. Capacitance sensors can also be affected
from the 60Hz power line and electrical noise from within the sensor [10]. Both
these sensor technologies are affected by leftover residue on the surface and skin
conditions like sweat and oiliness. These technologies introduce distortions on
the resulting image and reduce its fidelity to the original source and also increase
inconsistencies in resulting images.

4 Instrumentation, Data Collection and Dataset
Summary

The analysis for this study was conducted using fingerprints collected from
three different fingerprint sensors. The three fingerprint sensors used were Dig-
italPersona U.are.U4000a, Identix DFR 2080, and Authentec AF-S2. The Digi-
talPersona U.are.U4000a and Identix DFR 2080 sensors are optical sensors, and
Authentec AF-S2 is a capacitive sensor. Table 1 shows the specifications for the
three fingerprint sensors. 44 subjects provided 6 fingerprint samples of their right
index finger on these three sensors which resulted in total of 264 fingerprints from
each sensor.

Table 1. Fingerprint Sensor Information

SensorName SensorType Resolution CaptureArea(mm)

DigitalPersona U.are.U4000 Optical Sensor 512 dpi 14.6X18.1

Authentec AF-S2 Capacitive Sensor 250 dpi 13X13

Identix DFR 2080 Optical Sensor 500 dpi 15X15

VeriFinger 5.0 SDK was used to perform the feature extraction and matching.
This setup simulates one of the main objectives of the experiment: capture fin-
gerprints from different fingerprint sensors and use the same feature extraction
and matching algorithm, thus simulating a centralized storage and matching
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architecture. The fingerprint images were not translated, rotated or altered dur-
ing the fingerprint extraction and matching operations; all operations were per-
formed on the raw fingerprint images. The three sensors will be referred to as
follows for the rest of the paper: DigitalPersona U.are.U4000a as D, Identix DFR
2080 as I, and Authentec AF-S2 as A.

5 Image Quality and Minutiae Count Analysis

The first step of the research was to analyze the basic features of the fingerprint:
image quality and minutiae count. Image quality scores for the three fingerprint
datasets were generated using commercially available software. The scores were
analyzed to test for statistical difference in image quality score. The Kruskal
Wallis statistical test of image quality scores demonstrated a statistically sig-
nificant difference in image quality at a 95% confidence level between the three
fingerprint datasets. The distribution of image quality scores for the three fin-
gerprint datasets can be seen in Fig. 1. Analysis of minutiae count was also

Fig. 1. Distribution of Image Quality Scores

performed to observe the differences in minutiae count for the three fingerprint
datasets. The Kruskal- Wallis test showed a statistically significant difference in
minutiae count at 95% confidence level across all the datasets. The distribution
of minutiae count for the three fingerprint datasets can be seen in Fig. 2. The
distribution of the image quality scores and minutiae counts illustrated a clear
difference in all the three fingerprint datasets. Combined with the results which
showed a difference in image quality and minutiae between the three datasets,
and results from previous studies which have shown an increase in error rates
of matching datasets collected from different fingerprint sensors, the researchers
designed a template generation methodology of combining multiple fingerprints
in order to achieve better interoperability rates. This methodology is explained
in the next section.
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Fig. 2. Distribution of Minutiae Count

6 Methodology and Results

A fingerprint template for an individual can be created from multiple finger-
prints. This mode of template generation allows it to account for more finger-
print features. Using multiple images can also remove any spurious minutiae
which cannot be detected from a single image, but are easier to identify using
multiple images. The template generator used for this study has the ability to
create a generalized template using a collection of features from multiple fin-
gerprints. The first strategy involved using three images from the same sensor
to create a generalized template for each individual and the second strategy
involved using one image each from the three different sensors to create a gener-
alized hybrid template for each individual. False Match Rates (FMR) and False
Non Match Rates (FNMR) were calculated using these two different strategies.
A detailed discussion of methodology and results is presented in the following
sub-sections.

6.1 Generalized Template Methodology

The fingerprint datasets consisted of 44 subjects who provided 6 fingerprint
images on each of the three different sensors. The first three images for each
subject were separated for use as enrolment images, and the final three im-
ages for each subject were kept for testing purposes. The enrolment template
from each dataset was compared to the testing images from all three datasets,
thus providing FMR and FNMR for native datasets and interoperable datasets.
Native datasets are the ones for which the enrolment and testing images are
collected using the same sensor. Interoperable datasets are the ones for which
the enrolment and testing images are collected using different datasets. Fig. 3
illustrates the analysis methodology for this strategy.

Table 2 summarizes the failure to enrol (FTE) for each dataset, the num-
ber of total subjects used for the analysis, and number of testing images from
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Fig. 3. Generalized Template Test/Analysis Methodology

Table 2. FTE Summary

Dataset FTE TotalEnroledSubjects Numberoftestingimages

A 5 39 117

I 1 43 129

D 1 43 129

each dataset. The enrolment strategy used multiple images which required each
fingerprint image used in enrolment to be consistent for the software to extract
features in order to create a generalized template. This is an internal quality con-
trol component which is required. For the testing images if the software could
not extract features a failure to match was recorded. A one way analysis of vari-
ance (ANOVA) test was performed to test differences in genuine and imposter
match scores between the native and interoperable datasets, Fingerprint sensor
interoperability can be described as consistency of performance of the matcher
for native and interoperable fingerprint datasets. In statistical terms, this can be
examined by testing for a significant difference of the mean genuine match scores
and mean imposter match scores between native and interoperable fingerprint
datasets.

The diagnostic tests for normality, independence, and constancy of variance
of error terms did not show any violations which implied that the parametric
one way test could be performed. Three different ANOVA tests were performed
on genuine match scores: one test for A enrolment dataset, one test for D for
enrolment dataset and one test for I enrolment dataset. The tests were performed
at α =.05 and results are shown in Table 3. μnative is the average genuine
match score for matching enrolment images and testing images captured from
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the same sensor. μinteroperable1 and μinteroperable2 are the average genuine
matching scores for matching enrolment images and testing images captured
from different sensors. The native subscript refers to the sensor in the Enrolment
dataset column in Table 3.

Table 3. ANOVA Results

EnrolmentDataset NullHypothesis P − value

A μnative�= μinteroperable1�= μinteroperable2 0.75

I μnative�= μinteroperable1�= μinteroperable2 0.0

D μnative�= μinteroperable1�= μinteroperable2 0.0

The results show there was no statistically significant differences in genuine
match scores for A enrolment dataset. There was a statistically significant differ-
ence in genuine match scores for enrolment performed with D and I, but it was
not strong enough to draw any conclusions based on this sample size. The dis-
tributions of genuine scores below illustrate this difference. It can be observed in
the distribution of genuine scores for A enrolment dataset that there is a greater
overlap of the match scores for the three distributions. The distribution of gen-
uine match scores for I enrolment dataset shows a distinct difference in the three
distributions. Three different ANOVA tests were performed on imposter match
scores: one test for A enrolment dataset, one test for D for enrolment dataset
and one test for I enrolment dataset. The tests were performed at α = .05 and
results are shown in Table 4. μnative is the average imposter match score for
matching enrolment images and testing images captured from the same sensor.
μinteroperable1 and μinteroperable2 are the average imposter matching scores
for matching enrolment images and testing images captured from different sen-
sors. The native subscript refers to the sensor in the Enrolment dataset column
in Table 4.

The three ANOVA tests showed that mean imposter scores were statistically
significant for each test. The statistical tests provide insight into difference be-
tween mean scores of genuine match scores and imposter match scores. The
statistical tests are important as they indicate a change in threshold will result
in unpredictable changes in error rates for the three different datasets. Due to
the differences in distributions of genuine and imposter match scores, a change
in the decision threshold for the matcher will not change the error rates for
each dataset at a predictable rate. The next step was to analyze the differences
relative to the threshold and determine the different error rates. In order to an-
alyze the change in error rates, FNMR matrices were generated from the match
scores. The rows of the error rate matrices represent the enrolment dataset and
the columns represent the testing dataset. The diagonal of the error rate matrix
represent FNMR for the native datasets and all the cells off the diagonal rep-
resent FNMR for interoperable datasets. Three FNMR matrices were created
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Fig. 4. Distribution of Genuine Match Scores: A Enrolment Dataset

Fig. 5. Distribution of Genuine Match Scores: I Enrolment Dataset

Table 4. ANOVA Results

EnrolmentDataset NullHypothesis P − value

A μnative�= μinteroperable1�= μinteroperable2 0.25

I μnative�= μinteroperable1�= μinteroperable2 0.0

D μnative�= μinteroperable1�= μinteroperable2 0.0

at three different FMR operational points: .00%, .01% and 1% to provide an
evaluation of genuine and imposter match scores for the datasets.

The results showed that highest FNMR was .031% for FMR of .001%. The
interoperable A testing set for FMR of .001% showed FNMR of .031% and .023%
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Table 5. FNMR Matrix at .001% FMR

I D A

I 0 .015% .023%

D 0 .015% .031% Enrolment Dataset

A .0096% 0 .0096%

Testing Dataset

Table 6. FNMR Matrix at .01% FMR

I D A

I 0 .015% .023%

D 0 .015% 0% Enrolment Dataset

A .0096% 0 0%

Testing Dataset

Table 7. FNMR Matrix at 1% FMR

I D A

I 0 0% 0%

D 0 0% 0% Enrolment Dataset

A 0% 0 0%

Testing Dataset

with the interoperable optical datasets. These error rates are significantly lower
compared to previous studies related to interoperability of fingerprint [6]. The
FNMR matrix for FMR of 1% showed a FNMR of 0% for native and interop-
erable datasets. The A enrolment dataset showed a relatively low FNMR with
the interoperable optical datasets in Table 5 which was an interesting result.
Contrarily, the A testing dataset showed the highest FNMR in Table 5. The
optical sensor datasets showed a relatively low FNMR for interoperability tests
compared to the FNMR for interoperability tests between optical and capacitive
sensor datasets. The trend of these results is similar to previous studies, although
this approach achieved considerably lower FNMR compared to previous studies.
The distributions of minutiae count and quality scores for the capacitive sensor
dataset were the most variable, and the capacitive dataset showed the highest
FNMR with the optical interoperable datasets. This relationship is interesting as
it indicates a possibility for improving performance of interoperability datasets
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by controlling for minutiae count and quality of input samples relative to the
native dataset.

6.2 Generalized Hybrid Template

The analysis of results from the generalized simple template methodology led the
researchers to test a hybrid template strategy. This strategy involved generating
a hybrid template from three fingerprints images, where each fingerprint image
was collected from a different sensor. To achieve this, one image from each dataset
was used to create the enrolment template, and the remaining 5 images for each
subject from each dataset were used as test images. Out of 44 subjects, 2 subjects
could not be enroled because of image quality issues. Fingerprint images from
the remaining 42 subjects were used to generate the matching scores.

Fig. 6. Generalized Hybrid Template Test/Analysis Methodology

It was observed from the statistical analysis that genuine match scores and
imposter match scores for the three test datasets were statistically significant
in their differences. The distribution of genuine scores in Fig. 7 indicated that
distributions of genuine match scores for D and I test dataset overlapped while
the distribution of genuine match scores for A differed. The statistical tests
indicated a difference in mean genuine match scores, but we needed to ascertain
the error rates due to the differences relative to the threshold. FNMR were
calculated for three operational FMR points of .001%, .01%, and 1% similar
to the previous section. Due to use of a hybrid template there were no native
enrolment datasets which resulted in three FNMR for each operational point.

D test dataset showed an improvement and the A dataset showed a worsening
in FNMR using this strategy. I test dataset did not show any difference in error
rates between the two strategies. Although there was a positive and negative
change in error rates they were not relatively large. At 1% FMR all three datasets
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Fig. 7. Distribution of Genuine Match Scores

Fig. 8. Distribution of Imposter Match Scores

Table 8. ANOVA Results Summary

Genuine Match Scores P-value = 0.25

Imposter Match Scores P-value = 0.0

showed a 0% FNMR. This result was consistent with observations from the
previous section. It was observed earlier that the distribution of A genuine match
scores did not overlap as much as the distributions for I and D. This can be
directly related to the low FNMR for D and I test datasets and the slightly
higher FNMR for A dataset. The lower resolution and smaller image size of
fingerprint images from sensor A compared to fingerprint images from other
sensors made this result predictable. Results from both the template generation
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Table 9. FNMR at FMR Operational Points

FMR% A D I

.001% .044% .004% 0%

.01% .024% .004% 0%

1% 0% 0% 0%

techniques showed that matching scores for native and interoperable datasets
were not statistically similar but this did not have an effect on the error rates.
Although the matching scores were not similar they were significantly greater
than the threshold to have a 0% FNMR at 1% FMR.

7 Conclusions

Both the strategies presented in this paper resulted in a significant improvement
in FNMR for interoperable fingerprint datasets compared to previous studies.
Although both the strategies presented in this paper were different, the difference
in error rates did not appear to be significantly different. This novel approach
using commercially available tools is a positive indicator for efforts to lower in-
teroperability error rates. The results of the statistical tests demonstrate a need
to further understand and reliably predict changes in error rates for matching
interoperable fingerprint datasets. This study also employed quality control as
part of generating the generalized templates which is also one the factors re-
sponsible for a lower FNMR. The importance of quality control in lowering error
rates has been demonstrated in several other studies, and using it as part of
the enrolment strategy can result in better performance. The use of multiple
fingerprints to capture more features of the fingerprint resulted in better per-
formance compared to the use of a single fingerprint. Analyzing the minutiae
count distribution and the error rate matrices indicates that overlap of minutiae
distribution can potentially reduce error rates for interoperable databases. Such
a strategy would require minutiae count distribution of interoperable datasets
be compared to some reference database. The ANSI INCITS 378-2004 finger-
print minutiae data interchange format explicitly states the usage of only basic
minutiae information like x coordinate, y coordinate, angle, type and minutiae
quality to be used in the matching process. Using a template generalization
technique while controlling for minutiae distribution for generation of INCITS
378-2004 fingerprint templates in an interoperability scenario would be an in-
teresting experiment. The importance of interoperability is becoming evermore
evident, and so is the importance of finding a solution to alleviate its problems.
There are several ongoing efforts which are attempting to reduce the error rates
for interoperability datasets. Normalization of fingerprint images collected from
sensors of different technologies which result in images of different resolution and
sizes is also an ongoing effort [2]. An extension of this work would be to apply
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the image normalization technique and then follow the template generalization
methodology to assess any differences in error rates. This paper presents a prac-
tical approach for improving performance of interoperable fingerprint datasets
and also brings to light several issues which need to be investigated to reduce
the effects of interoperability on performance.
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Abstract. Dimensionality reduction is crucial when data mining tech-
niques are applied for intrusion detection. Usually, the Host based in-
trusion detection problem is formulated as a classification problem and
different classification algorithms are applied to high dimensional vec-
tors that represent the system call sequences. Any such classification
algorithm demands repeated computation of similarity between pairs of
vectors and the computational overhead increases with the increase in
the dimensionality of the vectors. Here, we believe that dimensionality
reduction of these vectors will help in classification. However, the choice
of dimensionality reduction method critically depends on preservation of
similarity for efficient classification. We show that Locally Linear Em-
bedding (LLE) preserves the similarity in this context. In this paper, we
examine its applicability in two different approaches for system call data
with benchmark dataset.

Keywords: Data Mining, Dimensionality Reduction, Locally Linear
Embedding, System Calls, Host Based IDS.

1 Introduction

In the past few years data mining approach for intrusion detection has been the
main focus of research in the area of information security. Several results are
published proposing novel data mining techniques for Masquerade detection[3],
Host based intrusion detection (HIDS)[15], Network based intrusion detection
(NIDS)[12] etc. In most of these cases the objective is to classify an entity (a user
or a process) to be either legitimate or intrusive. Different data mining techniques
such as supervised classifications including SVM, neural networks; unsupervised
methods such as clustering and sequence mining have been developed for several
types of data that capture the behaviour of a process or a user. These data
include system call sequences, user command sequences, click streams, network
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packet information etc. For HIDS, system call sequences have been acknowledged
as the most effective set of data that can capture the behaviour of a process.

System calls are functions, which a process calls to invoke different operating
system routines/services. When a process executes, depending upon its use of
operating system services, it generates a trace - an ordered list of system calls.
There are many tools such as strace and truss which can record the sequence of
system calls made by a running process.

It is observed that any normal execution of a process follows a pattern and
hence the normal behaviour of a process can be profiled by a set of predictable
sequences of system calls. Any deviation in this sequence of system calls is termed
as intrusion in the framework of anomaly-based IDS. [17] Thus the problem of
identifying intrusive process, which are measurably different from the normal
behavior, becomes detecting anomalous sequence of system calls. Normally the
length of the sequence varies from session to session. Some researchers have
proposed to convert the sequence into a set of fixed length subsequences or as
vector of fixed size. The aim is to represent the sequences in a form suitable for
data mining algorithms.

Dimensionality reduction is aimed at mapping high dimensional data points
to a lower dimension preserving certain geometrical properties. It is important
in many areas such as machine learning, text processing, data mining, clus-
tering, pattern recognition, bioinformatics, content based retrieval and intrusion
detection. Data analysis or pattern recognition algorithms require repeated com-
putation of similarities or distances in the original data source. It is desirable,
in such cases, that the similarity is preserved (at least in a neighborhood) while
reducing the dimension so that several machine learning tasks like clustering or
classification can still be carried out at lower dimension.

Manifold learning is a machine learning based dimensionality reduction that
learns the low dimensional manifold structure from the data. It is a non-linear
dimensionality reduction technique where every neighborhood of a point in high
dimension can be embedded into a linear manifold in a lower dimension. This
technique maintains the local neighborhood geometry while embedding. The
local geometry is traditionally based on Euclidean geometry in the sense that
the distances in higher and lower dimensions are taken as Euclidean distance.
Several research papers demonstrating important and effective use of manifold
learning for dimensionality reduction, visualization, classification etc. in various
domains are published recently [14][16][24].

System call data has been used for different data mining techniques by repre-
senting it as vectors, invariably high dimensional vectors. We explore the effec-
tiveness of applying dimensionality reduction for these high dimensional vectors
before applying any classification technique. We address the following problem
in this study. Is it worthwhile to reduce the dimension by some dimensionality
reduction technique for successful intrusion detection?

We observe that in the context of intrusion detection, the need for dimen-
sionality reduction can not be less emphasized. There have been some attempts
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based on SVD in this direction earlier [18]. However, realizing that manifold
learning, LLE in specific, provides a better and robust dimensionality reduc-
tion technique, we, in this paper investigate LLE for HIDS using system call
data. System call data can be represented in vector form in several ways. We, in
this present study, examine two different approaches. We propose two new algo-
rithms for HIDS based on dimensionality reduction. Interestingly, for the known
benchmark data, our method gives best possible accuracy and false positive rate.

Rest of the paper is organized as follows: Section 2 gives an overview of re-
search work in this area. A description of LLE including Incremental LLE is
given in section 3. In section 4, we describe about two different representations
of sequences of data. We describe our proposed approaches in sections 5 and 6.
The experimental setup and results are provided in section 7, which is followed
by section 8, which concludes the paper.

2 Related Work

Here we give a brief review of work done on system calls and data mining.
Forrest et al. [5][6], initiated the time-delay embedding (tide) approach, where
short sequences of system calls are used to profile a normal process using look-
ahead pairs. A fixed length sliding window is used to record the correlations
between the system call of the process under consideration and the normal se-
quences of system calls. Anomalies are accumulated over the entire sequence and
an alarm is raised if the anomaly count exceeded the threshold. It is extended
by Hofmeyr et al. [8] by using a technique called sequence time-delay embedding
(stide). In this approach, a database of unique sequences of fixed length is formed
during training. An anomaly count is defined as the number of mismatches in a
temporally local region and if it exceeds a predefined threshold, the sequence is
flagged as anomalous. stide with frequency threshold (t-stide) [22] works on the
premise that rare sequences are suspicious.

All these methods concentrate on fixed length subsequences during train-
ing. But, some better results are found if the length of the subsequence is not
fixed [23]. Anomaly Dictionaries as self for anomalous sequences is proposed [1],
which contain short sequences of system calls spawn by processes under attack.
Lee et al. [11], propose RIPPER, a rule learner, to form the rules for classi-
fication. It transform the normal processes into sequences of fixed length and
each sequence is turned into a RIPPER sample by treating all system calls as
attributes, except the last in the sequence which is denoted as the target class.

All of the above approaches concentrate only on the sequences of system
calls. Tandon and Chan [20][21] propose to consider system calls arguments and
other parameters, along with the sequences of system calls. They make use of
the variant of a rule learner LERAD (Learning Rules for Anomaly Detection).
Three variants of LERAD are proposed to generate rules under different in-
puts - S-LERAD for sequences of system calls only, A-LERAD for system call
arguments and other key attributes and M-LERAD for argument information
and sequences of system calls. A total of six system calls are used in training -
first five as conditions and sixth one as decision. In A-LERAD, system calls are



Use of Dimensionality Reduction for Intrusion Detection 309

taken as pivotal attributes. Any value for other arguments (path, return value,
error status), given a system call, which was never encountered in the value for
a long time, would trigger an alarm. M-LERAD merges both S-LERAD and
A-LERAD. Each input comprises of system call, arguments, path, return value,
error status and the previous five system calls.

Artificial neural networks have also been used for anomaly detection [7] due to
their ability to learn behavior and generalize from this learning. In this approach,
Ghosh and Schwartzbardhey, use the Leaky Bucket Algorithm to capture tempo-
ral locality. A new scheme based on the kNN Classifier is proposed by Liao and
Vemuri [13], in which each process is treated as a document and each system call
as a word in that document. The process is converted into a vector and cosine
similarity measurement is used to calculate the similarity among processes. Bag
of System calls representation is investigated by Kang et al. for classification[9].

In a recent paper [17], an efficient scheme is proposed by Rawat et al. using
Rough set theory. They propose that reasonably small sequences of system calls
better identify abnormality in a process. They make use of Rough set theory for
identifying rules from pool of sequences for intrusion detection. Use of Singular
value decomposition (SVD), a dimensionality reduction technique for fast detec-
tion of intrusion is proposed in [18]. It uses SVD as a preprocessing step to reduce
the dimensionality of system generated data, which makes the data noise free in
addition to reducing the dimensionality, thus minimizing the computational time.

3 Locally Linear Embedding (LLE)

Recently, Roweis and Saul [19] proposed locally linear embedding algorithm,
an unsupervised learning algorithm that can compute low dimensional,
neighborhood-preserving embeddings of high dimensional data. The basic idea
of LLE is global minimization of the reconstruction error of the set of all local
neighbors in the dataset. The steps of LLE are given below.

Input X: N × D matrix consisting of N data items in RD

Output Y: N ×d matrix consisting of d � D dimensional embedding coordinates
for the input points.
Step 1: The K nearest neighbors of each data point xi are computed.
Step 2: The reconstruction weights W ∗

ij for each xi are computed by minimizing
the following error function

ψ(W ) = ‖xi −
N∑

j=1

Wijxj ‖2 (1)

subject to the constraint
∑

j=1 Wij = 1, and Wij = 0, if xj is not a neighbor of xi.
Step 3: Using the optimal reconstruction weights W ∗

ij , the embedding Yi’s are
computed by minimizing the following error function.

ϕ (Y ) =
N∑

i=1

‖ yi −
N∑

j=1

W ∗
ijyj ‖2 (2)
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where W ∗ = arg minwψ(W ). The error function is minimized subject to the
constraints

∑
i yi = 0 and

∑
i yiy

T
i /n = I. The embedding is given by Y ∗ = arg

minY ϕ(Y ).
The weight Wlj stores the contribution of xj to the linear construction of xl.

These weights characterize the local geometric properties of the dataset around
each input. The optimal weights for each input can be efficiently calculated by
solving the system of linear equations Q�W� = e for every x� where the ijth

entry of Q� is
Q�(i, j) = d�i

2 + d�j
2 − dij

2. (3)

where, dij is the distance between the ith and jth items. It will be defined for
both the categorical and numeric data differently, in the following sections.

The Q� matrix might sometime be singular. To overcome this problem the ma-
trix is regularized as Q� := Q� + r�Tr(Q�) where r� is a small regularization pa-
rameter. The optimal reconstruction weights can be obtained in closed form as

W� =
Q−

� e

eT Q−
� e

(4)

where Q−
� is the generalized inverse of Q�.

In local linear embedding, it is assumed that a (K−1)-dimensional hyperplane
passing through the K data points that constitute the K-nearest neighbors of x�.
The hyperplane is represented by the affine combination of these points. When
x� (assumed to be outside the hyperplane) is projected onto the hyperplane, the
coefficients of the affine combination for the projection gives the reconstruction
weights.

Incremental LLE

In the context of IDS, we need to project vectors of incoming new processes
into lower dimensional space. For this purpose, we make use of the method
proposed by Kouropteva et al. [10]. Let xN+1 be the vector corresponding to
a new process. Let XN+1 be the matrix of the K nearest neighbors of xN+1:
XN+1 = {x1

N+1, x
2
N+1, . . . , x

K
N+1} and YN+1 = {y1

N+1, y
2
N+1, . . . , y

K
N+1}. By us-

ing the assumption that the manifold is locally linear, the following equation
is approximately true: YN+1 = XN+1Z, where Z is an unknown linear trans-
formation matrix of size Dd, which can be determined as Z = (XN+1)−1YN+1.
Because XN+1 is the neighborhood of xN+1 and LLE preserves local structures,
the new projection can be found as yN+1 = xN+1Z.

4 Representation of Sequences

Research on HIDS based on system call data is concerned with two types of
representation of system call data, one is term frequency of each system call and
the other is decision table representation based on subsequences of system call.
Let S = {S1, S2, . . . , SD} (say, |S| = D) be the set of system calls made by all
training processes. Let P be the set of training processes. The �th process P� is
represented as < P �

1 , P �
2 , . . . , P �

n >, where P �
j is the jth system call in P�.
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4.1 Term Frequency

This representation draws an analogy between text categorization and intrusion
detection, such that each system call is treated as a word and a set of system
calls generated by a process as a document. In this approach, a process, P�, is
represented by an ordered list < c�

1, c
�
2, . . . , c

�
D > where, c�

j denotes the frequency
of system call Sj in the process P�. For example, let S = {access audit chdir
close creat exit fork ioctl}. Let two processes be P1 = <access close
ioctl access exit>, and P2 = <ioctl audit chdir chdir access>. Then
we can represent the two processes in terms of frequencies as, P1 = <2, 0, 0, 1,
0, 1, 0, 1> and P2 = <1, 1, 2, 0, 0, 0, 0, 1>.

This representation formulates each process as a vector of D-dimension (in
this example D=7). But, it is to be seen that, this form of representation of a
process does not preserve the relative order of system calls in the sequence. We
also have to know all the system calls of a process and their frequencies in order
to represent it in this form. In other words, we have to wait till the termination
of the process to represent it. This approach is not suitable for on-line detection
as the frequency cannot be determined until after the process terminates [22].

4.2 Decision Table

In supervised classification, the posteriori knowledge is expressed by one distin-
guished attribute called decision attribute. A table wherein one of the attributes
is decision attribute is called a decision table. Every other column represents
an attribute that can be measured for each object. A decision table is said to
be consistent if each unique row has only one value of decision attribute. We
propose here to represent the system call data in the form of a decision table.

Forrest et al. [6] suggest the use of small sequences of system calls, made by
a process, as the profile of the process. The study done by Lee et al. [11] also
validates this observation. But if we analyze normal and abnormal processes,
we find that not all parts of an abnormal process are responsible for intrusion.
Thus intrusive part should be detectable as a subsequence of the whole abnormal
sequence of the process. Thus one point of focus of this study is to determine
the adequate length of such subsequences. Also as pointed out earlier, not all of
the subsequences of an abnormal process are abnormal. Many of them will be
identical to those occurred in normal processes.

We can extract all the subsequences from each of the processes by taking a
sliding window of size D (D ≤ n). Thus, the ith subsequence of P� is given by,

< P�(i), P�(i+1), . . . , P�(i+D−1) >

Each subsequence of a normal process is labeled as normal. In case of abnormal
process, as pointed out earlier, not all of the subsequences are abnormal. Thus
a subsequence corresponding to an abnormal process, matching with any of the
normal subsequences, is discarded; otherwise it is labeled as abnormal. It should
be noted that by removing duplicate subsequences, we get a consistent decision
table because no subsequence can belong to normal as well as abnormal classes.
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Let P1 and P2 be normal and abnormal processes respectively.

P1 = <fcntl, close, close, fcntl, close, fcntl, close, open> and
P2 = <fcntl, close, fcntl, close, open, open>

We transform P1 into a set of subsequences using a sliding window of length 5
(=D). We label all the 4 subsequences as normal. While calculating the subse-
quences of P2, the first subsequence <fcntl, close, fcntl, close, open>
matches with the last subsequence of P1 and therefore it is discarded. The sec-
ond subsequence <close, fcntl, close, open, open> is labeled as abnor-
mal and added to the decision table. The final decision table is shown in Table 1.
It can be seen that the decision table, thus created, is consistent.

Table 1. Representation of subsequences

Objects A1 A2 A3 A4 A5 Decision

1 fcntl close close fcntl close normal

2 close close fcntl close fcntl normal

3 close fcntl close fcntl close normal

4 fcntl close fcntl close open normal

5 close fcntl close open open abnormal

5 Term Frequency Approach

We convert processes under normal execution, each of which is an ordered se-
quence of system calls, into vectors, as described in section 4.1. From all the
normal processes, a matrix X = [c�

j ] is formed, where c�
j denotes the frequency

of Sj , the jth system call of S, in P�, the �th process. Here, 1 ≤ j ≤ D and
D = |S|. As X is a matrix consisting of numerical values, the distance between
two processes Pk and P� of X is defined as the Euclidean distance which is given
in equation (5).

dk� =
√∑

j

(ck
j − c�

j)
2 (5)

This equation is used in equation (3), to calculate the value of Q by this approach.
We apply LLE as described in section 3 on matrix X to get a corresponding
dimensionally reduced matrix Y , where Y� represents the reduced vector of vector
P� in X .

In order to categorize a new process p into either normal or abnormal class,
we first check if the new process p contains a new system call which does not
belong to set S. In that case we flag it as abnormal, with the assumption that
a system call that does not appear in the normal set is suspicious and thus
the process is abnormal. Otherwise, we represent p in a vector form finding
the term frequency of each of the system calls and determine the embedding of
p on the manifold structure by the incremental LLE method, which gives the
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corresponding reduced vector Yp. We calculate similarity between Yp and all the
processes Y� in Y using the cosine formula [18], given as,

CosSim(Yp, Y�) =
Yp · Y�

‖ Yp ‖ · ‖ Y� ‖ (6)

where ‖ A ‖ refers to the norm of the vector A. If any one of CosSim(Yp, Y�),
∀�, is equal to 1, then p is detected as normal. Otherwise, we find the average
similarity value by taking the K highest similarity values. When the average
similarity value is above some threshold (λ), process p is considered as normal,
and if not, abnormal. The algorithmic representation of the proposed scheme is
given in Figure 1.

Training Phase

1. Form matrix X = [c�
j] from a set of normal processes

2. Apply LLE on X to find the corresponding reduced dimensioned representation Y

Testing Phase

1. For each process p in the testing data do
2. if p has some system calls which does not belong to S then
3. p is abnormal; goto step 1 for next process
4. endif
5. find Yp

6. For each process P� in the training data do
7. compute CosSim(Yp, Y�)
8. if CosSim(Yp, Y�) equals 1.0 then
9. p is normal; goto step 1 for next process

10. end if
11. end do
12. find average similarity value AvgSim by taking K highest CosSim
13. if AvgSim < λ then
14. p is abnormal
15. else
16. p is normal
17. end if
18. end do

Fig. 1. Algorithmic representation of the Term Frequency based detection method

6 Decision Table Approach

We represent normal processes in the form of a decision table as described in
section 4.2, extracting subsequences of length D. Each of these subsequences is
labeled as normal. So, now it can be interpreted as a matrix X = [xij ], where xij

refers to the jth system call of the ith subsequence, where 1 ≤ j ≤ (D+1), where
the last column is the class attribute. Here, each row of X consists of a sequence
of categorical values. So, we define the similarity between two subsequences χk

and χ� as,

sim(χk, χ�) =
χk ⊗ χ�

2D − (χk ⊗ χ�)
(7)
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where, (χk ⊗ χ�) refers to the number of attributes having same value between
the two subsequences. Thus, the distance between χk and χ� is defined as dk� =
1 − sim(χk, χ�), which is used in equation (3) to calculate Q, by this approach.
It is to be noted that, we ignore the class attribute while calculating the similar-
ity between two subsequences. For example, if we have two subsequences as χ1 =
<fcntl open open fcntl close> and χ2 = <open open fcntl close close>,
then (χ1 ⊗ χ2) = 2, so sim(χ1, χ2) = 2

(10−2) = 1
4 and thus, d12 = 1 − 1

4 = 3
4 .

Using this distance measure, we apply the LLE method on X to obtain Y , which
is a dimensionally reduced numerical representation of X .

Given a new process p for classification, we first extract all the possible sub-
sequences of length D from it. If all of them are present in the training pool i.e.
X , then we flag the process as a normal one. Otherwise, for each subsequence
p(i) of p which is not present in X , we find its corresponding Yp(i). We calculate
similarity between Yp(i) and each of the vectors Y� in Y using equation 6. Taking
the K highest similarity values we find the average similarity value for Yp(i).
If the average similarity value of any of the subsequence is below some thresh-
old (λ), then the subsequence is abnormal and so the whole process is flagged
as abnormal. One measure advantage of this method is, we need not have to
wait till the execution of the process completes and can extract and test the
subsequences as the process is executing. The algorithmic form of the proposed
scheme is presented in Figure 2.

Training Phase

1. Construct a decision table X from the normal processes with length of the subsequence as D
2. Apply LLE on X to find the corresponding reduced dimensioned representation Y

Testing Phase

1. For each process p in the testing data do
2. For each subsequence pi of p do
3. if pi �∈ X then
4. find Yp(i)
5. compute CosSim(Yp(i), Y�) ∀Y� ∈ Y
6. find average similarity value AvgSim by taking K highest CosSim
7. if AvgSim < λ then
8. p is abnormal
9. goto step 1 for next process

10. end if
11. end if
12. end do
13. p is normal
14. end do

Fig. 2. Algorithmic representation of the Decision Table based detection method

7 Experimental Setup and Results

We test both our approaches upon the BSM audit logs data, from the well-cited
DARPA’98 dataset [2], as it contains host-based process level information. A
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detailed procedure for the extraction of process from the audit logs can be found
in [17].

On analyzing the entire set of BSM logs (list files), we locate the five days
which are free of any type of attacks - Tuesday of the third week, Thursday of
the fifth week and Monday, Tuesday and Wednesday of the seventh week. There
are around 2412 normal sessions reported during these five days of data, from
which we extract 676 processes.

For unbiased evaluation of our approach, we used ten-fold cross-validation. In
this cross-validation method, we partition the data (676 normal processes) into
ten disjoint sets of nearly equal size and select one partition as testing set and the
remaining nine are combined to form the training set. This process is repeated
10 times, each time selecting one set as testing set and the other nine as training
set, to cover all the data in a circular manner. So, each time we train with 608
processes and test with 68 processes, which gives the false positive rate. Thus,
false positive is equal to the number of normal processes detected as abnormal
divided by the total number of normal processes.

Table 2. List of 55 attacks used in testing data set

1.1 it ffb clear, 1.1 it format clear, 2.2 it ipsweep, 2.5 it ftpwrite,
2.5 it ftpwrite test, 3.1 it ffb clear, 3.3 it ftpwrite, 3.3 it ftpwrite test,
3.4 it warez, 3.5 it warezmaster, 4.1 it 080520warezclient, 4.2 it 080511warezclient,
4.2 it 153736spy, 4.2 it 153736spy test, 4.2 it 153812spy, 4.4 it 080514warezclient,
4.4 it 080514warezclient test, 4.4 it 175320warezclient, 4.4 it 180326warezclient,
4.4 it 180955warezclient, 4.4 it 181945warezclient, 4.5 it 092212ffb,
4.5 it 141011loadmodule, 4.5 it 162228loadmodule, 4.5 it 174726loadmodule,
4.5 it format, 5.1 it 141020ffb, 5.1 it 174729ffb exec, 5.1 it format,
5.2 it 144308eject clear, 5.2 it 163909eject clear, 5.3 it eject steal, 5.5 it eject,
5.5 it fdformat, 5.5 it fdformat chmod, 6.4 it 090647ffb, 6.4 it 093203eject,
6.4 it 095046eject, 6.4 it 100014eject, 6.4 it 122156eject, 6.4 it 144331ffb,
test.1.2 format, test.1.2 format2, test.1.3 eject, test.1.3 httptunnel, test.1.4 eject,
test.1.5 processtable, test.2.1 111516ffb, test.2.1 format, test.2.2 xsnoop,
test.2.3 ps, test.2.3 ps b, test.2.5 ftpwrite, test.2.4 eject a, test.2.2 format1

In order to test the detection capability of our method, we incorporate 55
intrusive sessions into our testing data. Table 2 lists these attacks. A number in
the beginning of the name denotes the week and day and the later part denotes
the name of the session (attack). For example, the attack name 3.1 it ffb clear
means that the attack was launched in the 3rd week, on the 1st day viz. Mon-
day and the name of the attack is ffb (in clear mode). On the basis of our
initial results, we find that the methods are unable to detect 3 attacks, out of
55, viz “2.2 it ipsweep,” “test.1.5 processtable,” and “test.2.2 xsnoop.” On con-
sulting DARPA attack description, we feel that it is highly unlikely to detect
these attacks by using our host based method due to the manifestation of attack
information. Therefore, we take remaining 52 attacks for our final experimenta-
tion. These attack sessions consist of almost all types of attacks launched on the
victim Solaris machine during seven weeks of training and two weeks of testing
period and that can be detected using BSM logs. An intrusive session is said
to be detected if any of the processes associated with this session is classified
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as abnormal. Thus detection rate is defined as the number of intrusive sessions
detected, divided by the total number of intrusive sessions.

7.1 Term Frequency Approach

There are 50 unique system calls in the whole set of 676 normal processes
(Table 3). Every run of cross validation has a different subset of 608 normal
processes of training data. Let S (|S| = s) be the set of unique system calls
in the training set. We noted that every S contains all the 50 unique system
calls but in general, this may not be true. All the 608 training processes are
then represented as s dimensional vectors. LLE on these vectors is applied while
varying K (no. of nearest neighbours) for values 5, 10, 15 etc. and varying d
(target dimension) for values 10, 20, 30 etc. We test with the remaining normal
processes and 52 attacks as explained above. We get the optimal accuracy for
K = 10 and d = 20. In ten runs of our method for ten-fold cross-validation,
we get ten different sets of detection rates and false positive rates. We take the
vertical average to obtain a combined result. The combined average result is
given in Table 4 for different values of threshold and the ROC curve is shown
in Figure 3. Our method attains 100% detection rate with 45.13% false positive
and with substantial decrease in the false positive rate (with false positive of
29.13%) we can get a near perfect detection rate of 99.81%.

Table 3. List of 50 unique system calls

access, audit, auditon, chdir, chmod, chown, close, creat, execve, exit,
fchdir, fchown, fcntl, fork, fork1, getaudit, getmsg, ioctl, kill, link,
login, logout, lstat, memcntl, mkdir, mmap, munmap, nice, open, pathconf,
pipe, putmsg, readlink, rename, rmdir, setaudit, setegid, seteuid, setgid,
setgroups, setpgrp, setrlimit, setuid, stat, statvfs, su, sysinfo, unlink,
utime, vfork

Table 4. Detection Rate and False Positive Rate with Term Frequency method

Threshold Detection rate False positive rate

0.40 0.365385 0

0.45 0.367308 0.0029412

0.50 0.446154 0.0102942

0.55 0.5519231 0.022059

0.60 0.7326924 0.0368568

0.65 0.8461539 0.0649817

0.70 0.9519231 0.1063419

0.75 0.9807691 0.152206

0.80 0.9942307 0.2111212

0.85 0.9980769 0.2912684

0.90 0.9980769 0.4246325

0.91 1.0 0.451287
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Fig. 3. Figure showing ROC curve of Term Frequency approach

Table 5. Comparative analysis for Term Frequency representation

Tag Method Max DR with FP=0 Min FP with DR=1 AUC

R0a BWC SVD kNN wo CV 0.37 0.048 0.9930

R0b BWC SVD kNN w CV 0.626 0.5789 0.9321

R1a LLE wo CV 0.403846 0.000378 0.9999

R1b LLE w CV 0.3653 0.4513 0.9696

Table 5 shows a comparative analysis of our result with some of the best re-
sults reported in the literature[4][18]. Most of the earlier experimental results are
carried out for distinct training set and test set and these methods did not adopt
n-fold cross-validation where the training set is split in the ratio of n−1 : 1 to get
test set. In either category of methods, LLE approach gives better results than the
earlier ones. For instance, the method of LLE without adoption of cross-validation
(tagged as R1a in Table 5) performs better than the earlier methods by Rawat et
al. [18] and Lio et al. [13]. Similarly, from the same table it can be seen that our
method of LLE with cross-validation (tagged as R1b) reports better result than Bi-
nary Weighted Cosine (BWC) method [18] with cross-validation (tagged as R0b).

7.2 Decision Table Approach

Selection of value of D, the length of subsequence, is important for two reasons.
First, if D is small then it gives a compact signature which is very much practical
to check for online processes. Conversely, if it is large then it may increase the
complexity of detection. Second, small value of D increases the granularity and
may thus divide the actual signature into many parts. We take all the 608 unique
processes (training set) and build a decision table with D=10.

We take the value of K and d to be 10 and 5 respectively, and test for re-
maining 68 normal and 52 attack processes using the proposed Decision Table
approach. After the ten-fold cross-validation, we take a vertical average to get a
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Table 6. Detection Rate and False Positive Rate with Decision Table method

Threshold Detection rate False positive rate

0.350 0.8673077 0

0.375 0.875 0.0029412

0.400 0.9269231 0.0029412

0.425 0.9269231 0.0029412

0.450 1 0.0044118

Table 7. Comparative analysis for Term Frequency representation

Tag Method Max DR with FP=0 Min FP with DR=1 AUC

R2a LLE wo CV 0.0385 0.0061 0.9981

R2b LLE w CV 0.8673 0.0044 0.9996
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Fig. 4. Figure showing ROC curve of Decision Table approach

combined result, which is shown in Table 6 (in terms of detection rate and false
positive rate) and the ROC curve is shown in Figure 4. As can be seen from Ta-
ble 6, our method is able to achieve 86.73% detection rate with 0% false positive
and detection rate of 100% with only a marginal false positive rate of 0.44%.
Table 7 shows a comparative analysis of our result (tagged as R2b) with the one
reported earlier[4] (tagged as R2a). This shows that our mode of experiment is
able to remove biasness in the distribution and shows improved results.

7.3 Observations

By analyzing the results of both the approaches, we find that Decision table ap-
proach gives better results than the Term frequency approach. But the overhead
involved in Decision table is more, as we have to check each subsequence of a
process for abnormality, whereas in case of term frequency approach, we need
to check for abnormality only once for a process. Also, Decision table approach
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is more practical in an online detection scenario as we don’t have to wait for
the whole process to execute, and can start the analysis as soon as we receive
subsequence of length D.

8 Conclusions

In this paper, we explore the usability of LLE method in the arena of HIDS. The
motivation of the present work is the requirement to have a fast and accurate
HIDS. We propose two methods to achieve the aim. The first method is based
on frequencies of system calls, and the second method is based on subsequences
of sequences of system calls invoked by processes. The later method is useful
when we want to configure IDS as reactive, for the malicious subsequence corre-
sponding to whole sequence, can be detected before the process exits. The use of
LLE enhances the overall performance of IDS mainly due to two reasons. First,
it reduces the dimension, thereby making the computational efforts less. Second
reason being the reduction of noise in the data. By reducing the noise, we can
expect a better classification of normal and abnormal data. Our future work will
be focusing on analyzing more on system call data and in particular DARPA
BSM data. As a part of this, we are focusing on the properties of data for which
LLE yields better results.
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